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Abstract

Background: Media coverage and scholarly research have reported that Asian people who reside in the United States have been the targets of racially motivated incidents during the COVID-19 pandemic.

Objective: This study aimed to examine the types of discrimination and worries experienced by Asians and Asian Americans living in the United States during the pandemic, as well as factors that were associated with everyday discrimination experience and concerns about future discrimination that the Asian community may face.

Methods: A cross-sectional online survey was conducted. A total of 235 people who identified themselves as Asian or Asian American and resided in the United States completed the questionnaire.

Results: Our study suggested that up to a third of Asians surveyed had experienced some type of discrimination. Pooling the responses “very often,” “often,” and “sometimes,” the percentages for each experienced discrimination type ranged between 14%-34%. In total, 49%-58% of respondents expressed concerns about discrimination in the future. The most frequently experienced discrimination types, as indicated by responses “very often” and “often,” were “people act as if they think you are dangerous” (25/235, 11%) and “being treated with less courtesy or respect” (24/235, 10%). About 14% (32/235) of individuals reported very often, often, or sometimes being threatened or harassed. In addition, social media use was significantly associated with a higher likelihood of experiencing discrimination (β=.18, P=.01) and having concerns about future episodes of discrimination the community may face (β=.20, P=.005). Use of print media was also positively associated with experiencing discrimination (β=.31, P<.001).

Conclusions: Our study provided important empirical evidence regarding the various types of discrimination Asians residing in the United States experienced or worried about during the COVID-19 pandemic. The relationship between media sources and the perception of racial biases in this group was also identified. We noted the role of social media in reinforcing the perception of discrimination experience and concerns about future discrimination among Asians during this outbreak. Our results indicate several practical implications for public health agencies. To reduce discrimination against Asians during the pandemic, official sources and public health professionals should be cognizant of the possible impacts of stigmatizing cues in media reports on activating racial biases. Furthermore, Asians or Asian Americans could also be informed that using social media to obtain COVID-19 information is associated with an increase in concerns about future discrimination, and thus they may consider approaching this media source with caution.

(J Med Internet Res 2020;22(11):e21684) doi:10.2196/21684
Introduction

Background
As of September 2020, COVID-19 has infected approximately 6.94 million people in the United States and caused more than 200,000 deaths in the country [1]. Globally, over 31 million people had been infected with COVID-19, making it one of the worst pandemics in human history [1,2]. It is common for people to seek the origin of a pandemic and focus on responsibility and assign blame during an outbreak [3]. Media reports and nonprofit organizations have alerted the Asian community in the United States regarding the rise of anti-Asian hate crimes since the start of this pandemic [4-6]. In late March, the Federal Bureau of Investigation also warned this community about a surge in hate crimes during the pandemic and alerted law enforcement agencies to pay closer attention to bias-motivated crimes [7,8].

Several empirical studies have indicated that Asians residing in the United States are vulnerable to racist behaviors during the outbreak of an infectious disease like COVID-19. Dhanani and Franz [9] conducted a national survey of US adults in March 2020 to study COVID-19–related discriminatory behaviors, including avoiding ordering from restaurants with primarily Asian employees, limiting interactions with Asian customers or coworkers, or intentionally moving away from an Asian individual while in a public place. Their study found that 42% of the 1141 people surveyed engaged in at least one discriminatory behavior toward people of Asian descent [9]. Another study showed that racism against Asian groups, which is associated with the outbreak of an infectious disease, is not a new phenomenon but has happened several times throughout American history [7]. Meanwhile, Asians across the globe were also found to experience xenophobia and stigmatization during the SARS (severe acute respiratory syndrome) outbreak in 2003 [10].

At the same time, according to several news reports, Asians and people of Asian descent who reside in the United States had been targets of blame, partly because the virus was first reported in Wuhan, China [11,12]. In addition, US President Donald Trump and other political officials have publicly referred to COVID-19 as “Wuhan virus,” “Chinese virus,” and “Kung Flu,” causing a surge in racist behavior against Asians [5,10,13]. The Asian Pacific Policy and Planning Council received approximately 1500 reports on anti-Asian hate incidents from 45 states during a 4-week period from March to April 2020 [6]. Although there is no existing research directly comparing the prevalence of anti-Asian incidents before and after the COVID-19 outbreak, both academic research and news reports have shown that the Asian community experienced a high level of verbal harassment, shunning, physical assaults, workplace discrimination, being barred from transportation, and being turned away by businesses [5-7,12,13]. The Center of Public Integrity [5] suggested that the national mental health support organization Crisis Text Line [14] received significantly more texts from people of Asian descent after President Trump called the coronavirus “Chinese virus” in late March 2020. During the same period, Reny and Barreto [15] found that Google searches for “Chinese virus” and “Kung Flu” increased dramatically.

Given the current social environment, it is meaningful to study the discrimination experienced by people of Asian descent living in the United States during the COVID-19 pandemic. Recently, scholars have studied relevant topics in the COVID-19 context, such as the impact of discrimination against Asians on mental health [10]; social media usage and anti-Asian sentiments among Caucasians [13]; and anti-Asian attitudes and behaviors in the United States [9].

The rise of social media has enabled it to powerfully influence people’s racism-related beliefs and actions. In a recent study, Davidson and Farquhar [16] showed that social media can serve as a major news source and contribute to prejudicial attitudes toward immigrants, refugees, and transgender people. Specifically relating to COVID-19, Croucher et al [13] found that users who perceived information on social media to be accurate and fair were more likely to believe that Chinese Americans could pose realistic threats (eg, threats to physical and material well-being) and symbolic threats (eg, threats to morals, values, and beliefs). Additionally, Ziems et al [17], in a preprint publication, revealed that the presence of anti-Asian hate speech on Twitter was more prevalent than counter-hate messages during the COVID-19 crisis. For Asians living in the United States, being exposed to large amounts of unscreened racist messages on social media could greatly affect their perceptions of discrimination. In fact, a recent study has shown that engagement with social media during the pandemic was associated with worry about discrimination among the Asian individuals surveyed [18].

According to cultivation theory [19], traditional media use could effectively construct a social reality as portrayed by the media sources among viewers. Being exposed to increasing racism-related media content during the COVID-19 pandemic, Asians may form the belief that anti-Asian racism is a salient concern in the United States, leading them to become more sensitive to the discrimination they experience in their daily lives as well as become more worried about the discrimination they may encounter in the future.

Scholars have noted that media exposure can contribute to beliefs and behaviors associated with social biases [16,20,21]. Research also showed that the media can reinforce the marginalization of ethnic minorities and stigmatized groups by portraying them as primary health threats to others [22]. However, previous research mainly documented how racism-related mainstream media coverage (eg, newspapers and TV) could cultivate dominant groups’ prejudicial attitudes toward racial minorities. Little is known about how exposure to different media sources could relate to the prejudiced/discriminated groups’ experiences and perceptions, which arguably reflect beliefs associated with social biases from
the opposite perspective (i.e., the perspective from the prejudiced and discriminated).

To advance these lines of research and create tailored interventions to promote the well-being of Asian people, our study aimed to examine the types of discrimination Asians in the United States have experienced and worried about during the pandemic, as well as how exposure to various traditional media and social media sources could influence experienced and expected future discrimination in this group during the COVID-19 pandemic. Our study is one of the first attempts to focus on Asians residing in the United States during the pandemic and examine factors influencing their experiences of discrimination.

Aims of This Study

Racism refers to a type of ideology in which certain racial groups are viewed as superior to others [23], and racial biases are negative attitudes and beliefs of outgroup members [23-25]. Discrimination is described as unfair treatment and harassment caused by racial biases [24]. In this study, we focused on everyday discrimination, which refers to discriminative events that happen repeatedly in a variety of contexts, such as being treated disrespectfully, being shunned, being offered poor service, or being verbally or physically harassed [26]. The Everyday Discrimination Scale [24] adopted in this study is among the most widely used instruments to evaluate this type of discrimination [26].

We distinguished between two dimensions of discrimination: (1) experiences of discrimination and (2) concerns about future discrimination. Experiences of discrimination refer to people’s perceptions of the various forms of anti-Asian incidents encountered during COVID-19, whereas concerns related to future discrimination refers to the extent to which people worried about discrimination that might happen in the future. Our first research question focused on the prevalence of experiences related to discrimination and concerns about future discrimination among Asians who resided in the United States during the pandemic. Our second research question focused on examining the relationship between media sources and Asian participants’ experience of discrimination and concerns about future discrimination.

Methods

Sampling

Upon institutional review board (IRB) approval, a cross-sectional online survey was generated on Qualtrics and then distributed to eligible participants via Amazon Mechanical Turk (MTurk). MTurk subject pools have revealed proven advantages in recruiting participants during ongoing social events [27-29]. We posted our Qualtrics survey link on the MTurk platform, through which participants can join the study. MTurk helped us reach eligible participants, and responses from participants were stored in Qualtrics.

Eligible participants included individuals aged ≥18 years who identified as Asian and lived in the United States when the data were collected. To ensure that participants paid sufficient attention during survey completion and to exclude bots and responses from server farms, we included an attention check question in the survey. Specifically, the question, which was placed randomly within the questionnaire, asked participants to select a designated answer (e.g., please select “never” here to show that you are paying attention); those who failed to select the designated answer were excluded from the study.

Data collection was completed in the first 2 weeks of May 2020. At that time, there was a significant number of confirmed COVID-19 cases in the United States, but some states had loosened up the stay-at-home orders. A total of 235 people who identified themselves as Asians or Asian Americans and resided in the United States completed the questionnaire. The sample size for this study was determined by an a priori estimate utilizing G*Power, version 3.1 (Heinrich-Heine-Universität Düsseldorf) [30]. With the regression effect size ($R^2$) of 0.15, 95% power, and 14 predictors, the minimum sample size was calculated to be 153. In total, 202 participants were included in the regression analyses.

Independent Variable: Media Source

The respondents were asked to indicate how often they obtained news regarding COVID-19 from different media sources. The items were rated on a 4-point scale (1=never to 4=often). Responses indicated media usage as follows: (1) newspapers or magazines (mean 1.69, SD 0.92), (2) radio (mean 1.85, SD 0.97), (3) TV (mean 2.50, SD 1.01), (4) social media (mean 3.22, SD 0.92), and (5) news websites or apps (mean 3.31, SD 0.88).

Dependent Measures

Experience of Discrimination

Experience of discrimination was assessed by asking participants how often they encountered different forms of unfair treatment since the COVID-19 outbreak. The measurement items were adapted from the Everyday Discrimination Scale [24], which is a widely used instrument to evaluate discrimination [26]. The items were rated on a 5-point scale (1=never to 5=very often). This item was worded as follows: “Since the COVID-19 outbreak, in your day-to-day life, how often have any of the following things happened to you: (1) you are treated with less courtesy or respect than other people; (2) people act as if they think you are dangerous; (3) people act as if they are afraid of you; (4) you receive poorer service than other people; (5) you are threatened or harassed.” Responses were averaged to indicate the overall experiences of discrimination participants perceived (Cronbach $\alpha$.94, mean 1.93, SD 0.98).

Concerns About Future Discrimination

This item measures the degree to which individuals worry about discrimination they may experience in the future. The same set of items in the Everyday Discrimination Scale [24] were used by changing them to future tenses (e.g., “how often do you worry that you will be treated with less courtesy or respect than other people?”). Items were averaged to show the overall level of concerns about future discrimination (Cronbach $\alpha$.96, mean 2.61, SD 1.18).
Data Analysis

Data were analyzed with SPSS Statistics 25 (IBM Corp). Descriptive statistics were used to investigate the prevalence of different types of discriminatory experiences Asians have experienced or expected to encounter in the future. Two hierarchical regression analyses were used to investigate factors that were associated with experienced everyday discrimination and concerns about future discrimination, respectively. Model 1 included demographic variables such as age, years living in the United States, sex, being Chinese, being a visitor (ie, not a US citizen or permanent resident), education level, employment status, income, and political orientation. Model 2 included the variables in Model 1 as well as different media sources. Some demographic variables were recoded for the regression analyses (sex: male=1, female=0; being Chinese: yes=1, no=0; visitor: visitor=1; US citizen and permanent resident=0; and employment status: employed=1; no=0). Age and years living in the United States were measured as continuous variables. Education level ranged from 1=high school degree to 7=doctoral degree; income ranged from 1=<$10,000 to 12=≥$150,000; and political orientation varied from 1=very liberal to 7=very conservative. Assumptions, including normality, homoscedasticity, and multicollinearity, were checked before regression tests were performed. All assumptions were met. For the multicollinearity check, variance inflation factor values ranged between 1-2 and far below 10.

Results

Participant Demographics

In total, 235 individuals completed the survey. The participants’ age ranged from 18 to 73 years (mean 32.87, SD 10.95 years). Participants from 35 out of 50 states in the United States comprised the sample and had lived in the country for an average of 23.56 years (SD 12.95). Approximately 91% (n=212) of the participants reported being a US citizen or a permanent resident. About 35% (n=79) identified themselves as Chinese; the remainder were from other Asian countries.

As seen in Table 1, approximately half of the participants (n=122, 52%) identified themselves as male; 48% (n=112) were female. Further, 55% (n=128) of the participants reported being single, 42% (n=98) reported being married or being in a domestic partnership, and 3% (n=7) reported being widowed or divorced. About 6% (n=14) had an education level below college; 68% (n=160) reported having some college education, an associate degree, or a bachelor’s degree; and 26% (n=60) had earned a master’s or doctoral degree.

In total, 32% (n=72) of the participants were unemployed, 1% (n=3) was retired, and 67% (n=152) were employed on a part- or full-time basis at the time of data collection. Further, 23% (n=51) reported their household income as being <$39,999 in 2019, 49% (n=92) between $40,000 to $99,999, and 29% (n=64) ≥$100,000. In addition, 57% (n=126) of the participants reported that their family income had been impacted by the COVID-19 outbreak.

We also collected data on the participants’ political beliefs and orientations: 18% (n=48) were Republicans, 47% (n=110) were Democrats, and 25% (n=58) were Independent. More than half of the participants (n=113, 52%) reported being liberal or very liberal, 27% (n=59) classified themselves as moderate, and 21% (n=46) were conservative or very conservative (Table 1).
### Table 1. Participants’ demographics (N=235).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>32.87 (10.95)</td>
</tr>
<tr>
<td>Range</td>
<td>18-73</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>122 (52.1)</td>
</tr>
<tr>
<td>Female</td>
<td>112 (47.9)</td>
</tr>
<tr>
<td><strong>Years in the United States</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>23.56 (12.95)</td>
</tr>
<tr>
<td>Range</td>
<td>1-66</td>
</tr>
<tr>
<td><strong>Education^a, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than college</td>
<td>14 (5.6)</td>
</tr>
<tr>
<td>Some college or college degree</td>
<td>160 (68.4)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>60 (25.6)</td>
</tr>
<tr>
<td><strong>Chinese, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>79 (34.8)</td>
</tr>
<tr>
<td>No</td>
<td>148 (65.2)</td>
</tr>
<tr>
<td><strong>Citizen or permanent resident, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>212 (91)</td>
</tr>
<tr>
<td>No</td>
<td>21 (9)</td>
</tr>
<tr>
<td><strong>Annual household income^a, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>≤$39,999</td>
<td>51 (22.8)</td>
</tr>
<tr>
<td>$40,000-$99,999</td>
<td>92 (48.7)</td>
</tr>
<tr>
<td>≥$100,000</td>
<td>64 (28.6)</td>
</tr>
<tr>
<td><strong>Income impacted by COVID-19, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>126 (57.3)</td>
</tr>
<tr>
<td>No</td>
<td>94 (42.7)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>128 (54.9)</td>
</tr>
<tr>
<td>Married or have a domestic partner</td>
<td>98 (42.1)</td>
</tr>
<tr>
<td>Widowed</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Divorced</td>
<td>5 (2.1)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Part-time or full-time</td>
<td>152 (67)</td>
</tr>
<tr>
<td>Not employed</td>
<td>72 (31.7)</td>
</tr>
<tr>
<td>Retired</td>
<td>3 (1.3)</td>
</tr>
<tr>
<td><strong>Party affiliation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Republican</td>
<td>48 (18.3)</td>
</tr>
<tr>
<td>Democrat</td>
<td>110 (46.8)</td>
</tr>
<tr>
<td>Independent</td>
<td>58 (24.7)</td>
</tr>
<tr>
<td><strong>Political orientation^a, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Liberal</td>
<td>113 (51.8)</td>
</tr>
</tbody>
</table>
Participants

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moderate</td>
<td>59 (27.1)</td>
</tr>
<tr>
<td>Conservative</td>
<td>46 (21.1)</td>
</tr>
</tbody>
</table>

*aRegrouped for this table.

Prevalence of Experienced Discrimination

Our first question asked about the prevalence of various types of discrimination experienced by Asians in the United States (Table 2). Pooling the responses “very often” and “often,” each experienced discrimination type ranged from 5% to 11%. The most frequently experienced discrimination types included “people act as if they think you are dangerous” (n=25, 11%); “being treated with less courtesy or respect” (n=24, 10%); followed by “received poorer service than other people” (n=20, 9%), and “people act if they are afraid of you” (n=17, 7%). Compared to the other four types of discriminatory experiences, encounters where individuals were threatened or harassed took place less frequently; only 5% (n=11) of participants experienced it “very often” or “often.” 9% (n=21) reported “sometimes,” and 86% (n=203) answered “rarely” or “never.” When the responses “very often,” “often,” and “sometimes” were pooled, each discrimination type was experienced by 14%–34% of the sample.

Table 2. Experience of discrimination among survey participants (N=235).

<table>
<thead>
<tr>
<th>Item</th>
<th>Never, n (%)</th>
<th>Rarely, n (%)</th>
<th>Sometimes, n (%)</th>
<th>Often, n (%)</th>
<th>Very often, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>You are treated with less courtesy or respect than other people.</td>
<td>96 (40.9)</td>
<td>67 (28.5)</td>
<td>48 (20.4)</td>
<td>13 (5.5)</td>
<td>11 (4.7)</td>
</tr>
<tr>
<td>People act as if they think you are dangerous.</td>
<td>7 (3.0)</td>
<td>18 (7.7)</td>
<td>55 (23.4)</td>
<td>50 (21.3)</td>
<td>105 (44.7)</td>
</tr>
<tr>
<td>People act as if they are afraid of you.</td>
<td>6 (2.6)</td>
<td>11 (4.7)</td>
<td>60 (25.5)</td>
<td>52 (22.1)</td>
<td>106 (45.1)</td>
</tr>
<tr>
<td>You receive poorer service than other people.</td>
<td>4 (1.7)</td>
<td>16 (6.8)</td>
<td>43 (18.3)</td>
<td>59 (25.1)</td>
<td>113 (48.1)</td>
</tr>
<tr>
<td>You are threatened or harassed.</td>
<td>3 (1.3)</td>
<td>8 (3.4)</td>
<td>21 (8.9)</td>
<td>51 (21.7)</td>
<td>152 (64.7)</td>
</tr>
</tbody>
</table>

Prevalence of Concerns About Future Discrimination

In terms of concerns about future experiences of discrimination, a higher percentage of the participants answered “very often,” “often,” or “sometimes” for the five discrimination types listed in Table 3. The results also showed that participants were generally concerned about the given forms of discrimination at similar levels. The pooled percentages of “very often” and “often” for each discrimination type ranged from 25% to 27%. The discrimination types of most frequent concern were “will be treated with less courtesy or respect than other people” (n=64, 27%) and “will receive poorer service than other people” (n=62, 26%). When the response “sometimes” was included, the range increased to 49%–58% (Table 3).

Table 3. Concerns about future discrimination among survey participants (N=235).

<table>
<thead>
<tr>
<th>Item</th>
<th>Never, n (%)</th>
<th>Rarely, n (%)</th>
<th>Sometimes, n (%)</th>
<th>Often, n (%)</th>
<th>Very often, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>You will be treated with less courtesy or respect than other people.</td>
<td>54 (23.0)</td>
<td>46 (19.6)</td>
<td>71 (30.2)</td>
<td>46 (19.6)</td>
<td>18 (7.7)</td>
</tr>
<tr>
<td>People will act as if they think you are dangerous.</td>
<td>64 (27.2)</td>
<td>39 (16.6)</td>
<td>67 (28.5)</td>
<td>45 (19.1)</td>
<td>20 (8.5)</td>
</tr>
<tr>
<td>People will act as if they are afraid of you.</td>
<td>64 (27.2)</td>
<td>43 (18.3)</td>
<td>63 (26.8)</td>
<td>48 (20.4)</td>
<td>17 (7.2)</td>
</tr>
<tr>
<td>You will receive poorer service than other people.</td>
<td>64 (27.2)</td>
<td>45 (19.1)</td>
<td>62 (26.4)</td>
<td>47 (20.0)</td>
<td>17 (7.2)</td>
</tr>
<tr>
<td>You will be threatened or harassed.</td>
<td>67 (28.5)</td>
<td>40 (17.0)</td>
<td>57 (24.3)</td>
<td>52 (22.1)</td>
<td>19 (8.1)</td>
</tr>
</tbody>
</table>

Factors Associated With Discrimination Experience and Concerns

Another question examined factors that may be associated with the experience of discrimination or concerns about future discrimination. The two sets of hierarchical regression analyses resulted in two significant models for experience of discrimination \(R^2=.183, F_{14,187}=3.00, P<.001\) and concerns about future discrimination \(R^2=.166, F_{14,187}=2.66, P=.001\). Tables 4 and 5 demonstrate the results associated with these tests.

Our analyses revealed that age was negatively associated with both experience of discrimination (\(\beta=-.18, P=.03\)) and concerns about future discrimination (\(\beta=-.26, P=.003\)). This showed that younger people were more likely to experience discrimination and worry about future discrimination they may face. The length of residing in the United States was positively associated with both experience of discrimination (\(\beta=.20, P=.02\)) and concerns about future discrimination (\(\beta=.21, P=.02\)). This shows that the
longer people lived in the United States, the more likely they felt discriminated or worried about how they might be treated in the future. Among different Asian ethnic groups residing in the United States, Chinese people were more likely to experience discrimination ($\beta=.18, P=.01$) or have concerns about future discrimination than other Asian groups ($\beta=.15, P=.04$).

Table 4. Hierarchical regression analysis for variables relating to experience of discrimination. Italics indicates significant results.

<table>
<thead>
<tr>
<th>Step and variable</th>
<th>Model 1 $\beta^a$</th>
<th>$P$ value</th>
<th>Model 1 $\beta^a$</th>
<th>$P$ value</th>
<th>$R^2$ change</th>
<th>$F$ change</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1: Demographic variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-.13</td>
<td>.14</td>
<td>-.18</td>
<td>.03</td>
<td>.077</td>
<td>1.77</td>
<td>.08</td>
</tr>
<tr>
<td>Years in the United States</td>
<td>.18</td>
<td>.045</td>
<td>.20</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>-.00</td>
<td>.96</td>
<td>-.02</td>
<td>.81</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>.19</td>
<td>.01</td>
<td>.18</td>
<td>.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visitor</td>
<td>-.01</td>
<td>.91</td>
<td>-.04</td>
<td>.54</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>.04</td>
<td>.59</td>
<td>.06</td>
<td>.42</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td>-.04</td>
<td>.59</td>
<td>-.03</td>
<td>.64</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td>-.08</td>
<td>.31</td>
<td>-.05</td>
<td>.47</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Political orientation</td>
<td>.05</td>
<td>.52</td>
<td>.09</td>
<td>.26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 2: COVID-19 media source</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.107</td>
<td>4.88$^b$</td>
<td>.001</td>
</tr>
<tr>
<td>Print</td>
<td>— $^c$</td>
<td>—</td>
<td>.31</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radio</td>
<td>—</td>
<td>—</td>
<td>.02</td>
<td>.79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TV</td>
<td>—</td>
<td>—</td>
<td>-.07</td>
<td>.37</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>News website or app</td>
<td>—</td>
<td>—</td>
<td>-.05</td>
<td>.48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social media</td>
<td>—</td>
<td>—</td>
<td>.18</td>
<td>.013</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$All beta coefficients are standardized regression coefficients.

$^b$F change is significant at $P<.001$.

$^c$Not applicable.
Table 5. Hierarchical regression analysis for variables relating to concerns about future discrimination. Italics indicates significant results.

<table>
<thead>
<tr>
<th>Step and variable</th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
<th></th>
<th>R² change</th>
<th>F change</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>P value</td>
<td>β</td>
<td>P value</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Step 1: Demographic variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>−.27</td>
<td>.002</td>
<td>−.26</td>
<td>.003</td>
<td>.114</td>
<td>2.74</td>
<td>.005</td>
</tr>
<tr>
<td>Years in the United States</td>
<td>.17</td>
<td>.047</td>
<td>.21</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>−.03</td>
<td>.73</td>
<td>−.04</td>
<td>.56</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>.15</td>
<td>.04</td>
<td>.15</td>
<td>.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visitor</td>
<td>−.03</td>
<td>.68</td>
<td>−.04</td>
<td>.55</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>−.01</td>
<td>.89</td>
<td>−.02</td>
<td>.83</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td>−.08</td>
<td>.29</td>
<td>−.07</td>
<td>.37</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td>.03</td>
<td>.71</td>
<td>.03</td>
<td>.71</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Political orientation</td>
<td>−.11</td>
<td>.11</td>
<td>−.10</td>
<td>.17</td>
<td>.052</td>
<td>2.34</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Step 2: COVID-19 media source</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Print</td>
<td>—</td>
<td>—</td>
<td>.07</td>
<td>.39</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radio</td>
<td>—</td>
<td>—</td>
<td>−.01</td>
<td>.92</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TV</td>
<td>—</td>
<td>—</td>
<td>.04</td>
<td>.59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>News website or app</td>
<td>—</td>
<td>—</td>
<td>.06</td>
<td>.38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social media</td>
<td>—</td>
<td>—</td>
<td>.20</td>
<td>.005</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a All beta coefficients are standardized regression coefficients.
b Not applicable.

Discussion

Principal Findings

This study examined what types of discrimination Asians residing in the United States have experienced and worried about during the pandemic, as well as factors that were associated with everyday discrimination experience and concerns about future discrimination that the Asian community may face. Our study suggested that a substantial part of Asians surveyed had experienced and worried about some type of discrimination. The relationship between media sources and the perception of racial biases among this group was also identified. Our study discovered the significant role of social media use in the higher likelihood of experiencing discrimination and having concerns about future discrimination. Use of print media was also positively associated with experiencing discrimination. The detailed discussion of these findings is presented below.

First, our study provided additional empirical evidence suggesting that a substantial part of the Asian community in the United States had experienced and worried about some type of discrimination at least part of the time (as indicated by the response “sometimes”). These findings complemented what the Center for Public Integrity Poll had suggested: 1 out of 4 people in the United States said they would be concerned about close contact with someone of Asian ancestry in public during the pandemic [5,12]. Additionally, about 14% (32/235) of the participants reported very often, often, or sometimes being threatened or harassed. These numbers are very concerning given that Asian Americans account for 6% of the total population in the United States, representing the fastest growing ethnic group [31]. These numbers are not negligible because disease-related anti-Asian sentiment has caused some damage—for example, an Asian American family was stabbed in March in Texas while shopping at a Sam’s Club; an Asian woman was hit on the head with an umbrella in mid-April accompanied with anti-Asian insults [5]. These types of hate crimes have caused additional fear and anxiety among Asians [7]. Our study further suggests that during a prolonged pandemic like COVID-19, we should pay careful attention to other social issues relating to the pandemic.

Second, frequent use of social media to obtain COVID-19 news was positively associated with both experience of everyday discrimination and concerns about future discrimination. This finding can be explained by a number of reasons. First, social media can be easily flooded with unconfirmed negative stereotypes, emotion-arousing information, and racist hate speech [17,32]. Therefore, those who use social media more frequently may have a higher chance of being exposed to racism-related information. Second, research has shown that social media is usually associated with a high degree of ethnic homophily, meaning that people from the same ethnic group are more likely to gather together on social media [33,34]. Our Asian participants likely had a social media network composed of a relatively high percentage of Asian friends, who may have shared much racism-related information as it had become a primary concern in the Asian community. Finally, social media algorithms present information to users based on users’ earlier behaviors [35]. It is conceivable that, through social media
algorithms, those who frequently resort to social media for COVID-19 news are then exposed to more COVID-19 news, which may include reports on anti-Asian incidents (see examples in [4,5,12]). Thus, Asian participants who frequently accessed COVID-19 news on social media may have been overinformed of and hypervigilant about COVID-19–related racism, and thus reported more experiences of and concerns about discrimination. One recent study showed that Asians/Asian Americans who engaged in social media more during the pandemic reported more worry about being discriminated, likely because social media browsing during this time led to the perception that anti-Asian racism was pervasive [18], which resonates with our findings.

Third, it is noteworthy that usage of print media was also positively associated with experience of discrimination. Research has found some patterns regarding how different media might affect people’s information processing [36]. For example, it is noted that the nature of print media in dominantly delivering text-based information and allowing readers to process information at their own pace and sequence increases the chances of elaborating information in a deeper cognitive level, especially for those who have higher interest in the information [37]. On the other hand, television is more powerful in involving those who are less involved in the content because of its ability of activating multiple sensory modes [38]. Being treated as the main target of discrimination during the COVID-19 pandemic, Asians would be highly involved in racism-related news coverage. In this case, print media could facilitate more cognitive elaboration of relevant information among Asians, which might lead them to be more sensitive to the discrimination they experienced in their daily lives.

Finally, our study also indicated that those who self-identified as Chinese residing in the United States were more likely to experience discrimination and have concerns about future discrimination. It is not surprising that Chinese individuals were more sensitive to discrimination considering the close connection between the COVID-19 outbreak and China. Furthermore, we also found that younger age and a longer residency in the United States were both associated with experience of and concerns about discrimination. It would be worthwhile to conduct qualitative research to find out how age and the length of time spent living in a different country (and cultural context) can cause different perceptions of racial prejudice and discrimination.

Our study supports earlier reports that demonstrate the concerning state of Asian people during the pandemic. It reveals the potential psychological toll of attributing a pandemic to a particular ethnic group. Our results can be useful for public health agencies. To reduce discrimination against Asians during the pandemic, official sources and public health professionals should be cognizant of the possible impacts of amplifying stigmatizing cues in media reports on activating racial biases. Furthermore, health communication efforts can further emphasize evidence-based prevention measures of curbing the pandemic and help remedy social prejudices relating to the disease. Finally, Asian users could also be informed that using social media for COVID-19 information would associate with greater concerns about future discrimination, and thus they may consider approaching this media source with caution.

Limitations and Future Studies
As an exploratory examination of Asians and their experienced and expected discrimination during COVID-19, the study has some limitations. First, even though this project reached Asians from 35 states in the country, the nonprobability sampling nature of this study will limit generalizations of the results to the whole Asian community. Second, our study revealed the prevalence of discrimination against Asians during COVID-19, but the nature of the study did not allow us to report whether and by how much discrimination increased since the outbreak. Scholars who have collected longitudinal data before and after COVID-19 are in a better position to present the change. Third, we used an existing scale of racial discrimination [24], which generated self-report data. Future studies can explore new ways to better assess the presence of racial discrimination, using experimental methods or attitudinal and behavioral indicators, as suggested by the National Research Council [39]. Lastly, our sample included Asians who resided in the United States during the outbreak and comprised US citizens, permanent residents, and temporary visitors. We asked our participants whether they self-identified as Chinese but did not ask the non-Chinese participants to report their original nationality. Future scholars may collect this information to analyze the potential role of nationality in influencing individual experiences during a global pandemic.

Conclusions
Through a cross-sectional survey of Asian people in the United States, our study showed that a substantial percentage of this group has experienced and worried about some form of discrimination. Use of print and social media for COVID-19 news were both associated with a higher likelihood of experiencing discrimination, and social media use was further associated with concerns about future discrimination. Notably, our study contributes to the understanding of the media’s role in shaping racism-related perceptions of a group experiencing discrimination during a global health crisis. These findings revealed the importance of addressing discrimination in a health pandemic to protect the well-being of minority groups that are being linked to infectious diseases.
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Abstract

Background: SymptomGuide Dementia (DGI Clinical Inc) is a publicly available online symptom tracking tool to support caregivers of persons living with dementia. The value of such data are enhanced when the specific dementia stage is identified.

Objective: We aimed to develop a supervised machine learning algorithm to classify dementia stages based on tracked symptoms.

Methods: We employed clinical data from 717 people from 3 sources: (1) a memory clinic; (2) long-term care; and (3) an open-label trial of donepezil in vascular and mixed dementia (VASPECT). Symptoms were captured with SymptomGuide Dementia. A clinician classified participants into 4 groups using either the Functional Assessment Staging Test or the Global Deterioration Scale as mild cognitive impairment, mild dementia, moderate dementia, or severe dementia. Individualized symptom profiles from the pooled data were used to train machine learning models to predict dementia severity. Models trained with 6 different machine learning algorithms were compared using nested cross-validation to identify the best performing model. Model performance was assessed using measures of balanced accuracy, precision, recall, Cohen κ, area under the receiver operating characteristic curve (AUROC), and area under the precision-recall curve (AUPRC). The best performing algorithm was used to train a model optimized for balanced accuracy.

Results: The study population was mostly female (424/717, 59.1%), older adults (mean 77.3 years, SD 10.6, range 40-100) with mild to moderate dementia (332/717, 46.3%). Age, duration of symptoms, 37 unique dementia symptoms, and 10 symptom-derived variables were used to distinguish dementia stages. A model trained with a support vector machine learning algorithm using a one-versus-rest approach showed the best performance. The correct dementia stage was identified with 83% balanced accuracy (Cohen κ = 0.81, AUPRC 0.91, AUROC 0.96). The best performance was seen when classifying severe dementia (AUROC 0.99).

Conclusions: A supervised machine learning algorithm exhibited excellent performance in identifying dementia stages based on dementia symptoms reported in an online environment. This novel dementia staging algorithm can be used to describe dementia stage based on user-reported symptoms. This type of symptom recording offers real-world data that reflect important symptoms in people with dementia.

(J Med Internet Res 2020;22(11):e20840) doi: 10.2196/20840
KEYWORDS
dementia stage; Alzheimer disease; mild cognitive impairment; machine learning

Introduction

Background
People living with dementia experience a variety of symptoms. These symptoms cross several domains beyond cognition, including executive function (eg, planning [1]), behavior (eg, agitation [2]), and physical manifestations (eg, mobility [3]). This heterogeneity of symptoms is further increased by changes in daily occurrence and manifestation. Furthermore, these combinations can vary both between people and within people across time [4-6]. This variability can be informative. Hallucinations, for example, have been reported in all stages of Alzheimer disease but most commonly at later stages [7]. In contrast, in people with Lewy body dementia, they can be a presenting feature [8]. The complex nature of dementia poses diagnostic and management challenges for health care professionals [9,10]. A key strategy is recognizing patterns, which forms the basis of dementia staging. Pattern recognition can be enhanced by tracking dementia symptoms early in the course of progressive cognitive impairment. This is especially useful when employing an approach that allows common but under-studied symptoms (eg, verbal repetition [11] or misplacing objects [12]), which may nevertheless be informative when assembled in an accessible fashion [5,6] or respond to treatment [13], to be recognized and evaluated.

Requirement for Dementia Staging Tools
To allow individual applicability, any treatment approach must consider the person’s dementia stage [14]. Several clinician-facilitated dementia tools allow face-to-face staging, including the Global Deterioration Scale (GDS) [15], the Functional Assessment Staging Test (FAST) [16], the Dependence Scale [17], and the Clinical Dementia Rating Scale Sum of Boxes [18]. Defining dementia from unadjudicated online encounters (ie, where people living with dementia symptoms or their care partners track their symptoms in a web-based tool) is an important challenge that could improve both early detection and treatment evaluation [19]. Even so, dementia staging from solely online interactions has rarely been explored [20-22].

Online symptom tracking tools are common ways to help health care professionals understand dementia symptoms. They can also be valuable as education tools. SymptomGuide Dementia (DGI Clinical Inc) is an online dementia symptom tracking tool that provides a library of common and distressing symptoms. It serves as an educational tool and allows a user to identify symptoms of concern and track their change over time [5,23]. Earlier, we developed an algorithm to stage dementia severity into 4 levels of cognitive impairment for use with SymptomGuide Dementia or other similar databases using clinician-staged symptom profiles of 320 people [24]. Here, we aimed to develop a new staging algorithm using machine learning techniques with training data from a larger and more diverse set of clinical data and to validate this approach with well-established clinical dementia staging tools.

Methods

Participants and Procedure
Data for this study were obtained from a tertiary care memory clinic in Halifax, Nova Scotia, Canada from 2007 to 2013 as well as data from a study in long-term care, and an open-label trial of donepezil in vascular and mixed dementia (VASPECT) clinical trial [25,26]. Data from patients and family members (care partners) were collected using SymptomGuide Dementia in its electronic (web-based) or paper format. In addition, participants (N=717) underwent standard clinical assessments, including staging of dementia with one of two clinical tests, the GDS or the FAST. Both GDS and FAST have excellent reliability and validity [16,27]. Additionally, FAST stages have been shown to be concordant with GDS stages, and a correlation of 0.9 has been observed between them [28]. The GDS and FAST scores were interpreted as follows: a score of 3 indicated mild cognitive impairment, a score of 4 indicated mild dementia, a score of 5 indicated moderate dementia, and a score of 6 indicated severe dementia. These stages were used as target variables for classification prediction. All 4 stages were treated as discrete; therefore, discriminative models were used to perform the classification task. Only data collected at baseline (first visit) for each participant were prepared and used to train the models.

A web-based symptom tracking tool aimed to support caregivers of persons living with dementia, SymptomGuide Dementia, was used for data capture and storage for data obtained from the 3 sources. The symptoms can be either selected from an existing library of standardized symptoms or created by the caregiver. For each of the standardized symptoms, several plain-language descriptors are present. These provided another submenu for selection by the user. For each symptom selected, users were asked to indicate the frequency of the symptom and rank all the symptoms from most to least important. Users were also asked to input demographic information (eg, age and gender) and health-related information (eg, duration since first symptom), which was attached to their symptom profiles. Symptom information for each participant in the 3 sources was coded in the same format as represented in the online database. We, therefore, refer to participants when describing their characteristics and user profiles in relation to the representation of their symptoms.

Data Preparation
Users who did not select at least one symptom from the existing library of standardized symptoms were excluded from the analysis. Any patient age reported as less than 40 years was replaced with the group average for the respective stage. This was done with the assumption that the survey question was misinterpreted, and the reported age was the care partner’s age not the age of the participant with dementia. Each symptom was represented by the ratio of descriptors selected for that symptom to the total number of descriptors selected across all symptoms by the participant. In addition to individual
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symptoms, the ratio of selected descriptors and ratio of reported frequency of all symptoms were grouped into the following 5 domains: Behavioral Function, Cognitive Function, Daily Function, Executive Function, and Physical Manifestations for each participant [29]. Finally, age and the duration of symptoms were also included as features (variables used for prediction). All features were continuous except for the duration of symptoms which was treated as categorical data (1 don't know, 1-3 months, 3-6 months, 6-12 months, 1-2 years, 1 year or more). Of the 56 symptoms in the standardized menu in SymptomGuide Dementia, 37 symptoms were selected to be included in the final set of features. This was accomplished by pruning symptoms based on a minimum occurrence of at least 15 times. As before in the algorithm developed with 320 users [24], here we maintained the 4 common clinical classifications of mild cognitive impairment, and mild dementia, moderate dementia, and severe dementia. Of the 717 users, a majority (332, 46.3%) were clinically staged as having mild dementia in the FAST or GDS, 133 (18.5%) as having mild cognitive impairment, 138 (19.2%) as having moderate dementia, and 114 (15.8%) as having severe dementia. Since the different dementia stages were not equally represented in the data set, the minority stages (eg, mild cognitive impairment, moderate dementia, and severe dementia) were oversampled and the most represented stage (mild dementia) was undersampled in the machine learning pipeline. Oversampling was done with the borderline variant of the synthetic minority oversampling technique algorithm with a target of increasing the minority stage sizes by approximately 1.45 times their original size [30]. Undersampling was done with the neighborhood cleaning rule algorithm that focuses on data cleaning rather than data reduction. This technique has been previously shown to improve identification of minority classes in machine learning [31].

Building the Model

The models were adjudicated and iterated using measures of balanced accuracy, precision (also known as positive predictive value), recall (also known as sensitivity), Cohen κ, area under the receiver operating characteristics curve (AUROC), and area under the precision-recall curve (AUPRC). Balanced accuracy in this study was the average of individual accuracy for each stage [32]. In a balanced data set, this score would represent the accuracy. Data were stratified by stage and randomly split with 70% of the data used as a training data set (n=502) and 30% of the data used as a test data set (n=215) for validation. The use of a single set of data to conduct both model selection and model training can lead to overfitting and selection bias [33]. To address this, we used a nested cross-validation approach as described in Figure 1. The average inner cross-validation estimates of the primary selection criterion were maximized by selecting optimal hyperparameters from a range of possible values. The inner and outer cross-validation loops were repeated 3 times to account for variance arising from choice of data set splits [34,35]. We used 5-fold cross validation for both the inner and the outer loops. We used balanced accuracy here as the primary selection criterion for the hyperparameter tuning in the inner loop. Balanced accuracy was also used for the outer loop to provide a measure of model performance. The following machine learning algorithms were used to train models: support vector machine, k-nearest neighbor, random forest, neural network, logistic regression, stochastic gradient boosting.

Figure 1. Pseudocode representation of the nested cross-validation procedure used during model selection trials.

**Algorithm 1**: Stratified K-Fold Nested Cross-Validation with Grid Search

- **Require**: \( K_1, K_2 \), where \( K_1 \) is number of outer folds and \( K_2 \) inner folds
- **Require**: \( D \), dataset containing input features \( X \) and output features \( y \)
- **Require**: \( P_{sets} \), set of hyper-parameters with different values
- **Require**: \( M \), a single estimator, model.

Split \( D \) into stratified \( K_1 \) folds

for \( i = 1 \) to \( K_1 \) splits do

Set fold \( i \) as \( D_{i}^{\text{test}} \), and remaining folds as \( D_{i}^{\train} \)

Split \( D_{i}^{\train} \) into stratified \( K_2 \) folds

for \( j = 1 \) to \( K_2 \) do

Set fold \( j \) as \( D_{j}^{\text{test}} \), and remaining folds as \( D_{j}^{\train} \)

foreach \( p \) in \( \text{SequentialSample}(P_{sets}) \) do

Train \( M \) on \( D_{j}^{\train} \) with hyperparameter set \( p \)

Compute test error \( E_{j}^{\text{test}} \) for \( M \) with \( D_{j}^{\test} \)

end

Select optimal hyperparameter set \( p^* \) from \( P_{sets} \), where \( E_{j}^{\text{test}} \) is best

Train \( M \) with \( D_{i}^{\train} \), using \( p^* \)

Compute test error \( E_{i}^{\text{test}} \) for \( M \) with \( D_{i}^{\test} \)

end
The best performing algorithm was then trained on the complete training data set with nested cross-validated hyperparameter tuning to model the data. To understand model performance and guard against overfitting, the model was tested against the test data set to obtain performance estimates of following metrics: weighted precision, weighted recall, balanced accuracy, Cohen $\kappa$, AUROC, and AUPRC. The final model was further assessed with a permutation test, which measured the likelihood of obtaining the observed accuracy by chance. This was done by repeating the classification (training and testing) procedure 200 times after randomly shuffling the data and permuting the labels in each iteration. The scores obtained with the permuted data were compared with the scores from the original data. We computed the probability of obtaining a score with permuted data that was better than with original data. Obtaining a small probability value rejects the null hypothesis that our model performed better than random chance and that the model had learned a real relationship between our data and dementia stages [36]. In other words, this process estimates how likely it is to obtain the observed classification performance on the test set by chance [37].

All data processing, analysis, and visualization were performed using Python (version 3.6; 64-bit) libraries (numpy, version 1.18.1; scipy, version 1.4.1; matplotlib, version 3.1.2; pandas, version 0.25.3) [38-42]. Classification algorithms were processed and analyzed using scikit-learn (version 0.22.1) and scipy [39,43]. The synthetic minority oversampling technique and neighborhood cleaning rule were implemented using imbalanced-learn (version 0.6.1) [44].

**Results**

**Participants**

This study used data from memory clinic (n=420), a long-term care study (n=169), and the VASPECT clinical trial (n=128) for a participant sample that allows 717 user profiles in people with clinical diagnosis and staging (Table 1) [25,26]. The mean participant age was 77.3 years (SD 10.6 years), and 59.1% of the participants were women. The mean FAST score was 4.0 (SD 0.9), and the mean GDS score was 4.8 (SD 1.9). The participants identified a median of 5 symptoms (range 1-27).
Table 1. Descriptive statistics of participants from clinical studies, by data source.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Memory clinic</th>
<th>Long-term care</th>
<th>VASPECT&lt;sup&gt;a&lt;/sup&gt; open-label trial</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size, n (%)</td>
<td>420 (58.5)</td>
<td>169 (23.5)</td>
<td>128 (18.0)</td>
<td>717 (100)</td>
</tr>
<tr>
<td>Age (in years), mean (SD)</td>
<td>74.6 (12.5)</td>
<td>81.0 (19.1)</td>
<td>75.4 (9.2)</td>
<td>77.3 (10.6)</td>
</tr>
<tr>
<td>FAST, mean (SD)</td>
<td>4.0 (0.9)</td>
<td>5.3 (1.1)</td>
<td>4.3 (0.5)</td>
<td>4.1 (0.9)</td>
</tr>
<tr>
<td>GDS, mean (SD)</td>
<td>4.8 (1.9)</td>
<td>5.2 (1.0)</td>
<td>_&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5.2 (1.1)</td>
</tr>
<tr>
<td>Reported symptoms, median (range)</td>
<td>5 (1-14)</td>
<td>4 (1-12)</td>
<td>6 (1-27)</td>
<td>5 (1-27)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>228 (54.3)</td>
<td>129 (76.3)</td>
<td>67 (52.3)</td>
<td>424 (59.1)</td>
</tr>
<tr>
<td>Male</td>
<td>192 (45.7)</td>
<td>40 (23.7)</td>
<td>61 (47.7)</td>
<td>293 (40.9)</td>
</tr>
<tr>
<td>FAST, mean (SD)</td>
<td>4.0 (0.9)</td>
<td>5.3 (1.1)</td>
<td>4.3 (0.5)</td>
<td>4.1 (0.9)</td>
</tr>
<tr>
<td>GDS, mean (SD)</td>
<td>4.8 (1.9)</td>
<td>5.2 (1.0)</td>
<td>_&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5.2 (1.1)</td>
</tr>
<tr>
<td>Reported symptoms, median (range)</td>
<td>5 (1-14)</td>
<td>4 (1-12)</td>
<td>6 (1-27)</td>
<td>5 (1-27)</td>
</tr>
<tr>
<td>Reported symptoms by dementia stage, median (range)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild cognitive impairment</td>
<td>3 (1-14)</td>
<td>2 (2-4)</td>
<td>_&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4 (1-14)</td>
</tr>
<tr>
<td>Mild dementia</td>
<td>5 (1-11)</td>
<td>3 (1-8)</td>
<td>6 (1-24)</td>
<td>5 (1-24)</td>
</tr>
<tr>
<td>Moderate dementia</td>
<td>5.5 (1-11)</td>
<td>4 (1-7)</td>
<td>7 (2-27)</td>
<td>4.5 (1-27)</td>
</tr>
<tr>
<td>Severe dementia</td>
<td>5 (2-11)</td>
<td>5 (2-12)</td>
<td>10 (7-13)</td>
<td>5 (1-13)</td>
</tr>
<tr>
<td>Stage, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild cognitive impairment</td>
<td>126 (30.0)</td>
<td>7 (4.1)</td>
<td>_&lt;sup&gt;a&lt;/sup&gt;</td>
<td>133 (18.5)</td>
</tr>
<tr>
<td>Mild dementia</td>
<td>203 (48.3)</td>
<td>33 (19.5)</td>
<td>96 (75)</td>
<td>332 (46.3)</td>
</tr>
<tr>
<td>Moderate dementia</td>
<td>58 (13.8)</td>
<td>50 (29.6)</td>
<td>30 (23.4)</td>
<td>138 (19.2)</td>
</tr>
<tr>
<td>Severe dementia</td>
<td>33 (7.8)</td>
<td>79 (46.7)</td>
<td>2 (1.5)</td>
<td>114 (15.8)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild cognitive impairment</td>
<td>71.2 (14.3)</td>
<td>87.5 (9.9)</td>
<td>_&lt;sup&gt;a&lt;/sup&gt;</td>
<td>73.2 (12.2)</td>
</tr>
<tr>
<td>Mild dementia</td>
<td>75.3 (11.8)</td>
<td>81.5 (16.3)</td>
<td>74.7 (8.8)</td>
<td>76.4 (9.8)</td>
</tr>
<tr>
<td>Moderate dementia</td>
<td>77.1 (10.1)</td>
<td>83.6 (14.1)</td>
<td>77.5 (9.9)</td>
<td>80 (9.4)</td>
</tr>
<tr>
<td>Severe dementia</td>
<td>77.3 (10.7)</td>
<td>78.5 (23)</td>
<td>75 (16.9)</td>
<td>81.2 (9.7)</td>
</tr>
</tbody>
</table>

<sup>a</sup>An open-label trial of donepezil in vascular and mixed dementia.

<sup>b</sup>No data from this source.

Symptoms

Table 2 illustrates the relationship between symptom frequency and clinical dementia stage. There was a sharp increase in the frequency of aggression, wandering, and incontinence in patients with severe dementia. By contrast, symptoms such as memory of recent events, repetitive questioning, and initiative declined with increasing dementia severity.
Table 2. Mean frequency of reported user profile symptoms of clinical study participants by clinically defined dementia stage.

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Mild cognitive impairment, n (%)</th>
<th>Mild dementia, n (%)</th>
<th>Moderate dementia, n (%)</th>
<th>Severe dementia, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggression</td>
<td>1 (0.8)</td>
<td>7 (2.1)</td>
<td>4 (2.9)</td>
<td>32 (28.1)</td>
</tr>
<tr>
<td>Anxiety &amp; worry</td>
<td>35 (26.3)</td>
<td>82 (24.7)</td>
<td>23 (16.7)</td>
<td>19 (16.7)</td>
</tr>
<tr>
<td>Appetite</td>
<td>0 (0)</td>
<td>28 (8.4)</td>
<td>12 (8.7)</td>
<td>9 (7.9)</td>
</tr>
<tr>
<td>Balance</td>
<td>5 (3.8)</td>
<td>7 (2.1)</td>
<td>13 (9.4)</td>
<td>19 (16.7)</td>
</tr>
<tr>
<td>Bathing</td>
<td>0 (0)</td>
<td>9 (2.7)</td>
<td>11 (8.0)</td>
<td>6 (5.3)</td>
</tr>
<tr>
<td>Delusions &amp; paranoia</td>
<td>4 (3.0)</td>
<td>29 (8.7)</td>
<td>20 (14.5)</td>
<td>19 (16.7)</td>
</tr>
<tr>
<td>Disorientation to place</td>
<td>3 (2.3)</td>
<td>28 (8.4)</td>
<td>15 (10.9)</td>
<td>18 (15.8)</td>
</tr>
<tr>
<td>Disorientation to time</td>
<td>4 (3.0)</td>
<td>41 (12.3)</td>
<td>25 (18.1)</td>
<td>23 (20.2)</td>
</tr>
<tr>
<td>Dressing</td>
<td>1 (0.8)</td>
<td>13 (3.9)</td>
<td>15 (10.9)</td>
<td>7 (6.1)</td>
</tr>
<tr>
<td>Eating</td>
<td>0 (0)</td>
<td>5 (1.5)</td>
<td>3 (2.2)</td>
<td>9 (7.9)</td>
</tr>
<tr>
<td>Financial management</td>
<td>5 (3.8)</td>
<td>30 (9.0)</td>
<td>11 (8.0)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Following instructions</td>
<td>6 (4.5)</td>
<td>12 (3.6)</td>
<td>2 (1.4)</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Hallucinations</td>
<td>0 (0)</td>
<td>15 (4.5)</td>
<td>11 (8.0)</td>
<td>12 (10.5)</td>
</tr>
<tr>
<td>Hobbies &amp; games</td>
<td>2 (1.5)</td>
<td>17 (5.1)</td>
<td>5 (3.6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Household chores</td>
<td>4 (3.0)</td>
<td>39 (11.7)</td>
<td>13 (9.4)</td>
<td>5 (4.4)</td>
</tr>
<tr>
<td>Incontinence</td>
<td>1 (0.8)</td>
<td>6 (1.8)</td>
<td>6 (4.3)</td>
<td>23 (20.2)</td>
</tr>
<tr>
<td>Insight</td>
<td>4 (3.0)</td>
<td>19 (5.7)</td>
<td>6 (4.3)</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Interest initiative</td>
<td>46 (34.6)</td>
<td>148 (44.6)</td>
<td>39 (28.3)</td>
<td>19 (16.7)</td>
</tr>
<tr>
<td>Irritability frustration</td>
<td>19 (14.3)</td>
<td>92 (27.7)</td>
<td>24 (17.4)</td>
<td>28 (24.6)</td>
</tr>
<tr>
<td>Judgment</td>
<td>13 (9.8)</td>
<td>42 (12.7)</td>
<td>24 (17.4)</td>
<td>25 (21.9)</td>
</tr>
<tr>
<td>Language difficulty</td>
<td>18 (13.5)</td>
<td>59 (17.8)</td>
<td>15 (10.9)</td>
<td>21 (18.4)</td>
</tr>
<tr>
<td>Low mood</td>
<td>3 (2.3)</td>
<td>44 (13.3)</td>
<td>13 (9.4)</td>
<td>6 (5.3)</td>
</tr>
<tr>
<td>Meal preparation cooking</td>
<td>10 (7.5)</td>
<td>57 (17.2)</td>
<td>19 (13.8)</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Memory for names faces</td>
<td>2 (1.5)</td>
<td>29 (8.7)</td>
<td>24 (17.4)</td>
<td>12 (10.5)</td>
</tr>
<tr>
<td>Memory of future events</td>
<td>0 (0)</td>
<td>37 (11.1)</td>
<td>16 (11.6)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Memory of past events</td>
<td>8 (6.0)</td>
<td>33 (9.9)</td>
<td>21 (15.2)</td>
<td>13 (11.4)</td>
</tr>
<tr>
<td>Memory of recent events</td>
<td>100 (75.2)</td>
<td>233 (70.2)</td>
<td>81 (58.7)</td>
<td>30 (26.3)</td>
</tr>
<tr>
<td>Misplacing or losing objects</td>
<td>21 (15.8)</td>
<td>53 (16.0)</td>
<td>11 (8)</td>
<td>5 (4.4)</td>
</tr>
<tr>
<td>Mobility</td>
<td>4 (3.0)</td>
<td>14 (4.2)</td>
<td>16 (11.6)</td>
<td>30 (26.3)</td>
</tr>
<tr>
<td>Operating gadgets/appliances</td>
<td>8 (6.0)</td>
<td>76 (22.9)</td>
<td>24 (17.4)</td>
<td>4 (3.5)</td>
</tr>
<tr>
<td>Personal care hygiene</td>
<td>7 (5.3)</td>
<td>26 (7.8)</td>
<td>36 (26.1)</td>
<td>28 (24.6)</td>
</tr>
<tr>
<td>Physical complaints</td>
<td>2 (1.5)</td>
<td>15 (4.5)</td>
<td>7 (5.1)</td>
<td>4 (3.5)</td>
</tr>
<tr>
<td>Repetitive questions stories</td>
<td>51 (38.3)</td>
<td>169 (50.9)</td>
<td>50 (36.2)</td>
<td>18 (15.8)</td>
</tr>
<tr>
<td>Shadowing</td>
<td>1 (0.8)</td>
<td>8 (2.4)</td>
<td>8 (5.8)</td>
<td>4 (3.5)</td>
</tr>
<tr>
<td>Social interaction/withdrawal</td>
<td>20 (15.0)</td>
<td>64 (19.3)</td>
<td>22 (15.9)</td>
<td>11 (9.6)</td>
</tr>
<tr>
<td>Wandering</td>
<td>0 (0)</td>
<td>2 (0.6)</td>
<td>10 (7.2)</td>
<td>29 (25.4)</td>
</tr>
</tbody>
</table>

Model Selection

Six machine learning models were tested on the training data set. Table 3 illustrates the models used and the validation data obtained for each model in terms of accuracy, precision, and recall when predicting dementia stage. The table also indicates values for the Cohen κ, which measures the agreement between the dementia stage predicted by the model and the dementia stage as determined clinically. At the end of the model selection process, the model trained with a support vector machine was selected as the best performing model when used with the training data set (Table 3).
Table 3. Performance of candidate models with the training data set.

<table>
<thead>
<tr>
<th>Model</th>
<th>Balanced accuracy, mean (SD)</th>
<th>Precision (weighted), mean (SD)</th>
<th>Recall (weighted), mean (SD)</th>
<th>Cohen κ, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support vector machine</td>
<td>0.73 (0.07)</td>
<td>0.75 (0.07)</td>
<td>0.75 (0.06)</td>
<td>0.65 (0.09)</td>
</tr>
<tr>
<td>k-nearest neighbor</td>
<td>0.72 (0.08)</td>
<td>0.73 (0.07)</td>
<td>0.72 (0.07)</td>
<td>0.62 (0.10)</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.70 (0.07)</td>
<td>0.74 (0.08)</td>
<td>0.73 (0.07)</td>
<td>0.62 (0.09)</td>
</tr>
<tr>
<td>Neural network</td>
<td>0.66 (0.10)</td>
<td>0.67 (0.11)</td>
<td>0.66 (0.09)</td>
<td>0.54 (0.13)</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.65 (0.08)</td>
<td>0.66 (0.08)</td>
<td>0.66 (0.08)</td>
<td>0.53 (0.10)</td>
</tr>
<tr>
<td>Gradient boosting</td>
<td>0.68 (0.07)</td>
<td>0.70 (0.07)</td>
<td>0.70 (0.07)</td>
<td>0.58 (0.10)</td>
</tr>
</tbody>
</table>

Next, the support vector machine was trained and optimized with a nested cross-validated grid search on the complete training set. The final trained model was used with the test data set to obtain performance metrics for this new data subset (balanced accuracy 0.85; AUROC 0.96, weighted precision 0.87; weighted recall 0.86; AUPRC 0.91), indicating excellent model performance.

**Final Model Prediction Based on Dementia Stage**

The ability of the support vector machine model to predict each of the 4 dementia stages showed excellent precision and recall for all dementia stages (Table 4).

To better demonstrate predictions made across the dementia stages by the model, a confusion matrix is presented in Figure 2.

To determine the relationship between the true positives and false positives identified by the model, receiver operating characteristic curves of the model’s output were plotted (Figure 3). The AUROC for the overall model was high (AUROC 0.96). The final model achieved the best results when classifying severe dementia (AUROC 0.98) and mild cognitive impairment (AUROC 0.97).

Table 4. Precision and recall of model prediction by dementia stage.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mild cognitive impairment</td>
<td>0.85</td>
<td>0.87</td>
</tr>
<tr>
<td>Mild dementia</td>
<td>0.82</td>
<td>0.89</td>
</tr>
<tr>
<td>Moderate dementia</td>
<td>0.91</td>
<td>0.80</td>
</tr>
<tr>
<td>Severe dementia</td>
<td>0.93</td>
<td>0.86</td>
</tr>
</tbody>
</table>
Figure 2. Confusion matrix of the trained model. Each row of the matrix represents the instances of actual dementia stage while each column represents the instances of predicted dementia stage. Counts are colored from the highest cell (darker) to the lowest (lighter). The top-left to bottom-right diagonal cells count correctly predicted dementia stages.

Figure 3. Receiver operating characteristic curves for each dementia stage predicted by the model. AUC: area under the curve; ROC: receiver operating characteristics.

Another way to assess the relationship between false positives and false negatives is to use a precision-recall curve, where high precision indicates a low false positive rate, and high recall denotes a low false negative rate. Figure 4 shows precision-recall curves of the overall model output by dementia stage. The overall model performed well (AUPRC 0.91). When AUPRC metrics were compared for individual dementia stages, the model performed best when classifying severe dementia (AUPRC 0.95) and mild cognitive impairment (AUPRC 0.93). It was somewhat less able to discriminate between mild and moderate
dementia (Figure 4). These observations are similar to those seen when these relationships were evaluated with receiver operating characteristic curves as shown in Figure 3.

To confirm that the model could accurately predict dementia stage, we performed a permutation test, where we used randomly mislabeled data in several iterations, grouped about the level expected by chance (Figure 5). The random permutation scores had a balanced accuracy between 0.2 and 0.3. This was well short of the classification score for the actual data, which had a balanced accuracy of 0.85, and a probability of obtaining this by chance <.005.

Figure 4. Precision-recall curves for each dementia stage as predicted by the model. AUC: area under the curve; PRC: precision-recall curve.

Figure 5. The classification scores obtained from models trained on permuted data were well short of scores obtained with the model trained on original data.
Discussion

This study aimed to stage dementia severity based on symptom profiles constructed with a standardized symptom menu from an online symptom tracking tool. We found that a support vector machine model consistently predicted each of the 4 dementia stages based on online symptom data reported by caregivers of persons with dementia. This approach to staging dementia severity will allow us to gain insights from online reported symptom data that can be collected by SymptomGuide Dementia and other similar platforms. In this way, symptom reporting can facilitate understanding dementia progression. For example, earlier work from this database suggests important qualitative differences in symptoms such as misplacing objects (eg, with dementia progression, less instances of simply forgetting where an item might be and more instances of placing items in an odd place [6]) or verbal repetition (eg, repetitive questioning, most often seen in mild dementia; it is characteristically dementia-defining when seen with early functional decline—difficulty operating familiar gadgets or appliances [5]). In this way, allowing the patients and carer voices to contribute to our understanding of dementia phenomenology can lead to recognizing patterns of both progression—as above—and of treatment [13]. The updated staging algorithm described here will further such inquiries.

We trained multiple machine learning algorithms and selected the best performing algorithm to use for our dementia stage classification task. A support vector machine model using a one-versus-rest approach demonstrated the best performance during model selection trials. The selected algorithm was then trained on the complete training data and validated using a test data set. The final model demonstrated excellent performance in discriminating dementia stages (balanced accuracy 0.85, AUROC 0.96). Receiver operating characteristic curves tend to present an optimistic picture of performance when the data set has a skewed distribution of the target variable [45]. For this reason, the performance of the model was also assessed with precision-recall curves. These too demonstrated that the model performed well, especially when classifying severe dementia. Since mild cognitive impairment and severe dementia can be considered bookends to the dementia spectrum, we can be reassured of both the model’s precision and recall in classifying these extremes. For example, our model correctly classified a 75-year-old participant who reported 4 symptoms (social interaction/withdrawal, irritability and frustration, interest and initiative, aggression) as having mild cognitive impairment and a 76-year-old participant as having severe dementia based on a different set of 3 symptoms (wandering, delusions and paranoia, and aggression). The model was somewhat less accurate when classifying mild and moderate dementia. This is perhaps not surprising as symptom profiles in the middle of the dementia spectrum can exhibit a higher degree of overlap and can be difficult to distinguish clinically as well [46].

The very low probability value from the permutation tests (<.005) reassures us that the model learned a real relationship between the data and dementia stages. It demonstrates that the classification performance of the model with respect to the test set is unlikely to have occurred as a result of chance. Our data must be interpreted with caution. For model stability, symptoms were eliminated based on a set threshold of occurrence. While this worked well here, it might not hold in a larger data set. In addition, we used 3 separate data sets that used variations of our standardized symptom menu, with differences in the composition and order of presentation of the symptoms. Since most of these patient symptom profiles were constructed with the supervision of a clinician or a rater, the model may be less generalizable to web-based symptom profiles constructed without clinician facilitation or guidance.

Several other recent studies have applied machine learning algorithms for dementia research [47-51]. Most have used neuroimaging or biomarker data to train these models. Most models trained with neuroimaging data focus on distinguishing individual patients from healthy controls, whereas our model distinguished between different stages of dementia severity [52]. Extraction of image characteristics from neuroimaging data can be susceptible to variations in the scanner hardware and image acquisition protocols. This can produce models that may not be generalizable when applied to data acquired from different imaging sources [52]. Additionally, scans such as amyloid positron emission tomography imaging, used for diagnostic certainty regarding Alzheimer disease, can cost upward of US $4000. Machine learning models that do not rely on neuroimaging data to stage or diagnose dementia, if used clinically, can potentially reduce the number of participants that require expensive neuroimaging tests [53].

More recent studies have also used data extracted from electronic health records which may include structured and unstructured data such as clinical notes, drug prescriptions, and diagnosis codes to develop predictive models [54-60]. These models have been trained to predict future onset of dementia [53-56] or diagnose undetected dementia [57,58,60] with varying levels of accuracy and can potentially serve as case-finding algorithms to target high-risk patients with further clinical assessments to confirm dementia diagnosis [58]. However, these models are contingent on the availability of consolidated electronic health records, sufficient health care interactions by the patient, and correctly transcribed notes and diagnosis codes [55,57,61]. In contrast, the model developed here does not use data extracted from electronic health records, rather it predicts dementia severity based on self-reported caregiver data and can be used to potentially unlock insights from online self-reported symptoms.

Few studies have used machine learning models to stage the severity of dementia or differentiate types of dementia [62]. One such study uses a combination of cognitive function tests and clinicians’ assessments of patients to assess dementia severity on the Clinical Dementia Rating Scale [63]. On the other hand, a combination of neuropsychiatric assessment, mental status examination, and laboratory investigations have also been used to classify dementia severity with a high degree of accuracy [64]. Such approaches require trained interviewers and clinician assessment to obtain input data for the predictive models. This is in contrast to the model developed here, which is designed to stage dementia severity based on self-reported data thereby potentially offering a more economically viable screening tool for dementia severity.
Even though our sample size (n=717) is relatively small, it is larger than that of other machine learning studies in dementia, except for a 2019 report that used administrative data to diagnose incident dementia [47]. The advantage of utilizing patient reported outcomes such as SymptomGuide is that it reflects the lived experience of the patient or caregiver and focuses on what is meaningful to them. It is easier to source and computationally less expensive to train models when compared to imaging data or complex biomarkers [48,49]. Interestingly, Chiu et al [50] reported that a machine learning algorithm could be used to derive a screening instrument to distinguish normal cognition, mild cognitive impairment, and dementia. This further emphasizes that dementia symptoms can be used with machine learning to characterize various stages of dementia. On the other hand, our approach used a patient-derived library of symptoms to train a machine learning model, whereas Chui et al used machine learning to reduce the dimensionality of their screening instrument [50]. It is likely that, given the high dimensionality of late-life dementia, different machine learning approaches may be useful in dementia research. In our earlier work, we developed a model based on a neural network trained on 320 symptom profiles reported by caregivers of persons with dementia [24]. This study expands on our previous work by increasing the sample size and diversity of the training data. We also examined the performance of multiple machine learning algorithms on the available data to maximize our interpretation. The support vector machine outperformed the neural network approach, highlighting the advantage of the current approach.

Future studies could include integrating the model developed here with an electronic interface by which end users could build a symptom profile and obtain the dementia stage. This instrument also has the potential to facilitate physician-patient discussions or to aid screening patients before their in-person memory clinic visit. This model can potentially be applied on other web-based data sets that contain symptom profiles of persons affected with dementia.

The model presented here can classify dementia stages from individualized symptom data. This real-world evidence will enable us to better understand the symptoms that matter most to people affected by dementia at each dementia stage. That information can greatly expand access to understanding the lived experience of dementia.
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Abstract

Background: Virtual reality is increasingly being utilized by clinicians to facilitate analgesia and anxiolysis within an inpatient setting. There is however, a lack of a clinically relevant review to guide its use for this purpose.

Objective: To systematically review the current evidence for the efficacy of virtual reality as an analgesic in the management of acute pain and anxiolysis in an inpatient setting.

Methods: A comprehensive search was conducted up to and including January 2019 on PubMed, Ovid Medline, EMBASE, and Cochrane Database of Systematic reviews according to PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines. Search terms included virtual reality, vr, and pain. Primary articles with a focus on acute pain in the clinical setting were considered for the review. Primary outcome measures included degree of analgesia afforded by virtual reality therapy, degree of anxiolysis afforded by virtual reality therapy, effect of virtual reality on physiological parameters, side effects precipitated by virtual reality, virtual reality content type, and type of equipment utilized.

Results: Eighteen studies were deemed eligible for inclusion in this systematic review; 67% (12/18) of studies demonstrated significant reductions in pain with the utilization of virtual reality; 44% (8/18) of studies assessed the effects of virtual reality on procedural anxiety, with 50% (4/8) of these demonstrating significant reductions; 28% (5/18) of studies screened for side effects with incidence rates of 0.5% to 8%; 39% (7/18) of studies evaluated the effects of virtual reality on autonomic arousal as a biomarker of pain, with 29% (2/7) demonstrating significant changes; 100% (18/18) of studies utilized a head mounted display to deliver virtual reality therapy, with 50% being in active form (participants interacting with the environment) and 50% being in passive form (participants observing the content only).

Conclusions: Available evidence suggests that virtual reality therapy can be applied to facilitate analgesia for acute pain in a variety of inpatient settings. Its effects, however, are likely to vary by patient population and indication. This highlights the need for individualized pilot testing of virtual reality therapy’s effects for each specific clinical use case rather than generalizing its use for the broad indication of facilitating analgesia. In addition, virtual reality therapy has the added potential of concurrently providing procedural anxiolysis, thereby improving patient experience and cooperation, while being associated with a low incidence of side effects (nausea, vomiting, eye strain, and dizziness). Furthermore, findings indicated a head mounted display should be utilized to deliver virtual reality therapy in a clinical setting with a slight preference for active over passive virtual reality for analgesia. There, however, appears to be insufficient evidence to substantiate the effect of virtual reality on autonomic arousal, and this should be considered at best to be for investigational uses, at present.
Introduction

Background

The International Association for the Study of Pain defines pain as an “unpleasant sensory and emotional experience associated with actual or potential tissue damage [1].” As a disease, pain carries a huge global burden with a prevalence of 20% and incidence of 10%. It negatively affects one’s psychological and social functioning, thereby impinging on quality of life too. Its tangible costs cannot be understated as well, with research demonstrating a loss in productivity owing to absenteeism and diminished job performance as a result [2-7].

Acute pain is a commonly encountered clinical entity in up to 84% of patients presenting to medical services [8]. Acute pain is sudden in its onset and is typically expected to last for a short time (≤6 weeks). Usually, it can be attributed to a specific event or illness, but at times, it may be iatrogenic [9].

Either pharmacologic (analgesics) and nonpharmacologic (interventions) can be used for addressing acute pain. Within analgesics, opioids are often prescribed [10]. This strategy, although clinically effective, has several disadvantages. Opioids are notorious for their deleterious side effects, including tolerance, dependence, and hyperalgesia [11]. Additionally, some analgesics also require invasive procedures to be administered, such as with intrathecal infusions, which carry their own set of clinical risks and side effects. Similarly, concerns have been raised toward nonpharmacologic approaches (ie, transcutaneous electrical nerve stimulation, hot or cold compress), with regard to their efficacy and appropriateness in the setting of acute pain [10,11].

In light of these findings, as well as the recent recommendations from the American Pain Society and the American Society of Anaesthesiologists, there remains an urgent need to characterize and identify alternative modalities for acute pain relief. In particular, there is a need for these therapies to be clinical efficacious, be minimally invasive, and potentiate low levels or negligible side effects [12].

Virtual reality is a burgeoning technology which is in its infancy of uptake for clinical utilization. As a technology, virtual reality allows for users to be immersed in a virtual environment through multisensorial stimulation [13,14].

Over the last decade, increasing attention and research has been directed toward assessing the utility of virtual reality in managing acute pain. While there is presently no clear explanation of virtual reality’s mechanism of pain relief available, several theories which span the realms of biology and psychology exist to elucidate its efficacy [15,16]. To date, it is also worthy of mention that virtual reality therapy has been successfully used as an analgesic in several acute clinical contexts, ranging from pediatric phlebotomy to dressing changes for burns and postcardiac surgery [17-19].

Objectives

The main motivation for our group in undertaking this systematic review was to provide a comprehensive literature review to inform the clinical utilization and testing of virtual reality therapy.

Primarily, this encompassed understanding the applicability of virtual reality in facilitating analgesia during acute pain for inpatient populations. This also included an understanding of virtual reality therapy’s side effect profile. Furthermore, we aimed to delineate the effect of virtual reality on physiological parameters (autonomic arousal); literature has suggested that these are biomarkers of pain, and thus, are theoretically correlated with pain responses [22]. Last, given the impact that it would have on patient safety and clinical uptake, we wanted to understand virtual reality therapy’s side effect profile.

Prior to undertaking this review, there was a gap in the literature on virtual reality therapy, in the setting of facilitating inpatient acute analgesia, which was of practical relevance to the clinician. This, in our opinion, appeared to be a barrier of clinical uptake which we aimed to address through this initiative by providing a holistic overview.

Methods

Data Sources

The following review was conducted in line with PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines. The search was undertaken on PubMed, Ovid Medline, EMBASE, and the Cochrane Database of Systematic Reviews up to and including May 2018 by VS, JS, AN, and SK and repeated up to and including January 2019 by VS, RRW, OP, and JS. The search was carried out without any limit of the years, and articles were restricted to those in English. The databases were searched independently by the aforementioned authors. Once shortlisted, full texts were ordered and read. The bibliographies of articles selected for the review were also screened for suitable additional articles to be included in this review. Inclusion in the review was selected by consensus between the screening authors.

Inclusion criteria were primary studies utilizing virtual reality in the management of acute pain in a clinical setting. Interventions were considered to be virtual reality only if they employed an audio or visual multimedia environment with which the patients could view or interact (ie, games and videos). Acute pain was defined as pain that was less than 6 weeks in duration and associated with an acute condition or medical procedure. The context was selected to make the findings relevant to the inpatient treatment of patients for clinicians.
Studies with both adult and pediatric populations were suitable for inclusion in the review.

Articles that were reviews, case series, or case reports were excluded from this review. Experimental studies of a nonclinical nature (e.g., pain induced via cold-pressor test) were excluded in a bid to focus on clinically relevant pain reduction which could be easily extrapolated to clinical practice.

**Search Strategy**

Search terms used across all databases were (virtual reality OR vr) AND pain. Studies were then filtered manually as per the inclusion criteria for acute pain associated with acute conditions or procedures.

**Data Collection Process**

Data were extracted manually for analysis by VS, SK, and JA in tabular form. Due to the heterogeneity of the studied populations, variations in technologies utilized, and heterogeneity in the endpoints of the studies; pooling of data for meta-analysis was not considered appropriate. In addition, meta-analysis of data from rapidly evolving medical technologies of various generations was deemed inappropriate [23]. This is due to the lack of similarity between technologies, the impact of incremental innovation between generations of the same technology and the presence of operator dependence (from a clinician and patient perspective) on its performance [23]. As such, a narrative approach was followed for this review.

**Data Items**

Data items of interest for the studies included: year of study, study design, sample size, clinical setting, population, nature of the intervention, control or comparison, virtual reality content type, main outcomes measures, outcome measurement tools, and technical specifications of virtual reality devices employed. Technical specifications of virtual reality devices included type of head mounted display, display utilized, weight of device, field of view, computer, video card, controller, virtual reality content type, and virtual reality content used.

**Assessment of Bias**

The risk of bias was assessed by VS and RRW using the modified Downs and Black List [24] and scored on a scale of 1-10 as illustrated in Table 1.

**Summary Measures and Synthesis of Results**

The primary measures of interest were degree of analgesia afforded by virtual reality therapy, degree of anxiolysis afforded by virtual reality therapy, effect of virtual reality on physiological parameters, side effects precipitated by virtual reality, measures of pain assessment, virtual reality content type, and types of equipment utilized.

**Patient and Public Involvement**

No patients were involved in the design, recruitment, or conduct of the study. There was no intention a priori that the results of this review would be disseminated to patients included in the trials of the review.
Results

Study Characteristics

General Description of Studies

A total of 18 studies were deemed suitable for inclusion in this review [17-19,25-39]. The article selection process is outlined in Figure 1.

The descriptive data collated from the eligible studies are reported in Table S1 (Multimedia Appendix 1). All 18 studies were conducted and published between 2004 and 2018: 50% (9/18) of studies were specifically focused on the pediatric population; 72% (13/18) of studies compared virtual reality against standard analgesia as the comparator/control group [18,19,26,29-36,38,39]; 28% (5/18) of studies compared virtual reality to no analgesia [17,25,27,28,37]. Overall, only 1 study of 18 (6%) received a bias assessment score less than 7 out of 10.

Figure 1. PRISMA flow diagram.

Indications for Virtual Reality Utilization

Of the 18, 22% (4 studies) measured pain reduction in patients undergoing dressing changes or hydrotherapy for burns or wounds [18,26,33,39]; 39% (7 studies) looked at patients undergoing venipuncture, port access, or injections [19,25,27,29,30,32,35]; 39% (7 studies) measured pain outcomes in patients undergoing various invasive procedures (5 studies) [17,31,34,36,38] or other miscellaneous acute conditions (2 studies) [28,37].

Technical Specifications of Virtual Reality Systems Utilized

Table S2 (Multimedia Appendix 2) summarizes data on the technical specifications of devices.

All studies (18/18, 100%) utilized head mounted displays which allowed for monitoring of head orientation. Half (9/18, 50%) used active virtual reality content in the form of games [18,19,26,30,32,33,35,38,39] as the primary content, and the remaining 50% of the studies (9/18) employed passive virtual reality content in the form of virtual environments and movies.
One-third (6/18, 33%) applied a virtual environment [17, 25, 28, 31, 34, 37], and 17% (3/18) displayed a cartoon or movie [27, 29, 36].

**Summary of Measures and Synthesis of Results**

**Effect on Analgesia**

Overall, 67% (12/18) of studies in this review demonstrated a statistically significant reduction in pain during virtual reality utilization; 83% (10/12) of these demonstrated a statistically significant reduction in pain using a between-group design [18, 26, 28-30, 32, 35-37, 39]. Within these 10 studies, only 1 received a score less than 7 on the bias assessment checklist. The remaining 17% (2/12) of studies demonstrated statistically significant reductions in perceived pain utilizing a within-group design [25, 34]. Across studies, the clinical endpoint of pain was measured through a variety of pain measurement tools. These results and tools are described in Table 2.
## Table 2. Summary of studies for utility of virtual reality in acute pain.

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention</th>
<th>Standard care; control</th>
<th>Measurement tools</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chad et al [25]</td>
<td>VR</td>
<td>N/A b</td>
<td>FACES c (scale of 0-5)</td>
<td>Descriptive evidence of significantly reduced pain as reported by parents: 83% reduction ($P = .02$) in pain noted pre-VR (mean 3.34, SD 1.30) and post-VR (mean 0.76, SD 1.06). Insignificant reduction in pain reported by children: 77% reduction in pain noted with VR use (mean difference $-2.5$; $P = .52$). No information on pain score from children and variance.</td>
</tr>
<tr>
<td>Chan et al [26]</td>
<td>VR</td>
<td>Routine analgesia</td>
<td>FACES (scale of 0-100)</td>
<td>Significant differences ($P &lt; .05$) of pain intensity found between VR group and non-VR group with ANOVA d; pain during procedure (VR: mean 38.13, SD 12.02; control: mean 53.75, SD 11.80) and pain after procedure (VR: mean 8.75, SD 2.95; control: mean 18.75, SD 9.53).</td>
</tr>
<tr>
<td>Chau et al [27]</td>
<td>VR</td>
<td>N/A</td>
<td>FLACC e (scale of 0-10)</td>
<td>FLACC scores with VR use: median 2.5 (1-5.5); range (1-8). 64.3% (9/14) of caregivers felt that the VR experience was positive and wanted to use it again. No between group differences explored for the following study. Descriptive evidence of reduced pain as reported by parents.</td>
</tr>
<tr>
<td>Frey et al [28]</td>
<td>VR</td>
<td>Unmedicated labor</td>
<td>VNS f (scale of 0-10)</td>
<td>Worst pain intensity was significantly lower in VR vs control ($-1.5$ (95% CI, $-0.8$ to $-2.2$). Significant differences in difference of pain intensity found between VR group and non-VR group with ANOVA.</td>
</tr>
<tr>
<td>Gereeker et al [29]</td>
<td>VR</td>
<td>External cold and vib-</td>
<td>Wong Baker FACES</td>
<td>There was a statistically significant difference observed in pain scores between the VR group and control as reported by the patients (VR: mean 1.5, SD 0.2; control: mean 5.1, SD 0.4; $P &lt; .01$) and parents (VR: mean 1.5, SD 0.2; control: mean 4.7, SD 0.4; $P &lt; .01$).</td>
</tr>
<tr>
<td>Gershon et al [30]</td>
<td>VR with topical anesthetic</td>
<td>Video game with topical</td>
<td>VAS g (scale of 0-100);</td>
<td>There was a significant reduction in pain in the VR and non-VR distraction group as observed by nurses ($P &lt; .05$) based on MANOVA. No summary measures were provided in the paper. From the CHEO pain scale, the VR group had significantly fewer behavioral markers in comparison to those of the controls for pain ($P &lt; .05$). No summary measures were provided in the paper.</td>
</tr>
<tr>
<td>Glennon et al [31]</td>
<td>VR</td>
<td>Analgesia alone</td>
<td>NPS h (scale of 0-10)</td>
<td>Participants in the VR group (mean 3.9, SD 2.3) did not experience a statistically significant decrease ($P &lt; .05$) in pain and anxiety in comparison to controls (mean 4, SD 2.7). Not powered adequately. Recruited individuals with prior exposure to bone marrow biopsy which may have skewed the reporting of pain.</td>
</tr>
<tr>
<td>Gold et al [32]</td>
<td>VR and analgesia</td>
<td>Analgesia alone</td>
<td>VAS (scale of 0-10);</td>
<td>Significantly less pain ($P &lt; .05$) was reported by the VR group (mean 1.31, SD 1.59) compared to that reported by the control group (mean 1.93, SD 2.22).</td>
</tr>
<tr>
<td>Hoffman et al [18]</td>
<td>VR and analgesia</td>
<td>Analgesia alone</td>
<td>GRS i</td>
<td>Statistically significant reduction ($P &lt; .01$) in pain observed in VR (mean 7.6, SD 1.9) vs control (mean 5.1, SD 2.6).</td>
</tr>
<tr>
<td>Study</td>
<td>Intervention</td>
<td>Standard care; control</td>
<td>Measurement tools</td>
<td>Results</td>
</tr>
<tr>
<td>------</td>
<td>-------------</td>
<td>------------------------</td>
<td>------------------</td>
<td>---------</td>
</tr>
<tr>
<td>McSherry et al [33]</td>
<td>VR and analgesia</td>
<td>Analgesia alone</td>
<td>VNS; opioid administration</td>
<td>Total opioid administration during VR therapy was significantly less than that when no VR was used (VR: 91.7 SD 10.1; no VR: 103.1 SD 16.1 μg/kg; P&lt; .05). Overall, 39% less opioids were used with VR therapy. Pain scores (post procedure – pre procedure) were not significantly (P&gt;.05) reduced in VR group (mean difference –1.2, SD 2.9) vs control (mean difference –0.3, SD 1.7).</td>
</tr>
<tr>
<td>Mosso-Vasquez et al [17]</td>
<td>VR and analgesia</td>
<td>N/A</td>
<td>VNS</td>
<td>88% of patients reported a reduction in pain after VR therapy. Mean change in the Likert pain scale was 3.75. No descriptive statistics were provided. Change in pain scores (post procedure – pre procedure) was substantially correlated with change in respiratory rate (R²=0.26). It was, however, minimally correlated with heart rate (R²=0.05), mean arterial pressure (R²=0.09), and SpO₂ (R²=0.00).</td>
</tr>
<tr>
<td>Mosso-Vasquez et al [34]</td>
<td>VR and analgesia</td>
<td>Mobile VR and analgesia</td>
<td>VAS</td>
<td>Overall, both head mounted display (presurgery: 6.06; postsurgery: 1.73) and mobile groups (presurgery 3.78; postsurgery 0.64) showed significant reductions (P&lt;.01) in pain with VR. Head mounted display VR group experienced a significantly greater pain reduction from intra to postoperative states in comparison to the mobile VR group (–1.5 vs –0.07; P=.02).</td>
</tr>
<tr>
<td>Nilsson et al [19]</td>
<td>VR and analgesia</td>
<td>Analgesia alone</td>
<td>CAS; FAS; FLACC</td>
<td>No significant difference in CAS, FAS, and FLACC scores between VR and non-VR groups (P&gt;.05). No descriptive statistics were provided.</td>
</tr>
<tr>
<td>Piskorz et al [35]</td>
<td>VR and analgesia</td>
<td>Analgesia alone</td>
<td>VAS</td>
<td>The VR group (mean 15.16, SD 20.51) reported significantly lower (P&lt;.02) pain intensity compared to that of the control group (37.05 SD 30.66). Pain intensity was 59% lower in the VR group than in the control with a large effect size (Cohen d= 0.86).</td>
</tr>
<tr>
<td>Shoorab et al [36]</td>
<td>VR and analgesia</td>
<td>Analgesia alone</td>
<td>VNS</td>
<td>Statistically significant reduction in the pain scores were observed during episiotomy repair in the VR group using ANOVA (VR effect: f=88.6, df=1, P&lt;.01). VR group had lower pain scores during several phases of the procedure in comparison to those of the non-VR group (P&lt;.001): during the repair of the hymen (VR: mean 9.0, SD 12.6; non-VR: mean 23.6, SD 19.8), skin (VR: mean 16.7, SD 16.5; non-VR: mean 39.3, SD 22.5), and after the repair (VR: mean 6.0, SD 12.8; non-VR: mean 25.2, SD 14).</td>
</tr>
<tr>
<td>Tashjian et al [37]</td>
<td>VR</td>
<td>Nature video</td>
<td>VNS</td>
<td>Pain reduction in the VR group (preintervention: mean 5.4, SD 2.6; postintervention: mean 4.1, SD 2.7) was greater (percentage reduction: 24% vs 12.2%, P&lt;.01) than that in the control group within subjects (preintervention: mean 5.4, SD 2.6; postintervention: mean 4.8 SD 2.7). Higher number of responders in VR in comparison to control (≥0.5 SD drop in pain) (65% vs 40%, P&lt;.01).</td>
</tr>
<tr>
<td>Walker et al [38]</td>
<td>VR and analgesia</td>
<td>Analgesia alone</td>
<td>VAS</td>
<td>No significant difference in pain scores (P&gt;.05) between VR group and control—average pain (VR: 44 mm; control: 43 mm) and worst pain (VR: 66 mm; control: 59 mm)—during the procedure.</td>
</tr>
</tbody>
</table>
Results

Measurement tools

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention</th>
<th>Standard care; control</th>
<th>Measurement tools</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yun Hua et al [39]</td>
<td>VR and analgesia</td>
<td>Analgesia alone</td>
<td>FACES; VAS; FLACC</td>
<td>Significantly less pain reported in the VR group compared to the control group before, during and after the dressing change ($P &lt; .05$). Also, significantly lower scores during dressing change in VR vs control ($P &lt; .05$): FACES—VR: mean 2.42, SD 1.85; control: mean 4.19, SD 2.12; VAS—VR: mean 4.35, SD 2.64; control: mean 6.25, SD 2.84; FLACC—VR: mean 4.18, SD 2.97; control: 7.36, SD 3.47.</td>
</tr>
</tbody>
</table>

aVR: virtual reality.
bN/A: Not applicable.
cFACES: facial analysis scale (such as the Wong-Baker Faces Scale).
dANOVA: analysis of variance.
eFLACC: Face, Legs, Activity, Cry, Consolability.
fVNS: verbal numerical scale.
gVAS: visual analog scale.
hCHEO: Children’s Eastern Ontario Hospital Pain Scale.
iMANOVA: multivariate analysis of variance.
jNPS: numerical pain scale
kCAS: color analog scale
lGRS: graphical representation scale.
mSpO$_2$: oxygen saturation.
nFAS: facial affective scale

Effect on Anxiety

Anxiety or stress was measured as a primary outcome in 44% of studies (8/18) [25,28,30-33,35,38]. Within these, 50% (4/8) demonstrated a statistically significant reduction in anxiety; 37.5% (3/8) demonstrated a statistically significant reduction in anxiety utilizing a between-group design [28,32,35]; and 12.5% (1/8) showed a statistically significant reduction in anxiety by means of a within-group design [25]. These results and the tools utilized to measure them are detailed in Table 3.
Table 3. Summary measures of studies in review which measured forms of anxiety.

<table>
<thead>
<tr>
<th>Study</th>
<th>Measurement tools</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chad et al [25]</td>
<td>McMurry children’s fear scale</td>
<td>Significant reduction in fear detected by parent due to VR(^a) (mean 2.18; (P=.05)).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Insignificant reduction in fear reported by child due to VR (mean 2.57; (P=.43)).</td>
</tr>
<tr>
<td>Frey et al [28]</td>
<td>VNS(^b) (scale of 0-10)</td>
<td>Anxiety was significantly decreased –1.5 (95% CI –0.8 to –2.3) in the VR condition compared to that in the control condition.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Significant difference in anxiety found between VR group and non-VR group using ANOVA(^c).</td>
</tr>
<tr>
<td>Gerson et al [30]</td>
<td>VAS(^d) (scale of 0-100); CHEO(^e)</td>
<td>From the CHEO pain scale measure, the VR group had significantly fewer behavioral markers in comparison to controls for anxiety ((P&lt;.05)). No summary measures were provided in paper.</td>
</tr>
<tr>
<td>Glennon et al [31]</td>
<td>5-point Likert scale for anxiety</td>
<td>Participants in the VR group did not experience a statistically significant decrease in anxiety in comparison to that in controls ((P&gt;.05)).</td>
</tr>
<tr>
<td>Gold et al [32]</td>
<td>VAS (scale of 0-10); FAS(^f)</td>
<td>Significantly less anxiety ((P&lt;.05)) was reported and observed in the VR group (mean 1.90, SD 2.2) compared to that in the control group (mean 2.48, SD 2.07).</td>
</tr>
<tr>
<td>McSherry et al [33]</td>
<td>VNS</td>
<td>Anxiety scores were not significantly reduced ((P&gt;.05)) in VR group (mean difference –1.3, SD 4.4) vs control (mean difference –0.4, SD 2.7).</td>
</tr>
<tr>
<td>Piskorz et al [35]</td>
<td>VAS</td>
<td>The VR group (mean 11.16, SD 18.58) reported significantly lower stress levels ((P&lt;.01)) compared to those in the control group (mean 41.89, SD 40.89).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Stress levels were 73.4% lower in VR group against control with a large effect size (Cohen (d=0.993)).</td>
</tr>
<tr>
<td>Walker et al [38]</td>
<td>VAS</td>
<td>No significant difference between intraprocedural anxiety levels. No descriptive statistics were provided.</td>
</tr>
</tbody>
</table>

\(^{a}\)VR: virtual reality.  
\(^{b}\)VNS: verbal numerical scale.  
\(^{c}\)ANOVA: analysis of variance.  
\(^{d}\)VAS: visual analog scale.  
\(^{e}\)CHEO: Children’s Eastern Ontario Hospital.  
\(^{f}\)FAS: facial affective scale.

**Effect on Physiological Parameters**

The effect of virtual reality on physiological indicators of pain was investigated in 39% of studies (7/18) [17,19,30,34,37-39]; however, the parameters investigated varied between studies, encompassing measures such as heart rate, respiratory rate, oxygen saturation, galvanic skin response, blood pressure, and mean arterial pressure.

Of these, 29% of studies (2/7) demonstrated a significantly reduced heart rate in children or adolescents undergoing virtual reality therapy compared with that of the control group [30,39]. A summary of the results is presented in Table 4.
Table 4. Summary of physiological measures and side effects of studies in this review.

<table>
<thead>
<tr>
<th>Study</th>
<th>Outcome measures</th>
<th>Measurement tools</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frey et al [28]</td>
<td>Nausea; side effects</td>
<td>Questionnaire</td>
<td>No adverse effects reported.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No significant differences in occurrences of nausea between VR and control.</td>
</tr>
<tr>
<td>Gershon et al [30]</td>
<td>Physiology</td>
<td>Heart rate</td>
<td>Significant reduction in physiological parameters (heart rate) observed in VR group vs non-VR group vs that of the control during procedure (96.3 vs 103.8 vs 110.3 beats per minute, $P &lt; .05$).</td>
</tr>
<tr>
<td>Gold et al [32]</td>
<td>Side effects</td>
<td>Likert scale (scale 1-6)</td>
<td>5.2% (n=4) of patients reported nausea, and 8% reported simulator sickness.</td>
</tr>
<tr>
<td>Hoffman et al [18]</td>
<td>Nausea</td>
<td>GRSc</td>
<td>Nausea ratings were negligible.</td>
</tr>
<tr>
<td>Mosso-Vasquez et al [17]</td>
<td>Side effects; physiology</td>
<td>Questionnaire; heart rate; mean arterial pressure; respiration rate; SpO²</td>
<td>Change in pain scores (postprocedure – preprocedure) was minimally correlated with heart rate ($R^2=0.05$), mean arterial pressure ($R^2=0.09$), and SpO₂ ($R^2=0.00$). 37.3% (25/67) of patients had reduced heart rate after VR therapy. 52.2% (35/67) of patients had reduced mean arterial pressure after VR therapy. 64% (14/22) of patients had reduced respiratory rate after VR therapy. None of these data were tested for statistical significance. 4.5% experienced side effects.</td>
</tr>
<tr>
<td>Mosso-Vasquez et al [34]</td>
<td>Physiology</td>
<td>Blood pressure</td>
<td>No significant change in systolic or diastolic blood pressure with VR use.</td>
</tr>
<tr>
<td>Nilsson et al [19]</td>
<td>Physiology</td>
<td>Heart rate</td>
<td>No statistically significant difference in heart rate between VR and control group.</td>
</tr>
<tr>
<td>Tashjian et al [37]</td>
<td>Physiology; side effects</td>
<td>Questionnaire; blood pressure; heart rate</td>
<td>No adverse side effects reported. No statistically significant differences between systolic blood pressure, diastolic blood pressure, and heart rate pre- and post-VR ($P &gt; .05$).</td>
</tr>
<tr>
<td>Walker et al [38]</td>
<td>Physiology; side effects</td>
<td>Questionnaire; heart rate; respiration rate; blood pressure; galvanic skin response</td>
<td>No significant difference between vital signs or galvanic skin response detected. No descriptive data provided. No side effects reported.</td>
</tr>
<tr>
<td>Yun Hua et al [39]</td>
<td>Physiology</td>
<td>Heart rate; SpO²</td>
<td>Significantly lower heart rate was observed in the VR group compared to the control group (98.88 SD 11.57 vs 106.2 SD 11.45 beats per minute, $P &lt; .05$). No difference in SpO₂.</td>
</tr>
</tbody>
</table>

VR: virtual reality.
GRS: graphic rating scale.
SpO₂: oxygen saturation.

Side Effects

Of the eligible studies, 33% (6/18) assessed patients for side effects incurred from virtual reality therapy [17,18,28,32,37,38]. The main side effects that were screened were include nausea, vomiting, and vertigo. Overall, the prevalence of side-effects was low and ranged from 0% to 8%. This data is summarized in Table 4.

Discussion

Effect on Analgesia

The findings of this review illustrated that there was a significant reduction of pain related to virtual reality therapy utilization in 67% of the studies (12/18). Although acknowledging limitations in interpreting these findings (see limitations below), this evidence is corroborated by the findings of other high-quality studies [40-42], supporting the use of virtual reality therapy as a nonpharmacologic adjunct in facilitating analgesia within a clinical context. An effort was also made to critically appraise the studies which failed to demonstrate any significant differences in pain (Multimedia Appendix 3). The intention...
here was to examine the studies for factors which may have contributed toward null findings and were considered to be limitations of the study by the authors themselves.

To the practicing clinician, these findings are of relevance as they suggest that virtual reality therapy can be considered as an inpatient adjunct for acute pain, particularly in the context of facilitating procedural analgesia (12/18). However, it is likely that this performance will vary by indication and the patient population to which it is being applied. This variability in performance, therefore, should prompt consideration toward pilot testing, as an initial step, for any specific clinical use in order to establish its appropriateness as a therapeutic modality.

To further elaborate, although the exact mechanisms behind how virtual reality facilitates analgesia are still unknown; there are several plausible theories which may explain its therapeutic effect. One school of thought suggests that virtual reality therapy enacts changes on a neurobiological level, and thereby, facilitates analgesia in a manner similar to a drug. Functional magnetic resonance imaging has been utilized to demonstrate this in experimental models [43]. During episodes of pain stimulus, areas of the neuroanatomic pain matrix (insula, anterior cingulate cortex, thalamus, primary and secondary somatosensory cortices) demonstrated increased levels of activity. When virtual reality therapy is administered to patients during these episodes, a reduction greater than 50% is observed in the activity of the pain matrix, which corresponds with a fall in patient-reported pain ratings [43]. Similarly, experimental models have also demonstrated that this analgesic effect of virtual reality therapy can be controlled in a dose-dependent fashion [44-46].

Alternatively, it has also been theorized that virtual reality enacts its functions on a psychological level through the distraction it provides. The Gate Control Theory [16] proposes that the amount of attention given to a painful stimulus affects the person’s interpretation of it. In line with this, the Multiple Resource Theory [18] also suggests that humans have a finite capacity to provide attention toward and process pain. As such, it is plausible that by rerouting or drawing these mental faculties away from the noxious stimulus, through a mechanism such as virtual reality therapy, that this would successfully attenuate the perception of pain [42,47,48].

**Effect on Anxiety**

Within the brain, the limbic system and amygdala are implicated in mediating anxiety, and this is often experienced by patients prior to a medical procedure [49,50]. While the ability to be anxious is essential for survival, increased levels of anxiety in a clinical environment can lead to worsening perceptions of pain, decreased thresholds for pain, and less cooperative patients [20,21]. As such, a rationale does exist for controlling anxiety in the context of facilitating analgesia for patients.

The findings of the review with regard to anxiolysis were equivocal, with 50% (9/18) of the studies demonstrating a significant anxiolytic effect. A recent systematic review [51] demonstrated significantly reduced anxiety scores in individuals undergoing virtual reality therapy for treatment of anxiety disorders in comparison to those of controls. Similarly, there is also some suggestion that virtual reality therapy generates positive emotions and improvements in mood which dampen preprocedural patient anxiety. Also, it is supposed that similar to its analgesic effects, anxiolytic properties occur as a result of the abovementioned psychological alterations [52-54].

There appears to be merit in further evaluating virtual reality therapy for its anxiolytic effect. Particularly, as the potential benefits of anxiolysis extend beyond the mitigation of procedural pain to include an improved patient experience [55].

**Effect on Physiological Parameters**

Several studies have attempted to utilize changes in physiological markers or autonomic arousal as surrogate marker of analgesic effect [56]. From a biological perspective, this is not surprising since acute pain activates the sympathoadrenal fight or flight response, which in turn produces autonomic arousal effects (ie, increased respiratory rate, heart rate, blood pressure, skin sweating—galvanic skin response) [22,56-58].

In this review, 39% of studies (7/18) explored the relationship between virtual reality therapy–facilitated analgesia and its effect on a variety of physiological parameters. Although our findings somewhat suggested that heart rate correlated with pain scores [30,39], it was not possible to consistently ascribe utility toward using autonomic arousal as a surrogate marker for analgesic effect. There were several reasons for this.

First, parameters utilized and investigated across studies appeared to be heterogeneous and inconsistent, making it difficult to draw firm conclusions. Next, there was also evidence to suggest that not all physiological markers respond similarly to pain stimulus and subsequent analgesia [17,19,30,34,37-39]. Additionally, it is also known that arousal induced by pain is not static as the participant may be able to influence it either consciously or subconsciously by utilizing their own coping strategies (ie, heightened respiratory rate can be consciously altered by slowing down one’s breathing) [56,58,59]. This, therefore, will arguably impact the ability of physiological markers to be precise and consistent markers of pain. However, it is worth mentioning that the literature seems to suggest that both respiratory rate and galvanic skin response appear to be consistent markers of pain response, whereas cardiovascular changes appear to be less useful [56,58].

Considering these findings, it is safe to say that there is no firm evidence to suggest that virtual reality therapy can either affect autonomic arousal or demonstrate its analgesic properties through modulation of these parameters. Testing these parameters in a uniform and consistent manner, at least within a research context, is merited.

**Side Effects**

In this review, studies reported a low incidence (0%-8%) of adverse effects in participants utilizing virtual reality therapy; however, it should be reiterated that only 6 studies screened for side effects.

Some of the main side-effects associated with virtual reality were nausea, vomiting, eye strain, and dizziness; cumulatively referred to as cybersickness [60]. The most widely accepted theory explaining cybersickness relates to the Sensory Conflict
Theory. This refers to the discrepancy which occurs between the ocular and vestibular systems when the senses do not receive the usual sensory feedback that would be expected in such a scenario. This lack of synchronization is believed to cause cybersickness [61,62].

This is of relevance to the clinician using the technology for several reasons. For one, this alludes to a vulnerable population of patients who are susceptible to these side effects and who should be excluded from its use, such as patients with vestibular abnormalities, with seizure disorders, and who experience migraines or headaches [63]. Additionally, this alludes to a number of methods that can be considered to reduce the incidence of these effects during use of the technology. Although a discussion of these is beyond the scope of this review, the following articles provide adequate reference material [64-68].

Virtual Reality Technological Perspectives

Most virtual reality interactive hardware consists of a combination of a head mounted display, built-in biaural headphones for sound, and a trackpad or joystick for manipulation or navigation of the virtual environment, to provide the user with an immersive experience [69].

Head Mounted Display and User Control

In our review, all studies utilized a head mounted display for the administration of virtual reality to participants. These ranged from portable hardware, such as a helmet or piece of cardboard, to more sophisticated hardware systems, where participants were connected to an external processing unit.

A head mounted display displays content via 2 screens placed in front of the user’s eyes which are stereoscopic in nature. The images displayed are angled to provide a variation in depth perception, which is interpreted by the brain as having 3D characteristics and features. In addition, the head mounted displays track user interaction in real time, which updates the virtual content that is reflected to the user simultaneously [70]. This can be either through tracking head orientation or position of the user’s physical movements, as well as walking and jumping [69,71]. None of the studies in this review used systems capable of positional tracking. This is understandable, considering that clinical procedures, including those examined, typically necessitate controlled patient positioning.

Virtual Reality Content

In this study, 50% of the content was an active form of virtual reality, which entailed an element of interaction with the environment by the participant. In contrast, the remainder administered a passive form of virtual reality, where participants could only observe the content. This is worth mentioning as the available evidence suggests that the analgesia afforded by active virtual reality is significantly more than that offered by the passive form [72-74]. No study in our review, however, explicitly investigated this difference.

Limitations

The findings of this review should be interpreted considering the following limitations.
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Abstract

Background: Digital health technologies can be key to improving health outcomes, provided health care workers are adequately trained to use these technologies. There have been efforts to identify digital competencies for different health care worker groups; however, an overview of these efforts has yet to be consolidated and analyzed.

Objective: The review aims to identify and study existing digital health competency frameworks for health care workers and provide recommendations for future digital health training initiatives and framework development.

Methods: A literature search was performed to collate digital health competency frameworks published from 2000. A total of 6 databases including gray literature sources such as OpenGrey, ResearchGate, Google Scholar, Google, and websites of relevant associations were searched in November 2019. Screening and data extraction were performed in parallel by the reviewers. The included evidence is narratively described in terms of characteristics, evolution, and structural composition of frameworks. A thematic analysis was also performed to identify common themes across the included frameworks.

Results: In total, 30 frameworks were included in this review, a majority of which aimed at nurses, originated from high-income countries, were published since 2016, and were developed via literature reviews, followed by expert consultations. The thematic analysis uncovered 28 digital health competency domains across the included frameworks. The most prevalent domains pertained to basic information technology literacy, health information management, digital communication, ethical, legal, or regulatory requirements, and data privacy and security. The Health Information Technology Competencies framework was found to be the most comprehensive framework, as it presented 21 out of the 28 identified domains, had the highest number of competencies, and targeted a wide variety of health care workers.

Conclusions: Digital health training initiatives should focus on competencies relevant to a particular health care worker group, role, level of seniority, and setting. The findings from this review can inform and guide digital health training initiatives. The most prevalent competency domains identified represent essential interprofessional competencies to be incorporated into health care workers’ training. Digital health frameworks should be regularly updated with novel digital health technologies, be applicable to low- and middle-income countries, and include overlooked health care worker groups such as allied health professionals.

(J Med Internet Res 2020;22(11):e22706) doi:10.2196/22706
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Introduction

Background
Over the last three decades, there has been considerable interest in the use of digital health to enhance the quality, efficiency, and safety of health care [1,2]. Digital health and eHealth are often used interchangeably and broadly defined as “the use of information and communications technology in support of health and health-related fields” [3]. An analysis of various digital health definitions revealed three distinct yet overlapping uses such as monitoring, tracking, and informing health (eg, mobile devices, mobile sensors and wearables, apps, social media); enabling health communication among various stakeholders (eg, telehealth, virtual consultations); and storing, managing, and utilizing health data (eg, electronic medical records, electronic medication systems) [4]. Digital health tools have the potential to provide health care workers with a holistic view of patients’ medical conditions through access to their health-related data and improved communication, regardless of distance and access [5]. Furthermore, the use of digital technology in health care could potentially reduce turnaround times, resource use, medication errors, and adverse drug events; increase the use of preventive care; and enable greater adherence to clinical guidelines [6-8].

Training and educating health care workers to be digitally competent is important for several reasons.

First, with the growing use of digital technology in health care, the roles and responsibilities of the health workforce are transforming in an unprecedented manner, intensifying the need for capacity building and continuous professional development. For example, a recent review commissioned by the United Kingdom Secretary of State for Health and Social Care (ie, the Topol Review) reported that within the next two decades, the majority of jobs in the National Health Service (NHS) will have a digital component [9]. Second, the importance and potential of remote care has been brought to light recently with the COVID-19 pandemic. Virtual consultation devices and electronic systems are indispensable tools used to diagnose and treat patients with potential COVID-19 infections as well as all other infections [10,11]. Third, even though the current and next generation of practitioners may be seen as “digital natives” [12], surveys of health care workers show that they would appreciate more training on digital technology [13,14]. Finally, improving digital literacy capabilities could lead to better adoption and implementation of digital services and technologies in health care settings [15]. Similarly, poor digital health literacy was found to be the most common barrier to the digital transformation of health care [16], and thus, the adoption of health technologies has been gradual in countries such as the United States [17], Europe [16], and Australia [18]. For the above-mentioned reasons, there is an increasing number of medical schools introducing digital health training into their curricula [12,19,20].

Such training programs should be guided by a clear framework of digital health competencies suited for different health care worker groups, settings, contexts, seniority, and role. Although there is an increasing number of individual digital health competency frameworks and reviews focusing on a specific health care worker role or setting [21-24], there is a need for consolidation, analysis, and a comprehensive overview of existing frameworks for all health care worker groups. This includes frameworks that are specific for and those that are relevant across different health professions, roles, or settings. Such an overview is important to inform increasingly interdisciplinary teams working in medicine and health care and corresponding future training initiatives, policy development, and research.

Objectives
The objective of this review is to identify and analyze the available digital health competency frameworks, regardless of health profession, role, or setting. This scoping review takes into consideration the heterogeneity and complexity of this field, and we aim to identify (1) the intended applications of digital health competency frameworks; (2) the methodologies employed; (3) the targeted audience in terms of health professions and settings; and (4) the type of competencies included in the frameworks. By doing so, we aim to provide an in-depth analysis of the existing frameworks as well as identify potential gaps and propose recommendations for the development of future frameworks and digital health training initiatives.

Methods
Study Design
We followed the guidelines by the Joanna Briggs Institute [25] in performing a literature review and guidelines by Tricco et al [26] in creating a Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow chart. The protocol for this review was registered with the Open Science Framework [27]. In this review, we used the World Health Organization’s definition of digital health as “the combination of e-health and m-health as well as emerging areas, such as the use of advanced computing sciences in big data, genomics and artificial intelligence” [3].

Eligibility Criteria
We included studies and reports focusing on the development and reporting of a digital health competency framework for health care workers. In this review, a competency framework is defined as a repository or a model that identifies, enlists, structures, and organizes competencies into meaningful categories and that has been developed via a systematic methodology or a relevant, established organization. This definition was developed a priori by referring to the existing definitions and descriptions, and looking at the common features of formerly identified digital health competency frameworks applicable to health care workers [28]. We included studies and reports on all health professions, including pre- and in-service, health care settings, and languages. Studies before January 2000 were excluded because digital health has evolved at a rapid pace, with substantial changes over the last two decades. The details of the inclusion and exclusion criteria are listed in Multimedia Appendix 1.
Search Strategy
The search strategy was developed collaboratively and iteratively by the reviewers with support from an experienced medical librarian and was guided by the following: (1) the sensitivity of the search strategy to relevant articles identified from previous manual searches and (2) the total number of relevant results in the first few pages of results in Medical Literature Analysis and Retrieval System Online (MEDLINE) and EMBASE (Excerpta Medica dataBASE). The final MEDLINE search strategy (Multimedia Appendix 2) was translated to other databases. Subsequently, the following 6 databases were searched on November 8, 2019: MEDLINE, EMBASE, Cumulative Index to Nursing and Allied Health Literature (CINAHL), Education Resources Information Center (ERIC), PsycINFO, and the Cochrane Library. MEDLINE, EMBASE, ERIC, and PsycINFO were accessed via the Ovid platform, and CINAHL was accessed via EBSCOhost. We expected that there would be substantial unpublished work in this area, for which searches were performed using pertinent keywords (Multimedia Appendix 3) in OpenGrey, ResearchGate, and the first 10 pages of Google and Google Scholar. Websites of relevant professional associations (eg, International Medical Informatics Association [IMIA]), accreditation councils (eg, the US Accreditation Council for Graduate Medical Education [ACGME]), and key government websites (eg, Digital Health Canada, NHS Digital) were also searched (Multimedia Appendix 4).

Screening and Data Extraction
The reviewers screened the search results and assessed the full-text studies for inclusion. For the title and abstract screening, Covidence tool [29], a web-based software platform, and, for full-text screening, EndNote X8 were used. Subsequently, a data extraction form was used to record information from the selected full-text studies using Microsoft Excel. The form was developed to be in line with the research objectives and was piloted by reviewers on 3 studies. The form was further amended (Multimedia Appendix 5), and relevant data were extracted by reviewers. Each round of screening and data extraction process was performed by a pair of reviewers independently, and results were compared thereafter. Disagreements between reviewers were resolved by discussion, and where required, a third reviewer was engaged as an arbiter.

Data Synthesis
We analyzed the identified digital health competency frameworks in terms of their coverage of health professions, education level (eg, preservice or in-service), geographical applicability (ie, local or organizational, regional, national, international), health care settings (eg, acute care, emergency care, primary care), and other comparable features such as source and methodology. In frameworks that did not specify their methodology, an additional internet search was performed to retrieve information on the methods employed for framework development. Following this, we narratively synthesized and described framework characteristics, the evolution of frameworks over time, and the structural composition of competencies.

In addition, we performed a thematic analysis according to a list of steps proposed by Nowell et al [30] to understand the types of digital health competency categories presented in the frameworks. From the included frameworks, 2 reviewers independently classified competency categories into overarching domains. Studies that did not publish the full version of the framework were excluded from the thematic analysis, together with competency categories that were aimed at non–health care workers in a health care setting or irrelevant to digital competencies. Frameworks with ambiguous categories were excluded unless pertaining category descriptions or competencies were provided. Frameworks with competency themes or statements, with no distinct categories, were also included in the analysis by carefully allocating them to the identified domains. In some cases, where a single competency statement or theme encompassed several components of a competency, it was allocated to more than one relevant domain. After discussion and consensus, the reviewers derived a consolidated list of identified domains and their definitions and the prevalence of each identified domain across the included frameworks.

Results
Study Characteristics
The search generated 14,229 articles, of which 14,091 were from database searches and 138 from gray literature. After duplicates were removed and screening was completed, 33 articles were deemed eligible for inclusion. Of these, 27 articles presented individual frameworks. The remaining 6 articles presented preliminary findings followed by finalized versions of their frameworks (Staggers et al [31,32]; Egbert et al [33,34]; Hubner et al [35,36]), adding 3 more individual frameworks. As a result, a total of 30 frameworks are presented in this review (Figure 1), of which 16 were found through a gray literature search.
In terms of methodology, 14 frameworks employed literature review as an initial step, subsequently finalizing the frameworks through the use of expert consultations (n=5) [37-41], focus group discussions (n=3) [33,34,42,43], Delphi methodology (n=5) [31,32,44-47], or expert surveys [48]. In total, 11 other frameworks used one or a combination of methodologies (ie, Delphi, expert discussions, workshops, surveys) to reach consensus, largely by engaging various experts such as informaticists, health professionals, educators, and academics [21,22,36,49-56]. Of the remaining frameworks, 2 used only literature review to select relevant competencies [57,58], and 3 frameworks were built on the foundation of other published frameworks [59-61]. In addition, the frameworks were developed by a team of authors from a single university or institute (eg, University of Minnesota, School of Nursing) [44], by an international- or national-level organization (eg, IMIA, Australian Health Informatics Council [AHIEC]) [49,57], or by means of a collaborative effort to produce frameworks such as Technology Informatics Guiding Education Reform (TIGER) [35,36,52] and Health Information Technology Competencies (HITCOMP) [41].

In terms of geographical relevance, 15 frameworks were country-specific [21,33,37,38,40,42,45,47,48,50,55-59], 1 was specific to the European Union region [61], 5 were applicable globally [35,36,41,49,52,54], and the remaining did not specify (n=9). In terms of health care settings, 4 were developed for remote care delivery [39,51,53,60], 1 framework each for hospitals [48], acute care [41], and homecare [50], while the remaining frameworks either were applicable to all health care settings (n=5) [42,45,56,57,59] or did not specify (n=18). In terms of health professions, 14 frameworks targeted nurses, 4 targeted doctors, of which one also included dentists, and 1 framework each targeted psychiatrists, dietitians, and public health professionals; 9 frameworks targeted health care workers
in general, of which 5 specified the inclusion of administrative, information technology (IT) support, and health informatics specialist roles [41,52,54,57,61], and 1 specified the inclusion of allied health professionals [39]. Among the nursing frameworks, 7 were meant for in-service nurses [21,31,32,42-44,46,48], 5 for preservice nursing students [33-37,53,58], and 2 for both [22,50]. Of the 4 medicine-focused frameworks, one focused on in-service doctors [40], another on preservice medical students [55], and 2 on both [59,60]. The framework characteristics and summary of the findings of the included studies are presented in Table 1 and Table 2, respectively. Additional details of the included studies are presented in Multimedia Appendix 6 [21,22,31-63].

### Table 1. Characteristics of the 30 frameworks.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Publication dates</strong></td>
<td></td>
</tr>
<tr>
<td>2000-2010</td>
<td>6 (20)</td>
</tr>
<tr>
<td>2010-2019</td>
<td>24 (80)</td>
</tr>
<tr>
<td><strong>Source</strong></td>
<td></td>
</tr>
<tr>
<td>Database</td>
<td>14 (47)</td>
</tr>
<tr>
<td>Gray literature</td>
<td>16 (53)</td>
</tr>
<tr>
<td><strong>Geographical setting</strong></td>
<td></td>
</tr>
<tr>
<td>Country</td>
<td>15 (50)</td>
</tr>
<tr>
<td>Region</td>
<td>1 (3)</td>
</tr>
<tr>
<td>International</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Not specified</td>
<td>9 (30)</td>
</tr>
<tr>
<td><strong>Health care setting</strong></td>
<td></td>
</tr>
<tr>
<td>Acute care</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Home care</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Hospitals</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Remote care</td>
<td>4 (13)</td>
</tr>
<tr>
<td>All health care settings</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Not specified</td>
<td>18 (60)</td>
</tr>
<tr>
<td><strong>Health care profession</strong></td>
<td></td>
</tr>
<tr>
<td>Nursing</td>
<td>14 (47)</td>
</tr>
<tr>
<td>Medicine</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Allied health</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Public health professionals</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Unspecified or applicable to multiple health professions</td>
<td>9 (30)</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
</tr>
<tr>
<td>In-service</td>
<td>13 (43)</td>
</tr>
<tr>
<td>Preservice</td>
<td>9 (30)</td>
</tr>
<tr>
<td>Both</td>
<td>8 (27)</td>
</tr>
<tr>
<td>Study ID</td>
<td>Context (country; health care setting)</td>
</tr>
<tr>
<td>----------</td>
<td>---------------------------------------</td>
</tr>
<tr>
<td>Academy of Medical Royal Colleges (2011) [59]</td>
<td>Scotland; all</td>
</tr>
<tr>
<td>AHIEC$^a$ (2011) [57]</td>
<td>Australia; all</td>
</tr>
<tr>
<td>AFMC$^d$ in Partnership with Canada Health Infoway (2014) [55]</td>
<td>Canada; not specified</td>
</tr>
<tr>
<td>Australian Nursing and Midwifery Federation (2015) [42]</td>
<td>Australia; all</td>
</tr>
<tr>
<td>Ayres (2012) [45]</td>
<td>United States; all</td>
</tr>
<tr>
<td>Barakat (2013) [50]</td>
<td>The Netherlands; home care</td>
</tr>
<tr>
<td>Brunner (2018) [47]</td>
<td>Australia; not specified</td>
</tr>
<tr>
<td>Chang (2011) [21]</td>
<td>Taiwan; not specified</td>
</tr>
<tr>
<td>Collins (2017) [46]</td>
<td>Not specified</td>
</tr>
<tr>
<td>Crawford (2016) [51]</td>
<td>Not specified; remote care</td>
</tr>
<tr>
<td>Curran (2003) [22]</td>
<td>Not specified</td>
</tr>
<tr>
<td>Egbert (2016) [33]; Egbert (2019) [34]</td>
<td>Austria, Switzerland, Germany; not specified</td>
</tr>
<tr>
<td>HITCOMP$^e$ (2019) [41]</td>
<td>International; acute care</td>
</tr>
<tr>
<td>Hilty (2015) [60]</td>
<td>Not specified; remote care</td>
</tr>
<tr>
<td>Study ID</td>
<td>Context (country; health care setting)</td>
</tr>
<tr>
<td>-------------</td>
<td>----------------------------------------</td>
</tr>
<tr>
<td>Honey (2018) [58]</td>
<td>New Zealand; not specified</td>
</tr>
<tr>
<td>Hubner (2016) [35]</td>
<td>International; not specified</td>
</tr>
<tr>
<td>Hubner (2018) [36]</td>
<td>International; not specified</td>
</tr>
<tr>
<td>Hubner (2019) [52]</td>
<td>International; not specified</td>
</tr>
<tr>
<td>Hwang (2008) [48]</td>
<td>Taiwan; hospital</td>
</tr>
<tr>
<td>Jidkov (2019) [40]</td>
<td>United Kingdom; not specified</td>
</tr>
<tr>
<td>Maheu (2018) [39]</td>
<td>Not specified; remote care</td>
</tr>
<tr>
<td>Mantas (2010) [49]</td>
<td>International; not specified</td>
</tr>
<tr>
<td>Nagle (2014) [37]</td>
<td>Canada; not specified</td>
</tr>
<tr>
<td>NHS (2018) [56]</td>
<td>United Kingdom; all</td>
</tr>
<tr>
<td>Study ID</td>
<td>Context (country; health care setting)</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>----------------------------------------</td>
</tr>
<tr>
<td>Public Health Informatics Institute (2016)</td>
<td>United States; not specified</td>
</tr>
<tr>
<td>JASEHN (2018)</td>
<td>Region; not specified</td>
</tr>
<tr>
<td>Staggers (2001)</td>
<td>Not specified</td>
</tr>
<tr>
<td>Staggers (2002)</td>
<td>Not specified</td>
</tr>
<tr>
<td>Thye (2018)</td>
<td>International; not specified</td>
</tr>
<tr>
<td>Trangenstein (2009)</td>
<td>Not specified</td>
</tr>
<tr>
<td>Van Houwelingen (2016)</td>
<td>Not specified; remote care</td>
</tr>
<tr>
<td>Westra and Delaney (2008)</td>
<td>Not specified</td>
</tr>
</tbody>
</table>

aAHIEC: Australian Health Informatics Education Council.
bHCP: health care professional.
cIT: information technology.
dAFMC: Association of Faculties of Medicine of Canada.
eHITCOMP: Health Information Technology Competencies.
fIMIA: International Medical Informatics Association.
gBMHI: biomedical and health informatics.

**Evolution of Frameworks**
The digital health competency frameworks have drawn upon each other and have incrementally advanced the recommendations made in this area, as presented in Figures 2 and 3. The initial work of Staggers et al [31,32], which targeted nurses at 4 levels of practice, has been reproduced and adapted to suit different nursing roles (eg, nurse leaders, nurse practitioners) [22,44], health professions (eg, dietitians) [45], and even geographical settings (eg, Taiwan, Canada; Figure 2) [37,48]. In another instance, to propose competencies for nurse leaders, Collins et al [46] expanded and reorganized competency categories from Westra and Delaney [44], which initially drew inspiration from the framework by Staggers et al [31,32]. The framework by Staggers et al [31,32] was updated 10 years later by Chang et al [21] with 42 new competencies.

Another commonly referenced framework is that by Egbert et al (Figure 3) [33,34]. This framework identified 24 core competency areas and conducted a survey with experts to rank the most relevant competency areas for nurses in Austria, Switzerland, and Germany. The same survey with 24 core competency areas was then sent to multiple countries to put forth international recommendations for nursing informatics, widely known as the TIGER framework [35,36]. The TIGER framework grouped the core competency areas into 6
overarching domains (ie, data, information and knowledge, information exchange and information sharing, ethics and legal issues, systems life cycle management, management in informatics, biostatistics, and medical technology) and ranked the most relevant competencies for nursing internationally.

Subsequently, the TIGER framework prompted its 2.0 version to include a wider spectrum of health care workers [52], and inspired the work by Thye et al [54] where interprofessional competencies were identified.

Figure 2. Digital health competency frameworks adapted from Stoggers framework.

One framework that was accessible through an open-source internet-based database is the HITCOMP Tool and Repository [41]. HITCOMP was produced by the eHealth Workforce Development Workgroup as part of the EU*US eHealth Work Project. Its overall goal was to map, quantify, and project the needs of a digitally competent workforce [64]. This tool covers the digital competencies required in acute care settings for 5 broad roles of health care workers, similar to the TIGER framework version 2.0 (ie, direct patient care; administration; engineering or information, communication, and technology; informatics; and research or biomedicine) [52]. In comparison with the other included frameworks, the HITCOMP framework has the highest number of competencies at 1025.

Other frameworks that inspired the development of subsequent frameworks include the IMIA [49], which was adapted by the AHIEC [57] to create national informatics standards for Australian health professionals, health informaticians, and specialists; the frameworks by Barakat et al [50] and the Academy of Medical Royal Colleges [59], which were adapted by Van Houwelingen et al [53] to develop a telehealth framework aimed at nurses; and the telepsychiatry framework by Hilty et al [60], which laid the foundation for telebehavioral health competencies by Maheu et al [39].
Digital Health Competencies and Categories

Across the included digital health competency frameworks, the number of competency categories, subcategories, and competencies ranged from 3 to 33, 10 to 39, and 15 to 1025, respectively. The wide range of reported competencies reflects the scale and specificity of the frameworks. For example, the framework with 15 competencies was focused on telepsychiatry training for psychiatry residents [51], while a framework with 318 competencies was intended for nurses at 4 different levels of practice [21]. Frameworks with multiple categories or subcategories had a larger number of competencies. For example, the eHealth competency framework by the Academy of Medical Royal Colleges presented 20 categories and included 418 competencies [59].

The primary objective of the frameworks was to guide the development of digital health curricula or training initiatives. Thus, 20 frameworks listed specific competencies (eg, knows how to use medical information systems for retrieval of patient data) [48], 6 frameworks cited case studies or provided examples for integration of competencies into curricula or training programs [33-36,45,48,49], and 3 frameworks ranked the most relevant competency areas, while the remaining 2 frameworks proposed only broad competency domains. Furthermore, in 12 frameworks, proficiency level in a digital health area or competency was presented according to the hierarchy of a profession or according to the depth of a skill that can be acquired by a health care worker role. For example, Chang et al [21] presented competencies according to nursing staff seniority level (ie, a beginning nurse, an experienced nurse, an informatics specialist, an informatics innovator). Conversely, AHIEC assigned each competency a level of 1 to 6 (ie, 1: Remembering; 2: Understanding; 3: Applying; 4: Analyzing; 5: Evaluating; 6: Creating), according to the revised Taxonomy of Learning Domain objectives by Bloom, to indicate the depth of a skill that can be acquired by a health care worker role [57].

In addition, the structure of the included digital health competency frameworks varied. Competencies were organized either based on broad informatics categories (ie, computer skills, informatics knowledge, informatics skills) [21,22,31,32,42,44,45,48,53] or a combination of informatics and noninformatics categories (ie, information systems concepts, management concepts, ethical or legal concepts) [38,41,46,59-61] or based on health care worker roles (ie, communicator, collaborator, professional) [33-36,51,52,54,55]. Alternatively, competencies were sorted according to learning outcomes or statements [37,39,40,43,47,49,50,56-58]. For example, the national guideline for Canadian registered nurses sorted competencies according to 3 overarching statements: (1) uses relevant information and knowledge to support the delivery of evidence-informed patient or client care; (2) uses IT in accordance with professional and regulatory standards and
workplace policies; and (3) uses IT in the delivery of patient or client care [37].

Through thematic analysis, we were able to classify the majority of the competency categories presented in the frameworks into 28 domains. These domains are defined in Textbox 1, details of the analysis are provided in Multimedia Appendix 7 [45], and results of the analysis is presented in Multimedia Appendix 8. Competencies relating to the following domains were found to be prevalent in at least half of the included frameworks: informatics concepts and processes (22/30, 73%); health information and records management (19/30, 63%); communication (19/30, 63%); ethics, legal, or regulations (18/30, 60%); privacy and security (17/30, 57%); technical knowledge and support (15/30, 50%); and clinical care delivery (15/30, 50%). Conversely, competencies relating to medicines management (2/30, 7%) [41,59]; attitudes toward IT (4/30, 13%) [48,51,58,60]; IT advocacy (5/30, 17%) [21,22,51,55,60]; and public health (5/30, 17%) [41,49,52,54,55] were found to be uncommon in digital health competency frameworks. Of the 28 identified domains, 20 (71%) were present in at least one-third of the frameworks (Multimedia Appendix 8).
**Textbox 1.** Digital health competency domains identified from the included frameworks.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administration and general management</td>
<td>Use of administrative information technology (IT) applications to perform tasks and procedures, such as planning and delivery of services, business workflows, and human resource management</td>
</tr>
<tr>
<td>Analysis</td>
<td>Use of IT systems to perform analysis of data, including data visualization, evaluation, and reporting</td>
</tr>
<tr>
<td>Attitudes toward IT</td>
<td>Attitudes and cultural awareness toward the use of IT in patient care</td>
</tr>
<tr>
<td>Clinical care delivery</td>
<td>Utilization of IT for the support of clinical care and practice, including use of assistive technologies and electronic test requesting</td>
</tr>
<tr>
<td>Communication</td>
<td>Use of digital communications (e.g., social media, email, etc.) to enhance interpersonal skills and to aid in care delivery and decision-making process</td>
</tr>
<tr>
<td>Decision support</td>
<td>Use of IT for clinical practice decision support</td>
</tr>
<tr>
<td>Documentation</td>
<td>Use of IT for appropriate documentation tasks and processes, including knowledge of coding and terminologies</td>
</tr>
<tr>
<td>Education and training</td>
<td>Use of IT in education and training, including e-Learning, mobile learning, and simulation</td>
</tr>
<tr>
<td>Ethics, legal, or regulations</td>
<td>Knowledge of ethical, regulatory, compliance, and legal requirements relating to health IT</td>
</tr>
<tr>
<td>Financial management</td>
<td>Knowledge of financial and account management relating to IT applications, including billing and fiscal aspects</td>
</tr>
<tr>
<td>Health information and records management</td>
<td>Ability to access, collect, store, share, and manage digital health information; use of eHealth records; information and knowledge management</td>
</tr>
<tr>
<td>Health care quality and safety</td>
<td>Ensuring or improving the quality and safety of health care services with the use of IT</td>
</tr>
<tr>
<td>Imaging</td>
<td>Knowledge of biomedical imaging digital technologies</td>
</tr>
<tr>
<td>Informatics concepts and processes</td>
<td>Knowledge and skills in computer basics, information systems, and general health IT use</td>
</tr>
<tr>
<td>Integration and interoperability</td>
<td>Knowledge of integrated health IT applications, health information exchange, and interoperability standards, including coordination and collaboration aspects</td>
</tr>
<tr>
<td>IT advocacy</td>
<td>Play an active role in promoting the use of IT in health care environments</td>
</tr>
<tr>
<td>Leadership and executive management</td>
<td>Providing or enhancing executive leadership skills relating to the use of IT, including setting direction, strategic management, change management, stakeholder management, and governance</td>
</tr>
</tbody>
</table>

https://www.jmir.org/2020/11/e22706
Medicines management
• Management of digital medication records and use of order entry

Patient access and engagement
• Promoting use of IT applications among patients and supporting or empowering patients for self-management, including patient access to patient health records

Privacy and security
• Ensuring that digital data and health information are protected and kept confidential by following privacy and security procedures

Project management
• Knowledge of project management software and associated terminologies

Public health
• Use of IT to inform public health strategies

Remote care
• Provision of care at a distance, including telehealth care, eHealth, mobile health, and related fields

Research
• Appropriate use of IT for research support and innovations

Risk management
• Managing IT-related risks

Systems implementation
• Knowledge and skills about IT systems development, management, and implementation

Technical knowledge and support
• Knowledge of technical aspects of IT systems, including software applications, testing, applied computer science, and IT maintenance and support capabilities

Discussion

Principal Findings

Of the 30 digital health competency frameworks, 14 solely targeted nursing staff. The frameworks predominantly originated from high-income countries and were developed based on literature reviews, followed by expert discussions or a Delphi approach. More than half of the included frameworks, especially those providing national-level recommendations, were from gray literature sources. Most frameworks were published between 2016 and 2019, highlighting the growing interest in digital health competencies in recent years.

The purpose of the retrieved digital health competency frameworks and the intended audience was clearly stated in most frameworks. The earliest frameworks and almost half of all the included frameworks were meant for nurses. This could be due to the significantly larger proportion of nurses in the health workforce [65]. Nurses play a crucial role in supporting health care environments by being a constant point of contact between patients and doctors; thus, there are various aspects of digital capabilities that are required of them (eg, using staff scheduling systems, extracting data from clinical systems, navigating decision support systems) [22]. These nursing-focused frameworks have inspired subsequent works for other health care workers. For example, several competency areas subsumed under broad areas for nurses in the TIGER framework [36] were marked as standalone competency areas (ie, communication, legal issues, interoperability and integration, and life cycle management) for a wider spectrum of health care workers in version 2.0 of the TIGER framework [52]. Notably, only one framework was found for allied health professionals (ie, dietitians) [45], which highlights the perceived lack of interest in educating and training this group of workers in digital health. However, the Health Informatics Society of Australia, now known as the Australasian Institute of Digital Health, highlighted the need to focus on allied health care workers as their involvement is becoming increasingly important in decision making to improve patient care and health outcomes [66]. Furthermore, although there were frameworks for doctors and medical students collectively, only one framework was intended solely for undergraduate medical education. The framework was a national guideline for medical students in Canada briefly describing 25 eHealth competencies [55]. Medical practice relies heavily on communication, which is now achieved through various digital means; thus, the skills to utilize a range of digital technologies should be comprehensive and included in medical education [67]. Moreover, with the COVID-19 pandemic,
doctors are required to handle patient consultations digitally [11]. A 2018 survey conducted by European Medical Students’ Association revealed that a majority of medical students rated their eHealth skills to be “poor” or “very poor” and desired for adequate digital health literacy [14].

Most of the included frameworks are useful for application in education or practice, mainly owing to the specificity of competencies, the organization of competencies according to proficiency levels or health care worker roles, and the illustration of case studies and examples to be applicable to various settings. On the other hand, frameworks by Trangenstein et al [43] and Jidkov et al [40] presented only broad competency themes, as it was believed that exhaustive lists of competencies could lead to poor adoption [40]. As the included digital health competency frameworks were heterogeneous in purpose, audience, and setting, it is challenging to determine a single framework as exemplary. Nevertheless, HITCOMP, which was developed via an iterative methodology, was found to be the most comprehensive framework, covering 21 out of the 28 identified competency domains, listing 1025 competencies, and targeting a wide audience of health care workers and medical specialties [41].

The key thrust of work in this area involves competencies related to informatics, followed by eHealth, telehealth or telebehavioral or telepsychiatry, digital capability, and health IT competencies. This distinction may be superficial, given that the definitions and terminologies seem to overlap across frameworks and the nomenclatural differences do not necessarily convey differences in competencies. For example, the interprofessional eHealth framework developed by Thye et al [54] utilized a range of informatics frameworks [33,41,49].

Although frameworks often drew upon each other, there were considerable variations among the identified competencies. The Egbert et al [33,34] framework identified the 5 most relevant competency areas (out of 24) for 5 nursing roles in Austria, Germany, and Switzerland. The TIGER framework [35,36] used the same competency areas and methodology as Egbert et al [33,34] and additionally reached out to experts worldwide for their inputs. The resulting relevant competency areas for a nurse in an IT management role, for example, varied considerably between both frameworks. For this role, competency areas, risk management and project management, ranked the top 5 internationally in the TIGER framework [35,36]; however, it was only relevant in 1 out of 3 countries in the Egbert et al [34] framework. In addition, eHealth, telematics, and telehealth, which were ranked as top 5 by Egbert et al [34] for 2 out of 3 countries (ie, Germany and Austria), did not make it to the top 10 list in the TIGER framework [35,36]. This suggests that the IT management role for nurses could be defined differently depending on each setting. Hence, a clear definition of the role is important to match the appropriate competency skills to a health care worker role.

In our thematic analysis of the competencies included in the retrieved frameworks, we identified 28 competency domains. The most prevalent domain relates to competencies aimed at providing knowledge on informatics concepts and processes. Examples of these include basic computer knowledge, information systems concepts, and principles of informatics, which are fundamental skills to health care workers intending to maximize the use of digital technologies. The other common domains included the ability of health care workers to manage data from health information systems and records and to be well-versed in digital communications. Most of the health-related data today exist in digital form; therefore, it is imperative for health care workers to be able to understand the purpose, basic structures, use, and storage of electronic health records (EHRs). In addition, as digital health entails new forms of communication (eg, virtual consultations, email, chatbots), it is imperative for health care workers to be able to relate information accurately yet efficiently, timely, and delicately to patients, colleagues, and other collaborating stakeholders [68]. Furthermore, the rise in the adoption and utilization of digital technologies has spurred new issues relating to the use of IT [69], which corresponds to the next two common domains of competencies (ie, ethics, legal, or regulations, and privacy and security). These domains stress the importance of health care workers’ adherence to legal and regulatory requirements and to keep up to date with privacy and security policies pertaining to the appropriate use of digital technologies.

Some categories that were found in more recent frameworks, such as attitudes toward the use of IT, medication and prescription, IT advocacy, and public health, reflect the emerging trends in digital capabilities required by health care workers. For example, with the widespread adoption of EHRs and e-prescribing being a key functionality, it is imperative for physicians to be able to perform prescribing tasks efficiently and adapt to new features as systems continually evolve [70]. In addition, as digital technologies have an increasing role in the management of health of communities and populations, frameworks have also started to incorporate competencies related to public health [71]. Similarly, the acceptance of IT and its incorporation into everyday practice hinges on health care workers advocating for their use and being mindful of contextual factors and beliefs that would enable their use in different settings, such as high-income and low- and middle-income countries (LMICs). Other distinct domains such as leadership, administrative, managerial, and financial bring to attention that a digitally competent workforce should also be able to utilize technologies to oversee organizational-level aspects. It was also noted that competencies related to artificial intelligence, robotics, and social media, which are very relevant in current times, were not explicitly mentioned in the included frameworks [5,9,72]. One possible explanation could be that some of these are subsumed under broader categories, for example, competencies regarding the use of social media could be part of the communication category, or that these digital areas have yet to be covered in digital health competency frameworks.

From this synthesis of digital health competency frameworks, we would like to propose recommendations for the development of future frameworks (Textbox 2). First, an iterative methodology that includes literature review and consultations with local and international experts is ideal for a comprehensive framework. Second, it is encouraged for upcoming frameworks to explore competency areas that appeared in more recent frameworks, to cover emerging digital health areas (ie, health
apps, artificial intelligence, autonomous decision-support systems), and to be open to future revisions to be up to date with technological developments. For example, HITCOMP is projected to continue mapping and aligning competencies with the curriculum and other major initiatives [64]. Finally, the lack of a comprehensive and international framework applicable to allied health professionals and LMICs warrants the development of frameworks that include these populations and settings. For example, only the TIGER framework includes case studies of LMICs, such as China, India, and Nigeria [73].

**Textbox 2. Recommendations for the development of digital health competency frameworks.**

<table>
<thead>
<tr>
<th>Methodology:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literature review, followed by consultations or Delphi study with local experts, followed by engagement with international experts</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Content:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explore new competency areas that appeared in recent frameworks (ie, attitudes and advocacy toward the use of information technology (IT), medication management, public health)</td>
</tr>
<tr>
<td>Update competencies based on technological innovations and adoption and emerging evidence (ie, health apps, artificial intelligence, autonomous decision-support systems)</td>
</tr>
<tr>
<td>Include essential interprofessional competencies (ie, informatics concepts and processes, health information management, communication, ethics, legal, or regulations, and privacy and security)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Target audience or setting to include:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allied health professionals</td>
</tr>
<tr>
<td>Low- and middle-income countries</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Application:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provide case studies of integration into curricula or training programs or examples of application in practice</td>
</tr>
</tbody>
</table>

The findings from this review can also inform and guide future training initiatives on digital health. When designing an educational or training program, it may not be possible to cover numerous competencies presented in a framework; rather, the program should focus on a specific set of competencies suitable for a particular group of health care workers, role, level of seniority, geographical, and health care setting. However, the identified competency domains prevalent in more than half of the included frameworks (ie, informatics concepts and processes, health information management, communication, ethics, legal, or regulations, and privacy and security) should be considered essential interprofessional competencies and thus should be incorporated into training and education efforts for any health care worker group. In addition, several digital competencies presented in the included frameworks may already be covered within the existing curriculum. For example, competencies within the Analysis and Research category may have been integrated within epidemiology training and evidence-based medicine education, respectively. Therefore, educators should consider integrating digital health training within existing parts of the curriculum and teaching it in an applied manner as much as possible. For example, the use of EHRs could be incorporated into the internal medicine curriculum.

**Strengths and Limitations**

To our knowledge, this is the first consolidation and analysis of existing digital health competency frameworks regardless of the role of health care workers. We performed a thorough search, including several databases and gray literature sources. Our analysis also provides a comprehensive overview of the types of competencies presented in digital health competency frameworks, which will aid in the training and education of health care workers to be digitally competent in relevant areas. Some weaknesses must be kept in mind when interpreting the findings of this review. Although a substantial number of frameworks from gray literature were included, some could have been missed, potentially national guidelines and standards from LMICs. In addition, when performing the thematic analysis, there were frameworks with vague competency categories and overlaps among some categories, leading to differences in opinions during the classification process. However, the 2 reviewers used their expertise to develop and clearly define the domains and allocate categories from frameworks into these domains, first independently and then through a consensus discussion, to reduce bias and classify as appropriately as possible. Although the reviewers aimed to make the classification process as transparent and reproducible as possible, it must be noted that there could be alternate ways of interpreting and classifying and that categorization may differ in the future with the new advances in digital health.

**Conclusions**

Of the 30 frameworks included in this scoping review, a majority target nurses, originate from high-income countries, and have been developed using an iterative approach. Our analysis of digital health competency frameworks can help inform the development of future digital health training programs for health care workers. Existing frameworks largely focus on the development of basic IT skills, proficiency in managing health-related information and digital communications, and awareness of ethical, legal, privacy, and security implications relating to IT. Future frameworks and training programs need to take into consideration the evolving nature of digital health and have to be able to incorporate upcoming digital trends, such
as artificial intelligence and robotics. There is also a need for frameworks focusing on LMICs, medical students, and allied health professionals.
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Abstract

Background: Social media is commonly used in public health interventions to promote cancer screening and early diagnosis, as it can rapidly deliver targeted public health messages to large numbers of people. However, there is currently little understanding of the breadth of social media interventions and evaluations, whether they are effective, and how they might improve outcomes.

Objective: This scoping review aimed to map the evidence for social media interventions to improve cancer screening and early diagnosis, including their impact on behavior change and how they facilitate behavior change.

Methods: Five databases and the grey literature were searched to identify qualitative and quantitative evaluations of social media interventions targeting cancer screening and early diagnosis. Two reviewers independently reviewed each abstract. Data extraction was carried out by one author and verified by a second author. Data on engagement was extracted using an adapted version of the key performance indicators and metrics related to social media use in health promotion. Insights, exposure, reach, and differing levels of engagement, including behavior change, were measured. The behavior change technique taxonomy was used to identify how interventions facilitated behavior change.

Results: Of the 23 publications and reports included, the majority (16/23, 70%) evaluated national cancer awareness campaigns (eg, breast cancer awareness month). Most interventions delivered information via Twitter (13/23, 57%), targeted breast cancer (12/23, 52%), and measured exposure, reach, and low- to medium-level user engagement, such as number of likes (9/23, 39%). There were fewer articles about colorectal and lung cancer than about breast and prostate cancer campaigns. One study found that interventions had less reach and engagement from ethnic minority groups. A small number of articles (5/23, 22%) suggested that some types of social media interventions might improve high-level engagement, such as intended and actual uptake of screening. Behavior change techniques, such as providing social support and emphasizing the consequences of cancer, were used to engage users. Many national campaigns delivered fundraising messages rather than actionable health messages.

Conclusions: The limited evidence suggests that social media interventions may improve cancer screening and early diagnosis. Use of evaluation frameworks for social media interventions could help researchers plan more robust evaluations that measure behavior change. We need a greater understanding of who engages with these interventions to know whether social media can be used to reduce some health inequalities in cancer screening and early diagnosis.
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Introduction

Social media is becoming increasingly popular, estimated to be used by well over half of the world’s population [1,2]. Given social media’s potential for widespread public engagement, it is commonly incorporated into public health interventions [3,4]. The term “intervention” in this article refers to a spectrum of activities ranging from national awareness-raising public health campaigns, such as breast cancer awareness month (BCAM), to more targeted activities that use social media functions like discussion groups to deliver information to specific audiences. Social media interventions can influence behavior by targeting cognitive or emotional responses, generating discussions, and changing social norms [5]. Additionally, social media allows health messages to be disseminated rapidly, at low cost, to large numbers of people across large geographical areas [6-12].

Several national public health campaigns have used social media to try to improve the early diagnosis of cancer through raising awareness of cancer symptoms, encouraging help-seekin[13,14]. However, there are concerns that the effects of these campaigns are short-lived, often only involve one-way communication, and do not benefit those in most need [4,5,15,16]. Social media can be used to target messages toward specific geographical regions or demographic groups, such as those who are known to have poor knowledge of cancer symptoms or encounter more barriers to accessing cancer screening [17,18]. Therefore, social media interventions may be more able to address health inequalities than traditional interventions [9,19,20]. However, little is known about the unintended effects of social media interventions and the possibility of spreading misinformation [9,21,22]. Additionally, social media cannot reach those with poor access to digital technology, who may also have the greatest need for public health information [23].

Despite increased use of social media interventions, there is little evidence about whether they improve cancer screening and early diagnosis [24]. There are no review publications that describe the variety of ways that social media specifically is used to promote cancer screening and early diagnosis, how these interventions might facilitate behavior change, and how this has been evaluated. Previous systematic reviews looking at a range of different media-based interventions for cancer screening included very few articles evaluating social networking sites like Facebook and have focused on specific research questions about impact and effectiveness [25,26]. However, use of social media interventions for public health is evolving rapidly and there is a need for a broader mapping of diverse studies to inform future development and evaluations. Therefore, a scoping review methodology was used to map the literature on the ways in which social media has been used to promote cancer screening and early diagnosis and how it was evaluated [27]. Specifically, we aimed to address the following research questions: (1) What are the characteristics of social media interventions that aim to promote cancer screening and early diagnosis?, (2) What are the mechanisms of change by which these interventions promote behavior change?, (3) What methodological approaches have been used to evaluate interventions?, (4) What are the outcomes used to measure the impact of interventions?, and (5) What are the key findings?

Methods

Overview

Social media interventions designed to promote cancer awareness and screening were identified using a scoping review guided by the methodology of Arksey and O’Malley [28] and expanded upon by Levac et al [29] and Peters et al [30]. We followed the process outlined in the published protocol and followed the Preferred Reporting Items for Systematic reviews and Meta-Analyses extension for Scoping Reviews (PRISMA-ScR) [31,32].

Search Strategy

An experienced research librarian helped to develop the search strategy, which included a combination of subject headings and keyword searches. We identified articles by searching five databases: MEDLINE, PsycINFO, Scopus, Web of Science, and CINAHL (Cumulative Index to Nursing and Allied Health Literature). Multimedia Appendix 1 shows the full search strategy used for MEDLINE, which was adapted for the other databases. Additional articles were identified by conducting internet searches for relevant published material and by hand-searching reference lists of included articles. We searched the grey literature for relevant reports not published in peer-reviewed journals. We also contacted the authors of conference abstracts that met inclusion criteria to see if we could include any unpublished results. Organizations and charities related to cancer screening were contacted via email for any relevant published research reports.

Inclusion and Exclusion Criteria

We considered peer-reviewed articles and non-peer-reviewed reports from the grey literature, as this was a scoping review that aimed to be inclusive and to explore the breadth of relevant research. The findings will help to inform future systematic reviews of the literature that will also assess the quality of the research. Additionally, non-peer-reviewed articles were included because many evaluations of social media interventions are not published in peer-reviewed journals. Social media is also a rapidly evolving area and current insights might not be captured in peer-reviewed literature, where there is typically a lag time between evaluation and publication. We excluded articles and reports not published in English, as we could not feasibly translate the results into English in a valid and reliable way. Articles and reports that discussed social media platforms, including Facebook, Twitter, Instagram, YouTube, Pinterest, and Snapchat, were eligible for inclusion. Articles relating to social media platforms popular in non–English-speaking
countries were not excluded, but as a consequence of limiting our search to articles written in English, the focus of this review is on platforms commonly used in English-speaking countries. We included articles published from 2004—as this was the advent of widespread social media use of these platforms—to June 2019 [33]. The reported findings from mass media campaigns were included if social media was the primary focus of the article. We included articles that discussed both qualitative and quantitative methods. We only included articles about interventions that directly targeted cancer screening and early diagnosis, where the primary message of the intervention focused on raising awareness of cancer symptoms, cancer screening, or promotion of help-seeking for potential cancer symptoms. Articles that reported findings solely on the human papillomavirus vaccine were excluded, as wider issues regarding attitudes toward vaccination and misinformation were considered out of the scope of this review. We excluded articles if the participants were cancer patients, survivors, or health professionals. Articles that evaluated static internet pages, such as blog posts, were also excluded from the review.

### Article Screening and Data Extraction

All identified articles underwent two stages of screening: title/abstract screening and full-text screening. Three researchers (APK, AC, and SR) divided the articles and screened them against the inclusion criteria. Each article was independently reviewed by another researcher (AK). If the eligibility of any title/abstract was unclear, it was included in the full-text screening and any discrepancies were reviewed by an additional author and resolved in a consensus meeting. Interrater reliability for title/abstract screening was good (Cohen \( \kappa = 0.69 \)) [34]. Two researchers (RP and AK) piloted the data extraction approach and three researchers (RP, APK, and AC) completed the data extraction. We extracted data using a Microsoft Access database to collect key information on article characteristics, details of the interventions, methodological approaches, outcome measures, and key findings. A second researcher (RP, APK, or AC) verified the data extractions, and discrepancies were resolved in regular meetings with the entire team.

Table 1 describes the outcomes extracted from the included articles. These were categorized using an adapted version of Neiger et al’s [35] key performance indicators and metrics related to social media use in health promotion, which included insights, exposure, and reach, as well as low-, medium- and high-level engagement. Outcome measures capturing cancer knowledge and intention to attend cancer screening were not accounted for using the original framework but were categorized as high-level engagement, as greater knowledge and intentions are precursors to behavior change [36,37]. We also extracted information on the nature of information that was delivered and shared in interventions by users and developers, such as how many posts were related to health issues and fundraising. Additional data extraction was undertaken by one researcher (RP) to understand the mechanisms by which interventions might promote behavior change by using the behavior change technique (BCT) taxonomy developed by Michie et al [38]. BCTs were identified from the articles but also from campaign websites where possible. Following the scoping review methodology [28-30], we consulted with six people with experience developing and evaluating social media interventions for cancer screening, as well as a cancer patient, to validate our findings [39]. We asked them to comment on our preliminary findings, and their input helped to shape the narrative synthesis of the data.

<table>
<thead>
<tr>
<th>Data charting outcome</th>
<th>Description</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nature of information delivered/shared</td>
<td>Type of messages delivered by intervention or shared by users</td>
<td>Number of messages referring to cancer</td>
</tr>
<tr>
<td>Insights</td>
<td>User feedback</td>
<td>Users’ opinions of information</td>
</tr>
<tr>
<td>Exposure</td>
<td>Views of social media content</td>
<td>Number of views of posts/tweets</td>
</tr>
<tr>
<td>Reach</td>
<td>Interaction with social media content and users’ characteristics</td>
<td>Number of page likes and demographics of users</td>
</tr>
<tr>
<td>Low-level engagement</td>
<td>Agreement with the social media content</td>
<td>Number of likes of posts</td>
</tr>
<tr>
<td>Medium-level engagement</td>
<td>Users creating or sharing their own social media messages or sharing intervention messages on their own profiles</td>
<td>Number of posts/retweets</td>
</tr>
<tr>
<td>High-level engagement (behavior change)</td>
<td>Users’ understanding of the messaging, intention to change their behavior, or actions taken offline related to the desired behavior change</td>
<td>Change in cancer screening attendance</td>
</tr>
</tbody>
</table>

*Insights, exposure, reach, and low-, medium-, and high-level engagement were measured using an adapted version of Neiger et al’s [35] key performance indicators and metrics related to social media use in health promotion.

### Results

#### Article Selection

Based on the initial search, 1029 articles were identified after duplicates were removed. We screened a total of 183 full-text articles and included 23 of those articles in this review. Figure 1 outlines the selection process.
Characteristics of Articles

Multimedia Appendix 2 outlines the characteristics of each included article [40-62]. Only 2 of 23 (9%) articles were from the grey literature and were charity campaign reports; the rest of the articles were published in academic journals. First author institutions represented 10 countries, most commonly the United States (11/23, 48%), Canada (3/23, 13%), and the United Kingdom (2/23, 9%).

Characteristics of Social Media Interventions

Types of Interventions

Multimedia Appendix 2 describes the characteristics of each intervention. We found four different types of social media interventions present in the literature: (1) national cancer awareness month campaigns, (2) regional cancer awareness month campaigns, (3) targeted interventions, and (4) untargeted interventions. Most articles included in this review (16/23, 70%) evaluated national cancer awareness month campaigns, defined as national campaigns to improve cancer awareness and screening delivered to the general public; Multimedia Appendix 3 details an example campaign. Two articles (2/23, 9%) evaluated regional cancer awareness month campaigns. These were campaigns that took place at the same time as national campaigns but were delivered to a specific region [40,41]. Three articles (3/23, 13%) evaluated targeted interventions that used defined activities to deliver cancer awareness and screening information to specific groups and were not part of a cancer awareness month campaign. Multimedia Appendix 4 provides an example of a targeted intervention. Two articles (2/23, 9%) evaluated untargeted interventions that included cancer awareness and screening information delivered to the general public that were not part of an awareness month campaign. One untargeted intervention article (1/23, 4%) explored the impact of a celebrity Tweet about having cancer and the test that saved their life [42]. The other untargeted intervention delivered cancer information videos to the public [43].

Cancer Type

Most commonly, the articles reported interventions aimed at breast cancer (12/23, 52%), followed by prostate and testicular cancer (7/23, 30%), cervical cancer (4/23, 17%) [44-47], colorectal cancer (3/23, 13%) [42,48,49], generic cancer (no
specific cancer type; 3/23, 13%) [50-52], familial cancer (inherited tumors; 1/23, 4%), and lung cancer (1/23, 4%) [42,43]. Some articles evaluated interventions for more than one cancer type (7/23, 30%).

**Intervention Source**

Interventions were most commonly delivered by cancer charities (17/23, 74%), followed by public health government bodies (4/23, 17%) [40,44,47,53], regional health services (2/23, 9%) [43,54], a university (1/23, 4%) [43], and a celebrity (1/23, 4%) [42].

**Social Media Platform**

Interventions were most commonly delivered via Twitter (13/23, 57%), followed by Facebook (8/23, 35%), YouTube (3/23, 13%) [44,49,51], Instagram (2/23, 9%) [49,52], and Snapchat (1/23, 4%) [54]. Some articles evaluated interventions delivered via more than one platform (4/23, 17%).

**Nature of Cancer Information Delivered and Shared in Interventions**

Just over one-half of the articles (13/23, 57%) analyzed the messages that were delivered and shared by users and intervention developers. Several articles reported that most posts for national campaigns contained non-health messages and nonactionable messages [46,48,51,55-59]. During the 2013 Canadian Movember campaign, there were significantly more tweets on non-health topics, such as moustache growing (n=3549), than on health topics (n=673); only 0.6% (25/4222) of tweets analyzed were about cancer [56]. Furthermore, national campaigns heavily promoted online purchasing and fundraising to support cancer charities [55,57]. Bravo and Hoffman-Goetz [57] found that posts about fundraising and purchasing often did not mention cancer; only 2% (18/819) of fundraising tweets identified prostate or testicular cancer as the reason why they were fundraising. Additionally, for breast, cervical, prostate, and testicular cancer, gendered imagery and language were used to engage users [45,55,57]. In the Movember campaign, 9% (204/2400) of tweets analyzed used war metaphors, with users describing themselves as an “army,” and the moustaches characterized as being “manly” [57].

**Mechanisms of Behavior Change**

**BCTs Used in Interventions**

No articles reported theories that informed the development of the intervention. Table 2 details the 10 BCTs that we tentatively identified as being present in the interventions [38]. All interventions targeted cancer screening behaviors such as improving attendance at cancer screening. This was achieved by providing information on cancer screening but also by raising awareness via fundraising activities.

**Table 2. The number of interventions that used possible behavior change techniques (n=23) [38].**

<table>
<thead>
<tr>
<th>Behavior change techniques used in interventions</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credible sources (eg, health professional, government, charity, celebrity)</td>
<td>23 (100)</td>
</tr>
<tr>
<td>Information about health consequences</td>
<td>23 (100)</td>
</tr>
<tr>
<td>Instruction on how to perform a behavior</td>
<td>22 (96)</td>
</tr>
<tr>
<td>Social support</td>
<td>17 (74)</td>
</tr>
<tr>
<td>Social comparison (eg, comparing a person’s actions to the actions of others)</td>
<td>17 (74)</td>
</tr>
<tr>
<td>Information about others’ approval</td>
<td>17 (74)</td>
</tr>
<tr>
<td>Goal-setting behavior</td>
<td>16 (70)</td>
</tr>
<tr>
<td>Social incentive (eg, providing a written reward only if a person performs the desired action)</td>
<td>12 (52)</td>
</tr>
<tr>
<td>Salience of consequences (eg, emphasizing the consequences of cancer)</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Restructuring the physical environment (ie, changing the environment to facilitate the desired action)</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

The main way in which interventions appeared to influence behavior change was by providing information about the health consequences of cancer, often by providing links to cancer charity/public health websites to access cancer symptom and screening information [55,60]. The information delivered by interventions was all from credible sources, such as government bodies or cancer charities, but information from users may have been less credible. Information was made salient to users in posts that mentioned how users and members of their family were at risk of cancer (eg, “your children and family depend on it”) [55,60]. Approximately three-quarters (17/23, 74%) of the articles reported interventions that used social support, social comparisons, and others’ approval to encourage cancer screening. This was demonstrated by the sharing of personal stories and messages of support from the public, charities, organizations, cancer survivors, and celebrities [46,55,57]. One article reported an intervention that restructured the environment by improving access to booking breast screening appointments through Facebook Messenger [61]. Interventions also influenced behavior change through goal setting and providing incentives. For example, many campaigns encouraged users to complete fundraising goals, such as growing a moustache for Movember to raise awareness [55-58]. They used social incentives like congratulating and thanking users on social media for taking part in fundraising activities to promote cancer screening [50,60].

**Methodological Approaches Used to Evaluate Interventions**

Multimedia Appendix 5 provides a breakdown of the methods used in each article. In most of the included articles (20/23, 87%), quantitative research designs were used; one-quarter
(5/20, 25%) of those were experimental research designs. A single-group posttest design was the most commonly used experimental design (3/5, 60%) [40,43,44]. Two articles (2/5, 40%) that used experimental designs used two-group pre- and posttest research designs [47,54]. Most (15/20, 75%) of the quantitative articles used observational research designs, where the researchers observed the impact of previously developed interventions. Just over one-half (8/15, 53%) of these were longitudinal studies. One-half (4/8, 50%) of the longitudinal studies measured outcomes over a period of 1 to 2 years [50-53].

Two (2/23, 8.7%) articles used qualitative research designs [55,57] and thematically analyzed social media messages. One (1/23, 4%) article used mixed methods by conducting a single-group pre- and posttest design and thematic analysis of social media messages [61].

Outcomes Used

Multimedia Appendix 5 shows the outcomes measured for each included article. Most (18/23, 78%) articles measured at least one of Neiger et al’s [35] key performance indicators related to social media use in health promotion. Two (2/23, 9%) articles assessed insights by measuring user opinions [40,43]. Six (6/23, 26%) articles measured exposure, the most common indicator being impressions (the number of times a post was viewed; 4/6, 67%) [40,41,49,62]. Three (3/23, 13%) articles measured reach and the demographics of followers [40,49,52]. Five (5/23, 22%) articles measured low-level engagement by measuring the number of likes on a post [40,46,49,50,53]. Many (11/23, 48%) of the included articles measured medium-level engagement, with the most common indicator being the number of posts/tweets by users (8/11, 73%) [42,45,48,51,52,59,62]. Five articles (5/23, 22%) measured indicators of high-level engagement. Two (2/5, 40%) of these articles measured knowledge of cancer symptoms and screening [47,54] and one (1/5, 20%) article measured intention to get screened [40]. One (1/5, 20%) article measured participation in an offline advocacy event as a volunteer [41] and one (1/5, 20%) measured the number of people who attended screening [61].

Key Article Findings

Insights, Exposure, and Reach

Multimedia Appendix 5 presents the findings of each included article. Exposure varied by the type of intervention that was being evaluated. For example, one evaluation of a national campaign reported over 2 million Facebook impressions [49], and a regional campaign had 53,317 Facebook impressions [40]. Two (2/23, 9%) articles reported user insights and found social media was an acceptable way to deliver cancer awareness and screening information [40,43]. One (1/23, 4%) article found that 88% (43/49) of women surveyed indicated that they were neutral or agreed with seeing mammogram information on Facebook [40].

Three (3/23, 13%) articles suggested that reach varied by gender but only discussed the reach to women and men and no other gender identities. Content on YouTube may have reached more men than women, but Facebook content may have reached more women than men [40,43,49]. One (1/23, 4%) article found Facebook content had a wider reach to those aged 45 to 64 years than to other age groups [40]. Another (1/23, 4%) article suggested that campaigns tended to reach more White users (93%) than African American (7%) or Asian or Hispanic users (0.6%) [49].

Low-Level and Medium-Level Engagement

One (1/23, 4%) article showed that users most commonly interacted with campaigns on Facebook by liking posts, followed by sharing content and commenting [50]. Two (2/23, 9%) articles showed that social media influencers and celebrities increased the number of likes due to their large number of followers [46,49]. Three (3/23, 13%) articles found that retweeting was significantly more likely if the tweet was posted by celebrities, organizations, someone with a high number of followers, or someone who frequently tweeted about the campaign [42,46,62]. Three (3/23, 13%) articles reported that posts with images were the most liked and were more likely to be retweeted than posts with just text [50,53,59].

Five (5/23, 22%) articles reported that engagement increased during the campaigns and decreased to baseline levels or below after the campaigns [41,50-52,62]. Two (2/23, 9%) articles found that health information–sharing tweets about cancer tended to rise during campaigns [42,48]. Two (2/23, 9%) articles reported that breast cancer campaigns had much more traffic on social media than other cancer campaigns, even on months that were dedicated to raising awareness of other cancers [42,51]. For example, even though the campaigns for prostate cancer awareness occurred in November, breast cancer received more mentions on Twitter in November than prostate cancer (284,015 posts versus 65,820 posts, respectively) [51]. Two (2/23, 9%) articles reported that colorectal cancer received the least attention on social media compared with breast, prostate, and cervical cancer [42,52]. Engagement with campaigns may vary by ethnicity, as one (1/23, 4%) article found White users consistently mentioned breast and prostate cancer more than other ethnicities [52].

High-Level Engagement

One (1/23, 4%) article reported that 9000 participants took part in an offline advocacy event that was part of a regional social media BCAM campaign [41]. Two (2/23, 9%) articles reported that targeted interventions improved knowledge of cancer symptoms and screening compared with a control [47,54]. One (1/23, 4%) article found that a regional mammography campaign improved intention to attend cancer screening; 82% of 49 women surveyed expressed an intent to get a mammogram in the next year [40]. One (1/23, 4%) article reported that breast cancer campaigns had much more traffic on social media than other cancer campaigns, even on months that were dedicated to raising awareness of other cancers [42,51]. For example, even though the campaigns for prostate cancer awareness occurred in November, breast cancer received more mentions on Twitter in November than prostate cancer (284,015 posts versus 65,820 posts, respectively) [51]. Two (2/23, 9%) articles reported that colorectal cancer received the least attention on social media compared with breast, prostate, and cervical cancer [42,52]. Engagement with campaigns may vary by ethnicity, as one (1/23, 4%) article found White users consistently mentioned breast and prostate cancer more than other ethnicities [52].

Discussion

Principal Findings

Most studies of social media interventions have evaluated national cancer awareness month campaigns, using observational studies to measure exposure, reach, and low- to medium-level engagement with a campaign. A small number of studies
suggested that regional cancer awareness month campaigns and targeted interventions might improve cancer awareness, as well as screening intentions and uptake. There was evidence that exposure, reach, and engagement with the interventions varied by age, gender, and ethnicity of users, and also by cancer type.

This scoping review was the first to focus on social media evaluations of interventions to improve cancer screening and early diagnosis. It added to the literature by highlighting the limited number of robust evaluations that captured high-level engagement/behavior change, such as attendance at cancer screening. Evaluating high-level engagement is challenging because timelier observational data on cancer screening attendance can be difficult to access and link with social media data [24]. Evaluation is also challenging because social media interventions are often designed without evaluation in mind [3]. During the consultation for this review, experts commented that campaigns are set up so quickly that there is not always time to consider evaluation. Improving cancer screening and early diagnosis is seen as a long-term goal that will take many years to realize, so immediate changes might not be expected or measured. A comprehensive evaluation framework that incorporates elements from behavior change theories and social media engagement frameworks could foster more robust evaluations that capture outcomes that demonstrate impact on behavior change and engagement [17,63,64]. However, as noted during the consultation for this review, there are further challenges to evaluation, such as the difficulty of demonstrating that a specific campaign caused a change in outcomes, as well as the limited time and resources of organizations to conduct evaluations.

This review was the first to use the BCT taxonomy to identify a variety of BCTs that social media interventions used to change health behaviors, including social support and providing information about health consequences [38]. One article reported restructuring the environment to provide better access to cancer screening [61]. As noted during our consultation, governance and data protection issues often limit the ability of health providers to use social media to improve access to care. These issues need to be addressed if interventions are to be tested or implemented on a larger scale. Many articles also reported that information delivered and shared during national cancer awareness month campaigns consisted of more non-health messages relating to fundraising than health messages relating to cancer. For many of these campaigns, the theory of change may be that fundraising messages increase cancer awareness, thereby increasing help-seeking or uptake of screening. Behavior change theory suggests that providing actionable health messages, such as information on cancer symptoms, could influence behavior change more directly than fundraising messages [12,38,63,65,66]. Future evaluations are needed to test our assumptions about how national campaigns might lead to behavior change and what messages would be most effective.

We identified a need for more social media interventions targeted toward colorectal and lung cancer, as most of the articles in this review were evaluations of social media interventions for breast and prostate cancer awareness and screening. Survival rates for lung and colorectal cancer are poorer than for breast and prostate cancer, which is partly because of poor uptake of cancer screening and delayed help-seeking that can lead to a delayed diagnosis [67]. Previous studies [68,69] have shown that there is more stigma around lung cancer than other cancers, and higher perceptions of cancer stigma are associated with delays in seeking medical care. Social media interventions could play a key role in changing social norms and stigma around help-seeking and screening for these cancers [70]. BCTs used by current breast cancer campaigns, such as sharing personal stories, could help to create social support and influence how people view these cancers, which in turn could encourage help-seeking behavior, increase screening uptake, and improve health outcomes.

This review also added to the literature by exploring to what extent inequalities in cancer screening and early diagnosis were measured and potentially addressed by social media interventions. We found some evidence that social media interventions have poorer reach and engagement with ethnic minorities, but there was no information on engagement with other minority groups [52]. Individuals from ethnic minorities might have less interaction with social media campaigns and not seek out cancer screening information because they have less access to cancer screening and higher cancer stigma [68,71-74]. The written and visual communication in social media interventions may also exclude ethnic minorities if the information is only available in English, presented in inaccessible language, or framed in a way that is unrelated [74]. A lack of social media influencers or campaign role models that resonate with ethnic minorities may also make it less likely that they undertake a behavior, as suggested by social cognitive theory [75]. Future evaluations of social media interventions should measure inequalities in exposure, reach, and engagement and consider their success directly in relation to the groups that they were seeking to target. Targeting interventions toward those with a disproportionate disease burden could help to improve health inequalities seen in cancer screening and early diagnosis. However, social media interventions will have little impact on those who do not use social media, who may also be those in greatest need of information on cancer screening.

Some differences in the use of social media platforms by gender and age were found in this review [49,62]. Facebook content reached more women than men, and reached older-aged adults, and YouTube content reached more men than women [40,43,49]. This is consistent with recent data on social media use in the United Kingdom by age and gender [76]. This highlights the importance of identifying which platforms target users are currently more likely to engage with when designing social media interventions. However, as noted during our consultation, social media is a constantly changing landscape, so messaging needs to be continually updated and transferred to different platforms. Targeting messages also has potential risks, such as the threat to privacy and ethical issues, and it often requires payment and significant time and resources [17,24]. Additionally, data may not be available for particular target users; for example, we only found evidence to show how best to target those who identify as male and female. Previous research has shown that there are gender identity disparities in cancer screening, and trans and nonbinary individuals could benefit from more information regarding cancer screening and
early diagnosis [77,78]. Further research is needed to understand the most effective way of targeting social media interventions toward these individuals.

Limitations

We acknowledge that scoping reviews have several limitations, but a scoping review allowed us to gain a wide-ranging understanding of the role of social media in cancer screening. Research into social media is rapidly growing and this scoping review is a snapshot of evidence for social media interventions at a particular time [26]. Furthermore, as we only selected studies written in English that did not include information about some popular social networking sites in non–English-speaking countries, the findings of this review might not be generalizable. Many of the social media campaigns in this review were also part of multimedia campaigns. Therefore, it is difficult to know whether changes in engagement with social media or health behaviors were due to the social media element of those campaigns and how social media interacts with other aspects of the campaign. Additionally, the coding of BCTs in this review was dependent on reported content and online sources, so there was insufficient detail to identify all techniques used. The review was also dependent on what outcomes the evaluations chose to measure and report. There is currently no protocol for how to report evaluations of social media interventions, so there may be some degree of reporting bias in included articles. Future research would benefit from the development of a reporting protocol based on current frameworks for evaluating social media research [35].

Conclusions

This review found that most evaluations of social media interventions to improve cancer screening and early diagnosis did not report behavior change outcomes. The limited available evidence suggests some types of social media interventions may improve cancer awareness and intended and actual uptake of screening. Use of evaluation frameworks and reporting guidelines could help future researchers to plan robust evaluations of social media interventions that capture outcomes of behavior change and explore how these interventions work. Future evaluations could also measure who engaged with these interventions to assess whether social media interventions for cancer screening and early diagnosis can address some health inequalities. Interventions focusing on cancers that have received less social media attention, such as colorectal and lung cancer, could help to influence social norms around help-seeking and screening uptake for these cancers, which could improve health outcomes for patients.
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Abstract

Background: There has been growing international interest in performing remote consultations in primary care, particularly amidst the current COVID-19 pandemic. Despite this, the evidence surrounding the safety of remote consultations is inconclusive. The appropriateness of antibiotic prescribing in remote consultations is an important aspect of patient safety that needs to be addressed.

Objective: This study aimed to summarize evidence on the impact of remote consultation in primary care with regard to antibiotic prescribing.

Methods: Searches were conducted in MEDLINE, Embase, HMIC, PsycINFO, and CINAHL for literature published since the databases' inception to February 2020. Peer-reviewed studies conducted in primary health care settings were included. All remote consultation types were considered, and studies were required to report any quantitative measure of antibiotic prescribing to be included in this systematic review. Studies were excluded if there were no comparison groups (face-to-face consultations).

Results: In total, 12 studies were identified. Of these, 4 studies reported higher antibiotic-prescribing rates, 5 studies reported lower antibiotic-prescribing rates, and 3 studies reported similar antibiotic-prescribing rates in remote consultations compared with face-to-face consultations. Guideline-concordant prescribing was not significantly different between remote and face-to-face consultations for patients with sinusitis, but conflicting results were found for patients with acute respiratory infections. Mixed evidence was found for follow-up visit rates after remote and face-to-face consultations.

Conclusions: There is insufficient evidence to confidently conclude that remote consulting has a significant impact on antibiotic prescribing in primary care. However, studies indicating higher prescribing rates in remote consultations than in face-to-face consultations are a concern. Further, well-conducted studies are needed to inform safe and appropriate implementation of remote consulting to ensure that there is no unintended impact on antimicrobial resistance.

Introduction

Recent years have seen unsustainable workload increases in primary health care. Remote consultations, in which primary care professionals (PCPs) communicate with patients by telephone or internet as an alternative to face-to-face consultations, have been implemented to maximize the efficiency of primary care services and meet patient demand.
for greater and more convenient access to primary health care advice [1]. Over 90 countries have been reported to be already delivering health care services over the telephone in 2016 [1], and remote consultations have been playing a substantial role in the health care response to the current COVID-19 pandemic by supporting continued access to services with minimized risk of disease transmission [2,3].

The increasingly commonplace nature of remote consulting in primary care notwithstanding, there remains much uncertainty regarding the safety and effectiveness of remote consultations [4,5]. For example, PCPs are more likely to prescribe medications in remote consultations than in face-to-face settings [6,7]. In particular, antibiotic prescribing behavior can be influenced by nonclinical factors that are unique to remote consultations, such as the inability to physically examine the patient [8]. The overprescribing of antibiotics drives antimicrobial resistance, which is a global concern with consequent impact on patients and health systems, especially primary health care. Over 80% of all antibiotic prescriptions are dispensed by primary care in the United Kingdom [9-11].

Evidence for the impact of remote consultations on antibiotic prescribing in primary care is currently unclear. Given the growing international adoption of remote consultations into primary care, which has intensified during the ongoing COVID-19 pandemic, any impact of remote consultations on antibiotic prescribing needs to be properly understood. This study aims to summarize the impact of remote consultations on primary care antibiotic prescribing.

Methods

This systematic review was conducted following the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines (Multimedia Appendix 1) [12].

Eligibility Criteria

Included studies were required to be conducted in primary health care settings only. Any type of remote consultations between patient and PCP were accepted as the intervention. For comparison, any form of face-to-face consultation in primary health care was accepted. The primary outcomes of interest were quantitative measures of antibiotic prescriptions in remote consultations. The proportion of guideline-concordant antibiotic prescriptions and follow-up visit rates were considered secondary outcomes. Studies assessing the prescribing rates of any drug without providing data on antibiotics were excluded.

We included peer-reviewed primary research articles written in English in this systematic review. Studies could be observational or randomized controlled trials (RCTs), but conference abstracts, editorials, and qualitative studies that did not provide measures of antibiotic prescribing frequency were excluded. We did not exclude literature based on publication date so that we could capture all available literature.

Search Strategy

A scoping review was conducted to establish the search terms. A research librarian was consulted for guidance regarding the search strategy. An initial list of search terms was developed and applied to MEDLINE and Embase to check the relevance of results, and reference lists from several relevant studies and similar reviews were manually searched to expand the search terms. Search strings were then amended according to the subject headings for each database. The final list of search terms for each database is presented in Multimedia Appendix 2.

Study Selection

A search was conducted on February 14, 2020, in 5 electronic databases: MEDLINE, Embase, PsycINFO, HMIC, and CINAHL. We had 3 reviewers independently screen studies for inclusion. One reviewer (SH) screened all titles and abstracts, and BH and GG each screened 50% of the titles and abstracts. The same approach was subsequently performed for full-text screening. Discrepancies were resolved through discussion between the reviewers. The studies were stored using Mendeley reference management software, and duplicates were removed through Mendeley’s deduplication function and manual searching.

Data Extraction

Study characteristics and outcomes were extracted using a Microsoft Excel spreadsheet. The data extraction form was created in advance and finalized after piloting it on two studies. Data from included studies were extracted by SH.

Risk of Bias

The National Heart, Lung, and Blood Institute tool [13] was used to assess observational studies, and the Cochrane risk of bias tool [14] was applied to RCTs. The reviewers carefully considered the efforts required to minimize the risk of bias for each domain and ensured that the overall quality rating of each paper was not purely based on the tally of each appraisal form. SH assessed the quality of all papers and BH and GG each assessed half of the studies independently. Conflicting assessments and overall risk of bias were determined through discussion.

Analysis

Results were presented as reported by the original authors of each study, and similar outcomes that were reported frequently were grouped together for analysis. The results were presented through narrative synthesis [15]. The included studies were considered too heterogeneous in terms of study population, type of consultation, and outcome definitions for meta-analysis.

Results

Study Selection

Our electronic database search yielded 2427 results, of which 12 studies were included in this review (Figure 1) [12]. We found 2 papers [16,17] that were part of the same study with identical study periods and participants, so the results most relevant to this systematic review were reported.

http://www.jmir.org/2020/11/e23482/
Characteristics of Included Studies
The characteristics and results of the 12 studies are summarized in Tables 1 and 2 [16-27]. Of these 12 studies, 9 were conducted in the United States [18,19,22-27], 2 were conducted in Denmark [16,17], and 1 was conducted in Norway [20]. Most studies (11/12) [16-20,22-27] had a cohort design, including 1 RCT [21].
Table 1. Summary of study characteristics.

<table>
<thead>
<tr>
<th>Study (author, year)</th>
<th>Country</th>
<th>Setting</th>
<th>Study design</th>
<th>Population</th>
<th>Remote consultation type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rokstad and Straand, 1997</td>
<td>Norway</td>
<td>Primary care practices</td>
<td>Prospective cohort</td>
<td>All registered patients</td>
<td>Telephone, letter, or through a messenger (mixed)</td>
</tr>
<tr>
<td>McKinstry et al, 2002</td>
<td>Scotland</td>
<td>Primary care practices</td>
<td>Randomized controlled trial</td>
<td>All patients that phoned for a same-day appointment</td>
<td>Telephone</td>
</tr>
<tr>
<td>Mehrotra et al, 2012</td>
<td>United States</td>
<td>Primary care practices</td>
<td>Retrospective cohort</td>
<td>All patients</td>
<td>Text-based e-visit</td>
</tr>
<tr>
<td>Huibers et al, 2014</td>
<td>Denmark</td>
<td>Out-of-hours primary care contacts</td>
<td>Retrospective cohort</td>
<td>All registered patients</td>
<td>Telephone</td>
</tr>
<tr>
<td>Ewen et al, 2015</td>
<td>United States</td>
<td>Primary care practices</td>
<td>Retrospective cohort</td>
<td>All registered patients</td>
<td>Telephone</td>
</tr>
<tr>
<td>Uscher-Pines et al, 2016</td>
<td>United Statesb</td>
<td>Primary care practices</td>
<td>Retrospective cohort</td>
<td>Adults aged 18-64 years</td>
<td>Telephone, video, internet, or mobile app consultation (mixed)</td>
</tr>
<tr>
<td>Christensen et al, 2016</td>
<td>Denmark</td>
<td>Out-of-hours primary care contacts</td>
<td>Retrospective cohort</td>
<td>All registered patients</td>
<td>Telephone</td>
</tr>
<tr>
<td>Shi et al, 2018</td>
<td>United Statesb</td>
<td>Primary care practices</td>
<td>Retrospective cohort</td>
<td>Adults aged 18-64 years</td>
<td>Audio and audio-visual conferencing (mixed)</td>
</tr>
<tr>
<td>Ray et al, 2019</td>
<td>United Statesb</td>
<td>Primary care practices</td>
<td>Retrospective cohort</td>
<td>Children aged 0-17 years</td>
<td>Audio-only or audio-video conferencing (mixed)</td>
</tr>
<tr>
<td>Murray et al, 2019</td>
<td>United States</td>
<td>Primary care practices or retail clinics</td>
<td>Retrospective cohort</td>
<td>Women aged 18-65 years</td>
<td>Telephone and text-based e-visit</td>
</tr>
<tr>
<td>Johnson et al, 2019</td>
<td>United States</td>
<td>Primary care practices</td>
<td>Retrospective cohort</td>
<td>Adults aged ≥18 years</td>
<td>Text-based e-visit</td>
</tr>
<tr>
<td>Penza et al, 2020</td>
<td>United States</td>
<td>Primary care retail clinics</td>
<td>Retrospective cohort</td>
<td>Children aged 18 months-18 years</td>
<td>Telephone and text-based e-visit</td>
</tr>
</tbody>
</table>

a Articles published on the same study.
b The data were sourced from national health insurance companies. Therefore, no specific setting was recorded.
<table>
<thead>
<tr>
<th>Indication for antibiotics, study (author, year)</th>
<th>Remote consultations, N</th>
<th>Face-to-face consultations (control), N</th>
<th>Outcome measures</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Antibiotic-prescribing rate higher in remote consultations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mehrotra et al, 2012 [22]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sinusitis</td>
<td>475</td>
<td>4690</td>
<td>Antibiotic-prescribing rate&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Intervention: 99%, control: 94% (P&lt;0.001)</td>
</tr>
<tr>
<td>Urinary tract infection</td>
<td>99</td>
<td>2855</td>
<td>Antibiotic-prescribing rate&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Intervention: 99%, control: 49% (P&lt;0.001)</td>
</tr>
<tr>
<td>Uscher-Pines et al, 2016 [24]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uncomplicated acute bronchitis</td>
<td>168</td>
<td>7342</td>
<td>Antibiotic-avoidance rate&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Intervention: 16.7%, control: 27.9% (P&lt;0.01)</td>
</tr>
<tr>
<td>Ray et al, 2019 [27]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute respiratory infection</td>
<td>4604</td>
<td>38408</td>
<td>Antibiotic-prescribing rate&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Intervention: 52%, control: 31% (P&lt;0.001)</td>
</tr>
<tr>
<td>Penza et al&lt;sup&gt;c&lt;/sup&gt;, 2020 [19]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conjunctivitis</td>
<td>101</td>
<td>202</td>
<td>Antibiotic-prescribing rate&lt;sup&gt;a&lt;/sup&gt; during telephone consultations</td>
<td>Intervention: 41.6%, control: 19.8% (P&lt;0.0001)</td>
</tr>
<tr>
<td><strong>Antibiotic-prescribing rate lower in remote consultations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rokstad and Straand, 1997 [20]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not specified</td>
<td>24983</td>
<td>42202</td>
<td>Proportion of prescriptions and antibiotics prescriptions made through each consultation type</td>
<td>Antibiotic-prescribing rate&lt;sup&gt;a&lt;/sup&gt; lower in intervention*</td>
</tr>
<tr>
<td>Huibers et al&lt;sup&gt;d&lt;/sup&gt;, 2014 [16]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not specified</td>
<td>382748</td>
<td>180032</td>
<td>Antibiotic-prescribing rate&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Intervention: 26.1% (95% CI 25.9-26.3)</td>
</tr>
<tr>
<td>Ewen et al, 2015 [23]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not specified</td>
<td>61707&lt;sup&gt;e&lt;/sup&gt;</td>
<td>61707&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Proportion of antibiotics prescriptions out of all prescriptions</td>
<td>12.4% of all antibiotics prescriptions made through telephone (6617 telephone consultations and 27,487 office consultations; 63,418 antibiotics were prescribed during 61,707 consultations to 31,302 individuals)*</td>
</tr>
<tr>
<td>Shi et al, 2018 [25]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute respiratory infection</td>
<td>38839</td>
<td>942163</td>
<td>Antibiotic-prescribing rate&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Intervention: 52%, control: 53% (P&lt;0.01)</td>
</tr>
<tr>
<td>Johnson et al, 2019 [26]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sinusitis</td>
<td>175</td>
<td>175</td>
<td>Antibiotic-prescribing rate&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Intervention: 68.6%, control: 94.3% (P&lt;0.001)</td>
</tr>
<tr>
<td><strong>No significant difference in antibiotic-prescribing rate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>McKinstry et al, 2002 [21]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The study population varied in age and sex depending on whether the study investigated specific conditions. Of 2 studies analyzing antibiotic prescribing for urinary tract infection (UTI) [18,22], 1 limited their participants to adult women [18]. Additionally, 2 studies focused only on children with conjunctivitis or acute respiratory infection [19,27]. A majority of studies (7/12) employed telephone consultations, text-based e-visits, or both as their intervention [17-19,21-23,26]. Moreover, 2 studies [25,27] grouped audio-only and video consultations for their intervention, and another study [20] grouped all consultations made through telephone, letters, or messengers. The control arm was face-to-face primary care clinic consultations for all except 2 studies. The Penza et al [19] control group was made up of walk-in retail clinic patients, and the controls for Murray et al [18] were retail clinic and primary care practice patients. Furthermore, while most consultations were evaluated by primary care physicians, telephone consultations in the Penza et al [19] and Murray et al [18] studies were evaluated by registered nurses. Text-based e-visits were assessed by advanced practice providers in the Murray et al [18] study and nurse practitioners in the Penza et al [19] study.

**Risk of Bias Within Studies**

The quality assessment is presented in Multimedia Appendix 3. The quality of studies was generally fair, with 7 moderate-quality studies, including the RCT, and 5 observational studies that were considered high quality. All studies had clearly defined their objectives, study population, and exposure and outcome measures. However, only 2 studies provided sample size justifications or power calculations [17,26]. Additionally, 4 studies lacked adjustment for any confounding factors [16,18,20,23]. The RCT described adequate randomization, but lacked blinding [21]. However, we did not consider this to significantly impact the quality, since blinding to consultation type is rarely feasible.

**Impact of Remote Consultations on Antibiotic Prescribing Behavior**

The main findings are outlined in Table 2, with confidence intervals and P values reported where available. In most studies, the impact of remote consultation on antibiotic prescribing was measured by the percentage of consultations with one or more antibiotic prescriptions for each type of consultation. This measure has been uniformly referred to as the antibiotic-prescribing rate in this review, following the practice in the included studies.

We found 3 studies that reported the antibiotic-prescribing rate to be higher in remote settings than face-to-face consultations [19,22,27]. The difference in prescribing rate ranged from 5% (n=201) to 50% (n=5165) [22]. Penza et al found this relationship for both telephone and text-based e-visits, but only the difference in telephone consultations was statistically significant [19]. Another study concluded that fewer antibiotics were avoided for bronchitis patients consulting over the phone; patients were more likely to receive an antibiotic for the same condition when consulting remotely [24].

We also found 3 cohort studies that reported patients were more likely to be prescribed an antibiotic through face-to-face consultations [16,25,26]. The differences in prescribing rates were generally smaller in these studies; 1 study found a 1% difference (n=1,336,867) [25], and the largest difference observed was 25.7% (n=350) [26]. Additionally, 2 moderate-quality studies, an RCT and a retrospective cohort study, were considered high quality. All studies had clearly defined their objectives, study population, and exposure and outcome measures. However, only 2 studies provided sample size justifications or power calculations [17,26]. Additionally, 4 studies lacked adjustment for any confounding factors [16,18,20,23]. The RCT described adequate randomization, but lacked blinding [21]. However, we did not consider this to significantly impact the quality, since blinding to consultation type is rarely feasible.
study, noted no significant difference in prescribing rate between the different settings [18,21].

It was difficult to compare 2 studies with the other included studies due to differences in outcome measures; neither included a direct estimate of antibiotic prescribing. Rokstad and Straand [20] and Ewen et al [23] claimed that antibiotic-prescribing rate was higher in face-to-face consultations based on the percentage of antibiotic prescriptions issued through each consultation type. However, their results do not consider multiple prescriptions made in one consultation. Therefore, their claims should be considered with caution.

Clinicians may be more likely to prescribe antibiotics for UTI in remote consultations. Of 2 studies assessing patients with suspected or confirmed UTI, 1 study found higher antibiotic-prescribing rates in remote consultations [22]. Mehrotra et al [22] concluded that PCPs were less likely to order a UTI-relevant test in face-to-face consultations (did not order: 8%; did order: 51%; P<.01), but more likely to prescribe an antibiotic for UTI in remote consultations. Another moderate-quality study found no significant difference in antibiotic-prescribing rate for patients with UTI [18]. However, the researchers hypothesized that their results could have been affected by differences in face-to-face settings; face-to-face consultations in the Mehrotra et al [22] study were performed in retail clinics where there may have been less continuity of care than primary care practices.

Results for respiratory infections were mixed. In 3 studies, of which 2 were of high quality, researchers found higher antibiotic-prescribing rates in remote consultations than in direct PCP consultations [22,24,27]. However, 2 other high-quality studies noted lower antibiotic-prescribing rates for patients consulting remotely [25,26].

Impact of Remote Consultations on Guideline-Concordant Prescribing Rate

We found 4 observational studies that reported guideline-concordant prescribing rates or guideline-recommended prescribing rates, which measured the appropriateness of the prescriptions against local or national guidelines [22,25-27] (Table 2). All studies were from the United States and investigated populations with a confirmed diagnosis of sinusitis [22,26], UTI [22], or acute respiratory infection [25,27].

In contrast to the findings for antibiotic-prescribing rate, the guideline-concordant antibiotic management for sinusitis and patients with UTI revealed no significant difference between remote and face-to-face consultations [22,26]. However, conflicting results were observed for patients with acute respiratory infection [25,27].

Impact of Remote Consultations on Follow-Up Visits

We found 5 US-based retrospective cohort studies that investigated follow-up visit rates after initial consultation for the same presentation [18,19,22,25,26]. Of these 5 studies, 3 found that patients who were seen remotely were more likely to have another follow-up visit than those who attended face-to-face consultations [19,25,26]. Shi et al [25] found this to be true for those who followed up within 2-21 days after their first visit. Results from the Penza et al [19] study indicated higher follow-up rates in both e-visits and telephone consultations than in face-to-face consultations 7 days after the initial visit. Johnson et al [26] found this relationship to be true for text-based e-visits relating to sinusitis in the subsequent 24 hours and 30 days after the initial consultation, but found no difference in follow-up consultation rates at 7 days after the initial consultation. However, Murray et al [18] and Mehrotra et al [22] found no significant difference in follow-up visit rates between the consultation types within the following 3 weeks and 30 days after the initial consultation, respectively. Further, Murray et al [18] found no significant difference in antibiotic-prescribing rates in the initial consultation for patients who were followed up with.

Discussion

Principal Results

To our knowledge, this is the first systematic review to examine how antibiotic prescribing is affected by remote consultation in primary care. This review of moderate- to high-quality studies found that evidence regarding the impact of remote consultations on antibiotic prescribing was mixed. Studies reporting higher antibiotic-prescribing rates in remote consultations than in face-to-face consultations were generally of better quality. However, the inconsistency of results and the small number of studies make it difficult to draw strong conclusions for the effect of remote consultations on antibiotic prescribing. The studies examining specific indications for antibiotics suggested that antibiotic-prescribing rates for patients with UTI in remote consultations were higher than in face-to-face consultations, but 1 study did not find any difference [18]. Guideline-concordant prescribing rates for patients with UTI or sinusitis were not significantly changed by remote consultations. However, there was mixed evidence regarding whether remote consultations were more likely to be followed up with another consultation for the same condition.

Limitations

We tried to conduct a comprehensive search by manually searching reference lists to find relevant search terms for remote consultation. However, there is significant variation in terminology among researchers, and this could have led to the omission of a few relevant papers. Other challenges we faced while conducting this review included the dearth of relevant papers. The included studies were conducted in 1 of 4 high-income countries. Given the growing attention on remote consultations in low- and middle-income countries [1], it is possible that relevant papers in grey literature or papers written in languages other than English exist, but were excluded due to our selection criteria. Additionally, the effect of the setting of studies is unaccounted for. For example, retail clinics differ from primary care practices, as there is less chance of establishing a long-term doctor-patient relationship. Moreover, in some studies, remote consultations were evaluated by nurse practitioners, who may have had a different skillset compared to primary care physicians who consulted with patients.
face-to-face. With the small number of studies, no clear pattern emerged in terms of the impact of setting on the outcome.

Comparison With Prior Work
Compared to face-to-face consultations, PCPs order fewer tests and investigations and are unable to physically examine patients in remote settings, which can affect the appropriateness of patient management [8,28]. Clinicians consulting in retail clinics via private telemedicine providers could feel pressured to prescribe antibiotics due to the expectations of patients who pay to see clinicians and the diagnostic uncertainty that stems from the lack of continuity in these commercial remote consultations [29]. On the other hand, Banks et al [30] noted that many remote consultations were followed up with face-to-face appointments for adequate clinical assessment. As antibiotic prescriptions made in follow-up appointments contribute to prescriptions made in face-to-face consultations, this could provide a partial explanation for why some of the included studies found lower antibiotic-prescribing rates in initial remote consultations and higher frequencies of follow-up consultations [25,26].

However, research on the remote prescribing of antibiotics is too limited to make useful comparisons. A systematic review of reviews on the benefits of telemedicine in 2002 found too little high-quality evidence to confidently conclude that telemedicine was beneficial. However, the review reported that research was beginning to address the literature gaps in the field [31]. More recent reviews agree that there is a need for more research on the safety of care [4] and the quality and safety of prescribing through remote consultations [4,32]. As this is a novel study, it is difficult to compare the findings of this review directly with other reviews. We hope that this review serves as a reference point for future studies.

Implication for Research and Practice
We anticipate that remote consultations will continue to be used frequently following the COVID-19 pandemic, leading to a different mix of cases involving remote consultations compared to the mix of cases seen prior to the pandemic. Future studies should focus on conducting trials that adjust for this difference in case makeup. Moreover, the current literature is reliant on studies from high-income countries and observational studies, as confirmed by the inclusion of only one RCT in this review. Randomized trials from a variety of geographical settings are needed to achieve balance in the literature.

Antibiotic prescribing should only occur when it is safe, clinically indicated, and likely to be of benefit, regardless of consultation type [33]. Consequently, the quality and safety of antibiotic prescribing in remote consultations should be comparable to that of face-to-face consultations. Similar guideline-concordant prescribing between remote and face-to-face consultations is reassuring, but the evidence for whether the management at remote consultations is effective is less clear. Follow-up visits after remote consultations are often necessary per clinicians’ advice and patients’ need for physical examinations. Therefore, a high follow-up visit rate does not necessarily correlate with poor management at initial consultation, but it does raise the question of the effectiveness (including cost-effectiveness) of remote consultations. Future research investigating the resolution of symptoms as an endpoint could be beneficial.

The divided weight of evidence in this review makes it difficult to inform health policy, as the evidence regarding remote consultations is still evolving. Nonetheless, good quality evidence suggesting higher antibiotic-prescribing rate in remote consultations should not be ignored. As remote consultations are being used more frequently due to the pandemic, clear guidelines and criteria for face-to-face consultations and antibiotic management are needed. Meanwhile, PCPs should continue to be cautious when prescribing antibiotics and remain attentive to local and national guidelines. Furthermore, current antibiotic stewardship programs [34,35] could be adapted and implemented into remote care to encourage appropriate prescribing.

Conclusions
We found inconsistent evidence across the included studies for the impact of remote consulting on antibiotic prescribing in primary care. However, as the use of remote consultations continues to increase in primary care worldwide, ensuring the safety and quality of these consultations, including avoiding adverse impacts on antimicrobial resistance, should be prioritized. Studies indicating higher prescribing rates than face-to-face consulting are a concern, and PCPs should be cautious when considering prescribing antibiotics through remote consultations. Randomized trials are needed in a variety of geographical settings to inform policy on the wide-scale implementation of remote consultations. This type of research should be a priority, as long-term increases in remote consulting in primary care seems to be an inevitable consequence of the global COVID-19 pandemic.
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Abstract

Background: Dealing with cardiovascular disease is challenging, and people often struggle to follow rehabilitation and self-management programs. Several systematic reviews have explored quantitative evidence on the potential of digital interventions to support cardiac rehabilitation (CR) and self-management. However, although promising, evidence regarding the effectiveness and uptake of existing interventions is mixed. This paper takes a different but complementary approach, focusing on qualitative data related to people’s experiences of technology in this space.

Objective: Through a qualitative approach, this review aims to engage more directly with people’s experiences of technology that supports CR and self-management. The primary objective of this paper is to provide answers to the following research question: What are the primary barriers to and facilitators and trends of digital interventions to support CR and self-management? This question is addressed by synthesizing evidence from both medical and computer science literature. Given the strong evidence from the field of human-computer interaction that user-centered and iterative design methods increase the success of digital health interventions, we also assess the degree to which user-centered and iterative methods have been applied in previous work.

Methods: A grounded theory literature review of articles from the following major electronic databases was conducted: ACM Digital Library, PsycINFO, Scopus, and PubMed. Papers published in the last 10 years, 2009 to 2019, were considered, and a systematic search with predefined keywords was conducted. Papers were screened against predefined inclusion and exclusion criteria. Comparative and in-depth analysis of the extracted qualitative data was carried out through 3 levels of iterative coding and concept development.

Results: A total of 4282 articles were identified in the initial search. After screening, 61 articles remained, which were both qualitative and quantitative studies and met our inclusion criteria for technology use and health condition. Of the 61 articles, 16 qualitative articles were included in the final analysis. Key factors that acted as barriers and facilitators were background knowledge and in-the-moment understanding, personal responsibility and social connectedness, and the need to support engagement while avoiding overburdening people. Although some studies applied user-centered methods, only 6 involved users throughout the design process. There was limited evidence of studies applying iterative approaches.

Conclusions: The use of technology is acceptable to many people undergoing CR and self-management. Although background knowledge is an important facilitator, technology should also support greater ongoing and in-the-moment understanding. Connectedness is valuable, but to avoid becoming a barrier, technology must also respect and enable individual responsibility. Personalization and gamification can also act as facilitators of engagement, but care must be taken to avoid overburdening people. Further application of user-centered and iterative methods represents a significant opportunity in this space.

(J Med Internet Res 2020;22(11):e18025) doi: 10.2196/18025
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Introduction

Background

Cardiovascular diseases (CVDs) are the leading cause of death worldwide. An estimated 17.9 million people died from CVD in 2016, representing 31% of all global deaths [1,2]. By 2035, more than 130 million adults in the US population (45.1%) are projected to have some form of CVD, with the total costs of CVD expected to reach US $1.1 trillion [3]. Improved cardiovascular outcomes depend largely on how well affected people manage their condition [4]. Physical rehabilitation and lifestyle management are critical components of programs aimed at primary and secondary prevention of CVD. A major challenge in implementing these strategies is ensuring good patient engagement and compliance with prescribed exercise programs and nutrition plans. Evidence from the literature suggests that tightly supervised intervention programs are most successful and that self-directed management is less successful because of problems with engagement and adherence. The problem lies in expecting patients with a wide variety of life patterns and personality types to conform to standardized programs that do not fit with their ever-changing context [5].

After a person is hospitalized and following a discharge and recuperation period, they are typically recommended to attend a cardiac rehabilitation (CR) program offered by hospitals. Following this, they need to continue to self-manage their cardiac health. CR is considered a vital part of long-term recovery by targeting risk factor modification, supervised exercise, psychological support, and medication review [6]. However, the uptake of CR programs remains poor because of factors such as age, gender, lack of knowledge, transportation, motivation, and social support [7,8]. This also has an impact on people’s subsequent ability to self-manage their condition.

Barlow et al [9] state, “self-management refers to the individual’s ability to manage the symptoms, treatment, physical and psychological consequences and lifestyle changes.” Recent research suggests that digital health interventions can play an important role in supporting both rehabilitation and self-management. A systematic review of mobile phone apps to support self-care following heart failure by Athilingam and Jenkins [10] demonstrated positive trends and cost-effectiveness, enabling increased access to symptom monitoring and promoting patient engagement in their own homes. Similarly, a review by Piette et al [11] on mobile health (mHealth) technologies for CVD reduction and management found evidence that mHealth interventions can improve cardiovascular-related lifestyle behaviors and disease management. The authors emphasize the need for new interventions that build on evidence-based behavioral theories and are adaptive to a patient’s unique and changing needs. Jörntén-Karlsson et al [12] also suggested mHealth as an effective long-term alternative to face-to-face rehabilitation and consultation, with the potential to reach more patients at a relatively lower cost. They found evidence that digital interventions can have a positive impact on patients with CVD but again stressed the need for easy to use, personalized, and user-friendly apps that can cater to patients from all age groups, especially older age groups. This recognition of the specific needs of older adults is critical, giving the significant impact of CVD among this age group. However, recognizing the potential of technology to support patients with CVD across diverse age groups is also important, given the evidence from Foster et al [13] and Andersson and Vasan [14] that CVD impacts adults in all age groups. In line with this, a survey conducted by Gallagher et al [15], to assess the use of mobile technology among different demographics, demonstrates that mobile technology, when modified to suit different subgroups, offers an important opportunity to improve access to secondary prevention for cardiac patients.

Although there is a significant literature and a growing number of reviews on digital interventions for CVD rehabilitation and management, most previous studies base their conclusions on quantitative data. To better understand what drives the effectiveness and usage of technologies, there is also a need to analyze the collective perspectives of patients, focusing on their experiences, needs, and the barriers they face in using digital interventions. The literature outlined earlier has provided evidence that personalization [16] and the application of appropriate theory will play an important role in improving digital health technologies that target CVD. For example, behavior change theories and models can help inform the design of technical systems, guide evaluation strategies, and define target users [17,18]. In addition, persuasive design patterns can be used in digital interventions to address the challenge of obtaining sustained user engagement and behavior change among patients with CVD [19]. Building on this evidence, a greater understanding of patients’ experiences will provide the insight needed to design future technology and increase the success of technologies when deployed in real-world contexts. By improving adherence to lifestyle changes, appropriately designed digital health technologies that apply this insight can ultimately help to prevent recurrence of cardiac conditions.

The analysis in this paper draws strongly on research in the field of human-computer interaction (HCI). Our findings are analyzed from an HCI perspective, which emphasizes the benefits of iterative development of technology and user involvement throughout the design and evaluation process [20-23]. HCI approaches have been successfully applied to rehabilitation and self-management in other health domains [24-27]. Our decision to focus on both rehabilitation and self-management followed multiple discussions among the authors and cardiologists, which reflected the degree to which these issues are interconnected. The papers selected in this review have dealt with some of the common issues and challenges. An overview of these interventions, along with the synthesis of patients’ experiences, can be beneficial to both medical and HCI researchers. To the best of our knowledge, no previous systematic review has combined qualitative review methods and an HCI perspective to identify challenges and opportunities in the design of technology to support CR and self-management.

Objectives

The primary objective of this paper is to provide answers to the following research question: What are the primary barriers to and facilitators and trends of digital interventions to support CR and self-management? This question is answered by synthesizing evidence from both medical and computer science.
literature. Using a qualitative approach, we aim to engage more directly with people’s needs from and experiences of technology that supports CR and self-management. Given the strong evidence from the field of HCI that user-centered and iterative design methods increase the success of digital health interventions, we also assess the degree to which user-centered and iterative methods have been applied in the studies included in this review.

This review follows the grounded theory literature review (GTLR) method [28]. GTLR aims at producing new insights and enables researchers to develop concept-centric yet accurate reviews through a 5-stage iterative process. The GTLR method adopts a rigorous search and selection process, eventually invoking the grounded theory method for the analysis stage. GTLR recommends that initial research questions are identified at the outset of the review process and allows for a bottom-up iterative approach in which new concepts are identified via a thorough and progressive analysis. Initial questions help focus on the review during the selection and analysis stages, but based on concepts identified during the analysis stage, it is acceptable for the final concepts to differ somewhat in focus from the initial questions. Following multiple rounds of discussion and refinement among the authors and cardiologists involved in this project, the following initial research questions were identified:

1. What kind of technological support is provided for CR and self-management?
2. What design approaches were applied in designing the technologies identified?
3. What experiences and attitudes do patients have of technology?
4. What are the barriers to using technology for rehabilitation and self-management after a cardiac incident?
5. What are the facilitators for using technology for rehabilitation and self-management after a cardiac incident?

Methods

Overview

This review follows the 5 stages recommended in the GTLR method [28]: (1) identifying the key research questions, appropriate sources, and search terms; (2) search for potential papers; (3) defined filtering for selection of papers and refining the sample for review; (4) a comparative and in-depth analysis of the papers through 3 coding levels; and (5) representing the emerging categories and concepts. In addition, we used the Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) as guidance for conducting this review. The complete PRISMA checklist for this paper is included in Multimedia Appendix 1.

In this section, we describe the inclusion and exclusion criteria of our review, database sources and search keywords used, the screening and selection process, data extraction process, and, finally, the analysis process.

Search Strategy

To include a wide range of perspectives on designing technologies for rehabilitation and self-management of cardiac conditions, we selected papers from PsycINFO, Scopus, PubMed, and ACM (Association for Computing Machinery) Digital Library. HCI literature about designing technology for cardiac conditions was gathered from the ACM Digital Library. Similarly, psychology and medical literature on these types of technologies were gathered from PsycINFO and PubMed. Other major journals and conferences, such as Biomed Central, IEEE (Institute of Electrical and Electronics Engineers), BMJ (British medical journal), International Journal of Telemedicine and Applications, SAGE (Scientific Advisory Group for Emergencies), and Global Telehealth, are included in Scopus.

Title, abstract, and keyword searches were carried out on the above mentioned databases to obtain the results for this review (Multimedia Appendix 2). On the basis of the studies we were familiar with and to follow a structured process to define the keywords, we selected keywords to address 3 areas: domain, technology, and intervention that we considered most relevant to identify papers of interest (Textbox 1). Domain keywords focused on CVD as the main field interest, together with related medical terms (eg, coronary artery). Technology keywords addressed diverse technologies used in inventions (eg, mobile phones, sensors, and telehealth). Intervention keywords reflect the different types of interventions addressing the field of CVD (eg, tracking and behavior change). It is important to note that our search strings include both Medical Subject Headings (MeSH) and non-MeSH terms. This decision was made because the study aimed at a broad exploration of research in both technology (eg, HCI and software engineering) and medical disciplines. The technology databases included in our study (eg, the ACM Digital Library) do not recognize MeSH terms. Including both MeSH and non-MeSH terms represented the most balanced approach and helped to ensure consistency of search terms across the different databases.

We limited our search to papers published in the last 10 years and focused on papers in the English language and including adult patients.
Eligibility Criteria

The review was concerned with the use of technology for self-management and rehabilitation practices in the context of CVDs. This excluded several papers that would otherwise be featured in the review, such as those suggesting design concepts without evaluating them [29,30], those describing algorithms or software architectures to solve specific self-care problems [31,32], and those focusing on monitoring and detection techniques to support primary prevention of CVD [33,34]. These types of studies are very relevant to CVD in a broader sense, but as they do not provide evidence on the use of technology to support self-management or rehabilitation, they were excluded from the review. The papers included in this review involved an active role for patients living with cardiac conditions and technology that could be controlled by the patients rather than those in which patients have a more passive role. This meant excluding a number of technologies used only in clinical settings and technologies based on biomarkers, photoplethysmogram, implantable devices, and defibrillators. Excluding them enabled us to focus on the lived experience of people with CVD, rather than the clinical context of care.

Furthermore, this review focuses on studies of patients with cardiac conditions. This excluded self-management and rehabilitation technologies focusing on other chronic conditions [19], wellness and lifestyle [35,36], or quantifying habits for health [37,38]. By keeping the focus on cardiac conditions, the motivation for using the technology was to maintain cardiac health, not to pursue personal interest, leisure, or general well-being, which would likely bring different principles for design and use. To attain subjective perspectives of patients’ needs and seek answers to our research questions, we focused...
on qualitative study methods for this review. Therefore, to be eligible for inclusion in this review, papers needed to include a technology intervention for cardiac management or rehabilitation, use qualitative study methods, and describe the use and evaluation of technology with users. Papers that did not follow the criteria were rejected. The inclusion and exclusion criteria are listed in Textboxes 2 and 3, respectively.

Textbox 2. Inclusion criteria.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Technology</th>
<th>Intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardiac condition</td>
<td>Use of technology with evaluation</td>
<td>Secondary prevention involving self-management and rehabilitation</td>
</tr>
<tr>
<td>Technology</td>
<td>Technologies having active patient role (eg, mobile, wearable, mobile health, and telemedicine)</td>
<td></td>
</tr>
</tbody>
</table>

Textbox 3. Exclusion criteria.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Technology</th>
<th>Intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other chronic conditions and general well-being and lifestyle</td>
<td>Design concepts, technology description, algorithms, and software architecture without evaluation</td>
<td>Detection and monitoring for primary prevention</td>
</tr>
<tr>
<td>Technology</td>
<td>Technologies having passive patient role: biomarkers</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Technology used in clinical settings</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Photoplethysmogram</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Implantable devices</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Defibrillators</td>
<td></td>
</tr>
</tbody>
</table>

Screening and Data Extraction

The search keywords retrieved 4282 articles, of which 3973 remained after removing duplicates. We first performed a prescreening of these papers by reading the title and abstract and removed papers concerning research abstracts, systematic reviews, protocols, workshops, studies dealing with patients aged <18 years, studies involving chemical and biological sciences, and studies involving clinical procedures. At this stage, the first author (ST) reviewed all papers, and the second author was consulted in any situation where the first author was uncertain. Where any disagreement occurred, the paper was not excluded at this stage. In the second phase of screening, the first author reviewed the title and abstract of all remaining papers using the full eligibility checklist to decide if they should be included in preselection. This was done to exclude papers that involved studies inclined toward medical and clinical techniques, for example, studies related to biomarkers, photoplethysmogram, implantable devices, and defibrillators and studies related to algorithms, methods, and techniques. The second author reviewed 10% (170/1700) of the papers at this stage, and agreement was verified across both authors. Where any disagreement was found, the paper in question was reviewed again by both authors and discussed to reach an agreement. Both researchers then met and cross-checked 50% of the final preselection list, discussed inconsistencies, and agreed upon a final list that included 61 papers for potential inclusion.

Each of these papers was further assessed in the final stage of the screening process to check if they applied qualitative methods and included qualitative data. Any paper that contained both quantitative and qualitative data was included in the final review, but only qualitative data in these papers were analyzed. A total of 25 papers were found to include no data, and 20 papers included only quantitative data. These papers were excluded. This left 16 papers that included qualitative data in our final analysis. Figure 1 provides an overview of the full screening process.
The critical appraisal skills program (CASP) checklist [39] was used to assess the quality of included studies and avoid the risk of bias. The CASP checklists are divided into 3 sections to assess internal validity, results, and relevance to the practice of published papers, and these sections are assessed by questions that can be answered with yes, no, or can’t tell. On the basis of the number of questions scored yes, an overall rating of strong, moderate, or weak was given to each study. The results of the assessment indicate that the majority of the papers included in the review are strong, whereas others are rated as moderate. Full details of the CASP assessment are included in Multimedia Appendix 3 [33,40-53].

Data from the included papers were initially extracted based on the keywords used in the search terms and eligibility criteria (Textboxes 1 and 2). This included data such as the number of participants, study methods, and settings for each study. In the final stage of data extraction, the full findings and discussion sections of each of the 16 papers were extracted. This provided data for our subsequent analysis.

Analysis and Synthesis
The analysis step of the GTLR method involves a comparative analysis process with 3 levels of coding: open coding, axial coding, and selective coding. From the set of papers in the final review, ST selected a random paper and carefully read it again, highlighting principal findings, which the GTLR method calls excerpts. Similarly, excerpts from each paper were then listed. At the axial coding stage, these excerpts were articulated to form groups or insights. Both authors carried out an affinity mapping exercise on these excerpts. This led to the formation of groups and subgroups of the excerpts. At the selective coding stage, these groups were then compared and moved around.
followed by discussions among the authors to form themes. This process involved iterative back and forth analysis between the excerpts and groups identified, in which stages were repeated and papers reread until a final consensus was reached. The coding process was supported by Boardthing [54], a web-based notice board software that allows individual and collaborative coding and analysis. The themes were repeatedly discussed and refined among the authors, and the analysis was only complete as the final version of the review documentation was ready.

**Results**

**Study Characteristics**

As noted earlier, the keyword search retrieved 4282 articles, of which 16 were included in the final analysis. An overview of the included studies is provided in Multimedia Appendix 4 [40-53,55,56].

**Target Users**

All studies in the final list focus on patients who had gone through or were going through a cardiac condition. Some of the studies specifically targeted patients diagnosed with heart failure, myocardial infarction, and coronary heart disease. Furthermore, some studies particularly involved participants’ postcardiac condition awareness and those who were in their CR phase. Some studies also involved physicians, informal caregivers, nurses, and cardiologists as participants. The papers included studies on both CR [45,46,50,51] and self-management [40-44,47-49,52,53,55,56].

**Different Technology Support Provided**

In general, the papers in this review investigated mobile or web apps, with some integrating sensors, to manage cardiac conditions. Papers featuring a web-based digital intervention were included [40,41,53]. Some studies used mobile [43,45-47], tablets [48], and a combination of web and mobile systems [42,44,49,50,55,56] as digital interventions. Overall, 2 studies did not involve any particular system. Instead, they focused on patients’ needs and perspectives of using an existing technology and the potential of digital interventions for cardiac management [51,52].

**Motivation of the Studies**

In general, support for self-management was provided through apps that aim to increase adherence, motivation, and engagement. These could be achieved through gamification [45], by providing guidance and education about the condition [40,43,47,52,55], through reminders and notifications, or by using patient data and sensor data to track and show their progress [46,49,52]. Many studies have involved interventions to increase physical activity and exercise for cardiac patients [41,44,46,48]. Studies also aimed to facilitate better connection between patients and care providers, nurses, or health professionals by providing a medium to communicate and share data [43,53,56]. Two papers were about virtual and remote CR to enable rehabilitation for patients in rural and distant locations [46,50]. One study focused on gathering the needs and interests of patients with CVD to effectively enable remote CR [51].

**Design Approaches Used in the Studies**

Table 1 provides an overview of the design methods and guiding theories used in the studies. Overall, as all the papers in the final list are qualitative studies, most of the papers used surveys, interviews, and usability tests and represented their evaluation and findings through themes (Table 1). Among these, some studies used theoretical frameworks of behavior change and user-centered design approaches and methodologies. Examples include scenario-based tests, card sorting, goal-directed design, and persuasive design [41-44,47,50,53,55,56]. One study used grounded theory to identify themes from participant responses [49]. Another study used gamification design principles to design the system with the aim of increasing motivation and adherence to lifestyle changes [45]. One study assessed the usability of technology using satisfaction surveys [48], another used a technology usage questionnaire to understand technology usage [51], and another used the system usability scale to assess the usefulness of a system [46].
The 3 main stages of the HCI design process included in the ISO 9241 HCI development lifecycle are requirements gathering, producing design solutions, and evaluating the design against the requirements [57]. There is also a recommendation that this process is iterative, typically involving multiple cycles of design and evaluation. The design process, also known as the user-centered design, focuses on users and their needs in each stage of the process, and iteration continues until it is fit for implementation. We found limited evidence of studies applying a truly iterative approach and user-centered approach.

A total of 9 of the 16 papers stated that a user-centered design approach was followed; however, it is not always clear that this involved multiple iterations of the design cycle [41-47,49,56]. Only 6 of the papers provided details of studies that involved users in each stage of the process [42-47]. Moreover, 3 of 16 studies involved users only in the final stage, that is, evaluation or validation.

Table 1. Overview of the theories and design approaches used in the final review.

<table>
<thead>
<tr>
<th>Study</th>
<th>Design method or guiding theory</th>
<th>Users involvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dithmer et al [45]</td>
<td>Gamification and gameful design principles (PERMA\textsuperscript{a}) are used to design the app. Gamification principles such as badges, levels, and leader boards were used to increase engagement and motivation.</td>
<td>Requirements gathering, design or prototyping, and evaluation or validation</td>
</tr>
<tr>
<td>Yehle et al [49]</td>
<td>No particular design principles or theory and design methodology mentioned.</td>
<td>Requirements gathering and evaluation or validation</td>
</tr>
<tr>
<td>Villalta et al [56]</td>
<td>Goal-directed design methodology is applied. A three-phase design process is used: conceptualization, implementation, and validation.</td>
<td>Requirements gathering and evaluation or validation</td>
</tr>
<tr>
<td>Jarvis-selinger et al [53]</td>
<td>Diffusion of innovation theory was used as the theoretical lens along with the current tele-health literature for sensitizing concepts. The study used a qualitative methodology, employing a constructivist approach.</td>
<td>Requirements gathering</td>
</tr>
<tr>
<td>Fischer et al [40]</td>
<td>Used common sense model of illness representation and showed visualization of body structure and behavior based on different symptoms through a web-based app.</td>
<td>Evaluation or validation</td>
</tr>
<tr>
<td>Pfaeffli et al [42]</td>
<td>A library of text and video messages were developed using self-efficacy theory framework and published exercise guidelines.</td>
<td>Requirements gathering, design or prototyping, and evaluation or validation</td>
</tr>
<tr>
<td>Katalinic et al [48]</td>
<td>No particular design principles or theory and design methodology mentioned.</td>
<td>Evaluation or validation</td>
</tr>
<tr>
<td>Antypas and Wangberg [41]</td>
<td>Different models of health behavior change are combined to form the tailoring algorithm. Tailoring is used as the theoretical framework. A methodological approach that is used to combine the user input and health behavior theory to develop a physical activity digital intervention for cardiac rehabilitation.</td>
<td>Requirements gathering and evaluation or validation</td>
</tr>
<tr>
<td>Geurts et al [44]</td>
<td>The prototype design was guided by 3 pillars: simplicity and ease of use, reduce fear and anxiety, and direct and indirect motivation. A human-computer interaction perspective is given by categorizing design decisions according to 3 pillars and show how these pillars resulted in concrete app features.</td>
<td>Requirements gathering, design or prototyping, and evaluation or validation</td>
</tr>
<tr>
<td>Buys et al [51]</td>
<td>No particular design principles or theory and design methodology mentioned.</td>
<td>Requirements gathering</td>
</tr>
<tr>
<td>Cornet et al [47]</td>
<td>Three frameworks guided the design process: Systems Engineering Initiative for Patient Safety (Version 2.0), Patient Work Framework, and user-centered design.</td>
<td>Requirements gathering, design or prototyping, and evaluation or validation</td>
</tr>
<tr>
<td>Banner et al [50]</td>
<td>No particular design principles or theory and design methodology mentioned.</td>
<td>Evaluation or validation</td>
</tr>
<tr>
<td>Baek et al [43]</td>
<td>No particular design principles or theory and design methodology mentioned.</td>
<td>Requirements gathering, design or prototyping, and evaluation or validation</td>
</tr>
<tr>
<td>Salvi et al [55]</td>
<td>Fogg’s Persuasive Systems Design principles were used when designing the GEx system, and health belief models were used to classify patients on the basis of the perceived benefits and barriers to self-efficacy in healthy behavior. The system design and development were guided by a combination of methodologies: Goal-Directed Design, Persuasive Systems Design, and agile software development. The desired behaviors were mapped into specific system's specifications, borrowing concepts from Fogg’s Persuasive Systems Design principles.</td>
<td>Requirements gathering and evaluation or validation</td>
</tr>
<tr>
<td>Beatty et al [46]</td>
<td>No particular design principles or theory and design methodology mentioned.</td>
<td>Requirements gathering, design or prototyping, and evaluation or validation</td>
</tr>
<tr>
<td>Smith et al [52]</td>
<td>No particular design principles or theory and design methodology mentioned.</td>
<td>Requirements gathering</td>
</tr>
</tbody>
</table>

\textsuperscript{a}PERMA: Positive emotion, Relationships, Meaning, and Accomplishment.
Users’ Perspectives of Digital Interventions for Cardiac Self-Management and Rehabilitation

This section presents the final themes identified in our grounded theory analysis.

Knowledge

Evidence from the review suggests that knowledge plays an important role in rehabilitation and self-management. Education and knowledge influence self-management and increase confidence. To explain this further, we have categorized knowledge into 2 types: background knowledge and personal and in-the-moment understanding.

General Knowledge About CVD

General knowledge or background knowledge about CVD is the fundamental information or awareness that is required to be known by all patients with CVD. This can be information about one’s health condition, symptoms, body, medication, preventive measures, and advised lifestyle changes. Background knowledge also includes awareness about different support systems that help people to care for themselves, such as rehabilitation support and digital interventions.

There is a growing trend to use digital interventions to provide the required educational support. A study conducted to validate a self-care digital system to manage cardiovascular condition at home emphasized that education on symptoms and medication was highly valued by patients and health professionals; however, younger patients had reservations about lifestyle education, as they considered it to be intrusive and annoying. Similarly, patients who were initially scared of new technologies, later, after introductory explanations, found it easier to interact with the system [56]. Similarly, a study that evaluated the use of web-based visualizations of patient parameters to improve patients’ understanding of their disease and increase their level of control over the rehabilitation process shows that enhanced knowledge and understanding of the illness and its symptoms can motivate protective action, such as for individuals with heart failure to improve self-management of the illness and the symptoms [40]. For example:

Now I understand why my legs always swelled up. [40]

We truly know how to, what is happening inside his heart, and why he’s getting all these symptoms. In the 2 years that we’ve been dealing with this illness, it’s so good to have it summarized up so that we know how to care for ourselves better. [40]

Participants also repeatedly referred to the need to find the right answers either through an online forum or some kind of knowledge bank [41]:

It should be a forum where you have the opportunity to get the right answers, access to a resource, this is what I believe it becomes. It has an effect. [41]

CR classes are also popularly known to provide essential knowledge, guidance, and support for patients:

...Your class (cardiac rehabilitation) because they stressed what is really bad for you and what is good for you so that makes you stop and think when you are even buying your groceries to make sure you are getting the right stuff. [49]

Personal and In-the-Moment Understanding

Personal and in-the-moment understanding is the supplementary information that patients seek to enhance their self-care process. This type of information is acquired through personal tracking and monitoring and refers to the ongoing knowledge people develop about their individual condition. Knowing one’s body plays a key role is achieving control of the cardiac condition; however, it may be difficult to notice some changes and trends in everyday life. Technology has been used to make health and contextual information more easily available to patients and caregivers on an ongoing basis [23]. Patients state that being monitored by technology increases their feeling of security and comfort by enabling a better ongoing understanding of their health [56]. Self-care technologies that use monitored data to guide people to exercise or train within recommended or safe zones boosted confidence and increased motivation:

The application is not only beneficial for people who are afraid to exercise, but also supports people that have a higher risk to train too much. [44]

A study conducted to understand the current technology usage of patients with CVD and to understand their needs and interests found that ongoing advice on exercise ideas, exercise prompts, information on local exercise opportunities, healthy meal ideas and recipes, and practical ideas to manage stress received the highest ratings for inclusion in a technology-based CR platform [51]:

I am unsure if I am doing the right thing, like food, so I like advice on that. [52]

Social Versus Individual

Although most patients often manage their care autonomously, clinicians, other people living with the same condition, and caregivers play an equally important role.

Individual Responsibility

Responsibility for change in behavior is personal [41]. Changing behavior is easier if new habits are created by replacing old bad ones. To retain changes, it is important to make it part of the daily routine. Ubiquitous technology can support behavior change in the challenging situations of everyday life and remind users of their own commitments:

If you could get a message every day, there and then? [41]

I believe that someone gets used to it, if we make a system, habits. That it doesn’t get too much, that we know that...we go online...and we get our own responsibility of our own training. [41]

Technology can support small personal achievements such as getting out of the house to get fit. The use of digital systems as a tool for self-management is valued, especially among the younger ones:

It gave me the opportunity to get out of the house and try and get myself fit after the operation. I believe it
Connecting With Others

Patients often seek to connect with others living with the same condition, and they use these interactions to understand how to live with their condition, validate their assumptions about their body and self-care, and obtain emotional support [58]. A CR session is an excellent example of this type of environment. A theme repeatedly expressed by the patients of the CR program was the importance of not being alone in the rehabilitation and self-management process. This was an important factor that helped them during their visits to the rehabilitation center, and it was something they wished to maintain after their discharge [41]. In addition, CR attenders found great value in being able to ask nurses, cardiologists, and dietitians questions according to their specific needs [42]. Digital interventions also provide easy access to others with the same condition, health professionals, and experts. A study on the experiences of patients undergoing virtual cardiac rehabilitation program (vCRP) demonstrated the potential of vCRP as a medium to provide easy access to health care professionals, nurses, exercise specialists, and dieticians. Although there were some concerns about trust and privacy [41], many of the participants explained that having ongoing monitoring from health care providers as well as support for self-management activities helped them adhere to their recommended program:

You know I had stents four years ago, and you start off with the best of intentions, but nobody looks over your shoulder and you peter out. At this time, I felt this is a nifty program...somebody’s watching it and I better do it. Keeps you honest, keeps you focused. [50]

Keeping in touch with the group helps to lift people’s mood, is comforting, and provides support; therefore, many patients liked to use forums and web-based groups. Groups and forums on the internet are seen to help individuals be more committed to fitness by sharing goal completions and bragging about it for healthy competition. Forums brought more focus and motivation, as it makes individuals feel obliged to do activities. A study that used gamification for telerehabilitation program of patients with CVD also demonstrates the importance of social and family support, with patients stating that the most important aspect of the game was being able to play with a partner, thus enabling them to deal with rehabilitation as a team:

Training diary on the Internet...And also have a group where someone can subscribe to a forum, or have a...to brag...yesterday I walked for an hour and today I have been to the training...and tomorrow I have thought, yes...So, it is like this that someone gets to, a bit, a bit like a competition, internally between each of us. We will train, as much as possible we will commit to ourselves a bit more also. [41]  

I am saying that if we have it fixed, one time per week, that we send a message to each other and then, then you feel committed to say yes, for as long as you like...Yes, then you must have something else that really, you have something else that you have to do, or else...you just do it. [41]

Motivation and Demotivation

The systems in the listed papers took a number of approaches to provide engagement and motivation toward self-management. Some of the key features of technology and patients’ attitudes toward them are described below.

Feedbacks and Reminders

Digital health interventions such as text messages and mobile- and web-based app reminders push patients to maintain the desired changes [42]. Apps using gamification principles are considered motivating, as they allow score, activity and goal comparison, healthy challenges, and competitions. Creating small manageable tasks was positively received by heart patients. Apps use data visualizations to show meaningful comparisons and to see how well they progressed [45]:

I went cycling without the application today, but it was less fun! [44]  

Two teams explicitly stated that on a day with bad weather, they would not have gone for a walk had they not been motivated by the application. [45]

Reminders in any form were positively accepted by the patients. Text messages, although intrusive, pushed them to perform exercises, and many stated that reminders such as an alarm are needed for medication management [56]. On the other hand, some patients did not like reminders, as they constantly reminded them of their sickness.

Tracking and Monitoring

Digital health interventions that had the ability to track patients’ activities, heart rate, and current health status and showed their progress over time were considered valuable and engaging [44]. In a study to understand the current technology usage of patients with CVD, 68% of patients reported that heart rate monitoring was important when exercising at home [51]. In addition, patients also anticipated that they would be able to manage their disease more efficiently if their daily data could be easily entered in an app and shared with their doctors [43]:

I like the fact that I can put all of that and track it, and that my doctors can as well. I can show my doctor what I’ve been working on. [46]  

I think that the idea of an app that records all of the information that this app is doing will be very valuable. Actually somewhat of a motivation for me to do this thing. [46]

Personalization

Some studies in this review suggested that digital interventions that gave the user the ability to personalize the app based on personal interests contributed toward motivation [41,44]. For example, one of the patients in a study that evaluated patients’ motivation when using a mobile app that guided them while cycling suggested that the app would be more engaging and fun if it had the flexibility to insert his preferred routes along with the preloaded ones. However, another patient in the same study preferred predefined routes [44]. Another study showed that...
although patients preferred simple interaction methods, they also asked for the possibility of applying advanced settings [51]. The findings of the same study also suggested that the future of technology-enabled CR might include different solutions to reach both men and women to better engage a broader target population of patients with CVD [51].

**Increased Burden**

Some studies in this review demonstrated patients’ concerns regarding using technology. For instance, some patients suggested that adding a device on top of what they already have led to them getting side tracked and thus not using it every day [47]. Patients in the older age group were especially resistant to use technology; some of them lacked interest and found it burdensome:

> I’m retired and I gave all the computerization that I wanted up, that is it I do not even look at it and I will not even turn it on. [53]

Furthermore, lack of time and other priorities is a barrier to self-management and use of technology. Most patients already have measuring devices at home, such as weight scales and blood pressure cuffs, and preferred to continue using devices they already know [56]:

> There are people who like this (application) kind of stuff...and got the time. So for these people it might be great. [47]

**Acceptability of Technology**

In contrast, studies in this review also demonstrated patients’ willingness to use technology. For example, one study reported that patients’ interest or intent to use an app for CVD management was high, despite the fact that most were older people who were unfamiliar with the information technology environment [43]. Overall, in most studies, patients as well as clinicians readily accepted and showed interest in learning about new technology [43,48].

Nevertheless, to reach the entire target population of patients with CVD, a variety of technology solutions should be designed to reach both men and women [51].

**Usability**

Finally, usability and ease of use are crucial for the acceptance of any type of digital intervention and thereby influence engagement. Many studies in this review emphasize that simple interaction methods are preferable. For example, one study stated that 38% of the patients preferred an interaction of no interaction methods are preferable. For example, one study reported that patients’ interest or intent to use technology; some of them lacked interest and found it burdensome:

> I’m retired and I gave all the computerization that I wanted up, that is it I do not even look at it and I will not even turn it on. [53]

Furthermore, lack of time and other priorities is a barrier to self-management and use of technology. Most patients already have measuring devices at home, such as weight scales and blood pressure cuffs, and preferred to continue using devices they already know [56]:

> There are people who like this (application) kind of stuff...and got the time. So for these people it might be great. [47]

**Discussion**

**Principal Findings**

This review aims to understand users’ perspectives of technology in CR and self-management and identify barriers and facilitators of the use of technology. The results suggest that many patients have a positive attitude toward the use of technology. The grounded theory approach enabled us to identify common themes across the included papers, resulting in 3 principal findings:

1. Designers of new technologies and clinicians recommending existing systems to patients should consider seeking the support of both background knowledge and greater in-the-moment understanding. Background knowledge and awareness about the condition and its symptoms, medication, and posthospital care measures are important factors for effective self-management. However, effective self-management also requires patients to be aware of their current body condition and changes in their body, providing reassurance and enabling them to take appropriate measures in self-management.

2. Self-care is a personal responsibility, and people like to try different ways to keep themselves motivated to continue performing self-management activities. For some, but not all, opportunities to stay connected with family, caregivers, and others with a similar health condition are considered as one of the most effective ways to stay motivated and driven toward rehabilitation activities. Again, technology that supports both approaches is likely to be most beneficial.

3. Technologies can use different approaches to support engagement and motivation toward rehabilitation and self-management, including personalization, tracking and monitoring, reminders, and feedback. However, they should take into account the potential to demotivate because of issues including overburdening caused by different devices and apps, privacy concerns, lack of trust, lack of interest, and system usability. If not properly accounted for, these issues can impact the acceptability of systems and become major hindrances to effective rehabilitation and self-management.

These principal findings are discussed in greater detail below and also considered via the lens of relevant HCI literature.

Our first principal finding emphasizes the importance of different types of knowledge. Awareness of available resources, such as awareness of rehabilitation classes, existing online support groups, existing self-care digital apps, and remote rehabilitation videos and programs, is important so that patients can leverage these resources for better and sustained recovery and smoother transition to long-term self-management. In addition, ensuring that patients have knowledge of available emotional and physical support helps to foster self-efficacy if they feel overwhelmed by their CVD condition, leading to the inability to effectively self-manage [59]. Prior work in HCI has also identified knowledge as an important factor influencing self-care. For example, a study exploring patients’ transition from hospitalization to self-management emphasizes gaps in knowledge, resources, and self-efficacy after discharge and
demonstrates an interconnection between them [59]. The study describes knowledge as information provided to patients about their condition, medication, and management and resources as social and physical resources, for example, caregivers and access to health services. Self-efficacy is described as the patient’s confidence in their ability to self-manage their condition. The gaps highlighted in that study are consistent with the principal findings of this review. The authors recommend that at a system or hospital level, emphasis on verbal communication of information should be avoided. Ubiquitous computing and embedded technologies could be used to capture and retain verbal information received during hospitalization. In addition, hospitals should provide support and trusted sources of information for patients’ access to expertise. On the basis of our findings, these recommendations are also clearly applicable to CR. Similarly, work in HCI describes how patients’ understanding of their illness and availability of social and physical resources mediate their self-efficacy [60]. In contrast with prior work, our study has also highlighted the importance of supporting in-the-moment knowledge, which can be acquired through tracking and monitoring. It appears that both types of knowledge can be an integral part of effective CR and self-management.

Effective self-management requires patients to change certain behaviors. An individual’s inclination to change behavior depends on the extent to which they are motivated to change [61,62]. Our findings highlight that motivation for action is driven by both individual factors, such as personal responsibility, emotions, and goals, and external influences, such as friends, family, caregivers, health professionals, and personalized and persuasive features of technology. These findings reflect on Deci and Ryan’s [61] self-determination theory of motivation, which states that a human’s optimal move toward growth is driven by 3 needs: autonomy, the need to have control over one’s behavior; relatedness, the need to interact or be connected to others; and competence, the need to experience positive effects of one’s activity. Previous HCI research [24,63] provides helpful guidance on how technologies can support these basic needs and also highlights design-related tensions that can arise in balancing different needs. For example, Nunes et al [24] highlighted tensions in the degree of autonomy to be provided to patients, noting that technologies should take into consideration the different levels of autonomy given to the patients for self-care, as it is highly dependent on the disease and the patient’s current condition. Although patients are in charge of their health condition, it is important to reflect on the stages or decisions where a clinician’s support is needed. Treatment of CVD relies on a combination of medication and lifestyle changes, and there exists an individual difference in the disease management process. Individual differences refer to how people are similar or different in their ways of thinking, feeling, and behaving [64]. This would include patient demographics, situational or contextual changes, and environment. The transtheoretical model of behavior change [65] suggests that effective behavior change could be obtained if personalized feedback with different motivational levels or at different stages of the behavior change process is provided to people. Therefore, it is important to take these differences into account and leverage technology to provide tailored care.

In the case of health care technologies, the one-size-fits-all approach could hamper effective self-care practices [66,67]. Nunes et al [24] also stressed on integrating self-care technologies in everyday lives by prioritizing the lived experiences of patients. This is also emphasized in discussion of lived informatics and design for interweaving by Rooksby et al [68]. In other words, for health care technologies to be successfully integrated into an individual’s life, it is necessary to acknowledge the everyday life of the individual [5]. Moreover, the results of this review demonstrate that patients’ adherence to self-management through health care technologies can be improved if technology does not act as a burden in their daily life and is easy to use.

Digital health interventions draw on 2 central domains of study, those originating in health (eg, medicine, biomedical sciences, and psychology) and in technology disciplines (eg, computer science, HCI, and software engineering). This trend is seen in the papers listed in this review. Blandford et al [69] highlighted 7 areas of contrast in practice between technical and health research. They emphasize that skipping over stages of iterative design before investing in large-scale evaluation of digital health technology leads to suboptimally designed solutions. In the HCI community, there is a growing practice of involving end users early on in the design stage and then throughout the full design and evaluation process. In contrast, the studies listed in this review show limited evidence of applying user-centered and iterative design processes. Blandford et al [69] also suggested that failing to learn how the nuances of design affect user interaction and engagement leads to failure in replicating it in different contexts and propagates risk from one design to another. Future research on technology to support CVD should address these limitations. Involving relevant users, in this case, patients, caregivers, and health professionals, in each stage of the design process will help reduce user experience challenges and increase acceptance, leading to more effective digital health interventions. Core to addressing this limitation is appropriate and focused engagement with key patient groups. In this context, although CVD impacts adults across all age groups, it is important to also recognize that CVD and other chronic illnesses are particularly prominent among older populations, and their distinct challenges and complex needs have important implications for the design of such systems [70]. The effectiveness of user-centered design with older adults can be seen in the increasing number of studies involving older populations in the early design stages [71,72].

Limitations

As the aim of this review is to investigate and obtain subjective evidence of the barriers and facilitators of using technology for CR and self-management, only qualitative papers were considered, and review was limited by the analysis of the included studies. The possibility of subjectivity in analyzing the findings is acknowledged, although strategies to limit bias were undertaken through the process of grounded theory analysis and consultation with a second reviewer. In addition, the included studies had varied sample sizes, and the technology was used for different amounts of time in different studies. We acknowledge that this variation could have had an impact on the themes emerging in this review.
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Conclusions
The primary objective of this review was to apply qualitative methods to answer the following research question: What are the primary barriers to and facilitators and trends of digital interventions to support CR and self-management? Our findings show that the use of technology is acceptable to many people undergoing CR and self-management. Although background knowledge is an important facilitator, technology should also support greater ongoing and in-the-moment understanding. Connectedness is valuable, but to avoid becoming a barrier, technology must also respect and enable individual responsibility. Personalization and gamification can also act as facilitators of engagement, but care must be taken to avoid overburdening people. The findings also highlighted the limited use of iterative, user-centered approaches to guide design in this space. Going forward, further application of user-centered and iterative methods represents a significant opportunity.
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Abstract

Background: eHealth mindfulness-based programs (eMBPs) are on the rise in complex oncology and palliative care. However, we are still at the beginning of answering the questions of how effective eMBPs are and for whom, and what kinds of delivery modes are the most efficient.

Objective: This systematic review aims to examine the feasibility and efficacy of eMBPs in improving the mental health and well-being of patients with cancer, to describe intervention characteristics and delivery modes of these programs, and to summarize the results of the included studies in terms of moderators, mediators, and predictors of efficacy, adherence, and attrition.

Methods: In total, 4 databases (PubMed, PsycINFO, Scopus, and Web of Knowledge) were searched using relevant search terms (eg, mindfulness, program, eHealth, neoplasm) and their variations. No restrictions were imposed on language or publication type. The results of the efficacy of eMBPs were synthesized through the summarizing effect estimates method.

Results: A total of 29 published papers describing 24 original studies were included in this review. In general, the results indicate that eMBPs have the potential to reduce the levels of stress, anxiety, depression, fatigue, sleep problems, and pain, and improve the levels of mindfulness, posttraumatic growth, and some parameters of general health. The largest median of Cohen d effect sizes were observed in reducing anxiety and depression (within-subject: median −0.38, IQR −0.62 to −0.27; between-group: median −0.42, IQR −0.58 to −0.22) and facilitating posttraumatic growth (within-subject: median 0.42, IQR 0.35 to 0.48; between-group: median 0.32, IQR 0.22 to 0.39). The efficacy of eMBP may be comparable with that of parallel, face-to-face MBPs in some cases. All studies that evaluated the feasibility of eMBPs reported that they are feasible for patients with cancer. Potential moderators, mediators, and predictors of the efficacy, attrition, and adherence of eMBPs are discussed.

Conclusions: Although the effects of the reviewed studies were highly heterogeneous, the review provides evidence that eMBPs are an appropriate way for mindfulness practice to be delivered to patients with cancer. Thus far, existing eMBPs have mostly attempted to convert proven face-to-face mindfulness programs to the eHealth mode. They have not yet fully exploited the potential of eHealth technology.

(J Med Internet Res 2020;22(11):e20709) doi:10.2196/20709)
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Introduction

Background
Cancer is the second leading cause of death in the world, and approximately 1 in 6 deaths is because of this disease [1]. Owing to medical care, the life of patients has been increasingly prolonged for some types of cancer and associated somatic symptoms such as pain, fatigue, and nausea are better controlled. In this context, health care professionals face the challenge of helping more patients with cancer than ever before to live their lives more fully. Psychosocial distress associated with life for patients with cancer has been identified as a significant problem. In a large group of new patients with cancer (3035 patients), 25.7% scored above the cutoff points for distress, anxiety, and depression [2]. The prevalence of major depressive disorders is approximately 15% in patients with advanced cancer [3], and 30% to 40% of patients in various stages of cancer report significant psychosocial distress symptoms, such as anxiety, depression, nervousness, and insomnia [4-6]. The management of these psychiatric symptoms, especially of distress related to the cancer diagnosis, is one of the main challenges of complex oncological and palliative care.

Psychotherapy, counseling, and other nonpharmacological methods such as mindfulness-based programs (MBPs) are often not implemented, despite their efficacy in standard oncological and palliative care [7,8]. They are underestimated by patients [9] and physicians [10], and they are often unavailable at the appropriate time.

MBPs
The first generation of MBPs, which have the most robust evidence within the field, are mindfulness-based stress reduction (MBSR) and mindfulness-based cognitive therapy (MBCT). The difference between MBSR and MBCT depends partly on the client group at which the course is aimed. MBSR was originally aimed at people with chronic pain and stress [11]. MBCT was aimed at people with an affective disorder, especially those with recurrent depression [12]. MBCT combines systematic mindfulness training with cognitive behavioral therapy to help people with a history of depression learn vital skills. Both involve a manualized 8-week program of meditation and gentle Hatha yoga training. Participants attend weekly group sessions where they are introduced to formal meditation practices, gentle yoga, and psychosocial education. The program also includes a silent meditation retreat day that falls in the second half of the course. Group members are asked to practice for 45 min per day. Participants are encouraged to keep a diary to describe their practice, reflections, and insights. Formal meditation practices include focused attention on breathing, body scans, and open monitoring of sounds, thoughts, feelings, and bodily sensations. Group sessions generally last for 2.5 hours and focus on group meditation practice and discussion of these practices. MBCT is largely based on MBSR, and many of its parts are the same [13].

A growing number of theoretical studies have attempted to operationalize the mindfulness concept. In their oft-cited review, Bishop et al [14] define mindfulness as follows: “Broadly conceptualized, mindfulness has been described as a kind of nonelaborative, nonjudgmental, present-centered awareness in which each thought, feeling, or sensation that arises in the attentional field is acknowledged and accepted as it is.” They further state that, “in the state of mindfulness, thoughts and feelings are observed as events in mind, without overidentifying with them and without reacting to them in an automatic, habitual pattern of reactivity. This dispassionate state of self-observation is thought to introduce a ‘space’ between one’s perception and response. Thus, mindfulness is thought to enable one to respond to situations more reflectively (as opposed to reflexively).”

From the first published article by Kabat-Zinn [11] on the positive effect of MBSR on reducing pain and symptoms of negative mood in a group of patients with chronic pain, the effectiveness of MBPs on improving mental and physical health has been repeatedly documented in healthy people [15,16] and in people with various psychiatric or somatic conditions [17,18]. Numerous subsequent studies have also offered considerable evidence about the benefits of practicing mindfulness meditation for patients facing different types and stages of cancer [19-22]. Recent systematic reviews and meta-analyses have documented the moderate positive effect of MBP on anxiety and depression symptoms in patients with cancer and survivors of cancer [23]; a small effect on depression and a moderate effect on anxiety [24]; moderate-to-large positive effects on the mental health of patients with breast cancer [25]; a moderate effect on anxiety, stress, fatigue, general mood, and sleep disturbance and a small effect on physical health variables in a mix of cancer diagnoses [26]; a medium effect on anxiety, depression, quality of life, fatigue, stress, and posttraumatic growth [27]; and a small-to-medium effect on health-related quality of life, fatigue, sleep, stress, anxiety, and depression [28].

MBPs have been repeatedly shown to be effective in reducing cancer-related pain [29], supporting psychological well-being in adults with advanced cancer [30], reducing depressive symptoms in patients with breast cancer [31], decreasing fear of cancer recurrence [32], and even maintaining telomere length in survivors of breast cancer [33]. Systematic and comprehensive programs based on MBCT for cancer (MBCT-Ca) [34] and mindfulness-based cancer recovery (MBCR) [35] have also been developed.

eHealth MBPs
There has been an increasing effort to transfer traditional health care practices to the formats of eHealth and mobile health (mHealth) [36] to provide widely accessible psychological support with minimal economic costs to those who need it.

According to Eysenbach [37], eHealth refers to “health services and information delivered or enhanced through the internet and related technologies. In a broader sense, the term characterizes not only a technical development, but also a state-of-mind, a way of thinking, an attitude, and a commitment for networked,
global thinking, to improve health care locally, regionally, and worldwide by using information and communication technology.” Later, the term was broadened to include mHealth, adding mobile phones and apps to the definition [36].

Although the therapist-client relationship and dialog are irreplaceable and are key common factors in psychotherapy beyond the effect [38], web-based interventions offer some advantages, specifically for people who are functioning at good or adequate personality levels. Web-based programs (1) are easily accessible, (2) are anonymous, (3) are available 24/7 to people during the course of their daily life, (4) do not necessarily require the involvement of a therapist educated in mindfulness, (5) are less expensive, and (6) save time [39-41]. The preference for web-based delivery is reflected in the increasing number of mindfulness-based mobile apps; a search identified 560 available apps [42].

Increasing evidence supports the advantages and effectiveness of web-based MBPs [41,43,44]. eHealth MBPs (eMBPs) have been shown to be effective in supporting mental health and reducing symptoms of psychopathology in healthy subjects [43,45] and in patients with depression [46], anxiety [47], tinnitus [48], chronic pain [49], and fibromyalgia [50].

In total, 2 recent systematic reviews have documented that eMBPs are feasible and effective for people with various physical health conditions [51] and that the eMBPs are effective in reducing depression and anxiety in clinical populations [52].

An increasing number of studies have revealed that eMBPs are effective and suitable for patients with cancer [53,54]. However, there has not yet been a systematic review of these studies and their descriptions of the interventions in terms of their characteristics, such as delivery mode and approach.

Owing to the heterogeneity in form and content of the eMBPs used in oncology, it is necessary to clarify what an MBP is and what it is not. MBPs typically include mindfulness training via 3 formal mindfulness meditation practices [8]: body scan, mindful movement, and sitting meditation. It is based on daily home practice with the support of recorded guidance. Throughout the program, participants are encouraged to develop their informal practice by bringing awareness in particular ways to everyday life.

According to a study by Crane et al [8], MBPs primarily include MBSR and MBCT; the first-generation MBPs. The length, type, and frequency of mindfulness practice are strictly recommended in these programs.

However, as the field has developed, new adaptations of first-generation MBPs have been developed for particular purposes and populations (eg, MBCT-Ca [55] and MBCR [35]). Various adapted MBPs maintain the structure of the first-generation programs and contain the 3 formal mindfulness meditation practices, but they can vary in length and content (eg, with and without a 1-day retreat).

The development in this field has also brought a few approaches, such as acceptance and commitment therapy (ACT) [56] and dialectical behavioral therapy [57] that share several underpinning theoretical ideas with MBPs and some mindfulness meditation practices. These programs could be called mindfulness-informed programs [8]. With ACT, there is some promising evidence that it may improve the quality of life, emotional state, psychological flexibility, and possibly disease self-management in patients with cancer [58,59].

Research on eMBP feasibility and efficacy is still in its initial stages in the oncology field. With the aim of describing the heterogeneity of this field and not missing any potentially feasible and effective eMBPs using the mindfulness approach for patients with cancer, every level of MBP is included in this systematic review: first-generation MBPs, adapted MBPs, and mindfulness-informed programs.

The question of the appropriate length and content for an eMBP to have a positive effect on mental health remains open. MBSR and MBCT programs can be considered as the gold standard in this intervention area with an 8-week duration. Some experimental data have revealed that 4-week mindfulness programs seem to be efficacious for promoting well-being and stress reduction [60]. There is also some consensus among experts in this field [61,62] that a 4-week mindfulness training completion can be considered as a minimum adequate dose. The prevalent duration of eMBPs listed in 4 recent systematic reviews [41,51,52,60] is, on average, 8 (SD 1.86) weeks (minimum 3 weeks and maximum 12 weeks). The feasibility and effectiveness of short eMBPs have been demonstrated in patients with cancer undergoing chemotherapy [63], but there are few such programs, and they cannot be considered as systematic mindfulness training.

Aims of This Study

This study aims to examine the feasibility and efficacy of eMBPs in improving mental health and well-being in patients with cancer, to describe the intervention characteristics and delivery modes of these programs, and to summarize the results of the included studies in terms of the moderators, mediators, and predictors of efficacy, adherence, and attrition. This should serve as a starting point for maximizing effectiveness and adherence and minimizing attrition rates in the construction and development of future eMBPs for patients with cancer.

Methods

Reporting Guidelines Used

This review was conducted in accordance with the 2009 PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) [64] and with supportive guidance from the Cochrane Handbook for Systematic Reviews of Interventions [65]. The protocol of this review was not preregistered.

Search Strategy

A systematic literature search was conducted in 4 electronic databases: PubMed, Web of Knowledge, Scopus, and PsychINFO. Each database was searched from the first available date until July 31, 2020, using relevant search terms (eg, mindfulness, program, eHealth, and neoplasm) and their variations (all terms used are presented in Multimedia Appendix 1). No restrictions were imposed on language or publication type. The World Health Organization, International Clinical Trials Registry
Platform, and the US National Library of Medicine trial registry platform were also searched to detect relevant completed trials that have not yet been published (4 potential trials were found and authors were contacted, but data were not obtained). In addition, the reference lists of the included publications were examined. Figure 1 shows the flowchart of selection and inclusion.

**Figure 1.** Search and selection process and reasons for exclusion according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) guidelines. mHealth: mobile health; ICTRP: International Clinical Trials Registry Platform.

---

**Selection of Studies**

Search terms for the literature search were chosen by 2 authors (JM and MS) and then consulted with the review team. The database search and paper screening (title, abstract, and full text) were undertaken by the same 2 authors (JM and MS); if the eligibility of a study was unclear, the review team discussed it until consensus was reached. One study author was contacted for additional eligibility information; the author responded and supplied the necessary information.

Inclusion criteria were employment of mindfulness in an intervention program, administration of the program via an eHealth mode of delivery (including website, app, videoconference, computer, and telephone), use of quantitative data analysis, evaluation of psychological or somatic outcomes,
administration of the program to a patient population with cancer, and program duration of at least 4 weeks.

Data Extraction
Data extraction was performed by 4 review authors in the first phase (AS, MS, RS, and JM). In the second phase, the extracted data were checked by JM. Disagreements among the review authors were discussed by the review team until consensus was reached. A data extraction sheet was developed and pilot tested on 6 randomly selected included studies and then refined accordingly. Every team member was pretrained in the data extraction process. For each included study, the following data were extracted: first author; country and year of publication; population characteristics, including cancer stage and type; receipt of primary treatment, age, sex (proportion of females in total study population), and number of participants per condition; intervention characteristics, including type (eg, MBSR) and purity (pure mindfulness or combined with other interventions) of intervention, delivery mode (eg, website, telephone), program structure (predefined or nonpredefined; predefined program progress according to guidelines, eg, MBSR; or nonpredefined program progress, eg, free access to program modules based on patient preferences), facilitation (facilitated: synchronous or asynchronous personal contact with the facilitator; nonfacilitated: eMBP without personal facilitation), type and frequency of reminders, presence of a retreat day, number and average time of sessions, duration of intervention in weeks; comparison group (eg, waitlist, usual care); outcomes and their type (primary or secondary); outcome measurements, duration from baseline to postintervention, or latest available follow-up assessment (eg, 8 weeks); attrition (ie, intervention dropout); adherence to program in terms of session attendance or completion, practice frequency, and practice time or duration; and data to calculate pre-post effect sizes per condition. A total of 3 authors had to be contacted for additional information or missing data; 2 responded and provided the required information or data, and one was not contactable (email out of service).

Evaluation of Methodological Quality
The methodological quality of randomized controlled trial (RCT) studies was assessed based on potential sources of bias outlined in the Cochrane Handbook for Systematic Reviews of Intervention [65]. In pre-post studies, only those items of the Cochrane assessment tool that fit were used. The presence of a control group item was added because almost half of all included studies did not have a control group. Sources of bias that were assessed in all studies (pre-post studies without control group included) were (1) complete outcome data or intention-to-treat (ITT) analysis used (where the threshold for acceptable dropout rate was determined as ≤15%; note that the 10% attrition cutoff recommended by the Cochrane risk of bias tool [66] was modified and set at 15% in this review as a mean attrition rate of eHealth interventions recently systematically reviewed [51]. This cutoff better reflects the higher attrition rate in the eHealth interventions (and it is slightly less conservative), (2) all outcomes reported, and (3) the presence of a control group. Sources of bias that were also assessed only in RCT studies were random sequence generation, allocation concealment, blinding of participants and personnel, blinding of outcome assessment (note that because of the nature of the included studies, blinding of participants, personnel, and outcome assessment was not possible), and similar groups (ie, whether the groups were similar on prognostic indicators at baseline or appropriate adjustments were made to correct for baseline imbalance). Note that studies were coded as yes when they met the criteria, no when they did not meet the criteria, and unclear when it was ambiguous as to whether they met the criteria. This results in a low, high, and unclear risk of bias, respectively.

Assessment of methodological quality was undertaken by 4 review authors in the first phase (AS, MS, RS, and JM), and data were checked by JM in the second phase. Disagreements among the authors were discussed by the review team until consensus was reached.

Data Analysis
The adherence rate was computed as the reported amount of practice or sessions (completed by a certain proportion of participants) divided by the intended or recommended amount of the intervention protocol where it was possible. The attrition rate (intervention dropout) was computed as participants who completed the intervention (continued in intervention to the end, regardless of adherence or completion of postintervention assessments) divided by participants enrolled in the intervention. The effect sizes of studies were reported only at the time points when statistical analysis was conducted. When the effect sizes were not reported by the authors and data for the computation were available, they were computed using Cohen’s formula [67]. For within-subject results, the formula was as follows: pre-post mean change divided by the pooled SDs. For between-group results, the formula was as follows: the difference between groups pre-post mean changes divided by the pooled baseline SDs.

The efficacy of eMBPs was synthesized using the summarizing effect estimates method. This approach was used because the investigation of eMBPs in patients with cancer is still in its early stages (predominantly in stage 1 [68] according to the National Institutes of Health Stage Model [69], as nearly half of the programs in this review included intervention generation, refinement, modification, adaptation, and pilot testing), whereas efficacy results are reported only in a preliminary manner. Thus, there is a small number of RCT studies per outcome and generally high heterogeneity across all included studies—study characteristics (design, intervention type, delivery modes, measured outcomes, and assessment timepoints) varied substantially, and homogeneity in effects cannot be expected with standard meta-analytical methods. With the aim of identifying potential predictors, moderators, and mediators of eMBP attrition, adherence, and efficacy in the reviewed studies, the results of their analysis are summarized within this review. Possible publication biases could not be estimated because of the limited number of studies per outcome.

Results
Study Selection
The database search and the search of trial registers provided a total of 1316 results. After removing duplicates and screening
titles, abstracts, and full texts against the inclusion criteria, conducting a complementary hand search of the reference lists of eligible studies, and contacting study authors, a total of 29 published papers describing 24 original studies were included in this review. Of the included studies, 5 studies described long-term follow-up results, predictors, and associations or other health-related outcomes that were separately published [53,70-73]. Figure 1 illustrates the search and selection process and reasons for exclusion according to the PRISMA guidelines [64].

**Population Characteristics**

The population characteristics of the included studies are reported in Multimedia Appendix 2 [74]. Most of the studies examined mixed cancer types (n=11), mixed staged patients (n=11), included patients after the completion of primary cancer treatment (n=11), and were conducted in the United States (n=15). Cancer stages ranged from 0 to 4. Note that if patients received hormonal therapy only, we considered them as having completed primary cancer treatment.

**Study Characteristics**

The study characteristics of the included studies are reported in Multimedia Appendix 2. A total of 2522 adults participated in the study. Of the included studies, 10 were pre-post pilot feasibility studies without an active or waitlist control group [54,75-83] and 14 employed an RCT design [62,71,84-95]. Of those RCTs, 9 studies had a no-intervention control (waitlist usual care group) [62,71,87-89,91,93-95]; two of those 9 studies used additional active specific intervention–face-to-face MBCT program [62] and supportive-expressive group [89]; 4 studies compared eMBP with minimal intervention control (education or enhanced usual care) [84-86,90], one of those 4 studies used an additional specific active intervention–physiotherapist-guided ambulant activity feedback (AAF) therapy encompassing the use of an accelerometer [84], and 1 study compared eMBP with a parallel mindfulness program only [92]. Of the included studies, 10 studies reported follow-up results, with the duration from the postintervention assessment ranging from 4 weeks to 9 months.

### Intervention Characteristics

The intervention characteristics of the included studies are reported in Multimedia Appendix 2. The primary delivery platform, secondary intervention delivery channel, and type of reminder are summarized in Table 1. The primary platform is an internet or internet-related technology that delivers eMBP. The secondary intervention delivery channel is the concrete way in which the program is delivered to patients. The type of reminder includes the ways in which the patients are reminded of the program in an attempt to increase the patient’s completion rate and adherence to the intervention. The most frequently used primary platforms are websites (n=9) and smartphone apps (n=8). All studies except one [71] used audio recordings as a secondary delivery mode (n=23), usually combined with other channels. Reminders were used in almost half of the studies (n=11), and almost half of them used email (n=5). Of all 24 studies, only 2 used the exact same combination of delivery modes; these 2 studies were conducted by the same research group [77,84]. These results reveal considerable heterogeneity in the primary and secondary delivery modes of the included studies.

**Table 1.** Primary delivery platforms, secondary intervention delivery channels and reminders of eHealth mindfulness-based program of included studies.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Delivery platforms</strong></td>
<td></td>
</tr>
<tr>
<td>Website</td>
<td>9 (38)</td>
</tr>
<tr>
<td>Mobile app</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Videoconference</td>
<td>5 (21)</td>
</tr>
<tr>
<td>Telephone call</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Email</td>
<td>2 (8)</td>
</tr>
<tr>
<td><strong>Delivery channels</strong></td>
<td></td>
</tr>
<tr>
<td>Audiorecording</td>
<td>23 (96)</td>
</tr>
<tr>
<td>Video</td>
<td>10 (42)</td>
</tr>
<tr>
<td>Workbook</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Email</td>
<td>2 (8)</td>
</tr>
<tr>
<td><strong>Reminders</strong></td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Telephone call</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Text message</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Postcard</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Notification</td>
<td>1 (9)</td>
</tr>
</tbody>
</table>
The eMBPs could be classified according to program structure (predefined program progress according to guidelines, eg, MBSR; nonpredefined program progress, eg, free access to program modules based on patient preferences) and facilitation (facilitated: synchronous or asynchronous personal contact with the facilitator; nonfacilitated: standardized eMBP without personal facilitation).

A total of 4 eMBPs [54,82,87,93] did not have predefined sessions. They were delivered through mobile apps with various exercises and materials from which participants could freely choose according to their own preferences.

More than half of the studies (n=15; Multimedia Appendix 3) included synchronous or asynchronous personal contact with the facilitator via videoconferences, telephone calls, or emails to get regular feedback on their practice in the program. The intervention duration was usually 8 weeks (n=10), with a session frequency of once per week, ranging from 2 weeks to 6 months. Of all 24 studies, only 2 included a retreat day [62,95].

**Risk of Bias Assessment**

The results of the assessment of the risk of bias in the included studies are reported in Multimedia Appendix 3. Of the 24 included studies, 3 did not report all outcomes [75,82,91], 9 had incomplete outcome data (<15% attrition) or did not use ITT analysis [54,71,75,76,78,80,82,85,92], and 10 did not have a comparison group (pre-post studies mentioned earlier). Of the 14 RCT studies, 2 were categorized as unclear regarding random sequence allocation and allocation concealment [85,92] and 2 were categorized as unclear regarding the similarity of groups at baseline or using an appropriate adjustment [87,89]. None of the studies met the criteria for blinding of participants, personnel, or outcome assessment, resulting in a high risk of bias (note that because of the nature of the included studies, the blinding of participants, personnel, and outcome assessment was not possible).

**Feasibility**

The reviewed studies examined feasibility in terms of attrition, retention, and adherence. All studies that examined feasibility as a primary outcome (n=12) concluded that eMBPs are feasible for patients with cancer [54,75,78-83,85,87,94,95]. In this review, we summarize the feasibility in terms of attrition and adherence.

**Attrition**

All 24 included studies reported clear data for computing the attrition rate. The attrition rate varied between 6% [79] and 46% [76,82], with an average of 25.3%. These in detail in Multimedia Appendix 3.

**Predictors of Attrition**

Regarding predictors of attrition, 9 studies reported the results of their analysis [54,62,71,73,76,77,80,89,91,93]. Participants who dropped out of the intervention (or did not respond to postassessment queries) had, in comparison with those who did not drop out, lower education [54,62,77], lower income [54], lower relationship satisfaction [76], lower baseline quality of life [77,93], higher baseline pain [93], shorter time since diagnosis [54], brain metastasis [89], worse prognosis [77], less often breast cancer and more often other cancer types [77], and more often breast cancer and less often prostate cancer [91]; were more often younger [89], older [91], women [62,91], and men [77]; had comorbidities and were less often occupied by household activities [77]; and participated in an eHealth program rather than an in-person program [62]. However, the authors of 2 studies did not find any differences between completers and noncompleters [71,80]. In addition, the therapeutic alliance did not predict treatment dropout [73].

**Adherence**

There is vast heterogeneity in adherence measures in the reviewed studies. The studies have most often presented these measures of adherence as session completion (including session attendance), practice frequency (eg, how often participants mediated), and practice time (eg, time mediated). The summary is presented in Multimedia Appendix 3.

**Session Completion**

Regarding the session completion of all 24 included studies, only 14 studies could be assessed, 7 studies did not have predefined sessions [54,79,81,82,85,87,93], and 3 studies did not report session completion data [75,88,94]. Of these 14 studies, 6 had comparable results. The other 8 studies [71,76,78,80,83,89,91,92] are limited in terms of this comparison because of considerable heterogeneity in the type of reported participants (enrollers, completers, and unclear) and in the benchmark of minimum completed sessions (50%, 66%, and 100%). In the 6 comparable studies [62,77,84,86,90,95], at least half of the program was completed by 52% [86] to 83% [90] of the enrolled participants (on average across these studies, 70%).

There is a consensus among some authors [8,62] that the minimum adequate dose attendance of MBCT is 4 of 8 overall sessions (half of the program). In this context, based on the 6 comparable studies, eMBPs are on average feasible for 70% of participants.

**Practice Frequency**

Of all 24 included studies, 7 reported the practice frequency [54,78,80,82,88,93,94]. In only 2 studies [87,94], it was possible to derive the practice adherence rate. In a study by Kubo et al [87], 50% of completers were adherent for at least 50%, and in a study by Russel et al [94], 61% to 80% of completers were 100% adherent. In the remaining 5 studies [62,78,82,88,93], the adherence rate could not be calculated because the minimum recommended time or the proportion of participants who were adherent was not defined.

**Practice Time**

Of all 24 included studies, 7 reported the practice time [62,78,81,85,91,93,95], but the practice time adherence rate could be derived only in 2 studies. In one study [81], 67% of completers were adherent to 100%, and in another study [85], 56% of completers were adherent to 70% of the recommended time.
In the remaining 5 studies [62,78,91,93,95], the adherence rate could not be calculated because the minimum recommended time or the proportion of participants who were adherent was not defined.

**Predictors of Nonadherence**

Regarding predictors of nonadherence, 5 studies reported the results of their analysis [76,77,82,84,91]. Participants who were nonadherent were more often men [76,77], were more often depressed at baseline [77], had less depressive symptoms [82], had a lower education [77], had a paid job less often [77], had no previous experience with mindfulness [77], and used sleeping medication less often [77]. In 2 studies [77,91], no differences in baseline characteristics were found between adherent and nonadherent participants.

**Efficacy**

The efficacy results of eMBPs in patients with cancer on all monitored variables are reported in Multimedia Appendix 3. The main effect of interventions on measured outcomes is presented in Figure 2. In the text of the results section, only the outcomes that were measured by at least four studies are reported; in studies with multiple follow-up endpoints, only the results at the postintervention and the last follow-up endpoint are reported. When multiple measurement instruments were used to measure the same outcome domain within the same time frame, the average effect estimate was calculated. Note that negative effect sizes are indicative of beneficial effects of interventions for outcomes: stress-related symptoms, anxiety and depression, fatigue, sleep problems, and pain.

**Figure 2.** The effect sizes of eHealth mindfulness-based programs on measured outcomes at postintervention.

**Results of Between-Group Comparisons**

The results at postintervention were reported by 5 studies [71,87,91,94,95]; Cohen $d$ ranged from $-0.65$ to $0.01$ (median $-0.18$, IQR $-0.49$ to $-0.11$). The results at follow-up were reported by 4 studies [71,86,89,91]; Cohen $d$ ranged from $-0.68$ to $0.05$ (median $-0.17$, IQR $-0.39$ to $-0.02$).

**Anxiety and Depression**

Anxiety and depression outcomes are reported together for better summation, as some studies reported both anxiety and depression result in one merged total score [62,70,77,84].

**Results of Within-Subject Comparisons**

The results at postintervention were reported by 10 studies [54,75,76,80,81,83,85,87,92,95]; Cohen $d$ ranged from $-1.24$ to $0.01$ (median $-0.1$, IQR $-0.62$ to $-0.27$). The results at follow-up were reported by one study [76], where Cohen $d$ of the female subgroup was $-0.57$ and that of the male subgroup was $0.01$.

**Results of Between-Group Comparisons**

The results at postintervention were reported by 4 studies [62,72,87,91]; Cohen $d$ ranged from $-0.71$ to $0.01$ (median $-0.32$ [70]). The results at follow-up were reported by 2 studies [70,77], with Cohen $d=-0.71$ [77] and $d=-0.32$ [70].

**Results of Between-Group Comparisons**

The results at postintervention were reported by 4 studies [62,72,87,91]; Cohen $d$ ranged from $-0.71$ to $0.01$ (median $-0.32$ [70]).
−0.42, IQR −0.58 to −0.22). The results at follow-up were reported by 5 studies [84,86,89-91]; Cohen $d$ ranged from −0.53 to 0.14 (median −0.19, IQR −0.37 to −0.06).

**Fatigue**

**Results of Within-Subject Comparisons**
The results at postintervention were reported by 7 studies [54,75,81,83,85,87,92]; Cohen $d$ ranged from −0.6 to −0.08 (median −0.40, IQR −0.43 to −0.25). The results at follow-up were reported by 1 study [77], with Cohen $d=$−1.45.

**Results of Between-Group Comparisons**
The results at postintervention were reported by 4 studies [71,85,87,88]; Cohen $d$ ranged from −1.03 to 0.14 (median −0.30, IQR −0.49 to −0.18). The results at follow-up were reported by 3 studies [71,84,90]; Cohen $d$ ranged from −0.69 to 0.07 (median −0.23, IQR −0.38 to −0.13).

**Sleep Problems**

**Results of Within-Subject Comparisons**
The results at postintervention were reported by 6 studies [54,75,80,81,85,87]; Cohen $d$ ranged from −0.57 to −0.1 (median −0.27, IQR −0.44 to −0.19). None of the studies reported results at follow-up.

**Results of Between-Group Comparisons**
The results at postintervention were reported by 4 studies [72,87,88,91], Cohen $d$ ranged from −1.14 to 0.06 (median −0.35, IQR −0.60 to −0.19). The results at follow-up were reported by 2 studies, with Cohen $d=$−0.32 [96] and $d=0.04$ [91].

**General Health**
General health includes all measurements assessing physical functioning, mental health, disability, and quality of life.

**Results of Within-Subject Comparisons**
The results at postintervention were reported by 6 studies [54,75,80,81,85,87]; Cohen $d$ ranged from −0.25 to 0.57 (median 0.29, IQR 0.11 to 0.38). The results at follow-up were reported by only one study [62], with Cohen $d=0.44$.

**Results of Between-Group Comparisons**
The results at postintervention were reported by 6 studies [62,71,85,87,91,93]; Cohen $d$ ranged from −0.31 to 0.56 (median 0.16, IQR 0.02 to 0.33). The results at follow-up were reported by 5 studies [71,86,90,91,93]; Cohen $d$ ranged from −0.12 to 0.43 (median 0.10, IQR −0.10 to 0.22).

**Mindfulness**
Some studies reported the results of mindfulness measurements by total score, but others by subscales only (eg, observing, describing, acting with awareness, nonjudging, nonreacting). As these results are incomparable, they are reported separately. First, we report results by total scores, and then we report the results of the subscales only.

**Results of Within-Subject Total Score Comparisons**
The results at postintervention were reported by 3 studies [78,79,81], Cohen $d$ ranged from −0.18 to 0.87 (median 0.33, IQR 0.07 to 0.58). Neither of the studies reported results at follow-up.

**Results of Between-Group Total Score Comparisons**
The results at postintervention were reported in 5 studies [62,71,92-94]; Cohen $d$ ranged from −0.42 to 0.82 (median 0.23, IQR 0.00 to 0.38). The results at follow-up were reported by 2 studies [71,93], with Cohen $d=0.00$ [71] and $d=0.3$ [93].

**Results of Within-Subject Subscales Comparisons**
The results at postintervention were reported by 4 studies [75,81,87,95]; Cohen $d$ ranged from −0.31 to 1.16 (median 0.31, IQR 0.18 to 0.48). None of the studies reported results at follow-up.

**Results of Between-Group Subscales Comparisons**
The results at postintervention were reported by 2 studies [87,95]; Cohen $d$ ranged from 0.05 to 0.5 (median 0.27, IQR 0.10 to 0.42). The results at follow-up were reported by only one study [86]; Cohen $d$ ranged from 0.03 to 0.16.

**Posttraumatic Growth**

**Results of Within-Subject Comparisons**
The results at postintervention were reported by 3 studies [78,87,95]; Cohen $d$ ranged from 0.28 to 0.55 (median 0.42, IQR 0.35 to 0.48). All 3 studies [78,87,95] reported statistically significant improvements. None of the studies reported results at follow-up.

**Results of Between-Group Comparisons**
The results at postintervention were reported by 3 studies [71,87,95]; Cohen $d$ ranged from 0.11 to 0.45 (median 0.32, IQR 0.22-0.39). A statistically significant improvement (in favor of the intervention group) was reported by only one study [71]. The results at follow-up were reported by 2 studies [71,86], with Cohen $d=0.15$ [86] and $d=0.21$ [71]. A statistically significant difference (improvement in favor of the intervention group) was reported by 1 study [71].

**Pain**

**Results of Within-Subject Comparisons**
The results at postintervention were reported by 4 studies [81,83,85,87]; Cohen $d$ ranged from −0.33 to −0.10 (median −0.12, IQR −0.17 to −0.11). Neither of the studies reported results at follow-up.

**Results of Between-Group Comparisons**
The results at postintervention were reported by 2 studies, with Cohen $d=−0.39$ [87] and $d=−0.1$ [85]. The results at follow-up were reported by 1 study [90], with Cohen $d=−0.10$. The reported difference was not statistically significant.

**Adverse Effects**
Some small adverse effects (Cohen $d=0.2-0.49$) were found in some studies on mindfulness ($d=−0.42$) [94] related to acting with awareness ($d=−0.31$), nonjudging ($d=−0.27$) [75], sex-related distress ($d=0.26$), depression ($d=0.2$) in males [76], satisfaction with sexual life ($d=−0.22$), mental health ($d=−0.25$) [85], and social support ($d=−0.22$) [79].
eMBP Versus Specific Active Interventions

eMBPs were compared with specific active interventions by 4 studies, published in 5 papers [62,70,84,89,92].

Compen et al [62] compared eMBCT with parallel, face-to-face MBCT and reported that eMBCT is superior for improving fear of cancer recurrence at postintervention ($d=-0.21$) and for improving anxiety and depression at follow-up ($d=-0.22$ [70]). For other outcomes, including rumination, quality of life, and mindfulness, they found comparable results ($d<0.2$) at both postintervention and follow-up time points.

Bruggeman-Everts et al [84] compared web-based eMBCT tailored for improving chronic cancer–related fatigue with physiotherapist-guided AAF therapy encompassing the use of an accelerometer. They reported that eMBCT is inferior for improving fatigue ($d=0.37$) at follow-up. For other outcomes, including positive and negative effects, anxiety, and depression, they found comparable results ($d<0.2$).

Price-Blackshear et al [92], who compared eMBSR completed only by patients with parallel eMBSR completed by couples (patients together with their partners) at postintervention, reported that eMBSR is inferior for improving anxiety ($d=-0.27$), depression ($d=0.38$), stress-related symptoms ($d=-0.38$), and mindfulness ($d=-0.63$), but surprisingly, eMBSR is superior for improving dyadic adjustment ($d=0.39$) and quality of marriage ($d=0.29$). They found comparable results for fatigue and interpersonal mindfulness ($d=0.2$).

Milbury et al [89] compared a couple-based meditation program with a supportive-expressive group at 3-month follow-up and reported that the meditation program was superior for improving depression ($d=0.59$) and cancer-related stress symptoms ($d=0.54$). They found comparable results for spiritual well-being ($d<0.2$).

Predictors, Moderators, Mediators, and Working Mechanisms of eMBPs Efficacy

Regarding moderators of eMBP efficacy, 9 studies reported the results of their analysis [62,72,73,75,76,80,87,88,91,97]. Participants who reported greater improvements in at least one of the reported outcomes (stress, depression and anxiety, spirituality, mindfulness skills, posttraumatic growth, quality of life, sleep problems, and pain) were younger [97], were more adherent [54,80,88], were male [97], were female [76], had prior exposure to meditation [75], participated in tandem with their caregiver [75], and reported higher baseline neuroticism [62], poorer baseline global mental health [72], and early therapeutic alliance [73]. No moderation effect was found for cancer stage [97], type [91], or, in contrast to other studies, adherence [91].

Regarding mediators of eMBP efficacy, 2 studies reported the results of their analysis [70,71]. Mindfulness skills [70,71], acceptance [71], fear of cancer recurrence [70], and rumination [70] were found.

Discussion

Principal Findings

This systematic review aims to examine the feasibility and efficacy of eMBPs in improving mental health and well-being in patients with cancer, to describe intervention characteristics and delivery modes of these programs, and to summarize the results of the included studies regarding the moderators, mediators, and predictors of efficacy, adherence, and attrition. Although vast heterogeneity in the intervention and population characteristics was found in the reviewed literature, most of the studies suggested that eHealth is an appropriate way to deliver proven mindfulness effects to patients with cancer. In general, the reviewed studies’ results revealed that eMBPs have the potential to improve various outcomes. Some studies suggest that the effects may be maintained long-term after the end of the intervention. In addition, eMBP is equally effective (at postintervention) as a web-based behavior intervention [62,84] and even more effective (at long-term follow-up visits) as original face-to-face MBCT [70] for psychological distress.

Some significant predictors and moderators of attrition, adherence, and efficacy were found among both the participants and the applications across studies; however, any conclusion would be premature.

Although the results of this review are promising, the small number of RCT studies per outcome, substantial variability across studies, nondifferentiation between primary and secondary outcomes in results summarization, and lack of meta-analysis warrant caution in interpreting and generalizing the observed effects and relationships, as they could be overestimated. The results are heterogeneous across studies and vary between null and large effect sizes. This heterogeneity probably reflects the high variability in the population, intervention, and study characteristics. It also mirrors the fact that the bio-psychosocial complexity of oncological disease–induced distress is enormous, and patients differ in their needs. Existing eMBPs have mostly been trying to convert proven face-to-face mindfulness programs to eHealth mode. They have not yet exploited the full potential of eHealth technology options.

Attrition Rate

The attrition rate varied between 13% and 48% in the reviewed studies. This corresponds with the data presented in the systematic review of eMBPs in clinical and nonclinical populations, where the attrition rate varied between 7.7% and 52% [44]. The average attrition rate of face-to-face modes of mindfulness-based interventions ranges from 3% to 40% in clinical and nonclinical populations [98] or below 25% in most studies on adults with chronic medical diseases [99]. For comparison, in meaning-centered group psychotherapy for patients with advanced cancer in one study, 28.1% of patients dropped out before the start of the group and 24.5% of the participants dropped out after they began treatment [100]. It seems that the attrition rate of patients with cancer may be higher in eMBPs than in face-to-face programs. This is supported by the results by Compen et al [62], who documented that eHealth MBCT had a higher attrition rate than face-to-face MBCT.
Adherence

Measurement

The number of completed modules was the most prevalent measure of adherence. However, it is often unclear in most studies why certain measures of adherence were chosen over others, as the complete definition was missing in assessed studies. For comparison, Donkin et al [101] assembled a list of methods for measuring adherence to e-therapy (log-ins to the program, module completion, time spent on the internet, completion of a predefined activity or use of an internet tool, posts made, pages viewed, replies to emails, forum visits, self-reported completion of offline activities, and print requests made). In this context, the studies have not yet used available adherence markers, and it seems that many eMBP apps make little use of the current technology options. The majority of the abovementioned methods for measuring adherence to e-therapy can be measured automatically. Unfortunately, programming these app analytical tools is costly and time consuming.

If we use MBSR or MBCT programs as a gold standard in this intervention area, there is some consensus among experts, supported by some experimental data, that 4-week mindfulness programs seem to be efficacious for promoting well-being and stress reduction, and this amount of completion can be considered as a minimum adequate dose [8,62,102]. On average, two-thirds of the enrolled participants in the reviewed studies (52%-83%) completed at least half of the sessions. These results are similar to those from a review of web-based mindfulness interventions for people with physical health conditions [51], where the completion rate varied between 60% and 94%.

Efficacy

In general, the review confirmed the hypothesis that mindfulness delivered via eMBPs is able to induce a desirable change in subjectively assessed levels of stress, anxiety, depression, fatigue, sleep problems, mindfulness, posttraumatic growth, pain, and some parameters of general health. The direction of the found effects on most of the mentioned outcomes is consistent with recent meta-analysis results in face-to-face MBPs [23,70] and in eMBP [41].

The effect sizes were highly heterogeneous between studies, regardless of their methodological quality (Multimedia Appendix 3). The high heterogeneity in the efficacy of various outcomes is consistent with most of the literature related to eMBP [44,51], and it could be partially explained by high variability in the interventions, selected populations, and other study characteristics.

A small adverse effect was described in some studies. From a clinical perspective, the adverse effect on mindfulness [75,94], depression [76], some parameters of mental health [85], and social support [79] should be taken seriously. A recent systematic review of eMBPs in patients with medical conditions found no adverse effect on measured outcomes [60]. Another similar review did not report these data [51]. Although these findings are relatively marginal in our review, they raise a crucial question concerning the individuals for whom eMBP is appropriate and for whom it is not. This question is all the more important because there is usually no control over the mental state of patients, especially in anonymous eMBP, in comparison with face-to-face MBPs. Mindfulness training is paradoxical, and the instruction to focus directly on negative emotions goes against the inherent tendency to avoid unpleasant stimuli. To accept reality, whatever it is, represents the essence of the mindfulness approach. Mindfulness practice supports being in contact with whatever appears in an open, accepting, curious, and nonjudgmental manner. It is easy to imagine that some patients are not ready for this kind of mature emotion regulation strategy, such as acceptance and nonjudgmental openness to experience. After all, some patients experiencing extreme stress associated with cancer diagnosis and treatment involuntarily activate automatic psychological processes as defense mechanisms to reduce the anxiety of the painful emotions related to the illness [103,104]. Thus, mindfulness training can go against this self-protective strategy and, in some individuals, may worsen anxiety and depression and decrease mindfulness.

The selection of suitable patients is addressed in standard face-to-face MBPs in a personal interview before its start. However, there is still no clear consensus for whom participation in an MBP may be contraindicated [105]. In eMBPs, this is addressed in only some studies in the form of a phone call or questionnaire. The majority of studies relied solely on exclusion criteria presented in the input questionnaire at the start of the program. In the context of eMBPs, caution is in order.

A relatively small effect was observed in the context of pain relief, especially given that the pain is prevalent in 50.7% of patients with cancer [106] and that stress and pain reduction is the primary goal of MBSR [107] and depression in MBCT [108]. However, these results follow face-to-face mindfulness-based intervention efficacy. A recent meta-analysis of RCT studies by Cillessen et al [109] also reported a small mindfulness effect on pain (Hedges g ranged between 0.18 and 0.20). More generally, Warth et al [110] reported a small mindfulness effect on pain (Hedges g ranged from 0.14 to 0.18). For comparison, with a less severe diagnosis such as migraine [111], the effect size of MBSR on pain was medium to large (sensory component 0.79 and affective component d=0.81). In the context of eMBP, Ljotsson et al [112] used internet-delivered exposure and mindfulness-based therapy for irritable bowel syndrome. The effect size on pain was medium (d=0.64). The lower effect of eMBP on pain could be explained as a result of cancer progression over time in many patients in the program. In this context, disease progression should be monitored.

Population and Intervention Characteristics Increasing Efficacy

Although there is some knowledge of what the predictors increasing eMBPs adherence and efficacy are, this review shows that only 9 studies analyzed this. Some predictors were mentioned in the results of one study; some of them have been reported repeatedly. Higher adherence within the eMBP protocol and participation in tandem with a caregiver or partner were associated with greater improvements in measured outcomes.
Increased mindfulness was also a repeatedly reported mediator of the eMBP effect [70,71]. This finding is consistent with studies documenting mindfulness as one of the main mediators of its effects across the measured outcomes [113-115]. These results underline the importance of adherence. However, the analysis of adherence predictors was presented in only 5 reviewed studies.

**Participants Characteristics**

The 3 predictors of adherence that are mentioned most often in the eHealth research area are age, gender, and education [116-119]; however, findings seemed mixed in patients with cancer [120]. The reviewed studies support this trend with the prediction of gender by 2 studies [76,77] and education by 1 study [77]. This is consistent with findings from other eHealth interventions [121,122] and broader research on health behaviors, indicating that women are more likely to engage in such interventions than men [123]. For men, higher adherence was found in face-to-face psychotherapy [124], which suggests gender preference in different formats of psychological therapy. The role of age-adherence association was not reported in any of the reviewed studies.

The most comprehensive analysis of moderators and predictors from reviewed studies was by Cillessen et al [70]. The investigation revealed that lower levels of psychological distress, rumination, and neuroticism and a higher level of extraversion and agreeableness at the start of the eMBCT and MBCT program predicted less psychological distress at the 9-month follow-up after both interventions. The program-induced changes in mindfulness skills, fear of cancer recurrence, and rumination during both interventions predicted less psychological distress at follow-up. As Cillessen et al [70] discussed, most of these results are in accordance with previous research. For example, a study by Lengacher et al [125] found that patients with more baseline severity had more severe complaints at follow-up (however, patients with more baseline severity benefit relatively more from MBPs than patients with less severity). Other studies [113-115] identified fear of cancer recurrence, rumination, and mindfulness skills as mediators. However, although the authors discuss explanations of why personality traits predict MBP efficacy, some authors have documented the absence of moderation effects of personality traits. Mixed results in terms of the moderation role of personality traits were reported in a review by Vibe et al [126].

**Intervention Characteristics**

We agree with Keleders et al [127] that the critical question in this area concerns which characteristics of web-based or mobile app interventions related to technology and interaction are linked to better adherence.

We found considerable heterogeneity in the platforms and delivery modes of eMBPs across the studies, which makes it impossible to systematically report which of them are associated with the best efficacy. We share this conclusion with other authors [41,51]. In this context, the comparison of different delivery modes of eMBPs, including face-to-face programs in one arm, is still missing. The exception is the study by Compen et al [62], in which the adherence of patients did not differ between eMBCT and MBCT.

A reminder system using email, text messages, or messages on a smartphone is a unique option of eHealth technology [128,129]. The utility of the reminder system also corresponds to our clinical experience with frequent patient statements of how great it would be if somebody could remind them of essential things from their psychotherapy sessions at the right moment in their daily life before problematic behaviors, thoughts, and emotions appeared. Surprisingly, reminders are not widespread across reviewed studies (Table 1), and the considerable heterogeneity of their type, frequency, and content does not allow any conclusion about the feasibility and efficacy of reminders. Wells et al [130] documented the importance and efficacy of smart messaging that reminded oncology patients in an MBCT program of prescribed between- session activities. The odds of program completion were 8 times greater for patients using smart messaging than for nonusers. There has not yet been a study comparing intervention arms with and without reminders in the field of eMBPs. The utility of the reminder system is nevertheless apparent.

In the context of the beneficial intervention factors reported by Bruggeman-Everts et al [84] from patient feedback, the results of a qualitative study by Compen et al [131] show that the same elements and others (eg, own time management, individual and home setting, website delivery) were reported by patients as beneficial. On the other hand, when patients mentioned a certain aspect as facilitating (eg, the individual setting, not having to cope with other patients’ stories), they also mentioned it as a barrier (no peer support). This was also the case for timing, the individual nature, the asynchronous nature, the diaries, and the importance of self-discipline [131]. As the authors suggest, this ambiguity emphasizes the importance of offering some flexibility in eMBPs [132], so each participant could choose the intervention features and delivery modes according to their own preferences.

Participation in tandem can partially replace group support and facilitation usually present in face-to-face MBPs. Face-to-face MBPs provide patients with social support from others in the group and the development of a therapeutic alliance with lector. The therapeutic alliance, a common factor in psychotherapy, is thought to be an essential factor in its outcomes [133], and it is crucial in mindfulness programs as well [134]. Bisseling et al [73] found that therapeutic alliances are a significant predictor of eMBP efficacy. Although, we could not make any exact conclusions, as research and discussion are still in their early stages [135]; the social support and therapeutic alliance in eMBPs are a topic of clinical relevance for developers and providers of eHealth interventions. The development of technology provides a new practical tool for clinicians and psychologists to be able to take care of patients who are not physically present. Patients can go through the program in the comfort and safety of their homes, at their right time in the context of their medical restrictions, in an anonymous mode (if they want to and if the program allows it), and they can experience it with the real feeling of some kind of alliance with their doctors and psychologists in the treatment journey. In this mode, the therapeutic alliance is not a dyadic but triadic...
relationship among the user, the e-mental health program, and the program supporter [135]. Some data in the literature even indicate that a therapeutic alliance with an asynchronous e-mental health program can also be stated [136]. Appointments, homework reminders, assessment, and feedback may also help to develop and foster the therapeutic alliance [137]. eMBPs can reduce social isolation and feelings of loneliness, and participation in tandem with a caregiver or a partner is a promising eMBP option. A synchronous web-based program, for example, the teleconference, allows patients to be in contact with a lector and with the other program participants. Asynchronous eMBPs can offer participants the opportunity to chat with other participants directly via the app or via social networks or some blogging platforms. In the context of adherence and development of a therapeutic alliance, our own clinical experience has led us to prefer a program that is organized and provided by the concrete hospital or center where patients are treated. It allows them to know who is behind the program and enables them to be in contact while giving them a sense of hospital safety. A combination of personal recommendations from their clinicians or clinical psychologists summarized in handouts and short videos presented in hospital waiting rooms with links to the social media platform and web page of the program can create a field where trust, adherence, and therapeutic alliance can emerge, thus increasing the efficacy of the eMBP programs.

Risk of Bias
This review included both RCT and pre-post studies. Half of the RCT studies (7/14, 50%) and nearly half of the pre-post studies (4/10, 40%) all have measured biases classified as low. In the pre-post studies, a higher risk of bias could be expected because of the predominant pilot designs.

In the context of RCT studies, high-quality studies are needed to establish the effectiveness of eMBPs. The selected criteria of a 15% attrition cutoff for risk of bias assessments in the current systematic review could seem quite conservative for eHealth studies. The mean attrition rate in the reviewed studies was 25%. The mitigation of this requirement would lower the risk of bias for 1 study [71].

Limitations
The results of this review have some limitations. First, despite the growing empirical literature on the efficacy of eMBPs in patients with cancer, only a relatively small number of RCT studies have been published, so this review has a relatively small number of RCT studies per outcome.

Second, a summarization of effect estimates was used as a synthesizing method rather than a meta-analysis. This method does not account for differences in the relative sizes of the studies, and the performance of statistics applied in the context of summarizing effect estimates has not been evaluated.

Third, the effectiveness of the included studies varied considerably in terms of outcome, which may be explained by variability in study characteristics, such as participants with different diagnoses and their staging, heterogeneous intervention types (eg, ACT, MBSR, MBCT), various modes of delivery, and outcome measures.

Finally, this review does not differentiate between primary and secondary outcomes to summarize the results.

The relatively small number of RCT studies per outcome, lack of meta-analysis, substantial variability across studies, and nondifferentiation between primary and secondary outcomes in result summarization warrants caution in interpreting and generalizing the observed effects and relationships.

Future Directions
We are still at the beginning of answering the questions for whom, with what kind of suffering, in what period of life and disease, and at what readiness to change unhealthy behavior and regulate emotions eMBP is the best tool. We have increasing evidence that eMBPs are useful. However, it must be noted that eMBPs are only one of many other tools in the repertoire of the experienced clinician or clinical psychologist. The effect of eMBP could be maximized when it is recommended to patients suitable for this kind of intervention and in the most effective delivery mode. To answer these questions, we need to provide eMBP to a large sample of patients in properly designed RCT studies in which to manipulate various variables in different study arms (eg, reminders, introductory lectures with the facilitator, internet chat, web, app, or combinations, rewards, etc) in different patient subgroups (eg, by stage of cancer, by readiness to change their behavior and attitudes, with or without psychotherapy). Future research should verify beneficial effects and their moderators found in this exploratory review within RCT studies or within a review incorporating standard meta-analytical methods when more suitable RCT studies will be published.

Conclusions
To our knowledge, this is the first systematic review that evaluates the feasibility and efficacy of eMBPs in patients with cancer on various psychological and somatic outcomes. The results show that eMBPs are feasible and may be effective in improving various outcomes, especially anxiety and depression and posttraumatic growth. Thus, eHealth represents an appropriate way for mindfulness programs to be delivered to patients with cancer, and they may be even more effective than standard group face-to-face MBPs in some cases. Regarding moderators, a preliminary phenomenological exploration showed possibly important population and intervention factors, such as age, gender, and delivery mode. Although the results of this review are promising, it is still necessary to be wary in interpreting and generalizing the observed effects and relationships.
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Abstract

Background: The benefits of data and analytics for health care systems and single providers is an increasingly investigated field in digital health literature. Electronic health records (EHR), for example, can improve quality of care. Emerging analytics tools based on artificial intelligence show the potential to assist physicians in day-to-day workflows. Yet, single health care providers also need information regarding the economic impact when deciding on potential adoption of these tools.

Objective: This paper examines the question of whether data and analytics provide economic advantages or disadvantages for health care providers. The goal is to provide a comprehensive overview including a variety of technologies beyond computer-based patient records. Ultimately, findings are also intended to determine whether economic barriers for adoption by providers could exist.

Methods: A systematic literature search of the PubMed and Google Scholar online databases was conducted, following the hermeneutic methodology that encourages iterative search and interpretation cycles. After applying inclusion and exclusion criteria to 165 initially identified studies, 50 were included for qualitative synthesis and topic-based clustering.

Results: The review identified 5 major technology categories, namely EHRs (n=30), computerized clinical decision support (n=8), advanced analytics (n=5), business analytics (n=5), and telemedicine (n=2). Overall, 62% (31/50) of the reviewed studies indicated a positive economic impact for providers either via direct cost or revenue effects or via indirect efficiency or productivity improvements. When differentiating between categories, however, an ambiguous picture emerged for EHR, whereas analytics technologies like computerized clinical decision support and advanced analytics predominantly showed economic benefits.

Conclusions: The research question of whether data and analytics create economic benefits for health care providers cannot be answered uniformly. The results indicate ambiguous effects for EHRs, here representing data, and mainly positive effects for the significantly less studied analytics field. The mixed results regarding EHRs can create an economic barrier for adoption by providers. This barrier can translate into a bottleneck to positive economic effects of analytics technologies relying on EHR data. Ultimately, more research on economic effects of technologies other than EHRs is needed to generate a more reliable evidence base.

(J Med Internet Res 2020;22(11):e23315) doi:10.2196/23315
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Introduction

Data and analytics applications increasingly find their way into our health care systems. Some manifestations of data, like the electronic health record (EHR), have already been more established in many member countries of the Organisation of Economic Co-operation and Development. Analytics technologies such as computerized clinical decision support (CCDS) or advanced analytics (AA) based on big data and...
artificial intelligence (AI) still seem to be newcomers in this field. Hopes are high that data and analytics significantly improve quality, efficiency, and patient experience of health care delivery [1]. Taking the perspective of health care systems, latest research, indeed, shows that adoption of EHRs leads to fewer medication errors, less adverse drug effects, and higher guideline adherence [2,3]. The use of clinical decision support (CDS) tools is associated with lower morbidity, potentially improving mortality [4,5]. Based on EHR data, AA is already able to predict the onset of several diseases like diabetes, schizophrenia, or cancer as well as provide care-related forecasts of in-hospital mortality, unplanned readmissions, length of stay, or infection risks [6-9]. One of the more recent topics is the possibility to diagnose the novel coronavirus disease (COVID-19) by applying AI to chest computed tomography scans [10,11]. It becomes clear how the introduction of these technologies can clearly create positive spillover effects for the entire health care system. When taking the microperspective of single providers, however, current adoption of data and analytics seems to paint a different picture in many countries. In the United States or Denmark, almost all hospitals work with a sophisticated EHR, while many European countries show much lower adoption rates. For example, reports indicate that 38.3% to 47.4% of German or 27.8% to 46.4% of Austrian hospitals lacked a system entirely in 2017 [12,13]. Even though analytics applications relying on AI or big data show strong potential, adoption in everyday provider operations is still comparatively low [14]. The reasons for this are manifold and include social, ethical, legal, or technological barriers [15]. The most powerful barrier, however, is still of an economic nature. Health care providers see the initial and ongoing maintenance costs as key barriers for adoption and oftentimes question overall cost-effectiveness of these solutions [15-17]. In a world that has not yet significantly pivoted towards quality-based reimbursement, quality improvements via data and analytics are, ironically, not necessarily directly linked to economic benefits for single health care providers. The much higher adoption of EHRs in the United States can, to a large part, be explained by strong financial subsidies by policy makers [18,19].

Taking the single provider’s perspective, the question pertains whether hospitals, clinics, and practices can gain economic benefits from the usage of data and analytics. Most existing reviews in this field heavily focus on EHRs, but do not take into consideration other analytics tools [20-23]. Other more recent reviews focus on the economic impact of single areas of data and analytics like AI, but not specifically on providers [24]. Our work attempts to fill this gap by providing a comprehensive review of the literature covering the economic impact of several applications of data and analytics exclusively on providers. In the end, the promising potential of a number of established and rapidly evolving technologies to improve quality of care in our health care systems can only be optimally leveraged via widespread adoption by single providers.

Methods

Hermeneutic Systematic Review

The common systematic review ideally represents a highly structured approach for searching, screening, including, and summarizing studies to answer a rather narrowly defined question [25,26]. It might not, however, show perfect fit with all research questions. As Greenhalgh et al [27] summarized, it often “can be viewed as a set of methodologies characterized by tight focus, exhaustive search, high rejection-to-inclusion ratio and an emphasis on technical rather than interpretive synthesis methods.” The hermeneutic review methodology introduced by Boell and Cecez-Kecmanovic [28] showed a particularly good fit with the broader nature of this study's research question. This process of a literature review follows 2 interlinked cycles: (1) search and acquisition and (2) analysis and interpretation (see Multimedia Appendix 1). The hermeneutic process allows and encourages a constant process of refining and extending the search realm of cycle (1) by deeply engaging with the content of the identified literature via cycle (2). This enables the researcher to leverage “the importance of reading and dialogical interaction between the literature and the researcher, […] seeking originality rather than replicability” [28]. Nevertheless, to assure the systematic execution of this review, guidelines for scoping studies including a 6-step process by Arksey and O'Malley [29] were followed. The hermeneutic approach was hereby complemented by the established tools for study identification and charting, assuring a systematic execution of the review. These tools resulted in a clear, reproducible, and structured overview of how studies were identified and for which reasons studies were excluded. In the end, by combining the traits of systematic and hermeneutic reviews, this study attempted to generate a structured, reproducible, comprehensive, and content-focused review of the literature.

Search Strategy

Literature included in this review was identified via iterative structured keyword searches in the online databases PubMed and Google Scholar, as well as a complementary backward and manual search. The following keyword search on article titles was applied to both databases: (x) AND (cost(s) OR revenue OR benefit OR return OR ROI OR value OR efficiency OR productivity) AND (hospital(s) OR practice(s) OR provider(s)). In this search, x represented a placeholder for terms that were iteratively added following the hermeneutic approach, and the following segments assured inclusion of studies only covering economic effects for only health care providers and which remained unchanged for all searches. In an initial search, x was comprised of “Electronic Health Record,” “Electronic Medical Record,” “Electronic Patient Record,” “Analytics,” and “Clinical Decision Support” (including all alternative and plural types of wording and abbreviations). Following the hermeneutic approach, both authors independently screened the resulting studies and jointly decided on additional search terms, expanding x to also include the terms “Algorithm,” “Artificial Intelligence,” “Big Data,” “Machine Learning,” “Deep Learning,” “Natural Language Processing,” and “Telemedicine.” Interestingly, searches in the field of mobile health (mHealth) including health applications did not generate any suitable results. The search was limited to journal articles published in English between January 2009 and December 2019. The exact search queries for both databases can be found in Multimedia Appendix 2.
Results

Study Selection
The PubMed and Google Scholar searches generated 79 and 165 results, respectively (see Figure 1). Following deduplication, a total of 165 studies remained for more detailed review. Only published journal articles were considered for the review. Hence, the deduplicated search results were again cleaned, resulting in 113 articles. Titles, abstracts, and, if needed, content of these articles were analyzed by both authors independently in order to determine fit to the research question, narrowing results to 43 results. Frequent reasons for exclusion were articles dealing with effects of data and analytics on stakeholders other than providers or on overarching national health care spending. Other examples were articles covering analogue tools and processes like paper-based decision support or diagnostic testing decision algorithms. An overview of all 113 screened studies and respective reasons for exclusion can be found in Multimedia Appendix 3. A complementary backward and manual search by both authors independently resulted in an additional 7 articles for inclusion. The final 50 articles were thoroughly reviewed, and key properties were summarized by the first author in a structured manner to facilitate pattern identification and final synthesis generation (see Multimedia Appendix 4).

Study Categorization
Following in-depth review of the 50 final studies, 2 angles for categorization emerged. First, the studies were sorted according to the technology under research, resulting in 5 key categories, namely EHRs, CCDS, AA, business analytics (BA), and telemedicine. Second, studies were categorized based on the type of identified economic impact. This impact categorization consists of 2 combined components, namely mode (direct vs indirect) and direction (positive vs negative vs neutral vs mixed). Considering the impact mode, studies were categorized to have an indirect impact when no direct impact on costs or revenue but on efficiency or productivity was shown (see Figure 2 for a summary and details).
Electronic Health Records

At 60% (30/50) of identified articles, EHRs represented the most comprehensive body of literature by far. In terms of economic impact, overall, a rather ambiguous pattern could be observed, with 12 studies revealing a positive, 8 studies a negative, 4 studies a neutral, and 6 studies a mixed economic effect on providers. The majority of studies was US-based (20/50, 40%), with Asia (3/60, 5%), the rest of the world (2/60, 3%), and Europe (0/60) showing less research activity. The remaining 5 articles represented international literature reviews.

The 5 literature reviews included in the sample predominantly indicated mixed economic impacts of EHRs. All reviews included studies proving positive effects mostly via increased efficiency; however, for almost every review, another identified article indicated the opposite [21-23,30]. Only Highfill [20] revealed overall positive economic effects, determining a 1.1%-13.8% cost decrease (95% CI) after EHR introduction in their meta-analysis.

Cost-benefit analyses (CBA) were presented in 5 articles and also painted a slightly ambiguous picture, with significantly varying timelines for EHR installations to break even. The majority of studies indicated an average breakeven timeline between 3 and 8 years for EHR implementations in hospitals [31-33]. Jang et al [34] indicated a much shorter 6.2-17.4-month (95% CI) breakeven timeframe for primary care clinics. Only 1 study revealed a clear negative effect, showing a negative 5-year return on investment [35]. In general, the CBAs provided some interesting practice-oriented insights for EHR implementations. Results from Choi et al [31] and Adler-Milstein et al [35] both emphasized the importance of fully eliminating legacy costs like paper-based records and related dictation services. Parallel digital and analog structures resulted in fewer efficiency gains and, hence, longer breakeven timelines. Besides decreasing costs, a successful EHR introduction also focused on additional revenue generation via improved charge capture and reduction of billing errors [31,32,35]. Lastly, Jang et al [34] showed that more recent EHR systems and those using flow diagrams also came with shorter breakeven timelines, implying potential important technological advances by vendors over the years.

Besides the full CBAs, 6 studies examined the effects of EHR introductions on a variety of single-cost or revenue items. Encinosa and Bae [36] showed how the introduction of advanced EHRs reduced adverse drug effects from 3.6% to 1.4% of all cases, saving an average of US $4790 per avoided case. Joseph [37] revealed how personnel formerly needed for paper-based record keeping could be reduced, thereby saving more than US $6 million over 5 years. Zlabek et al [38] showed how transcription costs were significantly reduced, resulting in US $667,896 in costs saved 1 year after EHR introduction. A different source of cost savings was the avoidance of redundant laboratory tests and imaging exams. A computerized physician order entry (CPOE) system within an EHR resulted in an 18% decrease in laboratory test orders, as well as 6.3% fewer radiology exams [38,39]. However, Schnaus et al [40] revealed the importance of appropriate execution of a CPOE implementation. The authors examined a temporary change regarding the preselected laboratory test type when physicians searched for a complete blood count (CBC) within the CPOE.
tool. For 23 days, the system preselected a slightly more costly version of a CBC. Presumably due to time constraints, a number of physicians did not double-check this preselected test type, which resulted in an average daily cost increase for CBC testing of US $293.10. Besides the direct economic impact via costs, some studies demonstrated positive effects via revenue. Terry [41] highlighted the potential from value-based reimbursement based on EHR data. The author saw the lack of an EHR system as “an ‘opportunity cost’ that can be quantified and weighed against the cost of installing a system” [41].

Finally, a significant share of papers (14/30) examined indirect economic impacts of EHRs via changes in efficiency or productivity. Here, a rather negative image emerged, with only 4 studies revealing positive effects, and the remaining showing either negative (6/30) or neutral (4/30) effects. Due to significant heterogeneity, it was difficult to draw generalizable insights from this sample of literature. This was a takeaway the identified systematic reviews also revealed. 5 studies examined productivity changes after EHR introduction, where productivity was mostly defined as average patient volumes. Of these studies, 3 revealed no statistically significant changes, hence neutral economic impacts [42-44]. Kaneko et al [45] showed a negative impact on multifactor productivity following EHR introduction in Japanese municipal hospitals. Only 1 study revealed positive long-term effects on productivity [46]. In 9 studies, efficiency implications were examined, where efficiency was defined rather heterogeneously as treatment times, waiting times, length of stay, or personnel volumes. While 1 study showed no effects [47], 5 studies revealed a negative economic impact [48-52]. Especially, the implementation of a fully-fledged EHR in a relatively short period of time, a so-called “big bang” introduction, seemed to be detrimental to hospital efficiency [51]. Only 3 studies showed somewhat limited positive effects on provider efficiency following EHR implementation [53-55].

**Computerized Clinical Decision Support**

Studies examining the economic impact of CCDS on providers represented the second-largest share of identified articles, at 16% (8/50). A strong picture regarding the impact emerged, with all 8 studies revealing a positive economic impact on providers, predominantly of a direct nature. Again, the majority of articles was US-based (5/8, 63%), and others were located in the rest of the world (2/8, 30%). The remaining article represented an international literature review.

Bright et al [5] presented the only included systematic review of CDS tools also assessing their impact on costs. Of a total 148 identified papers, 22 studies analyzed costs, of which 13 implied cost reductions. The authors saw this as “modest evidence from academic and community inpatient and ambulatory settings” [5]. Not all included studies, however, examined fully computerized CDS tools.

In 3 articles, it was shown how CCDS systems could reduce the number of imaging studies, laboratory tests, or the amount of medicine utilized. Fleddermann et al [56] assessed the introduction of an automated alert to avoid unnecessary ordering of echocardiography studies. Over the study period, 20% of the respective studies were cancelled, thereby saving the associated costs. Okumura et al [57] examined the cost savings associated with implementing a tool to optimize antibiotic use in surgical prophylaxis. By reminding physicians of common standards of care, the system decreased the usage significantly by 1.26 defined daily doses per 100 bed days to –0.2 defined daily doses per 100 bed days (95% CI), thereby saving an estimated US $50,000 per 100 bed days. Lastly, Levick et al [58] assessed an alert for B-type natriuretic peptide testing. Again, the alert resulted in a test reduction of 21%, saving an estimated US $92,000 per year.

Besides effects via reduced volumes in tests or studies, 3 other articles revealed cost savings via supporting decisions regarding care processes and workflows. Quadros et al [59] examined CDS that supported fast tracking the discharge of certain patients after brain tumor surgery. The tool resulted in a significant length of stay reduction of 2 days on average, saving US $630 per hospitalization. Collins et al [60] showed how decisions on the timing of nasal feeding tube insertions for poststroke patients with dysphagia supported by CDS reduced the number of nasal tube replacements and repeat x-rays and the associated costs. It is important to mention here, however, that these 2 papers did not reveal whether the CDS tools were fully computerized. Lastly, Wagholikar et al [61] presented the impact of a CCDS tool in an outpatient setting. Here, the tool supported physicians with chart review via a computerized checklist to decide on preventive services and management of chronic diseases. The tool showed an indirect positive economic impact by reducing review times by 65% per patient.

The eighth article in the CCDS category by Elkin et al [62] is the only one examining direct cost savings based on supporting diagnosis. The authors applied a differential diagnosis support tool to cases in diagnostically challenging Diagnostic Related Groups and found that, for these patients, the provider costs per case were reduced by 3.7%, to 19.5% (95% CI).

**Advanced Analytics**

The recently increasingly prominent field of AA including AI, machine learning, and deep learning represented only 10% of the identified literature (5/50). A very homogenous picture was painted, with all 5 studies indicating indirect positive economic effects on providers: 3 articles were US-based, and others originated from Europe (1/5) and Asia (1/5).

The identified articles showed 2 main use cases of AA. First, 2 articles showed how AA could support decision making in the field of imaging. Lee [63] applied a convolutional neural network to determine musculoskeletal magnetic resonance imaging scanning protocols. The authors hypothesized that this assistance in protocol generation could potentially save personnel time and hence improve provider efficiency. The second article presented the deployment of the IBM Watson natural language processing model to automatically decide on the usage of intravenous contrast for magnetic resonance imaging protocols [64]. Again, the authors hypothesized that this support in decision making has the potential to drive provider efficiency.

The second use case represented the prediction of patients’ disease progression and the associated care processes. Wang et al [65] showed how a convolutional neural network–based tool...
using hospital EHR data could predict readmissions. Readmission predictions can be valuable information since a majority of readmissions is associated with penalties for providers. Nevertheless, the authors only hypothesized this potential benefit. Almeida [66] presented a case study of a hospital center in Portugal that applied a big data analytics platform. Based on EHR and vital sign data, the system was able to correctly predict 30% of intensive care unit admissions and 50% of non-intensive care unit inpatient deaths. Again, the author hypothesized potential efficiency improvements. Lastly, Peck et al [67] represented the only article in the AA category, which proved actual efficiency improvements instead of only hypothesizing them. The authors presented the impact of a tool predicting the patient flow from the emergency department to the inpatient units via discrete event simulation. By sharing information on crowding levels and total expected beds needed with physicians and nurses, the boarding time from the emergency department to inpatient units was reduced by between 11.69% and 18.38%, depending on hospital type.

**Business Analytics**

Studies examining the economic impact of BA on providers represented 10% of identified articles (5/50). All 5 studies revealed a positive economic effect on providers, mostly of a direct nature. The majority of articles represented US-based (4/5) or Europe-based (1/5) case studies.

BA tools analyzing equipment utilization were examined in 2 articles. Stekel et al [68] examined the example of an ultrasound practice that used probe utilization data to support purchasing decisions. The analysis of procedure data resulted in the decision to not replace a broken probe, thereby saving US $10,000. Swedberg [69] showed how attaching radiofrequency identification tags to all equipment in a 1100-bed hospital increased equipment utilization rates from 5% to 40%. The system was able to reduce the need to rent or purchase additional equipment, saving an estimated US $200,000 per year.

Examples of how BA applications improved billing by reducing revenue leakage or avoiding penalties were presented in 3 articles [70-72]. For example, Dulac et al [70] showed in a case study how a US-based hospital used data analytics to uncover root causes for an increase in preventable complications and readmission rates that implied payment reductions totaling 3.5% of total revenue. The tool helped the hospital to ultimately reduce penalties to 0%.

**Telemedicine**

Studies examining the economic impact of teledicine on providers represented the smallest share of identified articles (2/50). Both articles originated from Europe, with 1 study revealing an indirect positive effect and 1 a neutral effect.

Stoves et al [73] examined the advantages of an electronic medical round connecting general practitioners with nephrologists in the field of chronic kidney care. The program was perceived to improve efficiency for both physicians and nephrologists, as indicated in interviews and questionnaires; however, no quantitative efficiency improvements were reported. Heidbuchel et al [74], on the other hand, specifically analyzed differences in costs and financial impact between remote and in-office follow-ups for implantable cardiac defibrillators. On average, the total cost and net financial impact for providers were neutral, not showing differences between remote and in-office follow-ups. Importantly, however, regional heterogeneity could be observed where providers in countries with remote follow-up reimbursement in places like Germany maintained or improved economics.

**Discussion**

**Principal Findings**

At first indication, the presented results appear to generate an overall positive answer to the overarching research question of the economic impact data and analytics have on health care providers. Of the 50 reviewed articles, 31 indicated a positive impact either via direct cost or revenue effects or via efficiency or productivity improvements. Studies showed how EHRs can, for example, directly save storage and personnel costs associated with paper records or increase physician productivity by making information available when and where it is needed. Other studies proved that CCDS can save material and labor costs by avoiding redundant laboratory tests and imaging studies. A more nuanced look at the results, however, shows that it is very important to differentiate between the 5 identified technology categories. In line with other literature reviews, a mixed overall picture, at best, was revealed for the economic impact of EHRs, or “data,” on providers. From a provider’s perspective, 12 studies revealing a positive result and 18 revealing negative, neutral, or mixed results do not necessarily promote a quick decision on EHR investments, at least from an economic point of view. On the other hand, “analytics” applications like CCDS, AA, and BA seem to predominantly generate positive economic effects. Nevertheless, the small number of identified papers covering these technologies, yet again, points at the risk of discouraging rapid adoption by providers from an economic point of view. Ultimately, this review reveals a rather uncomfortable decision-making situation for providers with the economic impact of “data,” represented by EHRs, being exhaustively researched but revealing ambiguous results and “analytics” indicating positive results but being only sparsely investigated.

Considering the positive effects of EHRs on health care outcomes, the identified ambiguous results regarding the economic impact for providers also implies potentially missing out on the associated welfare gains across populations. Some nations’ policy makers already acknowledged this and incentivize EHR adoption. The United States Health Information Technology for Economic and Clinical Health Act from 2009 injected several billions of dollars into the system for subsidized EHR installations [19]. This approach seemed to have worked as intended by pushing EHR adoption closer to 100% for US hospitals [18]. Of course, national health systems strongly vary, but this outcome should at least foster a discussion of whether EHR subsidization might also be a solution in other countries with comparably low current EHR adoption rates. Germany, for example, announced a “hospital future law” (Krankenhauszukunftsgesetz) as part of a COVID-19 stimulus package in 2020, which envisions an up to €4.3 billion fund for investments in digital infrastructures and emergency capacities.
[75]. Here, it is important to point out the positive spillover effects of data and analytics for the entire health care system again. Even though this review predominantly takes a microperspective of the single provider, in the end, adoption on the microlevel is a key prerequisite for changes or improvements at the system level. Data and analytics might provide proven positive effects on quality of care, but until the world does significantly pivot towards quality-based care and reimbursement, alternative ways to foster technology adoption should be considered.

Another effect involving EHRs is also important to consider. Several of the included studies showed how EHR installations can act as a door-opener to other technologies that actually seem to predominantly have positive economic effects for the provider. Especially, 2 other technology categories identified in this review, namely CCDS and AA, strongly rely on data contained in EHRs. More precisely, 75% (6/8) of the CCDS tools and 60% (3/5) of the AA tools in the identified studies needed some sort of EHR input. Even if somewhat limited in quantity, the current identified research in these 2 fields revealed only positive economic effects for providers. Hence, EHR adoption can become a bottleneck to the positive economic effects of technologies further down the line like CCDS and AA. Following EHR adoption, providers are likely able to derive economic benefits from adjoined technologies identified in this review. More research dedicated to these economic effects of supplementing EHRs with adjoined technologies like CCDS and AA is needed to derive a more targeted evidence base.

Leaving policy implications aside, our work generates insights for providers as well. For providers considering an EHR installation, this review showed important factors for an economically feasible introduction. Eliminating all legacy costs like paper-based records and related dictation services, repurposing paper record space into clinical space, or installing new technology in a stepwise fashion (avoiding a big bang) are all important takeaways from this review. For hospitals or practices already using an EHR, adjacent technologies, like CCDS or AA, can provide economic benefits, potentially even resulting in a shorter breakeven time for the EHR installation. Additionally, the emerging opportunities to participate in value-based care plans utilizing EHR data or the utilization of business intelligence should not be fully neglected. Nevertheless, a number of other potential sources of economic value from data seems not to be currently covered by research. For example, no study was identified that covered the potential for direct monetization of anonymized patient data or the ability to drive patient volumes by marketing the application of advanced digital tools.

Ultimately, it is important to note that research on the economic impact of data and analytics on providers remains rather limited in geographies other than the United States and in technologies other than EHR. In general, this review did not identify geography as a predictor for the type of economic impact. However, with almost 65% (32/50) of included articles being US-based, more research in other geographies is needed to draw a definite conclusion whether geographies and related health care systems are significant drivers. From a technology perspective, the few studies covering technologies other than EHR revealed proof for economic advantages; however, no comprehensive cost-benefit analyses and few systematic reviews were identified for these technologies. In the field of AA, 80% (4/5) of identified studies only hypothesized economic benefits. In the near future, however, vendors of AA tools need to also provide high-quality proof for the economic advantages of their solutions.

Limitations
This work is exposed to limitations that are mostly inherent to literature reviews in general. Only PubMed and Google Scholar online databases were searched; hence, relevant research captured exclusively by other databases could have been excluded. The sample of identified articles potentially lacks certain avenues of research not captured by the structured keyword search, thereby missing other technologies. The applied hermeneutic systematic search approach, however, worked against these limitations by explicitly allowing for iterative searches. Additionally, the systematic search was complemented by manual search techniques. On a different note, most identified studies are based in the United States; hence, conclusions might not be fully applicable to other geographies. Ultimately, it is important to note that the research subject “data” is almost exclusively represented by studies focusing on EHRs, thereby not touching on other potentially relevant sources and applications of data. Nevertheless, EHRs can be considered as a key data container in the context of health care. The research subject “analytics,” on the other hand, faces a very limited body of evidence, which strongly impacts the generalizability of this study’s findings. More research covering these other technologies is needed to generate a more holistic and reliable evidence base. Lastly, the intended broad spectrum of reviewed studies prevents a clear and uniform definition and quantification of “economic value.” Studies and respective results can, hence, not be compared on the same scale, also since the methodological quality of the original studies was not analyzed.

Conclusion
This review synthesized literature examining the economic value of data and analytics for health care providers. Five key technologies were identified, namely EHRs, CCDS, AA, BA, and telemedicine. Overall, 31 of the 50 reviewed articles indicated a positive economic impact, either via direct cost or revenue effects or via efficiency or productivity improvements. A more nuanced view showed that this is especially the case for less studied technologies like CCDS, AA (including AI and big data analysis), and BA. For the most extensively studied technology of EHRs, a more ambiguous view with varying economic impacts emerged. Since technologies like CCDS and AA strongly rely on EHR data, these ambiguous research findings have the potential to turn EHR adoption into a bottleneck for the adjoined technologies with mostly positive economic effects. This review also encourages discussions around how subsidization of EHRs, like that implemented in the United States and planned for Germany, could potentially unlock the proven economic potential of second-order adjoined technologies. It can be concluded that more research covering the economic effects of technologies other than EHRs would...
significantly improve the current evidence base and potentially drive adoption by health care providers.
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Abstract

Background: Mobile apps for problematic substance use have the potential to bypass common barriers to treatment seeking. Ten years following the release of the first app targeting problematic tobacco, alcohol, and illicit drug use, their effectiveness, use, and acceptability remains unclear.

Objective: This study aims to conduct a systematic literature review of trials evaluating mobile app interventions for problematic tobacco, alcohol, and illicit drug use.

Methods: The review was conducted according to recommended guidelines. Relevant databases were searched, and articles were included if the mobile app study was a controlled intervention trial and reported alcohol, tobacco, or illicit drug consumption as outcomes.

Results: A total of 20 studies met eligibility criteria across a range of substances: alcohol (n=11), tobacco (n=6), alcohol and tobacco (n=1), illicit drugs (n=1), and illicit drugs and alcohol (n=1). Samples included the general community, university students, and clinical patients. The analyzed intervention sample sizes ranged from 22 to 14,228, and content was considerably diverse, from simple stand-alone apps delivering self-monitoring or psychoeducation to multicomponent apps with interactive features and audio content, or used as adjuncts alongside face-to-face treatment. Intervention duration ranged from 1 to 35 weeks, with notifications ranging from none to multiple times per day. A total of 6 of the 20 app interventions reported significant reductions in substance use at post or follow-up compared with a comparison condition, with small to moderate effect sizes. Furthermore, two other app interventions reported significant reductions during the intervention but not at post treatment, and a third reported a significant interaction of two app intervention components.

Conclusions: Although most app interventions were associated with reductions in problematic substance use, less than one-third were significantly better than the comparison conditions at post treatment. A total of 5 out of the 6 apps that reported intervention effects targeted alcohol (of those, one targeted alcohol and illicit drugs and another alcohol and tobacco) and 1 targeted tobacco. Moreover, 3 out of 6 apps included feedback (eg, personalized) and 2 had high risk of bias, 1 some risk, and 3 low risk. All 6 apps included interventions of 6 weeks or longer. Common study limitations were small sample sizes; risk of bias; lack of relevant details; and, in some cases, poorly balanced comparison conditions. Appropriately powered trials are required to understand which app interventions are most effective, length of engagement required, and subgroups most likely to benefit. In sum, evidence to date for the effectiveness of apps targeting problematic substance use is not compelling, although the heterogeneous comparison conditions and trial designs across studies limit the ability to compare efficacy between apps. We discuss potential approaches that can help ascertain whether the promise of mobile app interventions for problematic substance use can be fulfilled.
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Introduction

The problematic use of substances such as alcohol, tobacco, and illicit drugs is one of the leading causes of morbidity and mortality worldwide [1]. Despite the devastating health and social consequences, a large proportion of individuals who engage in problematic substance use do not seek formal treatment [2-4]. Help-seeking barriers include concern about anonymity, not knowing about or being able to access treatment, and the financial or time burdens of treatment [5-8]. Hence, interventions that can address some of these help-seeking barriers warrant attention to reduce the substantial negative impact of substances at a population level.

Mobile health (mHealth) interventions purport to overcome many of these help-seeking barriers by offering a population-based approach, improving access and affordability [9,10]. mHealth refers to health support delivered on mobile devices, such as cell phones, smartphones, and tablets [11], typically using dedicated apps, but also includes systems such as interactive voice response (IVR) and text messaging (SMS) [12,13]. Apps have rapidly become the most popular software method for delivering health support (ie, mHealth) on mobile devices. As of August 2019, a search of iTunes and Google Play indicated that over 45,000 mHealth apps are currently available. Surprisingly, despite the plethora of apps available to assist people in reducing problematic alcohol and other drug use, only a very small proportion of these apps are evidence based [14]. Evaluations of other health-related apps, for example in the field of mental health, have produced positive [15] or negligible [16] changes in the targeted behavior. Importantly, a number of early trials of apps that focused on problematic substance use have produced promising results, suggesting that apps could play a role in assisting individuals who are dependent on tobacco, alcohol, or illicit drugs to quit or maintain abstinence [17].

It has been approximately 10 years since the emergence of mobile apps designed to help people reduce or recover from problematic alcohol, tobacco, and/or illicit drug use [18]; 6 years since controlled trials have appeared [17]; and 5 years since the first publication of a systematic literature review of 6 smartphone apps for problematic substance use [19]. Of note, all but 1 review has examined the literature on digital interventions more broadly, and all reviews have only included alcohol interventions within their review. For example, Kaner et al [20] found that digital interventions (ie, delivered via a computer, smartphone, or mobile device) for alcohol use showed they significantly lowered alcohol consumption, with an average reduction of up to 3 (United Kingdom) standard drinks per week compared with control group [21]. Berman et al [22] examined the use of mobile interventions (IVR, SMS, and apps) to reduce drinking in university students. A total of 2 of the 7 reviewed studies used apps, and they found that only an IVR intervention resulted in a reduction in the primary outcome. Finally, the most recent related review focused on alcohol use in community participants and similarly included a range of mobile interventions beyond apps [23]. Moreover, 5 of the 19 studies in their review [23] included app-based interventions with mixed findings reported. To date, there has been only 1 app-specific systematic review, which included pilot studies and open trials [19], which evaluated the alcohol app studies across community and alcohol-dependent individuals. The authors found that 2 of the 6 mobile apps reviewed reported reliable positive outcomes, with a further 2 showing promise. The authors highlighted the limited number of studies, small sample sizes, lack of control groups, and limited rigorous designs within the field of mobile app interventions for problematic substance use. Since their review, which was conducted in 2015, there has been a three-fold increase in controlled evaluations of mobile apps designed to reduce substance use or aid recovery from substance dependence. Although some reviews have included apps when examining the effectiveness of alcohol interventions delivered via mobile devices [20,22,23], surprisingly, there has been no further synthesis of the evidence regarding the effectiveness of problematic alcohol use interventions delivered specifically via mobile apps. Moreover, none of the app-specific reviews included smoking and illicit drug use to develop a comprehensive picture of the effectiveness of apps across the substance use field. Thus, this paper reports on the current evidence base regarding the effectiveness and feasibility of mobile apps designed to reduce problematic alcohol, tobacco, and illicit drug use. In addition, we report usability, adherence, retention, and engagement data where possible. This information is critical to gain a deeper understanding of user experience and behavior alongside effectiveness data. Thus, it has been approximately 10 years since the first appearance of an app targeting the reduction of substances, and it is timely for us to review the progress of the field.

Methods

Aims and Guidelines

A systematic search of the literature was performed to synthesize the findings on effects, retention, and usability from primary studies evaluating mobile app interventions to reduce tobacco, drug, and/or alcohol use. An initial scan of the literature indicated that there was a wide range of mobile delivery methods, considerable variability in intervention content, and control groups; hence, we decided a priori to not conduct a traditional meta-analytic review given the potential risk of drawing premature conclusions. The review focused on primary consumption outcomes (ie, quantity and/or frequency of...
substance consumption) rather than related harm or secondary psychosocial outcomes. The search followed the PRISMA (preferred reporting items for systematic review and meta-analyses) guidelines [24]. Data extraction was guided by the CONSORT-EHEALTH (Consolidated Standards of Reporting Trials-Electronic Health Checklist) [25]. Risk of bias was assessed using the Risk of Bias tool developed by the Cochrane Collaboration [26].

Literature Search and Screening
The literature search utilized the following large databases: MEDLINE (Medical Literature Analysis and Retrieval System Online), PsycInfo, EMBASE (Excerpta Medica dataBASE, via the OVID platform), and ERIC (Education Resources Information Center, via EBSCO). The databases were searched using variations of 3 key terms: Substance AND Intervention AND Smartphone App (refer to Multimedia Appendix 1 for the detailed search strategy).

Eligibility Criteria
The search was limited to papers published in peer-reviewed journals from January 1, 2007 (the year when the first smartphone was released) to February 1, 2019. Papers were eligible if they adhered to the following criteria: (1) they reported primary empirical data; (2) the primary focus of the intervention was reduction in the use of illicit drugs, and/or alcohol, and/or tobacco; (3) substance consumption outcome data were reported; (4) the intervention was delivered via a mobile device app (not web-based or SMS in isolation); and (5) a controlled trial design was employed using either a randomized or matched control methodology. There were no limitations on the type of control conditions employed. In addition, no language restrictions were imposed.

The software program Covidence (Veritas Health International) [27] was utilized to ensure independence of screening and accurate calculation of agreements. As shown in Figure 1, the combined search identified a total of 2714 potentially relevant articles (4 papers sourced from examining the reference lists of existing reviews) that reduced to 2100 after duplicates were removed. In keeping with the methodology proposed by Moskowitz [28] and Foxcroft et al [29], an abstract and title search was conducted independently on all papers by 2 people (KG and RO) with a random 20% of these cross-checked (by PS). Any disagreements were discussed by the authors (PS, RO, and PL) and an agreement made, resulting in a total of 31 potentially relevant articles. These 31 papers were read independently and in full by RO and PS. During this process, 14 additional articles were excluded. Agreement regarding exclusions was high (84%), with only 2 disagreements, which were then discussed with PL to reach a final decision. Each of the reference lists of the remaining papers were scanned, and papers known to the authors were included, which identified 3 additional studies, bringing the total number of studies informing this review to 20.
Data Extraction

The following data were extracted (RB and RO) from the 20 eligible articles: year, authors, study sample, target substance, consumption measure, length of intervention, description of the intervention and control and associated sample sizes, assessment times, summary of statistical evidence, effect sizes where possible (Tables 1 and 2). As indicated earlier, the only outcome data extracted were consumption variables, given that it is the most consistently reported variable, thus enabling comparability between studies. In this respect, means and SDs for all consumption outcomes for each group at baseline, post intervention, and follow-up (if reported) were extracted as well as the relevant statistical data and effect sizes (if reported). Some information was gained via contacting authors, and this is noted in Table 2. Retention and usability data were also extracted to provide an informed discussion regarding the feasibility of delivering interventions for substance use via an app (Table 3). Considerable data are reported in these tables, and hence, only brief summaries are reported in the text.
Table 1. Summary of studies.

<table>
<thead>
<tr>
<th>Author, date [reference]; “app name”</th>
<th>Sample type; target substances</th>
<th>Intervention groups description</th>
<th>Comparison groups description</th>
<th>Intervention duration; assessment time points &amp; retention¹</th>
<th>Age; gender</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aharonovich et al, 2017 [30]; “Health-Call” c</td>
<td>HIV-positive adults, drug and alcohol use during past month; drugs and alcohol</td>
<td>“HealthCall” consists of (a) Self-monitoring questions: primary drug; other drugs; drinking; HIV medication adherence; safe sex practices; wellness, stress. (b) Personalized feedback: graphs with goal attainment and feedback. (c) Option to call counselor. App use: daily notifications for 2 months. Adjunct components: (a) Motivational interviewing: face-to-face session at baseline, and two booster sessions.</td>
<td>Motivational interviewing as described for intervention group. Comparison includes app? No</td>
<td>Duration: 60 days; assessments: baseline, 60 days; retention: 91%</td>
<td></td>
</tr>
<tr>
<td>Baskerville et al, 2018 [31]; “Crush the Crave”</td>
<td>Young adults who smoked cigarettes daily and were considering quitting smoking in the next 30 days; tobacco</td>
<td>“Crush the Crave”: (a) graphic performance feedback, (b) evidence-based information on relapse, craving management, (c) notifications on rewards, app use reminders; (d) access to quit lines, and (e) use of nicotine replacement therapy. App use: At will, with prompts to use the app. Adjunct components: “Crush the Craving” Facebook community; app delivered support and inspirational photos tailored to quit plan and stage of quitting; recording smoking so they understand triggers.</td>
<td>Printed self-help guide, “On the Road to Quitting”: (a) health benefits of quitting, (b) rewards of quitting, (c) smoking triggers, (d) coping with withdrawal and cravings, (e) setting a quit date, (f) seeking counseling and use of nicotine replacement therapy, (g) information on social support, (h) telephone support, (i) prevention of weight gain, and (j) relapse prevention. Comparison includes app? No</td>
<td>Duration: 6 months; assessments: baseline, 3 months, 6 months; retention: 61%</td>
<td></td>
</tr>
<tr>
<td>Boendermaker et al, 2015 [32]; “Alcohol/Avoid”</td>
<td>University students reporting regular drinking; alcohol</td>
<td>“Alcohol/Avoid” (a) cognitive bias modification using alcohol images; (b) participants swipe alcohol images away, and soft drink images toward themselves. App use: 14 days of access. Adjunct components: none.</td>
<td>Desktop computer version of Alcohol/Avoid training. Comparison includes app? No</td>
<td>Duration: 14 days; assessments: baseline, 28 days; retention: 81%</td>
<td>Whole sample: mean 22.44 (SD 2.58) years; 60.32% female</td>
</tr>
<tr>
<td>Bricker et al, 2014 [33]; “SmartQuit”</td>
<td>Adults who smoked at least five cigarettes daily; tobacco</td>
<td>“SmartQuit” consists of Acceptance Commitment Therapy and: (a) motivation and planning to quit, (b) acceptance of urges, and (c) self-compassion for slips. App use: 8-weeks access, no notifications, weekly emails. Adjunct components: none.</td>
<td>Use of app “QuitGuide” from National Cancer Institute. Similar features but no acceptance or self-compassion components: (a) reasons and plans to quit, (b) coping with slips and urges, and (c) staying positive. Comparison includes app? Yes.</td>
<td>Duration: 8 weeks; assessments: baseline, 2 months; retention: 82%</td>
<td>Intervention: mean 41.5 (SD 12.0) years; 53% female; comparison: mean 41.6 (SD 13.9) years; 51% female</td>
</tr>
<tr>
<td>Crane et al, 2018 [34]; “Drink Less”</td>
<td>Adults with AUDIT≥8, risky drinkers; alcohol</td>
<td>“Drink Less”–enhanced version: (a) goal setting, (b) personalized normative feedback, (c) cognitive bias retraining, (d) self-monitoring and feedback, (e) action planning, and (f) identity change. App use: daily notifications to report consumption for 4 weeks, optional use of intervention modules. Adjunct components: none.</td>
<td>“Drink Less” minimal version consists of (a) goal setting; (b) alcohol psychoeducation; (c) sham cognitive bias retraining; (d) consumption self-monitoring; (e) information only about action planning; (f) information only on role of identity. Comparison includes app? Yes.¹</td>
<td>Duration: 4 weeks; assessments: baseline, 4 weeks; retention: 27%</td>
<td>Both conditions: mean 39.2 (SD 10.9) years; 56% female</td>
</tr>
<tr>
<td>Sample type; target substances</td>
<td>Intervention groups description</td>
<td>Comparison groups description</td>
<td>Duration; assessment time points; retention</td>
<td>Age; gender</td>
<td></td>
</tr>
<tr>
<td>---------------------------------</td>
<td>--------------------------------</td>
<td>--------------------------------</td>
<td>---------------------------------------------</td>
<td>------------</td>
<td></td>
</tr>
<tr>
<td>Smokers aged over 18 years who had set a quit date (no consumption criteria)</td>
<td>“Smoke Free” full version (a) goal setting and (b) delivery of messages that report on the benefits achieved since cessation attempt, iand “Daily Missions,” which included behavior change techniques to resist cravings. App use: Daily messages delivered for 30 days from quit date. Adjunct components: none.</td>
<td>“Smoke Free” reduced version (a) goal setting; (b) self-monitoring; (c) delivery of messages of the benefits achieved since cessation attempt. Comparison includes app? Yes.</td>
<td>Duration: 12 weeks; assessments: baseline, 12 weeks; retention: 8%</td>
<td>Intervention: mean 28.7 (SD 9.0) years; 49% female; comparison: mean 29.1 (SD 9.4) years; 49% female</td>
<td></td>
</tr>
<tr>
<td>Adults aged 18-30 years who self-identified as a current drinker; alcohol</td>
<td>“Drinks Meter” consists of (a) Personalized feedback compared to individuals with similar demographics about alcohol use, calories consumed, and money spent; (b) Assessment (AUDIT) and brief advice and strategies regarding reduction. App use: At will, not stated whether prompts were sent. Adjunct components: none.</td>
<td>Comparison 1: website consists of (a) 20 questions about embarrassing events experienced while drinking and (b) tailored feedback on consequences of drinking. Comparison 2: control website consists of (a) being asked to imagine receiving information about alcohol. Comparison 3: assessment only. Comparison includes app? No.</td>
<td>Duration: 4 weeks; assessments: baseline, 4 weeks; retention: 82%</td>
<td>Whole sample: mean 21.70 (SD 3.28) years; 67.20% female</td>
<td></td>
</tr>
<tr>
<td>University students (no consumption criteria); alcohol</td>
<td>App intervention 1: “CampusGANDR” (PNF) uses normative feedback and peer judgement. The game is played weekly with peers, whereby participants answer one alcohol-related and one nonalcohol-related question about their behavior. After 4 days, they receive normative feedback (ie, how their responses compared with their peers) and reflective evaluations from other students (ie, how they were judged by their peers). App use: questions and feedback delivered once each per week over 6 weeks. Adjunct components: None. App intervention 2: PNF—Same as app intervention above, with only normative feedback to alcohol questions (reflective evaluations were for nonalcohol-related questions).</td>
<td>Same as app intervention 1 condition, however, with no normative or reflective feedback on alcohol questions (normative feedback and reflective evaluations were given for nonalcohol-related questions in this condition). Comparison includes app? Yes</td>
<td>Duration: 6 weeks; assessments: baseline, 2 months; retention: 80% (PNF); 84% (PNF)</td>
<td>Whole sample: age not provided; 55% female</td>
<td></td>
</tr>
<tr>
<td>University students reporting AUDIT&gt;8 (men) or AUDIT&gt;6 (women), risky drinkers; alcohol</td>
<td>PPF app consists of (a) real-time feedback on eBACs; (b) simulating a drinking event by entering predicted eBAC levels before an event; (c) the user records their alcohol consumption then compares the simulation with real-life event; (d) tracks how drinking compares with safe drinking. App use: no notifications, instruction to use before drinking events. Adjunct components: none. PK self-monitoring of alcohol; real-time eBAC feedback and alcohol-reduction strategies.</td>
<td>Assessment only comparison. Comparison includes app? No</td>
<td>Duration: 6 weeks; assessments: baseline, 7 weeks; retention: 61% (PP) and 74% (PK)</td>
<td>Whole sample: mean 24.72 (SD 4.81) years; 51.7% female</td>
<td></td>
</tr>
</tbody>
</table>

**Note:**
- PPF: PartyPlanner Feedback
- PK: PartyPlanner Knowledge
<table>
<thead>
<tr>
<th>Author, date [reference]; “app name”</th>
<th>Sample type; target substances</th>
<th>Intervention groups description</th>
<th>Comparison groups description</th>
<th>Intervention duration; assessment time points; retention</th>
<th>Age; gender</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gajecki et al., 2017 [39]; “TeleCoach”</td>
<td>University students reporting excessive alcohol consumption (&gt;9 drinks per week for women; &gt;14 for men); alcohol</td>
<td>“TeleCoach” (a) reporting of alcohol consumption for a week; (b) brief feedback and psycho-education; (c) a relapse prevention skills training, and guided relaxation and mindful “urge-surfing.” App use: no notifications, instructed to use at will. Adjunct components: eBAC app providing real-time feedback for 6 weeks before the intervention, with access during intervention.</td>
<td>Assessment only. Comparison includes app? No. However, as in the intervention condition, participants had access to another eBAC app for 6 weeks before, with access during intervention.</td>
<td>Duration: 12 weeks; assessments: baseline, 12 weeks; retention: 76%</td>
<td>Whole sample: mean 25.41 (SD 6.45) years; 69.1% female</td>
</tr>
<tr>
<td>Gonzalez and Dulin, 2015 [40]; “LBMI-A”</td>
<td>Adults who met the Diagnostic and Statistical Manual of Mental Disorders-5 alcohol dependence criteria; alcohol</td>
<td>“LBMI-A”: (a) assessment and feedback, (b) high-risk locations for drinking, (c) using supportive people for change, (d) managing cravings, (e) problem-solving skills, (f) communication or drink refusal skills, and (g) pleasurable nondrinking activities. App use: feedback reports delivered weekly, daily interviews to report alcohol consumption. Adjunct components: none</td>
<td>“Drinker’s Check-Up plus Bibliotherapy”, a web-based intervention that includes assessment of drinking, objective and normative feedback, decisional balance exercise, goal selection, development of change plan, and links to other web-based resources. Comparison includes app? No.</td>
<td>Duration: 6 weeks; assessments: baseline, 6 weeks; retention: 60%</td>
<td>Intervention: mean 33.57 (SD 6.54) years; 46.4% female; comparison: mean 34.30 (SD 6.22) years; 35.0% female</td>
</tr>
<tr>
<td>Gustafson et al., 2014 [17]; “A-CHESS”</td>
<td>Individuals who met the DSM-IV alcohol dependence criteria; alcohol</td>
<td>A-CHESS consists of (a) access to counselors, (b) a panic button related to relapse, (c) meditation, (d) recovery stories, (e) meeting locations, (f) recovery information, and podcasts App use: no notifications, instructed to use at will. Adjunct components: residential treatment.</td>
<td>TAUb (support offered through the residential service); comparison includes app: No</td>
<td>Duration: 8 months; assessments: 4 months (during intervention, no baseline); 8 months; 12 months; retention: 78%</td>
<td>Intervention: mean 38.3 (SD 9.5) years; 39.4% female; comparison: mean 38.4 (SD 11.2) years; 39.1% female</td>
</tr>
<tr>
<td>Hasin et al., 2014 [41]; “HealthCall”</td>
<td>Adults who were HIV-positive and alcohol dependent; alcohol</td>
<td>“HealthCall” (a) alcohol self-monitoring; (b) consumption feedback compared with drinking goal, and feedback on drinks per drinking day and reasons for drinking. App use: one prompt per day re self-monitoring. Adjunct components: counselors administered a 25-min motivational interviewing session.</td>
<td>Same as intervention, but app replaced by HealthCall-IVR (a daily phone call using interactive voice response). Comparison includes app? No</td>
<td>Duration: 60 days; assessments: baseline, 60 days; retention: 90%</td>
<td>Intervention: mean 45.5 (SD 11.5) years; 28.2% female; comparison: mean 46 (SD 7.2) years; 18.6% female</td>
</tr>
<tr>
<td>Hertzberg et al., 2013 [42]; “mCM”</td>
<td>Adults with posttraumatic stress disorder who were regular smokers; tobacco</td>
<td>“mCM” (a) using a CO1 device to check abstinence; (b) using camera to record CO reading; (c) financial reward for each uploaded video showing “abstinent” CO, with progressive reinforcement schedule. App use: twice daily notifications for 4 weeks. Adjunct components: (a) two smoking cessation counseling sessions; (b) nicotine replacement therapy, low-nicotine cigarettes, and Bupropion; (c) 6 calls to assist withmotivation; (d) an additional 2 weeks of mCM app use, but without financial compensation.</td>
<td>Same app as intervention, but using noncontingent compensation, based on submitting videos of CO monitoring process, regardless of positive or negative CO reading. Comparison includes app? Yes</td>
<td>Duration: 4 weeks; assessments: 4 weeks, 3 months; retention: not reported</td>
<td>Intervention: mean 42.5 (SD 4.5) years; 36.4% female; comparison: mean 53.3 (SD 11.6) years; 27.3% female</td>
</tr>
<tr>
<td>Author, date [reference]; “app name”</td>
<td>Sample type; target substances</td>
<td>Intervention groups description</td>
<td>Comparison groups description</td>
<td>Intervention duration; assessment time points; retention</td>
<td>Age; gender</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>-------------------------------</td>
<td>---------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Hides et al, 2018 [43]; “Ray’s Night Out”</td>
<td>People aged 16-25 years who drank alcohol at least monthly; alcohol</td>
<td>“Ray’s Night Out” (a) information on harm minimization strategies, (b) motivation to set a drinking goal, and (c) psychoeducation on consequences of intoxication. App use: no notifications used. Adjunct components: none.</td>
<td>Comparison</td>
<td>Duration: 1 month; assessments: baseline, 1 month; retention: 96%</td>
<td>Intervention: mean 20.4 (SD 2.2) years; 79.2% female; comparison: mean 20.5 (SD 2.5) years; 76.2% female</td>
</tr>
<tr>
<td>Kerst and Waters, 2014 [44]; “AR Training”</td>
<td>Adults who smoked 10 or more cigarettes per day for the past 2 years; tobacco</td>
<td>“AR Training” consists of attentional retraining (cognitive bias modification). Each training involves 160 trials. Trial begins with fixation cross on screen, followed by picture pair (smoking and neutral image), then dot probe. Required to indicate dot probe location quickly. App use: Four daily notifications (one assessment and three training) for 7 days. Adjunct components: none.</td>
<td>Same as app intervention, except dot probe equally likely to replace smoking and neutral images (no attentional bias modification). Comparison includes app? Yes.</td>
<td>Duration: 7 days; assessments: baseline, day 8; retention: 94%</td>
<td>Intervention: mean 41.8 (SD 10.2) years; 50% female; comparison: mean 43.6 (SD 14.0) years; 47% female</td>
</tr>
<tr>
<td>Krishnan et al, 2018 [45]; “Coach2Quit”</td>
<td>Daily smokers aged 18-years and above.</td>
<td>“Coach2Quit” uses real-time data from a carbon monoxide exhaler to provide users with tailored messages based on their CO result which is also graphically displayed. App use: twice daily notifications following CO breath test. Adjunct components: brief advice; c</td>
<td>Comparison procedure: brief advice only. Comparison includes app? No.</td>
<td>Duration: 30 days; assessments: baseline, day 14, day 30; retention: 87%</td>
<td>Intervention: Median 53 years; 59% female; comparison: Median 51 years; 58% female</td>
</tr>
<tr>
<td>Liang et al, 2018 [46]; “S-Health”</td>
<td>Adults from methadone maintenance clinics with heroin or other substances use in the past 30 days; drugs and alcohol</td>
<td>“S-Health” consists of daily surveys designed to serve as both assessment and intervention. Users respond to questions about (a) cravings; (b) affect; (c) trigger thoughts, places, and situations; (d) responses to triggers; and (e) social context. App use: daily educational text message. Daily educational text message (information about HIV prevention and other educational materials). Comparison includes app? No.</td>
<td>Daily educational text message (information about HIV prevention and other educational materials). Comparison includes app? No.</td>
<td>Duration: 4 weeks; assessments: 1 week, 2 weeks, 3 weeks, 4 weeks (no baseline); retention: 98%</td>
<td>Intervention: mean 41.7 (SD 8.7) years; 64% female; comparison: mean 41.3 (SD 6.8) years; 83% female</td>
</tr>
<tr>
<td>Ruscio et al, 2016 [47]; “Brief-MP”</td>
<td>Adults who smoked 10 or more cigarettes per day for the past 2 years; tobacco</td>
<td>“Brief-MP” consists of five audio-guided mindfulness sessions on (a) “urge-surfing” the craving, (b) mindfulness of the breath, body, thoughts, and emotions. Five daily assessments probed craving, mindfulness, and affect. App use: asked to meditate once per day. Four random daily assessment notifications and one following meditation session. Adjunct components: none.</td>
<td>Same as intervention, except sham-meditation recordings (eg, nonjudgmental awareness replaced with self-evaluation). Comparison includes app? Yes.</td>
<td>Duration: 2 weeks; assessments: baseline, 2 weeks; retention: 75%</td>
<td>Intervention: mean 45.34 (SD 11.84) years; 50% female; control: mean 44.16 (SD 13.64) years; 55% female</td>
</tr>
<tr>
<td>Author, date [reference]; “app name”</td>
<td>Sample type; target substances</td>
<td>Intervention groups description</td>
<td>Comparison groups description</td>
<td>Intervention duration; assessment time points(^a); retention(^b)</td>
<td>Age; gender</td>
</tr>
<tr>
<td>-------------------------------------</td>
<td>--------------------------------</td>
<td>-------------------------------</td>
<td>-----------------------------</td>
<td>------------------------------------------</td>
<td>------------</td>
</tr>
<tr>
<td>Witkiewitz et al, 2014 [48]; “BASICS-Mobile”</td>
<td>College students who engaged in at least one episode of heavy drinking during the past 2 weeks; alcohol and tobacco</td>
<td>“BASICS-Mobile” (a) daily monitoring, (b) normative feedback, (c) general or health information about drinking and smoking, (d) protective behavioral strategies, (e) alternative activities, (f) urge-surfing, and (g) decisional balance exercise. App use: 3 alerts per day for 14 days. Adjunct components: None. Comparison app: daily self-monitoring of alcohol consumption</td>
<td>Completed only initial screening, baseline assessment, and 1-month follow-up. Comparison includes app: No</td>
<td>Duration: 14 days; assessment: baseline, 1 month; retention: 94%</td>
<td>Whole sample: mean 20.5 (SD 1.7) years; 28% female</td>
</tr>
</tbody>
</table>

\(^a\)Assessment time points reported here do not include assessments during the intervention.

\(^b\)Retention is indicated only for the intervention group(s), defined as percentage completion of final (post intervention or follow-up) assessments.

\(^c\)Studies in italics reported significant outcomes for intervention app at post intervention and/or follow-up compared with control. All studies delivered apps via smartphones, except for the study by Kerst and Waters [44], which used personal digital assistants (PDAs).

\(^d\)AUDIT: Alcohol Use Disorders Identification Test.

\(^e\)Factorial design; participants used either the enhanced or the minimal version of each component.

\(^f\)The Drink Less app used a factorial randomized controlled trial design, whereby participants were randomized to 1 of the 32 groups, each receiving a different combination of intervention and comparison modules.

\(^g\)PP: PartyPlanner.

\(^h\)eBAC: estimated blood alcohol concentration.

\(^i\)PK: Promillekoll.

\(^j\)DSM-IV: Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition.

\(^k\)TAU: treatment as usual.

\(^l\)CO: carbon monoxide.
### Table 2. Summary of effects.

<table>
<thead>
<tr>
<th>Study [reference]; target substance and substance use outcome measures</th>
<th>Intervention</th>
<th>Control</th>
<th>Between groups statistic and significance</th>
<th>Effect size (df)</th>
<th>Quality assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aharonovich et al, 2017 [30]; drugs and alcohol</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number days primary drug use over 30 days</td>
<td>21</td>
<td>12.8 (4.4)</td>
<td>5.0 (4.7)</td>
<td>21</td>
<td>15.3 (7.3)</td>
</tr>
<tr>
<td>Number drinking days over previous 30 days</td>
<td>21</td>
<td>14.2 (7.3)</td>
<td>7.0 (7.6)</td>
<td>21</td>
<td>13.7 (6.3)</td>
</tr>
<tr>
<td>Standard drinks (14 g)^e per day over previous 30 days</td>
<td>21</td>
<td>3.2 (2.4)</td>
<td>.9 (1.0)</td>
<td>21</td>
<td>2.7 (2.0)</td>
</tr>
<tr>
<td>Baskerville et al, 2018 [31]; tobacco</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuous abstinence at 6 months</td>
<td>354</td>
<td>0</td>
<td>49 (13.8)</td>
<td>371</td>
<td>0</td>
</tr>
<tr>
<td>7-day point prevalence abstinence at 6 months</td>
<td>342</td>
<td>0</td>
<td>114 (33.3)</td>
<td>366</td>
<td>0</td>
</tr>
<tr>
<td>30-day point prevalence abstinence at 6 months</td>
<td>344</td>
<td>0</td>
<td>84 (24.4)</td>
<td>365</td>
<td>0</td>
</tr>
<tr>
<td>Boendermaker et al, 2015 [32]; alcohol</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard drinks (10 g) over 14 days</td>
<td>25</td>
<td>25.1 (21.4)</td>
<td>20.0 (17.1)</td>
<td>24</td>
<td>25.4 (19.1)</td>
</tr>
<tr>
<td>Bricker et al, 2014 [33]; tobacco</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent of sample abstinent over 30 days</td>
<td>80</td>
<td>(0) 0%</td>
<td>(10) 13%</td>
<td>84</td>
<td>0%</td>
</tr>
<tr>
<td>Crane et al, 2018 [35]; tobacco</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-reported abstinence at 12-weeks</td>
<td>ITT^l^; 14,228; PP^m^; 1213</td>
<td>(0) 0%; (0) 0%</td>
<td>(234) 1.6%; (234) 19.3%</td>
<td>ITT^n^; 13,884; PP^o^; 901</td>
<td>(0) 0%; (0) 0%</td>
</tr>
<tr>
<td>Average number of alcohol units (8 g) per week</td>
<td>NF^r^k; 336; CB^s^l; 336; MF^t^p; 336; AP^u^p; 336; IC^v^o; 336; NFxCBP^w; 168</td>
<td>39.1 (25.97); 40.3 (28.23); 39.9 (27.09); 39.0 (26.46); 38.9 (26.62)</td>
<td>24.5 (22.45); 27.2 (25.96); 26.3 (23.41); 23.8 (24.23); 23.2 (26.47)</td>
<td>336; 336; 336; 336; 336; 336; 336; 168</td>
<td>40.7 (28.66); 39.6 (26.45); 39.9 (27.63); 40.9 (28.20); 39.9 (27.85)</td>
</tr>
<tr>
<td>Study [reference]; target substance and substance use outcome measures</td>
<td>Intervention</td>
<td>Control</td>
<td>Between groups statistic and significance</td>
<td>Effect size (d)</td>
<td>Quality assessment</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>Pre, mean (SD) or n (%)</td>
<td>Post, mean (SD) or n (%)</td>
<td>n</td>
<td>Pre, mean (SD) or n (%)</td>
</tr>
<tr>
<td>Davies et al, 2017 [36]; alcohol</td>
<td>AUDIT-C&lt;sup&gt;a&lt;/sup&gt; (alcohol consumption score)</td>
<td>104</td>
<td>6.6 (2.62)</td>
<td>6.0 (2.33)</td>
<td>OTM&lt;sup&gt;c&lt;/sup&gt;; 99; IC&lt;sup&gt;c&lt;/sup&gt;; 97; WL&lt;sup&gt;c&lt;/sup&gt;; 102</td>
</tr>
<tr>
<td>Earle et al, 2018 [37]; alcohol</td>
<td>Maximum drink (undefined) number on single night over current semester</td>
<td>PNF&lt;sup+a&lt;/sup&gt;; 72; PNF&lt;sup+b&lt;/sup&gt;; 79</td>
<td>4.23 (4.14); 3.87 (4.07)</td>
<td>2.97 (3.25); 3.53 (3.38)</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>Drink (undefined) number over previous weekend</td>
<td>PNF&lt;sup+a&lt;/sup&gt;; 72; PNF&lt;sup+b&lt;/sup&gt;; 79</td>
<td>3.08 (4.10); 2.65 (3.74)</td>
<td>1.94 (2.67); 2.26 (3.28)</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>Composite score (maximum single occasion and drink number on previous weekend)</td>
<td>PNF&lt;sup+a&lt;/sup&gt;; 72; PNF&lt;sup+b&lt;/sup&gt;; 79</td>
<td>3.08 (4.10); 2.65 (3.74)</td>
<td>1.94 (2.67); 2.26 (3.28)</td>
<td>71</td>
</tr>
<tr>
<td>Kerst and Waters, 2014 [44]; tobacco</td>
<td>Percent of sample any smoking on test day</td>
<td>30</td>
<td>(29) 97%</td>
<td>(27) 90%</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>Expired carbon monoxide (ppm)</td>
<td>30</td>
<td>15.9 (5.35)</td>
<td>15.5 (7.70)</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>Salivary cotinine (ng/ml)</td>
<td>30</td>
<td>394 (181)</td>
<td>410 (211)</td>
<td>30</td>
</tr>
<tr>
<td>Gajecki et al, 2014 [38]; alcohol</td>
<td>Standard drinks (12 g) over 7 days</td>
<td>PP&lt;sup+a&lt;/sup&gt;; 153; PK&lt;sup+a&lt;/sup&gt;; 341</td>
<td>8.57 (6.12); 9.62 (6.26)</td>
<td>8.32 (6.45); 9.75 (7.05)</td>
<td>489</td>
</tr>
<tr>
<td></td>
<td>Number drinking days over 7 days</td>
<td>PP: 153; PK: 341</td>
<td>2.17 (1.12); 2.24 (1.20)</td>
<td>2.17 (1.23); 2.36 (1.23)</td>
<td>489</td>
</tr>
<tr>
<td>Gajecki et al, 2017 [39]; alcohol&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Standard drinks (12 g) over 7 days</td>
<td>71</td>
<td>16.58 (7.84)</td>
<td>12.87 (9.73)</td>
<td>124</td>
</tr>
<tr>
<td></td>
<td>Number drinking days over 7 days</td>
<td>71</td>
<td>3.35 (1.20)</td>
<td>2.51 (1.15)</td>
<td>124</td>
</tr>
<tr>
<td>Gonzalez and Dulin, 2015 [40]; alcohol&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Standard drinks (12 g) over 7 days</td>
<td>71</td>
<td>16.58 (7.84)</td>
<td>12.87 (9.73)</td>
<td>124</td>
</tr>
</tbody>
</table>

<sup>a</sup> See footnote<sup>b</sup>.<br><sup>b</sup> See footnote<sup>c</sup>.<br><sup>c</sup> See footnote<sup>d</sup>.<br><sup>d</sup> See footnote<sup>e</sup>.
<table>
<thead>
<tr>
<th>Study [reference]; target substance and substance use outcome measures</th>
<th>Intervention</th>
<th>Control</th>
<th>Between groups statistic and significance</th>
<th>Effect size (d)abcd</th>
<th>Quality assessmentc</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Pre. mean (SD) or n (%)</td>
<td>Post. mean (SD) or n (%)</td>
<td>n</td>
<td>Pre. mean (SD) or n (%)</td>
<td>Post. mean (SD) or n (%)</td>
</tr>
<tr>
<td>Standard drinks (14 g) over 7 days</td>
<td>28</td>
<td>39.12 (20.37)</td>
<td>22.07 (22.08)</td>
<td>20</td>
<td>33.34 (21.58)</td>
</tr>
<tr>
<td>Percent heavy drinking daysac</td>
<td>28</td>
<td>54.25 (28.93)</td>
<td>26.98 (29.47)</td>
<td>20</td>
<td>47.74 (29.71)</td>
</tr>
<tr>
<td>Percent abstinent days</td>
<td>28</td>
<td>30.36 (22.48)</td>
<td>51.32 (32.25)</td>
<td>20</td>
<td>38.21 (29.85)</td>
</tr>
<tr>
<td>Gustafson et al, 2014 [17]; alcohol</td>
<td>Number of risky drinking days over 30 daysad</td>
<td>132</td>
<td>1.50 (0.34)</td>
<td>139</td>
<td>3.01 (0.48)</td>
</tr>
<tr>
<td>Percent of sample abstinent over 30 days</td>
<td>132</td>
<td>(100)</td>
<td>139</td>
<td>(94)</td>
<td>67.7%</td>
</tr>
<tr>
<td>Hasin et al, 2014 [41]; alcohol</td>
<td>Standard drinks (14 g) per drinking day over 30 days</td>
<td>39</td>
<td>9.3 (6.9)</td>
<td>43</td>
<td>8.1 (3.9)</td>
</tr>
<tr>
<td>Percent of abstinent days over 30 days</td>
<td>39</td>
<td>58.1 (27.4)</td>
<td>79.2 (22.5)</td>
<td>43</td>
<td>61.3 (24.2)</td>
</tr>
<tr>
<td>Hertzberg et al, 2013 [42]; tobacco</td>
<td>Percent of sample abstinent for previous 7 days (bio-verified) at end of 4-week treatment</td>
<td>11</td>
<td>(0) 0%</td>
<td>11</td>
<td>(0) 0%</td>
</tr>
<tr>
<td>Percent self-report (not bio-verified) abstinence at 3-months post intervention</td>
<td>11</td>
<td>(0) 0%</td>
<td>(6) 55%</td>
<td>11</td>
<td>0%</td>
</tr>
<tr>
<td>Hides et al, 2018 [43]; alcohol</td>
<td>Risky single occasion drinking frequency over 1 monthah</td>
<td>97</td>
<td>2.11 (0.91)</td>
<td>2.23 (1.17)</td>
<td>86</td>
</tr>
<tr>
<td>Typical standard drinks (10 g) over 1 month</td>
<td>97</td>
<td>2.79 (1.41)</td>
<td>2.56 (1.32)</td>
<td>86</td>
<td>2.64 (1.40)</td>
</tr>
<tr>
<td>Krishnan et al, 2018 [45]; tobacco</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a: Reference number.
b: Indicates significant difference from baseline.
c: Indicates poor quality assessment.
d: Effect size calculated using Cohen’s d.
e: Indicates a trend.
f: Indicates a significant difference from baseline.
### Quality assessment

<table>
<thead>
<tr>
<th>Effect size (d)^ab</th>
<th>Quality assessment^c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poor</td>
<td>Poor</td>
</tr>
<tr>
<td>Poor</td>
<td>Poor</td>
</tr>
<tr>
<td>Poor</td>
<td>Poor</td>
</tr>
<tr>
<td>Poor</td>
<td>Poor</td>
</tr>
<tr>
<td>Poor</td>
<td>Poor</td>
</tr>
<tr>
<td>Poor</td>
<td>Poor</td>
</tr>
<tr>
<td>Poor</td>
<td>Poor</td>
</tr>
<tr>
<td>Poor</td>
<td>Poor</td>
</tr>
<tr>
<td>Poor</td>
<td>Poor</td>
</tr>
<tr>
<td>Poor</td>
<td>Poor</td>
</tr>
</tbody>
</table>

### Between groups statistic and significance

| Percent self-reported and biochemically verified abstinence at 30 days |
|-----------------|-----------------|-----------------|-----------------|
| N               | Pre, mean (SD) or n (%) | Post, mean (SD) or n (%) | N               | Pre, mean (SD) or n (%) | Post, mean (SD) or n (%) |
| 39              | 0 (0%)            | 1 (3%)           | 50              | 0%                | 1%               |
|                 |                   |                  |                 |                   |                  |
| P               | .05               | .04              | Poor            | Poor              |

<table>
<thead>
<tr>
<th>Median number of cigarettes over 30 days (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
</tr>
<tr>
<td>39</td>
</tr>
<tr>
<td>50</td>
</tr>
<tr>
<td>P</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Median expired carbon monoxide in ppm (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
</tr>
<tr>
<td>39</td>
</tr>
<tr>
<td>50</td>
</tr>
<tr>
<td>P</td>
</tr>
</tbody>
</table>

### Liang et al, 2018 [46]: drugs

<table>
<thead>
<tr>
<th>Number of days with primary drug use over 7 days (pre=end of week 1, no baseline)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
</tr>
<tr>
<td>48</td>
</tr>
<tr>
<td>25</td>
</tr>
<tr>
<td>OR = .29 (.06-1.44), P = .13 (regressed over 4 time points during intervention)</td>
</tr>
<tr>
<td>.09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Drugs detected in urine (pre=end of week 1, no baseline)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
</tr>
<tr>
<td>42</td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td>OR = .57 (.11-2.84), P = .49 (regressed over 4 time points during intervention)</td>
</tr>
<tr>
<td>.11</td>
</tr>
</tbody>
</table>

### Ruscio et al, 2016 [47]: tobacco

<table>
<thead>
<tr>
<th>Cigarettes per smoking day</th>
</tr>
</thead>
<tbody>
<tr>
<td>N/A</td>
</tr>
<tr>
<td>N/A</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Expired carbon monoxide (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>F_{1,29}=0.01, P=.92</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Salivary cotinine (ng/ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>F_{1,29}=0.04, P=.84</td>
</tr>
</tbody>
</table>

### Witkiewitz et al, 2014 [48]; alcohol and tobacco
### Quality assessment

- Effect size (d)<sup>a,b</sup> between groups statistic and significance

#### Control vs. Intervention

<table>
<thead>
<tr>
<th>Study [reference]; target substance and substance use outcome measures</th>
<th>Intervention</th>
<th>Control</th>
<th>Between groups statistic and significance</th>
<th>Effect size (d)&lt;sup&gt;a,b&lt;/sup&gt;</th>
<th>Quality assessment&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard drinks (14 g) per drinking day</td>
<td>BM: 30; DM: 29</td>
<td>N: 30; 26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BM: 5.57 (2.81); DM: 5.58 (2.45)</td>
<td>BM: 4.83 (2.59); DM: 4.56 (2.65)</td>
<td></td>
<td>WALDX&lt;sup&gt;2&lt;/sup&gt;=0.1, P=.94&lt;sup&gt;an&lt;/sup&gt;</td>
<td>.08 Poor</td>
</tr>
<tr>
<td>Number of heavy drinking days over 7 days&lt;sup&gt;ab&lt;/sup&gt;</td>
<td>BM: 30; DM: 29</td>
<td>N: 30; 26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BM: 2.31 (1.53); DM: 2.45 (1.44)</td>
<td>BM: 2.07 (1.70); DM: 1.76 (1.33)</td>
<td></td>
<td>WALDX&lt;sup&gt;2&lt;/sup&gt;=0.1, P=.91&lt;sup&gt;an&lt;/sup&gt;</td>
<td>.07 Poor</td>
</tr>
<tr>
<td>Cigarettes per smoking day</td>
<td>BM: 30; DM: 29</td>
<td>N: 30; 26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BM: 4.93 (3.43); DM: 4.78 (4.83)</td>
<td>BM: 3.28 (3.35); DM: 2.71 (2.86)</td>
<td></td>
<td>B=2.04, P=.002; B=1.59, P=.02</td>
<td>.55&lt;sup&gt;ap&lt;/sup&gt;, .45&lt;sup&gt;ap&lt;/sup&gt; Poor</td>
</tr>
<tr>
<td>Number of days with drinking and smoking over 7 days&lt;sup&gt;a&lt;/sup&gt;</td>
<td>BM: 30; DM: 29</td>
<td>N: 30; 26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BM: 2.81 (0.59); DM: 2.82 (0.64)</td>
<td>BM: 1.97 (1.09); DM: 2.07 (0.88)</td>
<td></td>
<td>WALDX&lt;sup&gt;2&lt;/sup&gt;=2.0, P=.38&lt;sup&gt;an&lt;/sup&gt;</td>
<td>.31 Poor</td>
</tr>
</tbody>
</table>

---

<sup>a</sup>All effect sizes are Cohen’s d. Sign of effect size indicates agreement with hypothesized direction (positive implies app condition improved outcome to a greater degree than comparison conditions; ie, a reduction in consumption or an increase in rates of abstinence).

<sup>b</sup>Where effect sizes not reported as Cohen’s d, effect sizes were converted from reported effect sizes where possible or derived using pooled baseline SDs from intervention and control groups, as described by Morris [49].

<sup>c</sup>Good quality=all criteria in the Cochrane Risk of Bias tool were met, fair quality=one criterion not met or two criteria unclear and the assessment that this was unlikely to have biased the outcome and there was no important limitation that could invalidate the results, poor quality=one criterion not met or two criteria unclear and the assessment that this likely biased the outcome and there were important limitations that could invalidate the results OR two or more criteria listed as high or unclear risk of bias.

<sup>d</sup>Studies in italics reported significant outcomes for intervention app at post-intervention and/or follow-up timepoints compared with control. Sample sizes reflect the number of participants included in the final analyses.

<sup>e</sup>IRR: incidence rate ratio.

<sup>f</sup>OR: odds ratio.

<sup>g</sup>Some data provided directly from authors.

<sup>h</sup>Group × time interaction analysis during intervention (not pre-post and hence was not considered superior to control as per our definition).
Heavy drinking defined here as 4+ standard drinks for females and 5+ for males.

Risky drinking defined here as 3+ standard drinks (14 g of alcohol) for females and 4+ for males consumed within a 2-hour period.

No baseline data were collected in this study as participants were inpatients who had not consumed alcohol for some time; authors use 4-month data as reference for 8-month post intervention and 12-month follow-up analyses.

FU: follow-up.

“No between groups significance conducted.

Risky single occasion drinking in this study is defined as 5+ standard drinks (10 g of alcohol) during one occasion.

Median scores, cannot compute Cohen d effect size.

LMM groupxday interaction based on daily smoking reports over 2 weeks (not pre-post).

BM: BASICS-Mobile app.

DM: Daily monitoring app.

Omnibus chi-square test across all 3 conditions.

Heavy drinking defined here as 4+ standard drinks for females and 5+ for males.

Effect size controlling for range of predictors.

Between group significance testing not conducted.
Table 3. Summary of usability.

<table>
<thead>
<tr>
<th>Study [reference]; app name</th>
<th>Usability measures</th>
<th>Usability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aharonovich et al, 2017 [30]; HealthCall</td>
<td>Engagement—proportion of days used out of total possible days, and satisfaction—7 items rated 1 (low) to 5 (high).</td>
<td>Engagement: 95% (range 68.7%-100%) of the possible 60 days. Satisfaction: mean 4.5 (SD 0.8).</td>
</tr>
<tr>
<td>Baskerville et al, 2018 [31]; Crush the Crave</td>
<td>Four satisfaction items (used frequently, easy to use, well laid out, and confidence in using) measured on a 5-point Likert scale (&quot;strongly agree&quot; to &quot;strongly disagree&quot;), overall satisfaction item using same scale as above, an overall helpfulness item on a 10-point Likert scale.</td>
<td>Mean (SD): Used frequently: 3.6 (1.2); Easy to use: 2.3 (1.1); Well laid out: 2.5 (1.1); Confidence in using: 2.8 (1.1); Overall satisfaction: 2.6 (1.3); Overall helpfulness: 4.3 (2.7).</td>
</tr>
<tr>
<td>Boendermaker et al, 2016 [32]; Alcohol/Avoid</td>
<td>User experience measured on 5-point Likert scale, 1 (strongly disagree) to 5 (strongly agree).</td>
<td>Mean (SD): Ease of use:15.77 (2.11); Player enjoyment:13.19 (2.98); Player involvement Mean (SD) 11.23 (2.13); Task compliance:6.07 (1.53).</td>
</tr>
<tr>
<td>Bricker et al, 2014 [33]; SmartQuit</td>
<td>Treatment satisfaction measured on 5-point scale, 1 (not at all) to 5 (very much), and utilization: self-reported number of times opened app.</td>
<td>85% said app organized; 53% said app useful for quitting; 59% were satisfied overall; app mean use 37 times over 8 weeks (no prompts).</td>
</tr>
<tr>
<td>Crane et al, 2018 [34]; Drink Less</td>
<td>Four usability measures rated on a 5-point scale, 1 (not at all) to 5 (extremely).</td>
<td>Mean (SD): Helpfulness: NF 3.05 (0.88); CB 3.02 (0.98); MF 3.18 (0.93); AP 3.04 (1.02); IC 3.09 (0.97). Ease of use: NF: 3.45 (0.97); CB: 3.45 (0.97); MF: 3.59 (1.00); AP: 3.56 (1.07); IC: 3.57 (1.00). Recommend: NF: 2.99 (1.23); CB: 2.91 (1.23); MF: 3.25 (1.22); AP: 3.08 (1.23); IC: 3.15 (1.16) . Satisfaction: NF: 3.22 (0.95); CB: 3.20 (0.97); MF: 3.36 (1.00); AP: 3.26 (1.00); IC: 3.25 (0.95).</td>
</tr>
<tr>
<td>Dulin et al, 2014 [50]; LBMI-A</td>
<td>Helpfulness and ease of use of each tool rated on a 7-point scale, 1 (extremely unhelpful or extremely easy to use) to 7 (extremely helpful or extremely difficult to use).</td>
<td>Mean (SD): Ease of use: 5.6 (1.7), with the Drink Monitor Tool being the easiest to use, 6.6 (1.8) and the High-Risk Location Tool being the most difficult, 4.3 (1.6). Helpfulness: High-Risk Location Tool was least helpful, 3.8 (2.2) and the Daily Interview Tool was most helpful, 6.1 (1.1).</td>
</tr>
<tr>
<td>Gajecki et al, 2014 [38]; PartyPlanner</td>
<td>Self-reported app usage and questions on ease of use, suitability, and likelihood of recommending to a friend, on a 5-point scale.</td>
<td>Mean (SD): Self-reported usage (any): PP 4.7 (1.2); PK 4.0 (1.1). Self-reported usage (not at all): NF 3.7 (1.2); CB 3.6 (1.2); MF 3.26 (1.00); AP 3.36 (1.00); IC 3.25 (1.00).</td>
</tr>
<tr>
<td>Hasin et al, 2014 [41]; HealthCall</td>
<td>Twelve satisfaction questions on a 3-point scale, assessing feelings of safety and privacy, effects on recall and knowledge of own drinking patterns, motivation and self-confidence to reduce consumption, and app’s ability to prompt drinking goals.</td>
<td>Intervention group (“agree”): perceived responses as safe (94.59%), concerned about privacy (37.84%), liked using app (91.89%), graphs increased interest in app (86.49%), and graphs increased perceived benefit of app (91.89%). Of the 30 daily suggestions for cutting down drinking, 13 were rated as “helpful”/“very helpful” by over half the patients.</td>
</tr>
<tr>
<td>Hides et al, 2018 [43]; Ray’s Night Out</td>
<td>Mobile Application Rating Scale (5-point rating scale, 23 items), assessing engagement, functionality, aesthetics, and information quality.</td>
<td>Mean (SD): The MARS indicated the app had a good level of overall app quality: 3.82 (0.51); Functionality: 3.98 (0.69); Aesthetics: 4.03 (0.62); Information: 4.0 (0.56). Participants reported that they were unlikely to pay for the app:1.25 (0.69) and gave it a 3 out of 5-star rating: 3.13 (0.76).</td>
</tr>
<tr>
<td>Liang et al, 2018 [46]; S-Health</td>
<td>Seven usability questions (5-point scale), assessing ease of use, recall feasibility, willingness to provide responses, etc.</td>
<td>Intervention group (“strongly agree” or “agree”): “The survey questions were easy to understand” (55.3%); “I was comfortable answering these questions” (68.1%); “I was able to remember the number of days or frequency using alcohol or drugs in the past week” (53.2%); “The smartphone screen was easy to use” (72.3%); “I prefer to answer these questions myself on a cellphone instead of having a person ask me” (46.8%).</td>
</tr>
<tr>
<td>McTavish et al, 2012 [51]; A-CHESS</td>
<td>Passive app use data: which service selected; duration of use for each service; which pages viewed; messages sent or received.</td>
<td>93.5% accessed the system during the first week after leaving treatment. The A-CHESS services used by the greatest percentage of participants included discussions, my messages, my team, and weekly surveys. The least used services were instant library, frequently asked questions, and web links.</td>
</tr>
<tr>
<td>Pocuca et al, 2016 [52]; Ray’s Night Out</td>
<td>Mobile Application Rating Scale - youth version (5-point rating scale, 23 items), assessing engagement, functionality, aesthetics, and information quality.</td>
<td>Mean (SD): Entertaining: 3.78 (SD 0.83); Interesting: 3.67 (0.71); Customizable: 3.00 (0.58); Interactive: 2.63 (0.74); Speed and accuracy of function: 4.78 (0.44); Ease of use: 4.44 (0.73); Flow and logic: 4.33 (0.50); Layout design: 4.33 (0.50); Graphs and graphs quality 4.56 (0.73); quality and credible information 3.71 (0.58); would you recommend 2.78 (1.09); overall star rating 3.11 (0.60).</td>
</tr>
</tbody>
</table>
aNF: personalized normative feedback.
bCB: cognitive bias retraining.
cMF: monitoring and feedback.
dAP: action planning.
eIC: identity change.
fPP: PartyPlanner app.
gPK: Promillekoll app.
hMARS: Mobile App Rating Scale.

Risk of Bias

Risk of bias was assessed using the Risk of Bias tool developed by the Cochrane Collaboration [26]. This tool enabled the assessment of 5 key sources of bias: (1) allocation sequence, (2) allocation concealment, (3) blinding of participants and personnel, (4) blinding of outcome assessment, and (5) incomplete outcome data. The assessment of risk of bias for each study was conducted by 2 independent reviewers (JB and RB), and disagreement was resolved through discussion. Table 2 provides the quality ratings of the included studies; please refer to Figure 2 [17,30-48] for a summary of the sources of bias.

Figure 2. Risk of bias summary.

Data Synthesis and Analyses

As stated, a decision was made a priori to not conduct a meta-analysis. Nonetheless, we report Cohen $d$ effect sizes to enable meaningful comparisons and interpretations (Table 2). When effect sizes were not reported in the paper, we computed them using pooled baseline SDs from the intervention and control groups, as described by Morris [49].

Results

Design and Target Sample

A total of 20 studies met the inclusion criteria for the review. Eighteen studies were randomized controlled trials (RCTs) and two were matched controlled studies [39,41], as the control groups in each of these studies were from a related trial.
(conducted by the same research group), matched on main measures, and adopting the same eligibility criteria (ie, matched controlled studies). Specifically, in the study by Gajecki [39], participants in the comparison were from an assessment-only control group in a concurrent study that had the same eligibility criteria and were matched on alcohol consumption. In the study by Hasin [41], the matched controls were the control participants from a previous randomized trial adopting the same eligibility criteria.

The studies varied considerably in the sample size per group available for analysis, ranging from 22 to 14,228. The majority of studies were recruited from community samples with a wide age range, with the exception of 5 studies that included only university students. Five studies included a clinical or dependent sample [17,40–42,46], and gender tended to be evenly balanced, with the exception of the clinical studies, which had a greater proportion of males. Moreover, 10 apps targeted alcohol reduction [17,32,33,34,36,38–41,43,45], 7 targeted tobacco [31,33,35,42,44,47], 1 targeted alcohol and tobacco [48], 1 targeted drugs [46], and 1 targeted illicit drugs and alcohol [30].

Risk of Bias

The methodological quality varied considerably. A total of 11 studies (11/20, 55%) reported adequate generation of random sequencing, 9 studies (9/20, 45%) reported adequately concealed group allocation, 5 studies (5/20, 25%) reported appropriate blinding of participants and personnel, 13 studies (13/20, 65%) reported appropriate blinding of outcome assessment, and 14 studies (14/20, 70%) adequately accounted for incomplete data. Overall, only 3 studies were classified as having a low risk of bias on all 5 measures of risk of bias. Moreover, 4 studies were classified as having a low risk of bias on 4 measures, 5 studies on 3 measures, 1 study on 2 measures, and 7 studies had low risk of bias on either none or only one measure. See Figure 2; more details regarding the source of bias and an in-text description of the risk of bias are provided in Multimedia Appendix 1.

App Content, Complexity, and Supportive Components

Apps differed substantially in their intervention content. Most apps were stand alone, but 8 [17,30,31,39,41,42,45,46] of them had additional adjunct components such as supportive counseling; motivational interviewing; educational messages; links to resources; peer group supports such as Facebook groups; nicotine replacement therapy; audio-guided relaxation; and even a high-risk patient locator, which sends an alert to patients if they are approaching a high-risk drinking location (Table 1). In terms of app complexity, at least half of the apps consisted of multiple intervention elements [17,34,35,48]; others were simple and employed a single distinct intervention such as approach-bias training [44,47]. Apps varied substantially in the underlying theoretical approaches of their interventions (motivational interviewing, approach-bias modification, meditation, acceptance and commitment therapy, and relapse prevention). Finally, the majority of apps included self-monitoring of substance use as part of the intervention, and only 1 app (DrinkLess) directly tested the intervention components.

Comparison Conditions

The comparison conditions were highly diverse. That is, Crane et al [34], Crane et al [35], Earle et al [37], Hertzberg et al [42], Kerst and Waters [44], and Ruscio et al [47] used a variant or minimal version of the intervention app, controlling for some key intervention component; Bricker et al [33] used an unrelated app; Boederman et al [32] and Hasin et al [41] used the same intervention but not delivered by an app; Gonzalez and Dulin [40], Liang et al [46], and Davies et al [36] used a nonapp different substance use intervention; Aharonovich et al [30] and Gustafson et al [17] used the adjunct or treatment as usual intervention as the comparison group (ie, minus the app); Baskerville et al [31] used information material and links to resources; and 5 studies used a waitlist, passive control or assessment only [36,38,39,43,48].

Intervention Duration, Time to Follow-Up, Notifications, and Frequency of Contact

The intervention duration was generally short to medium length (1 to 8 weeks), with the exception of Gajecki et al (12 weeks) [39], Hides et al (26 weeks) [43], and Gustafson et al (35 weeks) [17]. Smoke Free and Drink Less did not specify an intervention length. Aside from 2 studies [17,42], no follow-up assessments were conducted following end-of-treatment measures. Most apps employed assessment and/or intervention notifications or alerts; however, 6 apps did not use notifications and instead requested that participants use the app at will or during specific events such as when drinking alcohol [17,32,33,38,39,43]. For the apps that did employ notifications, the most common schedule was once per day. Four apps used more frequent notifications 2 times per day [42], 3 times per day [48], and 4 times per day [44,47]. One app employed a single weekly email reminder [33].

Effectiveness Outcomes

Cohen d effect sizes were extracted or calculated for each substance consumption outcome. For five studies where outcome data did not conform to the requirements for the calculation as described by Morris [49], effect sizes were computed by converting from the reported effect size to Cohen d, as indicated in Table 2. In three cases, insufficient data were provided (despite requests to authors) to calculate a pre-post effect size.

A minority of studies (6/20; Table 2) reported significant reductions in substance use compared with the comparison group at post treatment or follow-up. Of the 6 apps that reported superior outcomes (compared to controls) at post treatment, 3 targeted alcohol, one of which was with clinical participants (A-CHESS), and the other two were focused on university students (TeleCoach and CampusGANDR). One app was delivered to smokers (SmokeFree) and another targeted both alcohol and smoking in a university population (BASICS-Mobile), but in the latter study, only the smoking reductions (not alcohol) were superior to the comparison condition. Finally, one app (HealthCall) targeted illicit drugs and alcohol in an HIV population, but only a significant reduction in drug use (not alcohol) was reported in comparison to controls. It should be noted that most apps did report reductions in substance use;
however, they were not necessarily superior to the control conditions post treatment. In addition, three apps were categorized as showing promise. Brief-MP (smoking app) and LBMI-A (alcohol app with a clinical group) reported intervention effects during treatment but not post treatment, and DrinkLess reported a significant reduction in alcohol consumption with a combination of two components (normative feedback and cognitive training).

Witkiewitz et al [48] reported on “BASICS-Mobile” that delivered monitoring, normative feedback, health information, alternative activities, and “urge-surfing” over 14 days focusing on alcohol and smoking reduction in university students. The app performed better for cigarettes smoked per day compared with a minimal control condition at post intervention (d=0.55), and no intervention effect was found for alcohol. Gustafson et al [17] showed that “A-CHESS,” which delivered psychoeducation, recovery stories, meeting locations, guided meditation, and access to phone counselors over 8-months, performed better than treatment as usual for 30-day alcohol abstinence (d=0.37) and number of risky drinking days (d=0.24). Aharonovich et al [30] showed that, alongside motivational interviewing, “HealthCall”—an app delivered over 8 weeks employing motivational self-monitoring, personalized feedback, and the option to call a phone counselor—produced significantly lower rates of primary drug use compared with a motivational interviewing only control group (d=0.17). Gajecki et al [39] reported that “TeleCoach”—an app that delivered alcohol monitoring, personalized feedback, alcohol guidelines and risk situations, drink refusal skills, and “urge-surfing” over 3 months—was associated with a reduction in drinking occasions (but not quantity) compared with a waitlist group (d=0.30). Earle et al [37] reported that the app “CampusGANDR”—a campus-based game that primarily centered on normative and injunctive feedback over 6 weeks—was associated with a reduction in drink number over a weekend compared with a control app that provided feedback about activity reports unrelated to drinking (d=0.23). Crane et al [35] reported that “Smoke Free”—an app consisting of goals, monitoring, daily messages that reported on accrued benefits (eg, financial savings and estimated health improvements), and behavior change strategies over a 30 day period—was associated with higher 3-month continuous smoking abstinence rates compared with a minimal version of the app (d=0.22 using per protocol analysis and d=0.34 using intention to treat analysis; see Multimedia Appendix 1 for details).

In addition, we categorized three further apps as showing promise. Brief-MP and LBMI-A were associated with significant reductions in the intervention arm, although this difference was no longer significant at post intervention (see Multimedia Appendix 1 for details) [40,47]. In addition, although DrinkLess was associated with no overall difference between the intervention and control app, a significant interaction was found between the normative feedback and cognitive training components within the intervention group only, suggesting that these two components in combination resulted in a greater decrease in alcohol consumption compared with their minimal app (see Multimedia Appendix 1 for details). Given that this analysis was exploratory (although prespecified), we await further research before drawing any conclusions.

**Retention, Engagement, and Usability**

Retention rates for the intervention group—usually defined as completion of final assessments (post or follow-up)—were generally good (70-80%) [17,39,47], high (80-90%) [32,33,37,42], or very high (over 90%) [30,41,43,44,46,48]. Lower retention rates were found in the studies by Gajecki et al (61%) [38], Gonzalez et al (60%) [40], and Crane et al (27%) [34]. See Table 3 for details.

Engagement—generally defined as responding to notifications or use in line with instructions (eg, in some trials, participants were instructed to use the app daily without providing notifications)—varied more, with some studies reporting low engagement (below 50%) [38,46], others reporting moderate engagement (50-80%) [47,51], and some reporting high user engagement (80% and over) [30,33,41,42,44].

Studies have used various methods to ascertain usability and user satisfaction, including reliable instruments such as the mobile application rating scale (MARS) [53], or a single item (Table 3). Satisfaction ratings ranged from moderate (50-80%) [33] to high (80% and over) [30,41]. For example, Hides et al [43] used the MARS and found that Ray’s Night Out had good objective app quality and high (80% and over) levels of functionality, aesthetics, and information. Hasin et al [41] reported high satisfaction, with 86% of patients stating that HealthCall-S reminded them of their drinking goal and over 80% stating that it increased confidence and motivation to reduce drinking. In the study by Bricker et al [33], 59% said they were satisfied overall.

In summary, of the 6 apps that were significantly more effective than their comparison conditions, all reported small to moderate effect sizes. Moreover, 3 of the 6 app studies were assessed as having a high risk of bias and 3 as having a low risk of bias; hence, no particular pattern emerged regarding outcomes and bias. When multiple substance consumption measures were reported, significant outcomes were mostly variable. Further details of each study are provided in Multimedia Appendix 1 and the tables.

**Discussion**

The primary aim of this paper was to synthesize and report on an up-to-date systematic literature review focused on the effectiveness of substance use (alcohol, illicit drugs, or tobacco) interventions delivered via mobile apps. A total of 20 studies were included in the review, of which only 6 reported significantly greater reductions in substance use post intervention compared with comparison groups [17,30,35,37,39,48]. The average effect sizes were modest, although this is consistent with mobile apps in other fields, including mental health [15] and diet and exercise [54]. Two further trials [40,47] reported significant intervention effects during the treatment phase, with no significant group differences at post intervention. A third app reported a significant interaction for two intervention components within the app [34].
The 6 apps that performed significantly better than their comparison conditions varied substantially in intervention length, content, and complexity, and few commonalities across the majority of these emerged. In terms of app content, 3 of the 6 apps included normative feedback, and 1 app included personalized feedback (actual consumption compared with goals). Specifically, CampusGANDR rested heavily on personalized normative feedback and injunctive feedback (what peers think you should do); TeleCoach provided personalized normative feedback immediately following consumption reports; BASICS-mobile delivered normative feedback every day; and HealthCall included personalized feedback comparing actual consumption with personal goals. Interestingly, in the earlier study by Gajjecki [38], the comparison condition, which included personalized normative feedback, performed better than the intervention, which did not deliver normative consumption feedback. This association between personalized feedback and normative feedback is consistent with previous face-to-face interventions demonstrating the effectiveness of these approaches [55] within mHealth approaches to substance reduction. Given the known importance of peers and normative attitudes in relation to substance use, including this component in future apps (particularly in young populations) may enhance efficacy.

In addition, the length of intervention may have played a role in influencing positive outcomes, with only 1 of the 6 highlighted interventions being under 6 weeks long (4, 6, 8, 12, and 35 weeks). In contrast, most of the studies that did not report intervention superiority ran for 4 or fewer weeks. Although only suggestive, it is possible that behavior change via an app may be more effective when the intervention component is greater than 4 weeks and participants engage for longer periods.

Retention rates were generally high across all studies, with the majority showing above 90% retention at postintervention or follow-up, except for the Smoke Free [35] and Drink Less [34] apps where retention at follow-up was less than 30%. The two latter studies differed from the rest as people enrolled in the study after having downloaded the app, as opposed to being recruited to a trial from the outset. This suggests that retention may be poor for apps used outside of research trials, and methods that enhance retention are of utmost importance if apps are to be effective as a public health approach. Moreover, 9 of the 20 studies reported usability data, with some variable results. Encouragingly, participants generally experience mHealth apps as easy and convenient to use. Considering that the poor usability of smartphone apps is common and can substantially compromise user engagement [56], these results are promising.

Four of the apps (LBMI-A, A-CHESS, Health Call, and Health S) were targeted at clinical samples who were primarily alcohol-dependent individuals, except for Health S (heroin dependence). Only 1 of the 4 reported superior outcomes (A-CHESS) [17]. This app intervention was for alcohol-dependent individuals who had already been in residential treatment, and hence, it functioned as a relapse prevention program. Furthermore, A-CHESS included adjunct components such as contact with counselors when required, indicating that the app alone was likely not responsible for the intervention effect. In addition, it is likely that this study has some risk of bias as it would have been clear to participants that they were in the intervention group given that the comparison group was treatment as usual with no additional support. It is not surprising given the complexity of alcohol and drug dependence that a mobile app may not result in significant positive outcomes for clinical samples, particularly given that most of the interventions except for A-CHESS were 6 weeks or less in duration. Although it is too early to draw any firm conclusions, it does appear that if mobile apps are helpful for those who are dependent on substances, it is likely to be most effective as posttreatment support rather than as the primary intervention. Interestingly, of the 7 apps that targeted tobacco use (1 targeted both alcohol and tobacco, BASICS), the only 2 reporting superior outcomes were Smoke Free and BASICS, which had no lower limit on smoking level, whereas the other trials included daily smokers, some of which were smoking 10 cigarettes a day, which would be considered in the mild to moderate dependence range. Once again, this tends to suggest that individuals with heavier substance use (if not clinical) are less likely to benefit from mobile apps. Given the small numbers, it is not possible to draw any conclusions regarding effectiveness in relation to the type of substance, although there is some suggestion that mobile apps are less effective with dependent individuals. We await further studies to confirm this conclusion.

Finally, it is important to note that the reductions in substance use produced by some of the app interventions were small in absolute terms. For example, compared with the comparison conditions, the app conditions with significant consumption outcomes produced mean reductions of one less day of drug use over 30 days [30], 0.8 of a day less drinking per week [39], 5% increase in the likelihood of being abstinent [17], and one less drink over a weekend [37]. Nonetheless, at a public health level, even small reductions at a population level can have a significant impact on the reduction of mortality and morbidity associated with problematic alcohol and other drug use and thus remain encouraging. Furthermore, although the majority of studies did not report “superior” outcomes (to their comparison conditions), in many cases, they reported significant decreases in alcohol or illicit drugs or tobacco. This will occur in study designs when comparison conditions are other apps or interventions delivered via other digital modalities (web-based and IVR) that we also know have a positive impact on substance reduction. In this respect, the mHealth field would benefit from greater consensus and clarity regarding the expectations of app efficacy and the role mobile apps should play in clinical treatment and public health approaches.

Limitations
Numerous limitations were apparent in the included studies. For example, most studies were affected by design limitations and risk of bias and many were small sample pilot studies. That is, studies varied considerably in terms of sample size, with many small studies (eg, eight intervention conditions had samples of 30 or fewer); in contrast, two studies had samples greater than 1000.

One of the most significant limitations was that comparison conditions varied considerably, and in many cases were poorly
balanced with the intervention condition. This variability in design reflects distinct kinds of research questions and precludes being able to draw any conclusions (tentative or otherwise) about the effectiveness of apps compared with other modes of delivery for problematic substances. Similarly, the 6 apps reporting superior outcomes compared with controls are confounded by substantially different kinds of comparison conditions—some likely to have very little therapeutic benefit (eg, waitlist control) and others comprised a similarly comprehensive “treatment” as the intervention condition (eg, web-based version of the same intervention). In addition, some studies included comparison conditions that were poorly balanced in terms of content and frequency of contact [17,30,46]. For example, in one study [17], participants in the treatment group had more counselor contact and completed a weekly assessment of alcohol intake, not delivered in the comparison condition, which may have produced an assessment effect. The Bricker et al study [33] included unspecified adjunct therapies (intervention group participants were encouraged to use other therapies alongside the trial, with no reporting of the details).

Finally, the risk of bias was generally high. At times, this was due to lack of detailed information, so it is possible that the true risk of bias could be lower across the studies. Overall, only 6 studies were classified as having either no or low risk of bias (Table 2; Multimedia Appendix 1). A further seven studies were assessed as potentially being biased, but a lack of information did not enable them to be classified as low risk. The remaining 8 studies were assessed as having a high risk of bias. Moreover, 3 of the 6 studies reporting superior outcomes were assessed as having no risk or low risk of bias, providing confidence that half of the significant findings were highly robust. Two of the superior trials had some risk of bias, of which one was due to unclear descriptions and one had high risk.

**Future Recommendations**

This review highlights a number of key areas for future work in this fast-growing area. First, it is clear that we need sufficiently powered trials with longer follow-up periods and greater attention to reduce the potential risk of bias in these studies. An increasing focus on protocol papers, pre-registered trials, and adherence to Cochrane guidelines (and reporting thereof) will result in the ability to draw stronger conclusions in the next review.

Second, this review highlighted considerable variability in app content and complexity across a range of substances and inadequate descriptions of app content within publications. Furthermore, only half of the studies included descriptions of the user experience, which is critical to consider alongside the effectiveness data. If engagement and satisfaction from the user perspective is low, then the effectiveness outside of trial studies will be very low. The lack of usability data can be partly explained by word constraints and the reluctance of some journals to publish “user experience” papers. Thus, we recommend the field to engage with the Open Sciences Framework and similar platforms when providing details of app content, theories of change, and design.

In some cases, the development of app interventions was clearly described within the context of a theory of change for substance use reduction (eg, within the papers reporting on Smoke Free, Drink Less, and BASICS-mobile). However, in many cases, it was unclear what the proposed mechanism of change was and why it was chosen, and at times, it was difficult to ascertain the content of the intervention. In some cases, the rationale was to transfer “effective” face-to-face treatments to mobile apps (ie, BASICS-mobile), whereas other authors developed bespoke app interventions dependent on user input and the unique aspects of smartphone technology (ie, Ray’s Night Out). Ultimately, despite the substance use field having now produced 20 controlled evaluations of mobile apps, we remain unclear as to which “types” of interventions are likely to be most effective and the theory of change model underpinning them. Finally, in most cases, except for the DrinkLess app, there was little investigation of the effectiveness of the intervention components. The positive interaction between cognitive bias training and normative feedback found in the post-hoc analyses of the DrinkLess app is promising, given the ease by which both of these intervention components can be translated into a mobile app. Furthermore, the cognitive training component is a habit-forming activity and is well suited to an intervention that can be easily attended to on a smartphone at any time. Importantly, some behavior change interventions may be more aligned to digital delivery than others. For instance, we have recently proposed that a time-based goal setting technique rather than traditional count-based goals (to reduce smoking or alcohol or drug use) could be substantially enhanced by the unique capabilities of app functionality [57]. This might include daily reminders, timed alerts, automating reduction goals, supportive psychological strategies, and personalized delivery of interventions. As we continue to make further technological advancements in app delivery, well-aligned intervention content will be critical to the success of mHealth. A fine-grained analysis of the content of mobile apps in this field would be a helpful exercise in future publications.

Third, it was surprising to see a lack of iterative co-design processes being described in many of the publications (although Smoke Free, Drink Less, and Ray’s Night Out were some of the exceptions). Although potentially omitted in some cases due to manuscript length constraints, usability testing before evaluating the app in larger RCTs is critical. Such usability testing allows researchers to then modify the functionality based on user and clinician feedback, thereby avoiding inefficient or highly limited RCTs. Greater emphasis on co-design and usability testing will enhance our ability to improve retention. For example, we know that therapist guidance reduces attrition in digital interventions, but this can be costly. One possibility would be to trial automated guides or coaches to provide support and reduce attrition. Furthermore, the use of personalized reminders and strategies, machine-learning functionality, passive-sensor reporting, and context-based reminders have the potential to increase retention, in addition to other uses. However, none of the apps in this review incorporated these more complex and sophisticated technologies. We found this surprising, a pattern that could in part reflect funding constraints. Although evidence is lacking as to what level of collaboration is appropriate and at which point during the design process, it
is likely that greater interdisciplinary and co-design collaboration, including users, researchers, clinicians, software developers, policy makers, marketing teams, and graphic designers, can produce more sophisticated products that will leverage these capabilities in the context of university research trials.

Finally, the considerable range of comparison conditions was a major limitation of this review, with the rationale for some of the chosen comparison conditions being somewhat perplexing. Each different type of comparison condition reflects a different research question and implies quite different purposes for an app focused on substance reduction. Researchers could consider whether their trial seeks to determine if the tested app will produce superior effects to an identical, similar, or different app intervention; computer intervention; face-to-face intervention; treatment as usual; or no intervention. At a public health level, we propose that if an app reduces substance use to the same degree as a more costly intervention, then this should be considered a positive trial outcome. This was not a discussion engaged in most of these papers and does point to a broader policy-based discussion as to what constitutes “app effectiveness” to ensure transparent communication with the public. Such considerations are important, given the potential broad reach that apps have in remote and financially disadvantaged communities or in addressing numerous other barriers to help seeking. The current saturation of smartphones in our society makes them a powerful mHealth tool, but further work is needed to understand how best to harness their capabilities, engage the user, and generate positive intervention outcomes. With hopeful anticipation, we look forward to what the next 5 years in mHealth research and development brings.

Conclusions
It has been approximately 10 years since substance use interventions delivered via smartphone apps have become available, and the majority of controlled evaluations have been published in the last 5 years. As we are likely to see an acceleration in the development of smartphone app substance use interventions over the coming years, it is timely to take stock of the field and identify strengths, limitations, and future directions. This state-of-the-art review highlights the diversity in app design, with a range of options being explored for both community and clinical populations. The review also highlights substantial variability in study design, intervention types, comparison conditions, measures, follow-up period, length of intervention, and reporting details, making it almost impossible to infer factors or themes associated with the effectiveness of substance use apps specifically. We see this review as a taking stock moment; we are clearly not at the point where any firm conclusions can be drawn. Importantly, guidance from the details and outcomes of this review will hopefully strengthen the mHealth field in its future endeavors to assist individuals in the community to reduce their problematic consumption of alcohol, tobacco, and/or illicit drugs. Ultimately, we hope that mHealth can provide affordable, accessible, and effective behavior change interventions in this field.

Co-design is critically important in all intervention development; however, many studies do not incorporate the user until after important design and intervention decisions are made. To answer whether an app intervention is equivalent or superior in efficacy to other formats, the app should be tested against the same intervention delivered within a nonapp comparison condition. Ultimately, comparison conditions should be selected based on the fundamental research question. In addition to app-specific functionality that can be leveraged to produce innovative interventions, apps that demonstrate at least outcome equivalence compared with face-to-face treatment or treatment as usual would offer numerous advantages, including low cost, accessibility, reduced barriers to help seeking, and potentially higher engagement. Relatedly, efficacious app interventions that are able to recruit individuals otherwise unwilling to seek help would also offer substantial advantages in addressing the treatment gap. Indeed, app interventions have generated considerable interest in public health research, with some promising signs emerging from mental health apps [15], although see study by Weisel et al [16]. However, a similar story cannot yet be told for apps focused on helping people reduce problematic alcohol, tobacco, and/or illicit drug use. Although the field is still in its infancy, this review cautiously suggests that app interventions for problematic substance use are yet to clearly demonstrate their utility. In particular, and not surprisingly, this seems to be the case for clinical or heavier users of substances. A more positive state of the literature in the next review is likely to be enabled by greater collaboration between multidisciplinary teams, iterative learning from each other’s products, selecting evidence-based and mobile app–aligned content, greater expert and consumer input, attention to reducing risk of bias, comprehensive usability testing, more personalized interventions, and methods that leverage greater user engagement and retention.
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Abstract

Background: Internet-delivered psychological treatments (IDPTs) are built on evidence-based psychological treatment models, such as cognitive behavioral therapy, and are adjusted for internet use. The use of internet technologies has the potential to increase access to evidence-based mental health services for a larger proportion of the population with the use of fewer resources. However, despite extensive evidence that internet interventions can be effective in the treatment of mental health disorders, user adherence to such internet intervention is suboptimal.

Objective: This review aimed to (1) inspect and identify the adaptive elements of IDPT for mental health disorders, (2) examine how system adaptation influences the efficacy of IDPT on mental health treatments, (3) identify the information architecture, adaptive dimensions, and strategies for implementing these interventions for mental illness, and (4) use the findings to create a conceptual framework that provides better user adherence and adaptiveness in IDPT for mental health issues.

Methods: The review followed the guidelines from Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA). The research databases Medline (PubMed), ACM Digital Library, PsycINFO, CINAHL, and Cochrane were searched for studies dating from January 2000 to January 2020. Based on predetermined selection criteria, data from eligible studies were analyzed.

Results: A total of 3341 studies were initially identified based on the inclusion criteria. Following a review of the title, abstract, and full text, 31 studies that fulfilled the inclusion criteria were selected, most of which described attempts to tailor interventions for mental health disorders. The most common adaptive elements were feedback messages to patients from therapists and intervention content. However, how these elements contribute to the efficacy of IDPT in mental health were not reported. The most common information architecture used by studies was tunnel-based, although a number of studies did not report the choice of information architecture used. Rule-based strategies were the most common adaptive strategies used by these studies. All of the studies were broadly grouped into two adaptive dimensions based on user preferences or using performance measures, such as psychometric tests.

Conclusions: Several studies suggest that adaptive IDPT has the potential to enhance intervention outcomes and increase user adherence. There is a lack of studies reporting design elements, adaptive elements, and adaptive strategies in IDPT systems. Hence, focused research on adaptive IDPT systems and clinical trials to assess their effectiveness are needed.

(J Med Internet Res 2020;22(11):e21066) doi:10.2196/21066
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Introduction

Research accounts for internet-delivered psychological treatment (IDPT) as a useful therapeutic tool [1] with increased potential to provide evidence-based mental health interventions for the far-reaching population at a lower cost [2,3]. However, actual user adherence to such interventions is low [4-8]. These results raise a critical question in IDPT: how can the clinical effect of IDPT be improved? Therefore, it is relevant to focus on the factors associated with enhancing user adaption toward such interventions.

Some studies have found that providing therapist contact for online guidance and support during interventions increases adherence and effect sizes [7,9-14]. Clarke et al [15] added telephone calls and postcard reminders from therapists to increase user adherence. The study concluded by discovering no significant difference between intervention groups with or without reminders. However, a similar study done by Farrer et al [16] to evaluate the effectiveness of a 6-week IDPT for depression with and without telephone interaction concluded that IDPT is effective both with and without tracking for reducing depression. The results indicated that the success of an intervention depends on the environmental settings in which they are performed [16]. Similarly, some studies increased the frequency of emails from therapists to increase user adherence. Klein et al [17] conducted a study to examine if the frequency of therapists’ contact (from 1 email per week to 3 emails per week) made a difference in user adherence. The study concluded that the effectiveness of IDPT might be independent of the frequency of therapist contact. Hilvert-Bruce et al [18] conducted a study to investigate if the drop out of users of IDPT was caused by lack of treatment efficacy, if changes in the choice of treatments, reminders, and financial cost improves adherence, and finally, if the addition of clinical contact improves user adherence. The results of the study showed that adding reminders, and increasing the choice of treatments, cost, timing, and contact with clinicians improved user adherence [18]. These findings illustrate that the baseline predictors of adherence vary across studies.

A systematic review by Christensen et al [7] discovered that disease diversity, treatment length, and predicted chronicity are essential factors contributing to user adherence in IDPT. Similarly, clinical severity has also been indicated as one of the crucial factors contributing to user adherence in web-based interventions targeting problematic drinking [19]. Similar factors have been identified as the most prominent factors in user adherence toward IDPT. However, only a few studies have discussed why the target group chose not to adhere to any specific IDPT system. The most common reasons cited for nonadherence in state-of-art studies were that (1) people believe they have made sufficient progress, (2) users reported there was too much content without much flexibility, (3) users reported that treatments were too complicated, (4) treatments did not match users’ expectations, (5) there was a lack of therapist contact, and (6) there was a lack of personalization. A meta-analysis by Vandereycken and Devidt [20] concluded that the target groups chose not to adhere to the eating disorder treatment because they believed they had achieved sufficient progress. However, a lack of progress is not related to nonadherence, according to several other studies [7,17].

According to a survey done by Johansson et al [21], participants chose not to adhere to the treatment when they were unable to perceive a compatible correlation between the length of weekly text modules and the conditions in their personal life. Moreover, the participants found the content to be a tiresome burden because of the length of the text modules and time consumed to go through them. Furthermore, the fixed format of the content sent to the participants each week was perceived as inflexible for some participants. Content complexity was perceived as challenging to comprehend and to process by individuals participating in interventions [8,21], especially when these individuals considered themselves to have attention problems or limited reading and writing skills. Participants’ knowledge and expectations about the treatment process have shown to influence user trust and hence adherence [22]. Johansson et al [21] outlined in their study that participants mentioned they were grateful for being offered the treatment. However, not all of them appeared to be fully aware of the treatment and its significance. A similar conclusion was drawn by Alaoui et al [23], who identified higher treatment credibility to be the most influential prognostic factor for user adherence. Feedback has been thought to increase user adherence for 65% of intervention participants [19]. Similarly, a study by Johansson et al [21] revealed that the lack of therapist support during interventions was perceived by patients as a sign that therapists did not care about their health care issues. Furthermore, some participants reported that they never prioritized their personal development because they were aware that face-to-face meeting was not required. A recent study on mental health indicated that compliance failure can result from a lack of personalization [24]. A study by Doherty [25] claimed to have improved user adherence with the IDPT system by focusing on user personalization.

Most of the research examining the causes of low user adherence to IDPT has discovered that the reasons associated with patients were about personal and interpersonal competencies, and lack of resources rather than the diagnosis or health problem severity [7]. Moreover, it was about the patient’s intrinsic motivation to change, their self-relatedness, and their receptivity to change. Levey and Clarkin [26] characterized this reason as the patient variable. Considering this as the reason for premature termination of interventions indicates a need to investigate the reasons and circumstances for nonadherence further. Specifically, this indicates a gap in the literature concerning the in-depth exploration of the subjective reasons for nonadherence in online psychological interventions. In general, the factors affecting premature termination of participants from IDPT, as outlined by Johansson et al [21], can be characterized by the interaction between the participant’s perception of the treatment (content complexity, therapist feedback, and information about significance) and the participant’s situation (awareness about the treatment, availability, daily routines, treatment expectations, and perceived language skills). Analogously, a report by the World Health Organization [27] distinguished five interacting dimensions affecting adherence to medication, therapy, and health care in general: socioeconomic factors, therapy-related factors,
patient-related factors, condition-related factors, and health system/health care team–related factors. The same report claimed that relatively limited research has been done on the effects of health system/health care team–related factors on adherence.

In this paper, we propose that in addition to these two factors (perception of treatment and personal situations), a third factor is contributing to user adherence: the adaptiveness of the IDPT system. There are two perspectives here: adaptiveness and information architecture (IA) [28]. First, IA is associated with how people cognitively process information and enhances the ability of the participants to find information. Second, adaptiveness refers to an ability in the system to change in response to environmental changes. The former perspective makes the information presented in IDPT comprehensible and discoverable, while the latter makes the IDPT more personalized. In this paper, we argue that both adaptiveness and IA are essential elements that contribute to user adherence in IDPT. Hence, we aim to investigate the following research questions in this literature review: (1) what are the most prevalent choices of IA in existing IDPT systems, and what is the primary rationale behind choosing an IA?, (2) what are the primary adaptive elements in IDPT systems, and how do these elements contribute to enhancing user adherence and intervention outcomes?, (3) what are the primary adaptive strategies used in IDPT systems, and how do these adaptive strategies consume adaptive elements to generate personalized experience for mental health patients?, and (4) how can we generalize the results to create a conceptual framework that can be used in the creation of an adaptive IDPT system for mental health interventions?

To the best of our knowledge, limited research has examined the experience of nonadherence in the IDPT system based on IA and adaptiveness as affecting factors. In this study, we focus on reviewing the adaptive elements and IA in the current IDPT systems used for the treatment of mental illness. Our review shows that several different terms are being used to describe similar IDPT systems. Interventions involving the internet as the communication mechanism are referred to as web-based treatments, web-based interventions, online treatment, computerized psychotherapy, e-therapy, eHealth, internet-based cognitive behavioral therapy, digital interventions, web app–based psychotherapy treatments, therapeutic web-based interventions, eHealth interventions [29], and others. Analogously, other variations include creation of technical platforms such as Interapy [30], Deprexis [31], ULTEMAT [32], digital behavior change interventions [33], and smartphone-based apps with specific brand names [34]. The absence of any taxonomic preferences and professional ontology makes the field of IDPT inconsistent and ambiguous. The use of a multitude of terms and labels to describe similar health interventions makes it difficult to search the results of studies. To be consistent, we chose to use the term IDPT, as suggested by Andersson et al [35].

Methods

We conducted the review according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [36]. Here, we present the methodology we used to search, analyze, and extract pertinent information from relevant studies.

Search Strategy

We searched the databases recommended by Cochrane [37], including Medline (PubMed), ACM Digital library, PsycINFO, EMBASE, CINAHL, and Cochrane, to identify studies. In addition, we hand-searched the reference list of the selected publications to retrieve additional relevant publications. The search string included Adaptive, OR Flexible, OR Tailored, AND Internet, AND Interventions, AND Mental Health (see Multimedia Appendix 1 for detailed search string). Each term included medical subject headings, and the search was done on full-text papers. The search was limited to all papers published in English from January 2000 to January 2020. The database searches and subsequent review were performed by the same two authors (SKM and JDW) independently in a double-blind process.

Eligibility Criteria

We included studies in which the articles met the following inclusion criteria: (1) discussed an intervention delivered through the internet (web- or mobile-based), (2) attempted to provide adaptive (dynamic, tailored, flexible) interventions by using adaptive strategies, (3) targeted a mental health disorder defined by the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) [38], and (4) was published between January 2000 and January 2020. No data restrictions were imposed. The following exclusion criteria were used: (1) not written in the English language, (2) not a full-text paper or published in the form of a short paper, extended abstract, abstract or poster, (3) designed as nonempirical findings such as opinion papers, reviews, editorials, letters, agendas, or study protocols, (4) dealt with adaptive technology in any domain other than mental health, or (5) was not about adaptive technology.

Review Procedure

The selection of studies took place in three phases based on the review of the title, keywords, abstract, and full text. Title and abstract screening were carried out blinded for author, journal, and date of publication. Any doubtful papers were included in the next phase, and disagreement was resolved through discussion. After identifying 3341 relevant papers in the initial database search, 372 duplicate papers were removed, and 2969 unique papers remained. In the screening step, the resulting list of 2969 papers was reviewed independently by the same two authors according to inclusion and exclusion criteria. By reviewing the title, abstract, and keywords, 105 eligible papers were retrieved. Two main reasons for the substantial exclusions were (1) the search engine returned the results containing any of the search terms, although they were logically connected, and (2) most of the papers were related to mental health without any reference to IDPT. Full texts were evaluated to determine...
the eligibility of the remaining papers. The full texts of the 105 eligible papers were assessed independently by the same authors. Any discrepancies between the authors regarding the selection of the papers were resolved through discussion. In total, 74 papers were excluded in this round, and the selection process led to the inclusion of 31 papers, as illustrated in Figure 1. The most common reason for exclusion in this phase was that the publication did not discuss an intervention delivered via the internet. Other publications were excluded because they focused on other types of health care interventions without clear information about IA, user adherence, or adaptive strategies.

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram for this systematic review.

Data Extraction and Synthesis
Data from the included studies were extracted, verified, and tabulated for review by the authors. From the selected studies, we chose to obtain the main adaptive elements, adaptive strategies used, adaptive dimension, and actor involved in adaptation. Multimedia Appendix 2 provides a detailed summary of the analysis of the 31 articles in the review. All of the articles in the analysis are listed in the references [11-14,24,32,39-63]. We evaluated all of the relevant studies based on the adaptive IDPT model previously described [28]. As mentioned in the study [28], we extracted the core components of the adaptive reference model, including adaptive elements, adaptive dimensions, IA, and adaptive strategies. The rest of our results are based on these core components.

Data and Software Availability
For purposes of transparency and reproducibility of our study, we have published the resulting data, code, and procedures on GitHub [64]. The GitHub repository includes raw articles extracted from database searches, keyword formulation documents, preprocessed article lists, and a literate programming script used for data preprocessing, analysis, and visualization.

Results
Mental Health Illnesses Addressed
A significant number of the included studies addressed depression (n=11) and anxiety disorder (n=7), followed by general mental health issues (n=8), such as well-being, mindfulness, and goal achievement. Furthermore, some studies reported the use of adaptiveness in other areas such as insomnia (n=2), social psychology (n=1), attention deficit hyperactivity disorder (n=2), posttraumatic stress disorder (n=2), suicidality (n=2), and substance misuse (n=1). The full list of types of mental health problems addressed in the relevant studies is presented in Table 1.
<table>
<thead>
<tr>
<th>Mental illnesses</th>
<th>Study references</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td>Tsiakas et al, 2015 [40]</td>
</tr>
<tr>
<td></td>
<td>Levin et al, 2018 [41]</td>
</tr>
<tr>
<td></td>
<td>Burns et al, 2011 [50]</td>
</tr>
<tr>
<td></td>
<td>Rebar et al, 2016 [51]</td>
</tr>
<tr>
<td></td>
<td>Malins et al, 2020 [54]</td>
</tr>
<tr>
<td></td>
<td>Van Gemert-Pijnen et al, 2014 [56]</td>
</tr>
<tr>
<td></td>
<td>Lillevoll et al, 2014 [24]</td>
</tr>
<tr>
<td></td>
<td>Achtyes et al, 2015 [57]</td>
</tr>
<tr>
<td></td>
<td>Wallert et al, 2018 [58]</td>
</tr>
<tr>
<td></td>
<td>Kop et al, 2014 [61]</td>
</tr>
<tr>
<td></td>
<td>D’Alfonso et al, 2017 [63]</td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>Tsiakas et al, 2015 [40]</td>
</tr>
<tr>
<td></td>
<td>Levin et al, 2018 [41]</td>
</tr>
<tr>
<td></td>
<td>Walter et al, 2007 [45]</td>
</tr>
<tr>
<td></td>
<td>Batterham et al, 2017 [48]</td>
</tr>
<tr>
<td></td>
<td>Malins et al, 2020 [54]</td>
</tr>
<tr>
<td></td>
<td>Achtyes et al, 2015 [57]</td>
</tr>
<tr>
<td></td>
<td>Wallert et al, 2018 [58]</td>
</tr>
<tr>
<td>Insomnia</td>
<td>Forsell et al, 2019 [59]</td>
</tr>
<tr>
<td>Substance use</td>
<td>Batterham et al, 2017 [48]</td>
</tr>
<tr>
<td>Suicidality</td>
<td>Delgado-Gomez et al, 2016 [42]</td>
</tr>
<tr>
<td></td>
<td>Batterham et al, 2017 [48]</td>
</tr>
<tr>
<td>Social psychology</td>
<td>Rachuri et al, 2010 [62]</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>Dodd et al, 2017 [14]</td>
</tr>
<tr>
<td>Stress</td>
<td>Konrad et al, 2015 [47]</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>Tielman et al, 2019 [43]</td>
</tr>
<tr>
<td></td>
<td>Eisen et al, 2016 [46]</td>
</tr>
<tr>
<td>Smoking cessation</td>
<td>Lagoa et al, 2014 [44]</td>
</tr>
<tr>
<td>Attention deficit hyperactivity disorder</td>
<td>Nahum-Shani et al, 2012 [12]</td>
</tr>
<tr>
<td>General mental health</td>
<td>Iorfino et al, 2019 [39]</td>
</tr>
<tr>
<td></td>
<td>Berrouiguet et al, 2018 [49]</td>
</tr>
<tr>
<td></td>
<td>Ketelaar et al, 2014 [52]</td>
</tr>
<tr>
<td></td>
<td>Coyle et al, 2010 [53]</td>
</tr>
<tr>
<td></td>
<td>Kitagawa et al, 2020 [13]</td>
</tr>
<tr>
<td></td>
<td>van Os et al, 2017 [55]</td>
</tr>
<tr>
<td></td>
<td>van de Ven et al, 2017 [32]</td>
</tr>
</tbody>
</table>

**Intervention Platform**

Based on our findings, the communication media used to administer internet-facilitated interventions to patients can be classified into three categories: web apps, mobile apps, and computer games. A significant number of the included studies were based on web apps [11,14,24,39,43,49,50,52,54,56,63], followed by mobile apps [13,32,41,49,50,55,60,61] and a
game-based intervention [53]. There was only one paper that applied both web and mobile technologies for internet-based intervention. However, a lot of studies did not report the mode of delivery.

**IA**

IA is concerned with the art and science of organizing and labelling components of web apps, intranets, software, and online communities to enhance their usability and accessibility. IA plays a vital role in web app development, and a good architecture can improve the ability of employees and customers to find information and decrease the app’s maintenance cost [28]. Finding the type of IA used in IDPT systems and their relevancy to treatment outcomes is one of the research questions of this study. However, a significant number of studies (20/31, 65%) did not report the type of IA they used in their IDPT system. Based on the IA of the intervention reported in the 31 reviewed articles, 4 (13%) studies reported the use of tunnel-based IA, and 3 (10%) studies reported the use of matrix IA and hierarchical IA. The full list of types of IA used in the relevant studies is presented in Table 2.

Table 2. Types of information architecture used in the reviewed studies.

<table>
<thead>
<tr>
<th>Information architectures</th>
<th>Study references</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tunnel-based IA</td>
<td>Iorfino et al, 2019 [39]</td>
</tr>
<tr>
<td></td>
<td>Konrad et al, 2015 [47]</td>
</tr>
<tr>
<td></td>
<td>Batterham et al, 2017 [48]</td>
</tr>
<tr>
<td></td>
<td>Kitagawa et al, 2020 [13]</td>
</tr>
<tr>
<td>Hybrid IA</td>
<td>D’Alfonso et al, 2017 [63]</td>
</tr>
<tr>
<td>Matrix IA</td>
<td>Levin et al, 2018 [41]</td>
</tr>
<tr>
<td></td>
<td>Lagoa et al, 2014 [44]</td>
</tr>
<tr>
<td></td>
<td>Van Gemert-Pijnen et al, 2014 [56]</td>
</tr>
<tr>
<td>Hierarchical IA</td>
<td>Tielman et al, 2019 [43]</td>
</tr>
<tr>
<td></td>
<td>Berrouiguet et al, 2018 [49]</td>
</tr>
<tr>
<td>Not clear/not reported</td>
<td>Coyle et al, 2010 [53]</td>
</tr>
<tr>
<td></td>
<td>Tsiakas et al, 2015 [40]</td>
</tr>
<tr>
<td></td>
<td>Delgado-Gomez et al, 2016 [42]</td>
</tr>
<tr>
<td></td>
<td>Walter et al, 2007 [45]</td>
</tr>
<tr>
<td></td>
<td>Burns et al, 2011 [50]</td>
</tr>
<tr>
<td></td>
<td>Rebar et al, 2016 [51]</td>
</tr>
<tr>
<td></td>
<td>Ketelaar et al, 2014 [52]</td>
</tr>
<tr>
<td></td>
<td>Malins et al, 2020 [54]</td>
</tr>
<tr>
<td></td>
<td>Kitagawa et al, 2020 [13]</td>
</tr>
<tr>
<td></td>
<td>van Os et al, 2017 [55]</td>
</tr>
<tr>
<td></td>
<td>Lillevoll et al, 2014 [24]</td>
</tr>
<tr>
<td></td>
<td>Dodd et al, 2017 [14]</td>
</tr>
<tr>
<td></td>
<td>Achtyes et al, 2015 [57]</td>
</tr>
<tr>
<td></td>
<td>Wallert et al, 2018 [58]</td>
</tr>
<tr>
<td></td>
<td>Forsell et al, 2019 [59]</td>
</tr>
<tr>
<td></td>
<td>Erten-Uyumaz et al, 2019 [60]</td>
</tr>
<tr>
<td></td>
<td>Kop et al, 2014 [61]</td>
</tr>
<tr>
<td></td>
<td>van de Ven et al, 2017 [32]</td>
</tr>
<tr>
<td></td>
<td>Rachuri et al, 2010 [62]</td>
</tr>
</tbody>
</table>

The analysis of Table 2 answers our first research question. Most of these IAs fall into four categories: (1) tunnel-based design, (2) matrix design, (3) hierarchical design, and (4) hybrid design. A previous study [65] showed that 90% of the available...
IDPT systems used a tunnel-based design, where users navigate sequentially to search for information. A tunnel-based design is analogous to watching TV series, reading textbooks, attending academic classes, or attending multiple clinical sessions. An argument for tunnel-based design is that the experience is less likely to overwhelm users with information and options [66]. The tunnel-based design is probably also the default IA design alternative in many projects and is the easiest to implement.

**Adaptive Elements**

Adaptive elements are the main components that are personalized for the user. As reported in a previous study [28], the main adaptive elements can be intervention content, design, assessment tests, IA, content presentation, content complexity, content recommendation, user interface (such as navigation system, search engines), feedback, notifications/reminders/alerts, behavioral activities, exercises, and reporting/dashboards. We report the full list of adaptive elements found in the relevant studies in Table 3.

Numerous studies (9/31, 29%) reported adapting the content of the intervention. However, most of these studies did not explicitly report the type of content, level of complexity, or modality (audio, video, presentation, pictures, assignments, activities, and assessments). Knowledge of the modalities of the content and their associated complexity provides insight into how interventions could be adapted and personalized for patients.

Another notable observation is that several studies (11/31, 35%) used feedbacks as adaptive elements. Numerous studies described the process of adaptive feedback in different forms, including sending personalized motivational messages [43], tailored messages by therapists [11,13,54], and providing general support [14]. In contrast, a few studies aimed to adapt reminders and alerts by sending an email or SMS text message or making a phone call [24,48,50]. Only 2 studies targeted the adaptation of exercises [41,47] and 1 study targeted the adaptation of behavioral activities [60]. We identified a total of 7 papers (7/31, 23%) that adapted assessment tests or psychometric assessment tests [39,42,45,46,55-57].
Table 3. Types of adaptive elements identified from the relevant studies.

<table>
<thead>
<tr>
<th>Main adaptive elements</th>
<th>Study references</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention content</td>
<td>Iorfino et al, 2019 [39]</td>
</tr>
<tr>
<td></td>
<td>Lagoa et al, 2014 [44]</td>
</tr>
<tr>
<td></td>
<td>Batterham et al, 2017 [48]</td>
</tr>
<tr>
<td></td>
<td>Rebar et al, 2016 [51]</td>
</tr>
<tr>
<td></td>
<td>Coyle et al, 2010 [53]</td>
</tr>
<tr>
<td></td>
<td>Nahum-Shani et al, 2012 [12]</td>
</tr>
<tr>
<td></td>
<td>Van Gemert-Pijnen et al, 2014 [56]</td>
</tr>
<tr>
<td></td>
<td>D’Alfonso et al, 2017 [63]</td>
</tr>
<tr>
<td></td>
<td>Kop et al, 2014 [61]</td>
</tr>
<tr>
<td>Content presentation</td>
<td>Iorfino et al, 2019 [39]</td>
</tr>
<tr>
<td>Feedback message, support</td>
<td>Iorfino et al, 2019 [39]</td>
</tr>
<tr>
<td></td>
<td>Tielman et al, 2019 [43]</td>
</tr>
<tr>
<td></td>
<td>Batterham et al, 2017 [48]</td>
</tr>
<tr>
<td></td>
<td>Burns et al, 2011 [50]</td>
</tr>
<tr>
<td></td>
<td>Ketelaar et al, 2014 [52]</td>
</tr>
<tr>
<td></td>
<td>Malins et al, 2020 [54]</td>
</tr>
<tr>
<td></td>
<td>Kitagawa et al, 2019 [13]</td>
</tr>
<tr>
<td></td>
<td>Van Gemert-Pijnen et al, 2014 [56]</td>
</tr>
<tr>
<td></td>
<td>Dodd et al, 2017 [14]</td>
</tr>
<tr>
<td></td>
<td>van de Ven et al, 2017 [32]</td>
</tr>
<tr>
<td>Assessment tests</td>
<td>Iorfino et al, 2019 [39]</td>
</tr>
<tr>
<td></td>
<td>van Os et al, 2017 [55]</td>
</tr>
<tr>
<td></td>
<td>Van Gemert-Pijnen et al, 2014 [56]</td>
</tr>
<tr>
<td></td>
<td>Achtyes et al, 2015 [57]</td>
</tr>
<tr>
<td></td>
<td>Delgado-Gomez et al, 2016 [42]</td>
</tr>
<tr>
<td></td>
<td>Walter et al, 2007 [45]</td>
</tr>
<tr>
<td></td>
<td>Eisen et al, 2016 [46]</td>
</tr>
<tr>
<td>Behavioral activities (sleep pattern)</td>
<td>Erten-Uyumaz et al, 2019 [60]</td>
</tr>
<tr>
<td>Reminder messages (SMS text messages, emails, phone calls)</td>
<td>Burns et al, 2011 [50]</td>
</tr>
<tr>
<td></td>
<td>Lillevoll et al, 2014 [24]</td>
</tr>
<tr>
<td></td>
<td>Batterham et al, 2017 [48]</td>
</tr>
<tr>
<td>Exercises</td>
<td>Levin et al, 2018 [41]</td>
</tr>
<tr>
<td></td>
<td>Konrad et al, 2015 [47]</td>
</tr>
<tr>
<td>Reports</td>
<td>Iorfino et al, 2019 [39]</td>
</tr>
<tr>
<td></td>
<td>Burns et al, 2011 [50]</td>
</tr>
<tr>
<td>Not clear</td>
<td>Tsiakas et al, 2015 [40]</td>
</tr>
</tbody>
</table>

Table 3 presents the list of the primary adaptive elements in the adaptive IDPT systems. The list includes (1) intervention content, (2) content presentation, (3) feedback messages, (4) assessment tests, (5) behavioral activities (sleep pattern), (6) reminder messages (email, SMS text messages, phone calls), (7) exercises, and (8) reporting (dashboard for the patients and the therapists). The central concept of adaptiveness is to create different levels of these adaptive elements and provide these elements based on a personalized profile. For example, if a person watches videos more than they listen to audio, read text, or view slides, then based on the principle of adaptiveness, it
makes sense to present upcoming interventions in a video format.

**Dimensions of Adaptation**

The way an adaptive system changes its behaviors depends on a multitude of factors: (1) users’ data and preferences, (2) goals of the intervention, (3) measures, (4) adaptation actors, and (5) adaptation strategies. We refer to these aspects as the dimensions of the adaptive IDPT system [28]. Table 4 presents a list of adaptive dimensions extracted from the included studies.

<table>
<thead>
<tr>
<th>Table 4. Dimensions considered for adaptation in the relevant studies.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adaptation dimensions</strong></td>
</tr>
<tr>
<td>User data and preferences (user context, needs, and location)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Measures</td>
</tr>
<tr>
<td>Psychometric tests/screening</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>User behavior analysis based on interaction data</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Goals of intervention</td>
</tr>
<tr>
<td>Not clear</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

The relevant studies were mainly grouped into two clusters based on the choice of adaptive dimensions: user preferences (13/31, 42%) or outcome measures (14/31, 45%). Only 1 study used a goal-based adaptive dimension. Among the studies using...
user preferences, some studies [32,42–46,62] used user context, while some studies used user location [32,62] to adapt interventions. The studies based on outcome measures used either psychometric tests or user behavior analysis based on interaction data to measure the performance outcome.

**Adaptive Strategies**

The adaptive strategy indicates the techniques used to tailor the intervention. In a recent study [28], four significant clusters of adaptive approaches were identified, namely rule-based adaptation, predictive algorithm-based (such as machine learning) adaptation, goal-driven adaptation, and adaptation through a feedback loop. Similar to the study [28], we identified the following adaptive strategies, presented in Table 5, in the reviewed studies.

**Table 5.** Types of adaptive strategies found in the relevant studies.

<table>
<thead>
<tr>
<th>Types of adaptive strategies</th>
<th>Study references</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule-based strategies</td>
<td>Iorfino et al, 2019 [39]</td>
</tr>
<tr>
<td></td>
<td>Tsiakas et al, 2015 [40]</td>
</tr>
<tr>
<td></td>
<td>Levin et al, 2018 [41]</td>
</tr>
<tr>
<td></td>
<td>Delgado-Gomez et al, 2016 [42]</td>
</tr>
<tr>
<td></td>
<td>Tielman et al, 2019 [43]</td>
</tr>
<tr>
<td></td>
<td>Walter et al, 2007 [45]</td>
</tr>
<tr>
<td></td>
<td>Eisen et al, 2016 [46]</td>
</tr>
<tr>
<td></td>
<td>Konrad et al, 2015 [47]</td>
</tr>
<tr>
<td></td>
<td>Batterham et al, 2017 [48]</td>
</tr>
<tr>
<td></td>
<td>Rebar et al, 2016 [51]</td>
</tr>
<tr>
<td></td>
<td>Ketelaar et al, 2014 [52]</td>
</tr>
<tr>
<td></td>
<td>Coyle et al, 2010 [53]</td>
</tr>
<tr>
<td></td>
<td>Malins et al, 2020 [54]</td>
</tr>
<tr>
<td></td>
<td>Nahum-Shani et al, 2012 [12]</td>
</tr>
<tr>
<td></td>
<td>Kitagawa et al, 2019 [13]</td>
</tr>
<tr>
<td></td>
<td>van Os et al, 2017 [55]</td>
</tr>
<tr>
<td></td>
<td>Van Gemert-Pijnen et al, 2014 [56]</td>
</tr>
<tr>
<td></td>
<td>Lillevoll et al, 2014 [24]</td>
</tr>
<tr>
<td></td>
<td>van de Ven et al, 2017 [32]</td>
</tr>
<tr>
<td>Predictive algorithm- or machine learning–based strategies</td>
<td>Tsiakas et al, 2015 [40]</td>
</tr>
<tr>
<td></td>
<td>Lagoa et al, 2014 [44]</td>
</tr>
<tr>
<td></td>
<td>Berrouiguet et al, 2018 [49]</td>
</tr>
<tr>
<td></td>
<td>Burns et al, 2011 [50]</td>
</tr>
<tr>
<td></td>
<td>Nahum-Shani et al, 2012 [12]</td>
</tr>
<tr>
<td></td>
<td>Wallert et al, 2018 [58]</td>
</tr>
<tr>
<td></td>
<td>Rachuri et al, 2010 [62]</td>
</tr>
<tr>
<td></td>
<td>Erten-Uyumaz et al, 2019 [60]</td>
</tr>
<tr>
<td></td>
<td>Kop et al, 2014 [61]</td>
</tr>
<tr>
<td>Recommendation-based strategies</td>
<td>D’Alfonso et al, 2017 [63]</td>
</tr>
<tr>
<td>General or unclear strategy</td>
<td>Dodd et al, 2017 [14]</td>
</tr>
<tr>
<td></td>
<td>Achtyes et al, 2015 [57]</td>
</tr>
</tbody>
</table>

The list of strategies includes rule-based strategies, predictive algorithm-based strategies, and recommendation-based strategies. As expected, a significant number of studies (20/31, 65%) used some form of rule-based adaptation mechanism. For example, some studies [42,45,46] used item-response theory [8] to tailor psychometric tests. The primary motivation toward
adapting psychometric tests is to extract essential information from patients without asking them too many questions. The study by Van Gemert-Pijnen et al [56] applied user behavior analysis by inspecting web-log data and combined it with a rule-based engine to adapt the intervention. The same study concluded that pattern recognition can be a useful tool to tailor interventions based on usage patterns from earlier lessons [56]. With the hype of data science, several studies [12,40,44,49,50,58,60-62] attempted to use some form of predictive algorithm to adapt the intervention. While some studies did not report the outcome of the overall study [40,49], most of them reported that the use of predictive algorithms had a positive effect on the adaptation of interventions [12,44,50,58,60-62]. However, these studies concluded that further research is required to study the effectiveness of performance outcomes.

Efficacy of Treatment Outcomes

In general, this systematic review shows that tailoring interventions according to patients’ needs and preferences has a positive effect on user adherence and hence treatment outcomes. Several studies reported that the personalization of interventions [13,32,39,41,43,47,50-52,54,56,59] and assessments [42,45,46] increased user adherence. Similarly, a study by Coyle et al [53] reported that a personalized system provided a higher degree of user satisfaction. However, some studies reported a lack of noticeable improvement in treatment outcomes. For instance, a study by Batterham et al [48] reported that there was no significant difference between tailored and static versions in the effectiveness of treatment or adherence. However, the same study reported that participants in the tailored conditions were more satisfied than those in the control conditions [48]. Lillevoll et al [24] made a similar conclusion, reporting that tailoring of feedback and dispatching weekly email reminders did not improve the intervention outcomes or user adherence. Given the scenario with two different clusters of results, further research and clinical trials are required to comprehend how user adherence and personalization of interventions are correlated.

Discussion

Key Findings

A total of 3341 studies were initially identified based on the inclusion criteria. Following a review of the title, abstract, and full text, 31 studies that fulfilled the inclusion criteria remained, most of which attempted to tailor interventions for mental illnesses. Approximately 68% (21/31) of the studies had a first author with a health care background. The most common adaptive elements were feedback messages to patients from therapists (11/31, 35%) and intervention content (9/31, 29%). However, how these elements contribute to the efficacy of IDPT in mental illness was not reported. The most common IA used was tunnel-based IA (4/31, 13%), while many studies (20/31, 65%) did not report the IA used. The rule-based technique was the most common adaptive strategy used in these studies (20/31, 65%). All the studies were broadly grouped into two adaptive dimensions based on user preferences or using performance measures such as psychometric tests.

Intervention Platform

Our findings show that web apps, mobile apps, and computer games are the primary platforms used to facilitate interventions. Apart from these, other communication media include robotics, virtual reality (VR) [67], augmented reality (AR), conversational agents, or chatbots [68]. A key finding in the literature study was that most of the IDPTs were made available on mobile apps [69] and web-based apps. This is as expected, as these are the most prevalent platforms used for personal computing. Smartphones contain a plethora of sensors and other data sources that inform aspects of users’ well-being, context, activities, behaviors, and intentions. However, only a few attempts have been made to provide IDPT using conversational agents [68], or VR or AR apps. As depicted in Figure 2, higher placement in the chain indicates higher computational complexity but lower prevalence. Conversely, lower placement in the chain indicates lower computational complexity but higher prevalence. The most obvious explanation for the selection of web and mobile apps for intervention platforms is their prevalence. It makes the most sense to develop for platforms that are being used the most.
Although a significant number of the studies failed to report which IA was used in their IDPT system, IA is still present in all software systems. Understanding the IA of a system helps a user to store, find, and interpret information readily, as IA is the design principle that is applied to making information discoverable and understandable. Finding the underlying IA of the IDPT system can help in making systems accessible and discoverable for end users, and knowledge about information design, structure, organization, and labelling can facilitate the development and evaluation phase. As explained in a previous study [70], IA consists of three major components: user, content, and context. Hence, IA helps to discover content for users based on their context. Assisting users with the correct piece of information they are looking for can increase user adherence by reducing bounce rate [71] and hence improve treatment outcomes. While our findings show most of the current adaptive IDPT systems are tunnel-based and don’t promote personalization, we promote the use of hierarchical IA or hybrid IA in order to present useful information according to patients’ needs and argue that the latter designs offer richer opportunities for adaptive IDPT systems.

Adaptive Elements
The primary context for building adaptive IDPT systems is to assist patients suffering from mental health disorders to learn about and recover from their illnesses. An IDPT system provides this information by using different media and elements such as text, video, audio, pictures, presentations, feedback, reminders, reports, and others. These elements have their format, structure, metadata, volume, and dynamism (such as frequency of updates). It is essential to understand these elements (contents described by Pakkala et al [71]) and the associated attributes in order to deliver the correct content to the right user in their current context. For example, understanding the complexity of the text describing sleep disorders can help to personalize the content based on the educational background of the patients. A general assumption is that an educated person can comprehend more complex language and medical terms than a nonspecialist. For a nonspecialist, it is more valuable to present the same content in terms of animated videos or pictures.

Adaptive Dimensions
The adaptive dimension provides the context for an adaptive IDPT system to tailor its behavior. A common way to tailor the behavior of the IDPT system is based on input regarding user preferences, measures (psychometric tests, user behavior analysis, and others), and goals, as shown in Table 4. In the context of user preferences, a study by Yardley et al [72] outlined that users can feel overwhelmed by the quantity and complexity of information presented to them. Hence, it is advisable to meet the needs of different users based on their needs and preferences. Personalization is critical mainly because users have different cognitive skills, educational backgrounds, content format preferences, comprehension capabilities, and
other qualities. A similar conclusion was made by Sundar and Marathe [73]. Their study identified two types of users: those influenced more by the affordance of agency (power users) and those influenced by the relevancy of the resulting content. The results of the study revealed that nonpower users preferred personalized content, whereas power users rated content quality higher when the website had a customizable feature. Similar to user preferences, other dimensions of adaption are performance measures such as the use of psychometric tests (eg, Patient Health Questionnaire-9 [74] for depression), user behavior analysis, and others.

Adaptive Strategies
Adaptive strategies provide a mechanism to present the right content to the right people based on their needs and preferences. While our review findings reveal that the rule-based adaptive strategy is the most widely adopted practice, other strategies, especially machine learning, are becoming highly prevalent. Given the premise that we can capture every digital footprint of a user, resulting in a complex and comprehensive data set, there is a possibility of using sophisticated machine learning or deep learning algorithms on the one hand, but it also raises an essential question about privacy on the other. In general, to build an adaptive IDPT system, it is crucial to understand which adaptive strategies can be used. Based on the selected strategies, one needs to collect and store the data. No matter which adaptive strategy is chosen, the adaption in an IDPT system is an iterative cycle where data is collected and preprocessed; preprocessed data are then analyzed and, based on the results of the analysis, an action is taken to tailor the intervention. However, how the data are analyzed and the result is extracted affect the way an IDPT system is developed, the choice of IA, the method of data storage, and other parameters.

Challenges in Contemporary IDPT Systems
Although the integration of health care systems has emerged as a policy for several health care agencies, there is a large gap between current policy, program implementation efforts, and evidence for health care integration. The results of our review led us to list the following challenges in current IDPT practice.

Lack of Standard Taxonomy in IDPT
There is a lack of a standardized definition of the health care system and proper taxonomy to allow the grouping of similar interventions. As mentioned in the introduction, the use of nonstandard terms to refer to the same system causes inconsistencies and makes it hard to draw conclusions. Based on this challenge, several researchers [75-77] have made an effort to formalize the health care system to support interoperability [76], such as the Fast Healthcare Interoperability Resources (FHIR) created by the Health Level Seven International (HL7) health care standards organization [78] and others. If there is a standard followed by researchers for building adaptive IDPT systems, it will become easier to learn from their findings and extend the current understanding to improve treatment outcomes.

Scientific Foundation
The outcome of trials of IDPT systems has demonstrated considerable attention to IDPTs, user adherence is low, and there is remarkably less literature on the underlying science of the field of IDPT system design and development [79]. Many pieces of literature claim IDPT to be based on psychoeducation that helps in the modification of behavior change and symptom improvement. While this assumption may be correct, the underlying science behind how psychoeducation about particular symptoms enhances behavior modifications and symptom improvement is less evident in the literature. Lack of a scientific foundation behind IDPT systems may be the reason behind users’ lack of trust toward interventions [21-23] and hence lack of adherence. In the same way, an IDPT system is an application software that follows an IA (see Table 2) and design patterns [80]. The application software such as IDPT are well formalized and studied in the research community. Lack of such reporting makes it challenging to conclude how adaptive elements or the IA influence the outcome of an intervention.

Ethical and Safety Issues Associated with Predictive Adaptive Strategies
Technology has matured to the point where several researchers envision the creation of automated, adaptive IDPT systems that work without much human involvement. However, there are controversies between what is possible and what is acceptable in adaptive systems. Hence, it requires careful consideration of both ethical and legal issues; focusing solely on technological and operational perspectives can lead to low value or utility for patients. As a result, both information and communication technology (ICT) researchers and medical practitioners must consider the capabilities, limitations, and needs of patients when designing adaptive systems. The primary objective of the adaptive IDPT system is to tailor the intervention based on user needs or any other adaptive dimensions. The adaptive IDPT system can understand the user’s needs by creating detailed user profiling. User profiling includes storage of the patient’s previous diagnosis, sensitive personal information, as well as the current status. Moreover, to maximize the benefits of data-driven adaptiveness, the adaptive IDPT system needs to store interaction data, including the time of login, the frequency of login, and the interaction with the system at the granular level (clicks, keystrokes). For example, the study by Van Gemert-Pijnen [56] analyzed the log data in order to understand the use of the content. Storing such user interaction data requires proper user consent on the one hand and directly deals with the privacy of the patient on the other. Hence, it is one of the critical challenges in the development of an adaptive IDPT system. It requires further research into the problem of storing user interaction data securely. For example, many psychological interventions aim to characterize patients’ symptoms based on their mobile phone usage. This type of study is possible because mobile phones come with built-in sensors and standard application programming interfaces to measure and collect patients’ data, including mobility patterns, physical activities, crowd density, time spent indoors versus outdoors, and locations. Although these capabilities are possible with the advances in ubiquitous computing, they deal directly with privacy and ethical issues.
Implications and Future Directions

It is not easy to predict how technologies will develop over time and whether these technologies will continue adapting to clinical use. However, based on the results of this systematic review, we outline some implications and future directions in the field of IDPT system development and innovation.

Implications for ICT Researchers

With an increasing trend in user adherence toward internet-delivered treatments on the one hand and the prevalence of the internet of things (IoT), with growth in ambient intelligence technology, on the other, there is an expectation that the IDPT system will flourish over time. A plethora of health care interventions delivered via the internet have a similar format, as most of them are based on psychoeducation. All such interventions attempt to create adaptive elements (see Table 3) and attempt to tailor these elements based on adaptive dimensions (see Table 4) using adaptive strategies (see Table 5). Hence, it makes sense to create a conceptual framework that can be utilized in several health care domains. Moreover, the creation of domain-specific languages for incorporating adaptive health care interventions is also required. We also need better dashboard tools that help therapists and other medical practitioners to comprehend patients’ status better and adapt their interventions based on their engagement with the interventions.

We analyzed the state-of-the-art studies concerned with adapting psychological interventions. The analysis yielded the answers to the most critical questions, including (1) what are the essential elements that therapists wish to tailor? (2) what are the main dimensions in which these elements can be tailored to meet patients’ needs? and (3) what are the primary adaptive strategies used to trigger adaptation in those dimensions? Findings from the analysis helped to identify the essential variables that are associated with an adaptive system. As McGaghie et al [81] outlined, once ICT researchers and developers know the essential variables, they can utilize these findings to create a conceptual framework that sets the stage for the presentation of a particular problem, which in this case is the creation of an adaptive IDPT system. Further, ICT researchers and developers can validate the conceptual framework by building domain-specific language.

Implication for Health Care Researchers

While the current research evidence is fragmented about the benefit of an adaptive IDPT system on treatment outcomes, this review suggests that adaptive IDPT systems can benefit people with mental health issues in providing personalized psychoeducation. Such an education will help mental health patients to manage their illness. In addition, a high number of health care researchers have published about adaptive interventions, as shown in Figure 2. This indicates that both health care researchers and computer researchers believe that adaptive interventions are an essential phenomenon to accelerate user adherence. However, tailoring the feedbacks given by therapists or providing reminders are simple forms of adaptation (see Table 3). The intervention can be adapted for several dimensions, including user preferences, outcome measures, and different adaptive strategies [28], with the amalgamation of ambient technology. Hence, cooperation between ICT and health care researchers is essential to develop an adaptive IDPT system. While more randomized controlled trials are required to validate the effectiveness of adaptive treatments, the results of this review show sufficient evidence to suggest that the adaptation of mental health interventions can enhance user adherence and treatment outcomes.

Implication for Computer Science Research

The development of an adaptive IDPT system that increases user adherence and treatment outcomes requires more extensive research to establish clinical appropriateness. Given the potential benefit of the IDPT system for cost-effective delivery to the far-reaching population, further research should be conducted on how to personalize adaptive strategies. Furthermore, reporting back to the research community is the part of any discipline of transparency that keeps studies honest and accountable. In addition, it fits into the broader responsibilities of scientists to communicate their work and foster public understanding. Such understanding can be used by other researchers to gain insight into new research directions.

Future Work

An immediate future task involves the creation of a conceptual framework for adaptive IDPT systems. In addition to this, we envision the development of domain-specific language that can model such an adaptive IDPT system. Furthermore, it is imperative from the review that there is a need for a comprehensive visual dashboard for therapists and patients where they can receive the intervention, monitor their symptoms, and manage their illness.

Limitations

Given that the health ICT literature is quite diverse and extensive, the current study focused exclusively on internet-delivered interventions for mental health morbidities. Notwithstanding this limitation, this paper highlights the significance of the continued study of this intervention method. Another limitation is that our literature exploration only encompassed articles in the English language; therefore, it is plausible that some research conducted in other parts of the world and published in other languages were missed. A third limitation pertains to IDPT apps developed by industry that were not accessible for review. Hence, we have less knowledge about the adaptive elements involved in their architecture.

Conclusions

Adaptive psychological interventions tailor the type of content or tasks to individuals based on their needs and preferences in order to improve saliency and intervention efficacy. This systematic review describes the investigation and analysis of existing studies about adaptive psychological intervention delivered through the internet. The study outlines the main elements used in the process of adaptation, the IA used in the adaptive systems, the main dimensions of adaptation, and the main adaptive strategies. Based on these findings, we envision the development of a conceptual framework that researchers and clinicians can utilize to build adaptive models of several health care interventions.

http://www.jmir.org/2020/11/e21066/
The findings of our review indicate the use of web-based and mobile apps to deliver mental health interventions, such as for depression (most studied), anxiety, and others. However, a number of these studies did not report the IA used in their system, and those that did report mostly used tunnel-based systems. Similarly, several studies used rule-based adaptive strategies to adapt intervention based on performance measures such as psychometric tests. Feedback messages, reminders, and support were the most used adaptive element. Further study is required to explore the role of IA, adaptive elements, adaptive dimensions, and adaptive strategies in building a successful IDPT system. Knowledge about these core elements of the adaptive IDPT system can serve to create a conceptual framework that can be used for several health care interventions.
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Abstract
The focus of this perspective is on lockdown loneliness, which we define as loneliness resulting from social disconnection as a result of enforced social distancing and lockdowns during the COVID-19 pandemic. We also explore the role of digital technology in tackling lockdown loneliness amid the pandemic. In this regard, we highlight and discuss a number of the key relevant issues: a description of lockdown loneliness, the burden of lockdown loneliness during the COVID-19 pandemic, characteristics of people who are more likely to be affected by lockdown loneliness, factors that could increase the risk of loneliness, lockdown loneliness as an important public health issue, tackling loneliness during the pandemic, digital technology tools for social connection and networking during the pandemic, assessment of digital technology tools from the end users’ perspectives, and access to and use of digital technology for tackling lockdown loneliness during the COVID-19 pandemic. We suggest that the most disadvantaged and vulnerable people who are more prone to lockdown loneliness are provided with access to digital technology so that they can connect socially with their loved ones and others; this could reduce loneliness resulting from social distancing and lockdowns during the COVID-19 crisis. Nonetheless, some key issues such as access to and knowledge of digital technology tools must be considered. In addition, the involvement of all key stakeholders (family and friends, social care providers, and clinicians and health allied professionals) should be ensured.

(J Med Internet Res 2020;22(11):e22287) doi:10.2196/22287
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Background
The COVID-19 pandemic has swept across the globe, resulting in about 29.3 million confirmed cases and about 0.93 million deaths worldwide as of September 15, 2020 [1]. The pandemic has compelled governments and authorities in affected countries to enforce preventive measures including enforced lockdowns, social distancing, self-isolation, and quarantine to slow down the spread of COVID-19 [2]. These preventative measures have contributed to social isolation and loneliness among people with specific characteristics [3,4]. The current COVID-19 crisis has profoundly affected social connections, and digital technology is playing an important role by providing virtual opportunities not only for businesses and health care delivery but also for
What is Loneliness?

Loneliness is a subjective feeling of perceived “mismatch between the quantity and quality of social relationships” [6,7]. Loneliness is also commonly reported as a perceived discrepancy between the actual and desired social relationships of an individual [8].

A recent study on loneliness during the COVID-19 pandemic measured and reported loneliness as “chronic loneliness” (feeling lonely often or always) and “lockdown loneliness” (feeling lonely during the past 7 days) [3].

We consider lockdown loneliness more germane to, and of much interest during, the COVID-19 pandemic. We therefore focus on lockdown loneliness, which we define as “loneliness resulting because of social disconnection due to enforced social distancing and lockdowns during the COVID-19 pandemic and similar other emergency situations.”

Burden of Lockdown Loneliness During the COVID-19 Pandemic

Although a loneliness epidemic [9] was reported in many countries (including Australia, the United Kingdom, and the United States) prior to the COVID-19 pandemic [10], the burden of loneliness has increased during pandemic lockdowns [11]. An increase in lockdown loneliness during the COVID-19 pandemic is evident from the latest statistics on coronavirus and loneliness in Great Britain, released in June 2020, which show that lockdown loneliness affected about 7.4 million adults (equivalent to about 14% of residents) during the COVID-19 pandemic lockdowns, while chronic loneliness remained at similar levels compared to prelockdown (2.6 million adults, equivalent to 5% of adults). However, about 80% of long-term lonely people were affected by lockdown loneliness during the pandemic [3].

The increase in loneliness during the COVID-19 pandemic has been attributed to increased social isolation because of lockdowns, social distancing, self-isolation, and quarantine measures aimed at reducing the spread of coronavirus [12]. The COVID-19 pandemic is therefore being labelled as the pandemic of loneliness [13,14].

People More Likely to Be Affected by Lockdown Loneliness

The COVID-19 pandemic has not only resulted in disease-related illness and deaths but also has had serious adverse economic and sociopsychological impacts [13]. Lockdowns and social distancing during the COVID-19 pandemic have increased the risk of loneliness [11]. Recent studies showed that loneliness due to COVID-19 lockdowns, which we consider “lockdown loneliness,” is higher in adults who are single, divorced, separated, widowed, and/or living alone, as well as those individuals who have had to very bad health [3]. In addition, lockdown loneliness has increased in young people (aged 16-25 years) [3,11] and seniors (>70 years old) [14]; however, older adults (55-69 years old) are reported to be less likely to be affected by lockdown loneliness [3].

In addition, the risk of loneliness in people of ethnic minority background has increased during COVID-19 lockdowns [12]. Fancourt et al [15] reported 35% higher loneliness in people of Black, Asian, and minority ethnic (BAME) origin compared to white British people (23% BAME versus 17% White), while a study by the British Red Cross reported about 12% higher prevalence of loneliness in BAME people compared to white people (46% BAME versus 41% White) during lockdowns [12]. Moreover, groups who were less likely to be affected by loneliness prior to the COVID-19 pandemic, such as families with young children, have also been affected by lockdown loneliness during the pandemic [12]; but there is no statistically significant difference in lockdown loneliness and prelockdown loneliness in this group [3].

Risk of lockdown loneliness during the pandemic may be greater in people with limitations such as hearing loss [16], people who are digitally excluded [12], and those who are disconnected from colleagues because of working from home, which has been identified as a risk factor for loneliness [17].

Factors Contributing to Lockdown Loneliness

The increase in loneliness during the pandemic has been attributed to COVID-19 lockdowns [3,11], during which social connection and social support become very limited because of the enforced physical distancing, social isolation, and quarantine measures [18]. These preventative measures have removed access to typical places used for social connection, interaction, and support [19], resulting in loneliness that could adversely affect physical and mental health and well-being [20]. In addition, COVID-19–related social distancing and isolation could result in sociopsychological harm, increasing the risk of loneliness in the most vulnerable and high-risk individuals, especially those who are socially, psychologically, and economically disadvantaged [19].

Loneliness is seldom observed in people who have social interaction, and socially active people have better overall health compared to those individuals who do not interact socially with others [21]. Loneliness is a social determinant of health [9] that is more commonly prevalent in people living in large cities [12].
and areas that are deprived and geographically remote [22]. Other risk factors for loneliness include personal circumstances and characteristics, health and disability, and life transitions [23]. A higher risk of lockdown loneliness has been reported in females, younger people, and people who are dissatisfied with family, have negative self-perceptions about aging, have less contact with relatives, have the self-perception of being a burden on family and friends for support, listen to news related to COVID-19, have fewer resources for self-entertaining, and are digitally excluded [12,24].

**Lockdown Loneliness as an Important Public Health Issue**

Loneliness is a major public health issue because it is associated with increased morbidity and mortality [4,5]. Loneliness is one of the key challenges that must be dealt with during the COVID-19 pandemic [25]. The situation could become more serious because levels of loneliness could rise due to an increase in the number of sociopsychological and mental health cases in the aftermath of the pandemic [18]. Empirical evidence shows that quarantine and lockdowns during viral infection epidemics, such as the SARS epidemic, result in more annoyance, fear, frustration, helplessness, isolation, loneliness, nervousness, sadness, and worry, and less happiness [26]. Similarly, the COVID-19 outbreak has resulted in psychological stressors related to the longer duration of quarantine, fear of infection, anxiety, feeling helpless, frustration, boredom, insufficient supplies, inadequate information, financial loss, and stigma, which further increase social isolation and loneliness [12,20,27]. At the same time, mental health and affective response to COVID-19’s threat to health are significantly associated with loneliness [28]. Moreover, the limited access to health care; social support (both formal and informal), interaction, and communication; economic, employment, and leisure opportunities; and other activities during the COVID-19 crisis has accelerated the risk of severe morbidity and mortality in high-risk individuals [12,29].

**Tackling Lockdown Loneliness**

Tackling the rising tide of loneliness requires strengthening social connections and supporting people affected by lockdown loneliness during the COVID-19 crisis [18]. This requires efforts aimed at mitigating social isolation and facilitating social connectedness [30]. For tackling social isolation and loneliness during the COVID-19 pandemic, the World Health Organization has recommended maintaining social networks and staying connected with family, friends, colleagues, and community members via digital means [31]. More importantly, digital technology has become vital for addressing loneliness during the pandemic because other means of addressing loneliness (such as social prescribing) have become difficult if not impossible to access during the lockdowns. Even social prescribing for tackling loneliness has become digital social prescribing because it requires the use of digital technology during the pandemic [32].

**Digital Technology Tools for Social Connection During the COVID-19 Crisis**

Digital technology is already a main feature of health systems and health and social care delivery [33], but its application has become critical during the COVID-19 pandemic [34]. Digital technology is enabling not only online and remote health consultations and a myriad of business activities but also connecting socially distant people during lockdowns and social distancing [35]. For example, digital technology enables online meetings, conferences, boardroom and team meetings, working from home [36], online teaching and learning, and even virtual cabinet meetings, which have all become almost the norm of daily life and business during the pandemic. Many technological companies, whether tech giants or start-ups, have either updated their existing portfolio of tools or developed new tools to fill the gap created by social distancing and lockdowns. A few examples of widely used online digital tools for social connection and networking include Zoom, Microsoft Teams, GoToMeetings, and Google Hangouts [37]. These tools are being used in developed [38] and developing countries [39] and have become more acceptable and widely adopted during the current pandemic. In addition, these virtual technologies are increasingly being used for providing social and cognitive support, supporting learning and teaching, enabling buying and selling, facilitating leisure and hobbies, and doing collaborative innovative research that can be done at a distance. It is expected that the use of these tools will increase and become a part of daily business in many fields, including health care, for a range of activities (eg, online medical consultations, treatment approaches, and interventions) [40].

More importantly, some companies are creating new products to help reduce loneliness and its impacts [41]. Two examples are the Spill online messaging app (an online mental health therapy platform) [42] and QuarantineChat, a one-on-one voice chat service that was developed to help people who are isolated during viral epidemics and emergencies beat boredom [43]. In addition, there are numerous other apps (eg, Headspace, Happify, and MindShift) that were developed to address mental health issues in general but could also be helpful in alleviating social isolation and loneliness during COVID-19 lockdowns [44].

**Assessment of Digital Technology Tools for Social Connectedness and Users’ Needs**

A recent systematic review showed that a variety of digital tools, such as social media platforms, video conferencing, online voice and video networks, and social internet-based activities, are used for tackling loneliness in various settings [45]. These digital technology tools could be helpful in addressing lockdown loneliness during the COVID-19 pandemic. However, these tools must be assessed not only for their advantages but also for their limitations, including any negative impacts they may have on social relations, as the use of digital social media tools has been allegedly associated with the breakup of relationships.
and domestic abuse and violence in some families during quarantine and social isolation amid the pandemic [46,47]. It is also essential to evaluate how digital technology companies collect, manage, and use user data and whether there are any issues with regard to personal data security, privacy, and safety [48]. These issues are very important, especially for people who are more vulnerable, such as people with cancer [49], neurological conditions, and mental health problems, who could suffer more from the adverse impacts of the pandemic [31].

Therefore, digital technology tools used for health issues including lockdown loneliness must be safe, effective, and evidence-based [50]. The Anxiety and Depression Association of America has assessed and rated a number of apps from the end users’ perspective, including criteria such as effectiveness and ease of use [44]. Although most of these applications are for addressing mental health issues, they might be helpful in alleviating social isolation, loneliness, and mental health issues during COVID-19 lockdowns. However, before their adoption, these tools must be assessed for their accessibility, affordability, and acceptance by end users and patients [51].

**Access to and Use of Digital Technology for Combating Lockdown Loneliness**

Combating lockdown loneliness during the COVID-19 pandemic requires changing the ways we connect socially [52], often through reliable, secure, easy to use, and effective digital technology tools [53]. More importantly, people who are most vulnerable to the adverse effects of the COVID-19 pandemic must not be digitally excluded [12]; rather, they should be actively provided access to digital technology [54]. Some people (eg, older adults) might have a low level of technological knowledge and literacy [55] and may therefore encounter difficulties and be less confident when using online digital technology tools [14]. Such people should be supported in developing their skills to effectively use these tools for social connection [12] to help alleviate lockdown loneliness during the pandemic. However, it is essential to consider and plan for the resolution of some other pertinent issues (eg, addressing the digital infrastructure [55], systems, and processes that may require development, upgrading, and investment) to support digital technology tools. The costs and maintenance of digital technological tools, and support and coordinated involvement of all key stakeholders (family and friends, social care providers, and clinicians and health allied professionals) are critical factors that must be taken into account to tackle lockdown loneliness.

**Conclusions**

Digital technology has undoubtedly become critical for reducing and preventing social, physical, and psychological risks during the COVID-19 pandemic and addressing the short- and long-term impacts of social isolation and lockdown loneliness [18]. Nonetheless, most people affected by social isolation and lockdown loneliness during the pandemic might not feel lonely yet because these effects may take some time to show up [56]. It is therefore imperative that digital technology should not only provide tools to improve social connectedness and help in reducing lockdown loneliness but also enable people at risk of loneliness to take measures to avoid social isolation during the COVID-19 pandemic and in its aftermath. However, access to and costs and knowledge of digital technology tools are among the key issues that need urgent attention. Finally, tackling lockdown loneliness will require the active involvement of all key stakeholders that use these digital technology tools.
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Abstract

The Internet of Things (IoT) is a system of wireless, interrelated, and connected digital devices that can collect, send, and store data over a network without requiring human-to-human or human-to-computer interaction. The IoT promises many benefits to streamlining and enhancing health care delivery to proactively predict health issues and diagnose, treat, and monitor patients both in and out of the hospital. Worldwide, government leaders and decision makers are implementing policies to deliver health care services using technology and more so in response to the novel COVID-19 pandemic. It is now becoming increasingly important to understand how established and emerging IoT technologies can support health systems to deliver safe and effective care. The aim of this viewpoint paper is to provide an overview of the current IoT technology in health care, outline how IoT devices are improving health service delivery, and outline how IoT technology can affect and disrupt global health care in the next decade. The potential of IoT-based health care is expanded upon to theorize how IoT can improve the accessibility of preventative public health services and transition our current secondary and tertiary health care to be a more proactive, continuous, and coordinated system. Finally, this paper will deal with the potential issues that IoT-based health care generates, barriers to market adoption from health care professionals and patients alike, confidence and acceptability, privacy and security, interoperability, standardization and remuneration, data storage, and control and ownership. Corresponding enablers of IoT in current health care will rely on policy support, cybersecurity-focused guidelines, careful strategic planning, and transparent policies within health care organizations. IoT-based health care has great potential to improve the efficiency of the health system and improve population health.

Introduction

The challenges presented by an aging population with multiple chronic conditions are ubiquitous worldwide [1]. The medical, lifestyle, and personal health needs across aging populations will continue to place a burden on health care resources. Meeting these challenges requires a focus on empowering populations to self-manage their health through health innovation to improve well-being and attenuate health resource burden [2].

Background of Digital Devices and the Internet of Things

Entering the 2020 decade, more devices are connected to the internet than ever before, and this will continue to grow at a
rapid trajectory. Worldwide, more than 21 billion devices have been estimated to be connected to the internet in 2020, which is 5 times the number of devices 4 years prior [3]. The Internet of Things (IoT) can be defined in its simplest scenario as a network that connects uniquely identifiable devices (or things) to the internet, enabling them to collect, send, store, and receive data [4]. From a health care perspective, IoT can be considered as any device that can collect health-related data from individuals, including computing devices, mobile phones, smart bands and wearables, digital medications, implantable surgical devices, or other portable devices, which can measure health data and connect to the internet [5].

The growth of IoT technology has driven interest in a wide range of health practices to improve population health more specifically [6]. Recent reviews have overviewed the various services and applications of IoT in health care (eg, eHealth, mobile health [mHealth], ambient assisted living, semantic devices, wearable devices and smartphones, and community-based health care) [5,7]. These services have been detailed extensively and can have many applications across single condition and cluster condition management, including, for example, the ability to track and monitor health progress remotely by health care professionals, improve self-management of chronic conditions, assist in the early detection of abnormalities, fast-track symptom identification and clinical diagnoses, deliver early intervention, and improve adherence to prescriptions [8]. These applications can make better use of health care resources and provide quality and low-cost medical care.

Health Systems Are Changing

With the 2020 public health response to the novel COVID-19 pandemic to effectively shut down traditional modes of health service delivery worldwide, efforts to reduce implementation barriers to technology-supported health delivery highlight the potential to reframe traditional models of care into virtual and distance modalities [9]. In response, many countries have successfully implemented technology-supported services to maintain health care practices and social distancing [10]. As global leaders consider policies that potentially provide more access to technology-supported health services in response to (and considerations post) the current COVID-19 crisis, it is becoming increasingly important to understand how established and emerging IoT technologies can support health systems to deliver safe and effective care in either a complementary or an alternative way during times of crisis or health epidemics [11].

This viewpoint paper will overview current technologies in health care, outline how IoT devices are improving health service delivery, and outline how IoT technologies can affect global health care in the next decade. This viewpoint paper also overviews how the disruption in health care from IoT can lead to improved access and equitable primary, secondary, and tertiary smart health care, which is more proactive, continuous, and coordinated.

**IoT-Based Health Care Architecture**

The architecture of IoT in health care delivery essentially consists of 3 basic layers [12]: (1) the perception layer, (2) the network layer, and (3) the application layer. It is not our intention to extensively detail these layers; however, a summary and the related health implications are provided in the following sections.

**Perception Layer: Sensing Systems That Collect Data**

Perception and identification technologies are the foundation of IoT. Sensors are devices that can perceive changes in an environment and can include, for example, radio frequency identification (RFID), infrared sensors, cameras, GPS, medical sensors, and smart device sensors. These sensors allow for comprehensive perception through object recognition, location recognition, and geographic recognition and can convert this information to digital signals, which is more convenient for network transmission [12,13]. Sensor technologies allow for treatments to be monitored in real time and facilitate the acquisition of a multitude of physiological parameters about a patient so that diagnoses and high-quality treatment can be fast-tracked. There are many examples of potentially lifesaving IoT sensor devices; however, not all devices are clinically tested or have been proved to be safe or effective. A summary of IoT devices that may support and improve health service delivery is provided in Multimedia Appendix 1 [14-47].

**Network Layer: Data Communication and Storage**

The network level of IoT technologies includes wired and wireless networks, which communicate and store processed (layer 1) information either locally or at a centralized location. Communication between things can occur over low, medium, and high frequencies, the latter being the predominant focus of IoT. These include short-range communication technologies, such as RFID, wireless sensor networks, Bluetooth, Zigbee, low-power Wi-Fi, and global system for mobile communications [12]. High-frequency fourth-generation (4G) cellular networks have seen even more communication potential, and evolving 5G networks are becoming more readily available and are expected to be a major driver of the growth of IoT applications for health care, with the potential to provide reliable connection up to thousands of devices at the same time [48].

Communicated data are stored locally (often decentralized) or sent to a centralized cloud server. Cloud-based computing to support the delivery of health services has many benefits, as it is ubiquitous, flexible, and scalable in terms of data acquisition, storage, and transmission between devices connected to the cloud [49]. The use of the cloud can be foreseen to support data-intensive electronic medical records (EMRs), patient portals, medical IoT devices (which can include smartphone apps), and the big data analytics driving decision support systems and therapeutic strategies [5]. However, with more cloud apps entering the health market, it is just as important that an evidence base supports its effectiveness and safety and can deal with the security of health data and the reliability and transparency of that data by third parties. Furthermore, it has been suggested that centralized cloud storage will present issues in the future to users, such as excessive data accumulation and...
latency because of the distance between IoT devices and data centers.

Decentralized data processing and networking approaches may improve the scalability of IoT in health care. Edge cloud is a newer cloud computing concept that allows IoT sensors and network gateways to process and analyze data themselves (i.e., at the edge) in a decentralized fashion, reducing the amount of data required to be communicated and managed at a centralized location [12,50]. Similarly, blockchain storage uses a decentralized approach to data storage, creating independent blocks containing individual sets of information, which forms a dependent link in a collective block, which in turn creates a network regulated by patients rather than a third party [51]. There are examples of platforms engineering blockchain for medical practice already [51,52]; however, research on edge cloud and blockchains in health care is still limited and is an important area for future research.

Application Layer

The application layer interprets and applies data and is responsible for delivering application-specific services to the user [12]. Some of the most promising medical applications that IoT provides are through artificial intelligence (AI). The scientific applications of AI have proliferated, including image analysis, text recognition with natural language processing, drug activity design, and prediction of gene mutation expression [53]. AI has the capability to read available EMR data, including medical history, physical, laboratory, imaging, and medications, and contextualize these data to generate treatment and/or diagnosis decisions and/or possibilities. For example, IBM Watson uses AI to read both structured and unstructured text in the EMR, read images to highlight primary and incidental findings, and compile relevant medical literature in response to clinical queries [54].

IoT-based health care and use of deep machine learning can assist health professionals in seeing the unseeable and providing new and enhanced diagnostic capability. Although diagnostic confidence may never reach 100%, combining machines and clinician expertise reliably enhances system performance. For example, compared with the diagnostic evaluation by 54 ophthalmologists and senior residents, applying AI to retinal images improved the detection and grading of diabetic retinopathy and macular edema, achieving high specificities (98%) and sensitivities (90%) [55]. AI and deep learning can also optimize disease management, can provide big data and analysis generated from mHealth apps and IoT devices, and are starting to see adoption in health care [56]. Some examples of this include predicting risk, future medical outcomes, and care decisions in diabetes and mental health [57] and predicting the progression of congestive heart failure [58,59], bone disease [60], Alzheimer disease [61], benign and malignant tumor classification [62,63], and cardiac arrhythmias [64].

Expanding the Functions and Scope of IoT to Provide Smart Health Care

IoT is an infrastructure that enables smart health services to operate. When health data are collected by IoT sensors, communicated, and stored, this enables data analytics and smart health care, which can improve risk factor identification, disease diagnoses, treatment, and remote monitoring and empower people to self-manage.

Smart health care services make use of advancements in information technologies, such as IoT, big data analytics, cloud computing, AI, and deep machine learning, to transform traditional health care delivery to be a more efficient, convenient, and a more personalized system [65]. Current developments in information computer technologies have allowed the development of health care solutions with more intelligent prediction capabilities both in and out of the hospital. We are seeing the use of virtual models to transfer care provided in hospitals to the home through the use of sensors and devices that allow remote review and monitoring of patients in their homes or treated in hospitals and creates a continuum among these through cloud access [7]. More recently, the 2020 public health efforts around the world to mitigate the spread of COVID-19 have (at least temporarily) led governments and policy makers to remove implementation and remuneration barriers to enable health care professionals to use virtual models of care for people who need it [9]. IoT also provides the opportunity to improve the quality and efficiency of the entire ecosystem of service delivery, including hospital management, medical asset management, monitoring of the workflow of staff, and optimization of medical resources based on patient flow [66,67].

How IoT Can Improve Health Service Delivery

Primary Health Care Becoming More Accessible

A focus on disease prevention must become a priority this decade, as the burden of disease attributable to modifiable risk factors is greater than ever before [1,68]. IoT in health care has the potential to improve population health and transition our health care model to a true hybrid model of primary, secondary, and tertiary care, where the health system can use its existing workforce in new and more efficient ways. Transforming health delivery in this way is crucial to improving self-management for people with chronic conditions, as even among high health care users, more than 90% of lifestyle self-management is done by patients themselves, outside of hospitals, and in clinical settings [69,70].

There is a clear public demand for easy-to-access health information. For example, in a 2015 US survey, 58% (931/1604) of smartphone users downloaded a health-related app for their lifestyle self-management [71]. AI has also driven the availability of point-of-care health information, such as chatbots (or AI doctors), which can deliver lifestyle and medical advice. Examples of these established AI bots are Woebot, Your.Md, Babylon, and HealthTap, where a patient can input their symptoms and advice is generated instantly [72]. However, more than half of the most highly rated apps make medical claims that are not approved [73], with no formal process of approving apps or informing consumer choice [74], and much remains to be done to understand the potential of chatbots to improve health. Therefore, a reliable digital health evidence
base is essential [75]. If health professionals have evidence-based digital resources, devices, and mobile apps readily at their disposal, digital prescriptions could become an enabler of wider adoption of IoT in health care and facilitate a wider population focus on disease prevention.

At the individual level, IoT offers the opportunity to link and potentially learn from nonhealth IoT technologies to monitor daily activities, provide support with information, and promote behavior changes (Multimedia Appendix 2). In addition, IoT and data linkage create great potential of transparent, evidence-based decision making, which may be able to drive the shift of disease patterns and increase the well-being of citizens at scale. The integration of urban infrastructures, IoT technologies, and cloud computing allows the collection and analysis of a vast quantity of different human and non–human-related data. These data could provide valuable information about population-level surveillance in diseases and accidents, risk factors, and environmental conditions [76], which is difficult to collect through the traditional human-reported disease surveillance system and can be of particular benefit in pandemic responses [77]. For example, in Taiwan, big data analytics applied to electronic data (GPS, closed-circuit television surveillance, and credit card payments) in the community and personal mobile data have been effectively used to contact trace, communicate, and isolate potential contacts during the global COVID-19 pandemic [78]. Through IoT and data linkage, decision makers are likely to be able to make evidence-based decisions in promoting healthy social and built environments, safe transportation systems, high-quality public services, and smart health care and emergency response systems [76,79,80].

**Secondary and Tertiary Health Care That Is Proactive, Continuous, and Coordinated**

An IoT-based health care system enables the overall health care systems to move past a traditional model of service delivery, which is often reactive, intermittent, and uncoordinated, to a more proactive, continuous, and coordinated approach [81]. Such an approach is favorable because it offers the opportunity to provide high-quality care that is less invasive and appealing to patients and health care professionals. This change in the health care system landscape is also highly appealing for policy makers because it can greatly enhance the efficiency (and subsequently reduce resource use) of the health system [82] and also provide the health system flexibility to shift its models of care and delivery of services as required on an individual or population-wide basis. Multimedia Appendix 3 summarizes 7 examples of how IoT can improve the coordination of health services and likely improve our health system efficiency.

**Enablers and Barriers to Address for IoT-Based Health Care**

**Enablers**

**Policy Support**

Policy support is one of the most important environmental enablers of IoT. Many countries already have policies in place for eHealth (eg, web-based and software programs to deliver health services) [83,84] and either have or are in the process of developing policies for IoT infrastructure, investment, and/or implementation in health care. For example, China, India, Indonesia, Japan, Malaysia, the Philippines, Singapore, Thailand, the European Union, the United States, and Vietnam currently have relevant policies in place for IoT [85]. Australia is also in the process of establishing a policy for IoT development and investment [86].

**Technology That Is Accessible and Easy to Use**

The ubiquitous nature of technology means that consumers and health care professionals have greater access to digital resources than ever before [87]. However, it is also important for health systems to be aware of the inequities that may eventuate from the widespread implementation of IoT for health care, including individuals who may not be able to afford or access technology hardware or reliable internet services because of geographic location or financial disadvantage. Similarly, if individuals do not perceive the technology as user friendly, experience poor connections, or do not feel the initiative has been designed in consultation with them (both patients and health professionals), then this often results in frustration and reluctance to use such services [88,89].

**Cybersecurity-Focused Guidelines for Robust and Resilient Market Adoption**

Cyber risk is a major obstacle to the broad adoption of IoT [90]. The privacy of patients must be ensured to prevent unauthorized identification and tracking. From this perspective, the higher the level of autonomy and intelligence of the things, the more the challenges for the protection of identities and privacy.

**Barriers**

**Confidence and Acceptability**

There is a gap in public awareness and understanding of data safety in cloud-stored health information. This is of concern, as it is the single biggest threat to the adoption of IoT from a societal perspective. The premise of IoT is clear to society; however, what is not clear to people is the actual value that IoT delivers to them personally from a health care perspective [91,92]. The potential threat of breached confidentiality may never go away; however, the perceived value to consumers needs to outweigh these concerns to confidently engage with IoT-supported health infrastructure [90]. The confidence and acceptability of IoT by health care professionals are similarly important. There is a diverse range of factors that affect clinicians’ acceptability of technology-supported programs, including the characteristics of the technology (eg, accuracy, compatibility with usual systems, and ease of use), individual’s attitudes and knowledge (eg, familiarity and impact on professional security), external factors (eg, patient and health professional interaction), and organization readiness (eg, training and reimbursement) [93].

**Privacy and Security**

IoT might allow opportunities for cyberattacks and for personal data to be collected inappropriately. IoT-based applications are vulnerable to cyberattacks for 2 basic reasons: (1) most of the
communications are wireless, which makes eavesdropping very easy; and (2) most of the IoT components are characterized by low energy, and therefore, they can hardly implement complex schemes on their own to ensure security. The National Institute of Standards and Technology has recently released a draft security guide and recommendations for IoT devices, which will see an emphasis on data security in IoT devices [94]; however, whether such a guideline can or will be enforced across IoT health devices is unclear.

**Data Storage, Control, and Ownership**

To move forward in IoT-based health care, transparency and enforced codes of practice regarding where centralized cloud data are stored and who owns the data, needs to be considered. For example, does the data host have viewing rights to someone’s data and are these data completely controlled by individuals or are they never deleted from the cloud, despite a user’s request? Another important consideration is the sharing of data across states or territories and internationally. Privacy, security, and confidentiality of data control and storage should be federally enforced, but international hosts and suppliers may not be required to follow any such code. Therefore, the use of these platforms requires strategic planning and transparent guidelines to develop and implement robust IoT-based health care policies and models of care.

**Interoperability and Standardization Protocols**

Issues around the interoperability and standardization of IoT and health care systems are a big threat to the wider adoption of IoT for health care systems. Lack of standardization threatens the development of IoT in the health setting context, as the industry and manufacturers are yet to reach a consensus regarding wireless communication protocols and standards for machine-to-machine communication. Without a unified, standardized, and interoperable system, the adoption of IoT into health care will be greatly hindered and is unlikely to have international reach [95]. Semantic interoperability in IoT is a necessary condition for big data techniques to support decision-making processes [96]. It is increasingly common for each new technology startup, device, or system manufacturer to define their own specific architecture, protocols, and data formats, which are unable to communicate with the health care environment unless they are appreciably redeveloped or adapted to interoperate with hospital IoT platforms [96]. This creates *Vertical Silos* [97], which demands the development of new features for granting interoperability between different systems. The future and full potential of IoT-enabled health care relies on addressing interoperability, of which some frameworks do exist [98]. Achieving interoperability across IoT platforms can provide a safer, more accessible, productive, and satisfying experience for clinicians and patients alike.

**Remuneration**

Finally, remuneration for technology-assisted health care has historically been challenging [99] and differs appreciably across different countries. This is likely to be even more complex for IoT-delivered health care, where reimbursement considerations have not been established (and this is unlikely until the abovementioned points are addressed). As international health systems establish robust policies and guidelines on cybersecurity and address the issues surrounding interoperability and standardization protocols, reimbursement and regulatory considerations across single-payer and multipayer systems should become a key priority to ensuring successful, effective, and cost-effective IoT health care models can be implemented in practice.

**Conclusions**

From this viewpoint, the potential of IoT is summarized as a growing area of research in health care. These developments provide a great opportunity for health care systems to proactively predict health issues and diagnose, treat, and monitor patients both in and out of the hospital. As the adoption of technology-supported health services increases to enable health systems to deliver flexible models of care, an increasing number of traditional health service delivery practices will be complemented or replaced through IoT. However, the implementation of IoT in health care will rely on a clear and robust code of practice for the management of data, privacy, confidentiality, and cybersecurity concerning the supply and use of IoT devices in health care. There are still important gaps for future research to address, which relate to the IoT technology itself, the health system, and the users of IoT technology. Specific future research on IoT technology needs to address how IoT devices can be designed with standardized protocols and interoperability with international and cross-state health systems. More research is also needed on the efficiency of blockchain storage compared with centralized cloud-based storage solutions in the context of IoT-supported health care delivery. From a health system perspective, there is a need for clinical guidelines on digital health prescriptions and robust policy regarding remuneration for primary and secondary care services provided through IoT. Finally, more research is needed to determine the acceptability and digital literacy of consumers and clinicians in the context of using IoT to improve the delivery and overall experience of health care. Although this viewpoint is a summary of selected literature only and not based on an exhaustive systematic review of the literature, we believe that addressing these areas for future research will go a long way to enable a wider uptake of IoT, which can ultimately save health care dollars and improve patient-centered care.
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Examples of Internet of Things devices that can support health service delivery.
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Multimedia Appendix 2

Examples of how smart homes can improve health care delivery.
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Multimedia Appendix 3

Scenarios where Internet of Things can be used to improve health system efficiency.
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Abstract

Growing public concern about student safety and well-being has led schools and school districts to contract private companies to implement new technologies that target and surveil students’ activity on social media websites. Although innovative solutions for addressing student safety and health are needed, it is unclear whether the implementation of social media surveillance in schools is an effective strategy. Currently, there is no evidence to support the claims made by social media surveillance companies, as well as the schools that hire them, that these technologies can address the myriad of public health issues facing today’s students. Instead, these digital surveillance systems may only serve to exacerbate the problems that youth—especially those from historically marginalized groups—already face.
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Over the last two decades, schools have faced several concerning trends related to student safety and well-being, including acts of violence, cyberbullying, and adolescent suicidality. The number of shooting incidents in K-12 schools, for instance, has increased since 1970, with a record 97 shooting incidents in 2018 alone [1]. Furthermore, emerging data indicate worrisome trends related to online bullying [2] and adverse mental health outcomes, including increased rates of adolescent suicide [3]. Since social media websites have become a primary medium for students to express their thoughts, views, and feelings, social media has also been increasingly seen as a potential site for intervention and prevention of these public health threats.

Concern about the safety and security of schools and students has led to an increasing number of US schools and school districts hiring private companies to monitor students’ social media activity [4]. Companies that provide social media surveillance services purportedly have the ability to identify and report any public social media posts made by students that fall under predetermined categories of concern. The first and most widely covered case of social media surveillance took place in the Glendale School District in California, where the suicide of a student in 2013 prompted the district to contract an external company to monitor and analyze students’ social media accounts. Since then, thousands of schools and school districts have hired companies to provide social media surveillance services. Although innovative solutions for addressing students’ safety and health are needed, it is unclear whether the implementation of social media surveillance in schools is an effective strategy. Despite the increased implementation of social media surveillance in schools, the public is generally unaware that these services are so widely utilized. This lack of awareness means that there has also been little to no consideration of the consequences of implementing these social media surveillance technologies. More thoughtful debate and study are needed to bring about greater public and scholarly attention to the use of these technologies and to better understand the potential implications of their use in schools.

Schools and school districts are not alone in their attempts to monitor students’ social media activity. Most recently, the state of Florida contracted a private technology firm called FivePoint Solutions to monitor and analyze the Florida Schools Safety Portal (FSSP), which consolidates data from Florida’s Department of Education, Department of Children and Families, Department of Law Enforcement, Department of Juvenile
Justice, and local law enforcement, as well as students’ posts from social media websites. The FSSP, which is currently in use by all Florida public schools, aims to allow “school threat assessment teams to identify, assess and provide intervention services for individuals whose behavior may pose a threat to themselves or others” and “report suspicious activities to the proper authorities within the school district” [5].

Taken at face value, social media surveillance services may present an opportunity for schools to increase their awareness of students’ online activity, as well as better identify and prevent potential instances of harm that may otherwise go unreported. The integration of multiple databases (eg, the FSSP [Florida Schools Safety Portal]) provides school officials with a large amount of information about their students. Theoretically, this helps school officials to make more informed decisions about potential threats to the safety of their students. A recent study by the University of Chicago Crime Lab found that social media surveillance carried out by Chicago public school officials, in conjunction with targeted interventions, led to positive outcomes for Chicago public school students, including lower risk of exposure to out-of-school shooting incidents, fewer misconduct incidents, fewer out-of-school suspensions, and higher rates of school attendance [6]. Although this report suggests that social media surveillance may have some utility, there is currently no evidence that social media surveillance is able to effectively address the public health issues that many social media surveillance services, as well as the schools that use them, claim to be targeting, such as cyberbullying, students’ mental health, and violence in schools.

The deployment of social media surveillance technologies in school settings also raises some concerns. First, while students’ social media posts are public, educational professionals are certainly not in students’ imagined audience. Considerable harm can be done through the act of sharing students’ online activity with school administrators who hold positions of power over students. School administrators are not immune to bias, and simply seeing this information can potentially influence their perceptions of students in a negative way, whether consciously or subconsciously. Students may also experience embarrassment or shame as a result of knowing that their online activity was accessed by and distributed to an unintended audience, potentially exacerbating any existing mental health issues (eg, depression and anxiety). In addition, the language and culture of today’s students (ie, memes) may not be easily understood and interpreted by older school officials, who are faced with the difficult task of translating and interpreting students’ online activity to identify potential threats and harm. Thus, there is a considerable risk of false positives due to this cross-generational cultural barrier, which may lead to the unwarranted punishment of students, as well as general distrust in school administrators and the institutions they represent.

Second, social media surveillance technologies are vulnerable to algorithmic biases that may disproportionately target particular individuals or groups. The FSSP, for example, collects information from several Florida state-wide databases, and biases within these databases must be taken into account. The dynamics of inclusion and exclusion within these databases can have a significant impact on who is labeled a threat and subjected to increased monitoring and surveillance. This becomes especially problematic when some databases are inherently overrepresented by marginalized racial and socioeconomic groups. Black youth, for example, represent over half of the juvenile arrests in the Florida Department of Juvenile Justice database [7], which is where crime and other adolescent misconduct are logged. The overrepresentation of Black youth in this database could lead an algorithm to produce biased findings, such as considering Black youth a greater threat than members of other racial groups. Similarly, data from the Florida Department of Children and Families are more likely to include students from lower socioeconomic backgrounds. The use of these incomplete databases means that threat assessment and the resulting target of surveillance systems may be primarily directed toward students in marginalized groups who are overrepresented in such databases. In contrast, students from more privileged racial and socioeconomic groups, who these databases tend to exclude, may be less likely to be subjected to further surveillance. Algorithms are only as good as the data they are trained on; feeding algorithm-biased data leads to biased outcomes [8-10], which, in this case, could mean disproportionately targeting Black youth and students from lower socioeconomic backgrounds.

The Florida case highlights the possible dangers that are inherent in relying upon digital technological systems and so-called “big data” to inform public health interventions without careful consideration of the limitations and biases that exist within these systems. Although innovative approaches to student safety and well-being are needed, it is unclear whether the implementation of social media surveillance in schools is an effective strategy. Despite their potential utility, there is currently no compelling empirical evidence to support the claims made by social media surveillance companies, as well as the schools that hire them, that social media surveillance technologies can effectively address the public health threats facing today’s students, such as cyberbullying, adolescent suicidality, and acts of violence. Instead, these digital surveillance systems may only serve to exacerbate the problems that youth—particularly those from historically marginalized groups—already face. Furthermore, these public health interventions are being carried out on a massive scale with little public awareness and regard for the consequences of their implementation. The potential pitfalls of social media surveillance mean that we, as a society, must engage in a more extensive dialogue to focus our attention on the use and effects of these technologies.
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Abstract

Background: Mobile app-based interventions have been identified as potential facilitators for vaccination among young men who have sex with men (MSM).

Objective: This pilot study aimed to test the feasibility of a theoretically informed mobile health (mHealth) tool designed to reduce health disparities and facilitate human papillomavirus (HPV) vaccination among a sample of young MSM.

Methods: The development of the mHealth tool was guided by previous research, implementation intention theory, and design thinking. We recruited MSM aged 18-26 years through a popular online dating app and linked participants to our mHealth tool, which provided HPV vaccine information and fostered access to care.

Results: A total of 42 young MSM participated in this pilot study in Boston, Massachusetts. Participants reported variable HPV knowledge (ie, high knowledge of HPV risk factors and low knowledge of HPV-related cancer risks for men) and positive vaccine beliefs and attitudes. Of those who were either unvaccinated, not up to date, or did not report vaccine status, 23% (8/35) utilized the mHealth tool to obtain HPV vaccination. Participants primarily utilized the tool’s (1) educational components and (2) capabilities facilitating concrete vaccine action plans.

Conclusions: We recruited an underserved at-risk population of youth via an online dating app for our mHealth intervention that resulted in in-person health care delivery. This study was limited by enrollment challenges, including low willingness to download the mHealth tool to mobile devices.

(J Med Internet Res 2020;22(11):e22878) doi:10.2196/22878
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Introduction

In the United States, human papillomavirus (HPV) infection is a significant public health issue, and a disparity exists for men who have sex with men (MSM). As compared to men, in general, MSM experience a higher prevalence of HPV and HPV-related diseases [1]. HPV-related diseases among men include anogenital warts, anal cancer, penile cancer, oropharyngeal warts, and oropharyngeal cancer [2,3]. US national rates of HPV-related cancers are increasing among men [4,5], and rates of HPV-related anal cancers are the highest among young MSM [2,5,6].

Despite the availability of HPV vaccination for men since 2009, rates of HPV vaccination initiation and series completion among young MSM remain unacceptably low in the United States. In 2018, when this study was conducted in the United States, national vaccination rates (≥ 1 dose) in 13- to 17-year-old adolescent boys were low (41.7%) [7], and the rates were notably lower among young MSM (up to age 26 years; reported rates ranged from 4.9% to 13%) [8-10]. These rates contrasted sharply with the national rates of HPV vaccination in women at the time (60% adolescent girls aged 13-17 years had received ≥1 HPV vaccine dose) [7].

There are several factors that contribute to HPV vaccine disparities for men and young MSM, in particular. It is likely that the initial marketing of the cervical cancer vaccine for women combined with weak recommendations (or no recommendations) from health care providers for HPV vaccination for men led to these disparities among all men [11]. The US national HPV guidelines (from 2009 to 2019) recommended vaccination in a 3-dose series for all men up to age 21 years and up to age 26 years for young MSM. However, this sexual orientation–based vaccine recommendation was problematic, as (1) many young MSM (due to stigma and discrimination) do not disclose their sexual orientation to their health care providers [12,13] and (2) health providers do not routinely ask about sexual orientation [14]. This lack of open communication (assessment and disclosure) decreases the likelihood that appropriate health services are offered [12,15]. Lastly, young MSM also report low knowledge on HPV and the HPV vaccine, a lack of awareness of vaccine indications for men, and low perceived risk of HPV acquisition [16-18].

Overall, research on barriers to vaccination indicates that both attitudinal (eg, health beliefs) and logistical (eg, health care provider recommendation and concerns about cost) factors interfere with vaccine uptake [8,19,20]. Previous research indicates that young MSM report positive vaccine attitudes along with a belief that mobile app-based interventions can facilitate vaccination and access to care [16,21,22].

Young MSM tend to heavily utilize social media and mobile apps to seek sexual health information as well as sexual partners [23-25]. There is a rapid growth of mobile apps designed to facilitate meeting social/sexual partners, with recent estimates indicating at least 6.2 million MSM users nationally [23]. These extremely popular mobile social networks represent “virtual” communities of young MSM. Mobile social network/dating apps have been used to successfully recruit MSM for rectal microbicide [22] and sexual risk behavior research [23]. In addition, young MSM have overwhelmingly identified a willingness to participate in research if advertised on MSM mobile apps [18,21]. Therefore, recruitment of young MSM via a mobile social network for an app-based intervention [24] is an important strategy to consider for HPV vaccine promotion.

This pilot study evaluated a novel app-focused approach to facilitate HPV vaccination among young MSM. We connected with young MSM through popular dating apps and linked them to our mobile health (mHealth) tool, a web-enabled app designed to reduce MSM-specific barriers to vaccination (eg, knowledge/awareness, stigma, and discrimination) and overcome logistical barriers to HPV vaccination (eg, access to MSM-affirming health care and cost concerns).

Methods

mHealth Tool and Theory

The mHealth tool is a universally compatible web-enabled mobile app that was developed for this pilot study based on our previous research with the target audience of young MSM [18], implementation intention theory [26], and design thinking. The implementation intention theory proposes that the gap between intention and behavior can be effectively bridged by concrete action plans that address when, where, and how the intention can be translated into action [26-28]. Design thinking is a human-centered framework that places the target audience (end user of our mHealth tool) at the center of all key design decisions. Design thinking utilizes empathy to guide a collaborative, codesign process centered on end user needs, wants, and behaviors to create solutions that engage the target audience [29]. The mHealth tool sought to bridge the intention-behavior gap by addressing known barriers to vaccination among young MSM [12,16-18,30]. The tool also served as a bridge between the virtual community and an MSM-affirming health center. Informed by young MSM [18], the tool content included education on HPV, HPV vaccine, prevention of HIV/sexually transmitted infection, and how the health center could help with health insurance enrollment and vaccine cost assistance. Tool functionalities included geolocation/directions to the health center, appointment scheduling, and appointment reminder system.

Sample and Setting

A convenience sample of young MSM aged 18-26 years was recruited over 6 months (March 2018 to September 2018) via banner and push advertisements primarily posted on 1 mobile MSM dating app that is popular among racially/ethnically diverse men. All advertisements were geolocated to app users in Boston, Massachusetts. Toward the end of the recruitment timeframe, we trialed an additional 1 month of advertisements with another well-known MSM dating app to boost enrollment efforts (our goal was to enroll 200 young MSM). Young MSM who clicked on the study advertisement were directed to the study webpage to assess eligibility and provide informed consent. Participants were eligible if they identified as MSM, were aged 18-26 years, and were a user of our targeted MSM dating app that is popular among racially/ethnically diverse men. All advertisements were geolocated to app users in Boston, Massachusetts. Toward the end of the recruitment timeframe, we trialed an additional 1 month of advertisements with another well-known MSM dating app to boost enrollment efforts (our goal was to enroll 200 young MSM). Young MSM who clicked on the study advertisement were directed to the study webpage to assess eligibility and provide informed consent. Participants were eligible if they identified as MSM, were aged 18-26 years, and were a user of our targeted MSM dating app in the Boston area. Eligible and consented individuals were invited to download the study mHealth tool (iOS and Android platforms).
Android compatible) to their mobile devices. At the time of download, participants were invited to complete an electronic study questionnaire that collected demographic data and measured knowledge, attitudes, and beliefs related to HPV vaccination. Participants either completed this questionnaire during the initial tool download or returned to completing the questionnaire at the time of their choosing after download (this option was made available to reduce barriers for those for whom time was a constraint).

The partner health center was prepared to receive study participants, enroll them into care, assist with insurance enrollment or vaccine cost assistance programs, and provide HPV vaccine services as medically indicated. HPV vaccination appointments made in the mHealth tool (monitored by the principal investigator) were communicated directly to the health center administrator so that an appointment could be booked as “study participant–HPV vaccination” (as personal identifiers were not collected in the mHealth tool). Once an individual arrived at the center for the scheduled appointment, they identified themselves, and usual care commenced. This health center primarily cares for sexual and gender minority adolescents and adults up to age 29 years, and appointments are largely booked as “same-day” or “walk-in.” Nurses (or other health providers) provided usual vaccine care and education as per the clinic protocol. Participants receiving HPV vaccination at the health center were asked to log their clinic visit on the study-specific clinic iPad. No personal identifiers were collected. Study protocols and procedures were approved by the Fenway Health Institutional Review Board.

Measures
We sequentially collected the following rates of participation in the study.

1. Accessing the study webpage (collected via Qualtrics)
2. mHealth tool download and usage data (collected within the study tool)
3. Initiation/completion of study questionnaire (collected via Qualtrics)
4. HPV vaccine initiation (collected via study-specific clinic iPad that was linked to Qualtrics or via self-report in the mHealth tool by those who obtained vaccination with another health provider)

The study questionnaire included questions on demographics (eg, race/ethnicity, health insurance status, and employment/student status) as well as previously validated questions on HPV knowledge, attitudes toward HPV and HPV vaccination, subjective norms, perceived behavioral controls, and degree of intention toward vaccination, adapted from our prior work [31-34]. Participants were offered a US $5 gift card plus entry into a prize drawing for a US $75 gift card (1 awarded each month) for completing the questionnaire.

Data Analysis
The primary outcomes were rates of participation in each sequential study step. Data collected via Qualtrics and through the mHealth tool were managed using Microsoft Excel. Descriptive analyses of study steps (absolute and intermediate completion rates) were completed. Other descriptive analyses included means for continuous variables and percentages for nominal data.

Results
At the time of recruitment initiation (March 2018), available data from the partnered dating app indicated that approximately 2021 Massachusetts-based users aged 18 to 25 years had logged in during the previous 30 days. During the 6 months of recruitment, a total of 338 potential participants accessed the study web page and engaged in some way. Out of those potential participants, 54 participants met the eligibility requirements and provided informed consent. A total of 42 participants then chose to download the mHealth tool on their mobile devices and participate in the pilot study. Out of these, 33 completed the study questionnaire (Figure 1) and 67% (22/33) completed the questionnaire during the initial mHealth tool download.

The mean age of participants who completed the study questionnaire was 22.7 years. The sample was diverse. For example, 18% (6/33) of the participants reported ethnicity as Hispanic. Race was reported as 9% (3/33) Asian, 6% (2/33) American Indian/Alaska Native, 18% (6/33) Black, 18% (6/33) White, and 18% (6/33) Multiracial; 30% (10/33) participants did not report their race. Out of the 33 participants, 4 (12%) completed some high school, 5 (15%) were high school graduates, 6 (18%) attended some college, 6 (18%) were college graduates, and 36% (12/33) did not report their education level. Health insurance type was reported as 24% (8/33) private, 24% (8/33) public, and 12% (4/33) uninsured; 40% (13/33) participants did not report on their health insurance. Lastly, 30% (10/33) worked full-time; 18% (6/33) were full-time students; 9% (3/33) were part-time students or worked part-time; and 42% (14/33) did not report on their work/student status.

Participants reported variable HPV knowledge (ie, higher knowledge of HPV risk factors and lower knowledge of HPV-related cancer risks for men) and generally positive vaccine beliefs and attitudes (Table 1).
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Of the 42 participants who engaged with the mHealth Tool, 7 (17%) were up-to-date with their HPV vaccination, 11 (26%) were unvaccinated, 4 (9%) were not up-to-date on vaccine dosing, and 20 (48%) did not report their vaccination status. Of those who were either unvaccinated, not up-to-date, or did not report status, 23% (8/35) utilized the mHealth tool to facilitate HPV vaccine. Out of these 8 participants, 4 obtained vaccine at the partnered health center, and 4 obtained vaccine at another health center (Figure 1).

Usage data from the mHealth tool revealed that participants primarily accessed (1) the tool’s educational components focused on HPV and the HPV vaccine and (2) the tool’s functionalities that facilitated development of concrete action plans (eg, appointment booking, appointment reminders, and health center geolocation directions).
Table 1. Questionnaire data on HPV knowledge, attitudes, and beliefs. a

<table>
<thead>
<tr>
<th>Questionnaire items</th>
<th>Responses, n/N (%)</th>
<th>Responses, n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HPV Knowledge</strong></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Have you ever heard of the HPV?</td>
<td>24/32 (75)</td>
<td>8/32 (25)</td>
</tr>
<tr>
<td>Has your health care provider ever recommended the HPV vaccine?</td>
<td>19/31 (61)</td>
<td>12/31 (39)</td>
</tr>
<tr>
<td><strong>Attitudes</strong></td>
<td>False</td>
<td>True</td>
</tr>
<tr>
<td>The use of condoms can help protect you from getting HPV</td>
<td>19/23 (83)</td>
<td>4/23 (17)</td>
</tr>
<tr>
<td>HPV can be spread through oral to genital contact.</td>
<td>19/23 (83)</td>
<td>4/23 (17)</td>
</tr>
<tr>
<td>A person may have HPV and not know it.</td>
<td>21/22 (95)</td>
<td>1/22 (5)</td>
</tr>
<tr>
<td>Both men and women can get HPV.</td>
<td>21/23 (91)</td>
<td>2/23 (9)</td>
</tr>
<tr>
<td>HPV can cause anal cancer.</td>
<td>13/22 (59)</td>
<td>9/22 (41)</td>
</tr>
<tr>
<td>HPV can be cured.</td>
<td>12/22 (54)</td>
<td>10/22 (46)</td>
</tr>
<tr>
<td>HPV can cause cancers of the head and neck.</td>
<td>13/22 (59)</td>
<td>9/22 (41)</td>
</tr>
<tr>
<td>Having a history of multiple sexual partners increases your risk for HPV.</td>
<td>20/22 (91)</td>
<td>2/22 (9)</td>
</tr>
<tr>
<td><strong>Attitudes and Beliefs</strong></td>
<td>Agree</td>
<td>Disagree/neutral</td>
</tr>
<tr>
<td>Vaccines are important to prevent disease that can be spread person to person.</td>
<td>17/19 (89)</td>
<td>2/19 (11)</td>
</tr>
<tr>
<td>Vaccines should be required for contagious diseases that can be spread person to person.</td>
<td>18/18 (100)</td>
<td>0/18 (0)</td>
</tr>
<tr>
<td>If there was a vaccine that prevented cancer, I would want it.</td>
<td>15/18 (83)</td>
<td>3/18 (17)</td>
</tr>
<tr>
<td>It is safe to get vaccinated for HPV.</td>
<td>14/18 (78)</td>
<td>4/18 (22)</td>
</tr>
<tr>
<td>The HPV vaccine only helps women.</td>
<td>3/18 (17)</td>
<td>15/18 (83)</td>
</tr>
<tr>
<td>It is important for gay men to get the HPV vaccine.</td>
<td>15/18 (83)</td>
<td>3/18 (17)</td>
</tr>
<tr>
<td>My parents would think less of me if I got the HPV vaccine.</td>
<td>4/16 (25)</td>
<td>12/16 (75)</td>
</tr>
<tr>
<td>My friends would think less of me if I got the HPV vaccine.</td>
<td>2/16 (12)</td>
<td>14/16 (88)</td>
</tr>
<tr>
<td>My sexual partners would think less of me if I got the HPV vaccine.</td>
<td>2/16 (12)</td>
<td>14/16 (88)</td>
</tr>
<tr>
<td>It would be hard for me to find time to get vaccinated for HPV.</td>
<td>4/16 (25)</td>
<td>12/16 (75)</td>
</tr>
<tr>
<td>It would be hard for me to get the HPV vaccine because I am afraid of shots.</td>
<td>5/16 (31)</td>
<td>11/16 (69)</td>
</tr>
<tr>
<td>It would be hard for me to find a health center/health provider in order to get vaccinated.</td>
<td>3/16(19)</td>
<td>13/16 (81)</td>
</tr>
<tr>
<td>I am planning on getting the HPV vaccine within the next 30 days.</td>
<td>6/16 (38)</td>
<td>10/16 (62)</td>
</tr>
</tbody>
</table>

aFindings are reported as n/N (%), where N is the number of people who answered each question, which varied from question to question.
bHPV: human papillomavirus.

**Discussion**

We aimed to determine if it was possible to recruit young MSM via a dating app for an mHealth (app-based) intervention that would effectively engage young MSM in local health services related to HPV vaccination. The results of this study support the theoretical framework (implementation intention theory), which posits that helping youth create concrete action plans can facilitate health behaviors. Future uses of mHealth tools may be effective in bridging the intention-behavior gap, particularly among adolescents (native technology users).

Of the participants who engaged with the mHealth tool and were either unvaccinated, not up-to-date on vaccine series completion, or did not report their vaccine status, 23% (8/35) utilized the tool to facilitate vaccination with the partnered health center or elsewhere. App usage data documented that participants primarily accessed information about HPV vaccination and used the tools to schedule appointments, geolocate the clinic, and set appointment reminders. Although there are few comparison mHealth studies among young MSM, another web-based educational and email/text message reminder intervention noted success in increasing HPV vaccination rates [35].

Although this study piloted a novel concept for engaging young MSM and for increasing their access to an affirming health center to facilitate HPV vaccination, the study had several limitations. We encountered challenges in study enrollment, and the study was limited by its narrow geographic focus. Enrollment was challenged by participants’ willingness to download the study mHealth tool and engage in the study questionnaire. Thus, we could engage only 42 participants and not 200 as per our original goal. Despite past success engaging young MSM to participate in nonlongitudinal research using dating apps [18], it is possible that many such users may not
want to be redirected to an external website or be willing to download a study-specific web-based app where they would be asked to engage over time. Future mHealth research and interventions with young MSM may benefit from adjusted recruitment (eg, recruitment on Facebook or Instagram) and engagement strategies (eg, website-based rather than app-based), which have shown greater evidence of success [35,36] nationally.

Research highlighting varied uses of mHealth tools targeting adolescents and young adults to improve HPV vaccination as well as reduce sexually transmitted infections shows promise [35,37,38]. Our findings suggest that an mHealth tool to support young MSM to create concrete action plans and bridge the intention-behavior gap is possible and may be useful when the health behavior has associated stigmas and when the behavioral goal is singular (eg, HPV vaccination). However, future research is needed to optimize the recruitment and longitudinal engagement strategy of an mHealth tool so that the desired outcomes (eg, increasing HPV vaccination) can be optimally met. Future research should also focus on states or regions with fewer health resources and lower baseline vaccine rates than those in Massachusetts.

The study questionnaire supported previous research [16] that young MSM view HPV vaccination as an important preventative health intervention. However, similar to other studies, results indicate a continued need to enhance knowledge regarding HPV vaccine safety, appropriateness of vaccination for MSM, and HPV-associated cancers in men (eg, anal cancer) [16-18,30]. Interventions aimed at reducing stigmas and increasing access to MSM-affirming health environments that also provide inclusive health education show promise [12,16,18] and are warranted, so that young MSM can comfortably seek health care and gain knowledge of risks and complications associated with HPV disease among MSM.

This pilot study tested feasibility of a theoretically informed mHealth tool designed to reduce health disparities and facilitate HPV vaccination among a sample of young MSM in Boston. We were able to recruit an underserved at-risk population of youth via a mobile online dating platform for an app-based intervention that resulted in in-person health delivery (virtual world to the real world). Considering some of the recruitment challenges, future work is needed to identify optimal strategies to recruit and retain users of mHealth tool technologies to improve the desired outcomes.

Acknowledgments

We would like to thank participants and the providers and staff of the Sidney Borum Jr Health Center of Fenway Health. This work was supported by a grant from National Institute of Allergy and Infectious Diseases (R21 AI130447) (for HBF) and by a grant from Indiana University Purdue University Center for HPV Research (for GZ).

Conflicts of Interest

GZ has served as a paid consultant to Sanofi Pasteur for work on the Adolescent Immunization Initiative. He has served as a paid consultant to Merck related to HPV vaccine hesitancy and received travel support to present at an HPV vaccine symposium. He has received research funding through his institution from Merck via their investigator-initiated studies program.

References


**Abbreviations**

HPV: human papillomavirus  
mHealth: mobile health  
MSM: Men who have sex with men

---

©Holly B Fontenot, Bradley Patrick White, Joshua G Rosenberger, Hailee Lacasse, Chokdee Rutirasiri, Kenneth H Mayer, Gregory Zimet. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 04.11.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Original Paper

Patients’ Experiences of Telephone-Based and Web-Based Cognitive Behavioral Therapy for Irritable Bowel Syndrome: Longitudinal Qualitative Study

Stephanie Hughes¹, MSc; Alice Sibelli², PhD; Hazel A Everitt¹, PhD, MD; Rona Moss-Morris², PhD; Trudie Chalder³, PhD; J Matthew Harvey¹, MSc; Andrea Vas Falcao¹, MSc; Sabine Landau², PhD; Gilly O’Reilly¹, PhD; Sula Windgassen³, PhD; Rachel Holland³, MSc; Paul Little¹, PhD, MD; Paul McCrone², PhD; Kimberley Goldsmith³, PhD; Nicholas Coleman⁴, MD; Robert Logan⁵, MD; Felicity L Bishop¹, PhD

¹Centre for Clinical and Community Applications of Health Psychology, Department of Psychology, University of Southampton, Southampton, United Kingdom
²Department of Biostatistics and Health Informatics, Institute of Psychiatry, Psychology and Neuroscience, King’s College London, London, United Kingdom
³Academic Department of Psychological Medicine, Institute of Psychiatry, Psychology and Neuroscience, King’s College London, London, United Kingdom
⁴Department of Gastroenterology, Southampton University Hospital, Southampton, United Kingdom
⁵Kings College Hospital, London, United Kingdom

Corresponding Author:
Felicity L Bishop, PhD
Centre for Clinical and Community Applications of Health Psychology
Department of Psychology
University of Southampton
Department of Psychology (B44), Highfield Campus
Southampton, SO17 1BJ
United Kingdom
Phone: 44 2380599020
Email: f.l.bishop@southampton.ac.uk

Abstract

Background: Cognitive behavioral therapy (CBT) is recommended in guidelines for people with refractory irritable bowel syndrome (IBS). However, the availability of CBT is limited, and poor adherence has been reported in face-to-face CBT.

Objective: Nested within a randomized controlled trial of telephone- and web-delivered CBT for refractory IBS, this qualitative study aims to identify barriers to and facilitators of engagement over time with the interventions, identify social and psychological processes of change, and provide insight into trial results.

Methods: A longitudinal qualitative study was nested in a randomized controlled trial. Repeated semistructured interviews were conducted at 3 (n=34) and 12 months (n=25) post baseline. Participants received telephone-based CBT (TCBT; n=17 at 3 months and n=13 at 12 months) or web-based CBT (WCBT; n=17 at 3 months and n=12 at 12 months). Inductive thematic analysis was used to analyze the data.

Results: Participants viewed CBT as credible for IBS, perceived their therapists as knowledgeable and supportive, and liked the flexibility of web-based and telephone-based delivery; these factors facilitated engagement. Potential barriers to engagement in both groups (mostly overcome by our participants) included initial skepticism and concerns about the biopsychosocial nature of CBT, initial concerns about telephone-delivered talking therapy, challenges of maintaining motivation and self-discipline given already busy lives, and finding nothing new in the WCBT (WCBT group only). Participants described helpful changes in their understanding of IBS, attitudes toward IBS, ability to recognize IBS patterns, and IBS-related behaviors. Consistent with the trial results, participants described lasting positive effects on their symptoms, work, and social lives. Reasons and remedies for some attenuation of effects were identified.
Conclusions: Both TCBT and WCBT for IBS were positively received and had lasting positive impacts on participants’ understanding of IBS, IBS-related behaviors, symptoms, and quality of life. These forms of CBT may broaden access to CBT for IBS.

(J Med Internet Res 2020;22(11):e18691) doi: 10.2196/18691
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Introduction

Background

Irritable bowel syndrome (IBS) affects 10%-20% of the general population [1]. Official UK guidelines for the management of IBS [1] recommend provision of diet and lifestyle advice, a trial of medications, and—if patients have ongoing troublesome symptoms after 12 months (refractory IBS)—referral for psychological intervention, such as cognitive behavioral therapy (CBT). CBT can improve IBS symptom severity and quality of life [2-5]. However, barriers to CBT for IBS exist, including limited availability of face-to-face CBT for IBS, uncertain cost-effectiveness [6], and issues with poor adherence [7]. The Assessing Cognitive behavioral Therapy in Irritable Bowel (ACTIB) trial [8] aimed to determine the clinical effectiveness and cost-effectiveness of therapist-delivered, telephone-based CBT (TCBT) and web-based CBT (WCBT) for IBS. Both TCBT and WCBT groups showed significant improvements in IBS symptoms at 12 months, compared with treatment as usual (TAU) [9,10]. Scores from the IBS Symptom Severity Scale [11] were 61.6 (95% CI 33.8-89.5) points lower ($P<.001$) in TCBT and 35.2 (95% CI 12.6-57.8) points lower ($P=.002$) in WCBT at 12 months, than TAU.

Therapist-delivered TCBT and WCBT may overcome some of the barriers to traditional face-to-face CBT by offering better cost-effectiveness for health care commissioners [12] and providing greater flexibility in timing and location for patients [9]. Although some people may prefer remote access therapies, it may not be appropriate for all patients. Providing remote treatment options can increase access and free up more intensive face-to-face resources for those patients for whom remote intervention is not appropriate. Patients’ experiences of these modalities of CBT for IBS have rarely been studied and could provide novel insights into the processes underpinning treatment uptake, adherence, and effectiveness.

We previously explored patients’ experiences of using WCBT as part of a feasibility trial of the prototype of the WCBT program used in the ACTIB trial [13]. Participants in that study were positive about WCBT and described the website as “well designed and easy to understand and use,” although some felt that “a user had to be self-motivated to work through the material.” Participants engaged with the website varying degrees, with some having limited or no engagement because “they did not find the website relevant to them” or “the website was too impersonal.” Follow-up was performed at just 12 weeks, so experiences of longer-term effects could not be assessed. To the best of our knowledge, this is the only study on patients’ experiences of TCBT and WCBT for IBS. Studies in other populations suggest that WCBT is acceptable and helpful and allows a level of anonymity when disclosing personal thoughts [14]. Similarly, trials of TCBT in other populations have shown encouraging results in terms of symptom improvement, with no detrimental impact on patient satisfaction [15].

Objectives

We conducted a large qualitative study nested within the ACTIB trial. Previously reported analyses using this data set have focused on treatment seeking and appraisal processes [16], patients’ perspectives on general practitioner (GP) interactions [17], and emotional processing in IBS [18]. The aim of this study is to explore patients’ experiences and views of TCBT and WCBT for IBS immediately posttreatment and at 12-month follow-up. The objectives are to identify factors that facilitate or impede engagement with web-delivered and telephone-delivered CBT in this patient group both during and after the main intervention period, to identify social and psychological processes of change in the short term and long term, and to provide insight into the quantitative results of this complex trial.

Methods

The ACTIB Trial and Interventions

The ACTIB trial recruited 558 participants from primary care (GP) and secondary care (gastroenterology clinics) in Southampton and London between March 2014 and March 2016. The participants were randomized to one of the following 3 groups: TCBT, WCBT, and TAU. The TCBT group received six 1-hour TCBT sessions over 9 weeks, a detailed patient manual, and 2 booster 60-min follow-up phone calls at 4 and 8 months. The WCBT group received access to the previously piloted IBS digital self-management program Regul8 [4,8]. Regul8 consisted of 8 web-based sessions to be completed on a weekly basis, three 30-min telephone support sessions over 9 weeks, and 2 booster 30-min follow-up phone calls at 4 and 8 months. The CBT content delivered via telephone in the TCBT arm and via website in the WCBT arm was the same, with only the mode of delivery being different. Both intervention groups also received ongoing TAU, in primary or secondary care or both, as appropriate. The 2 interventions contained similar content, and the same therapists provided telephone support. The CBT content was based on an empirical cognitive behavioral model of IBS [19] and comprised education and behavioral and cognitive techniques aimed at improving bowel habits, developing stable healthy eating patterns, addressing unhelpful thoughts, managing stress, reducing symptom focusing, and preventing relapse [8]. The TAU group continued with their usual care (in primary care or secondary care or both, as appropriate) and were offered access to Regul8 on completion.
of the trial. For further details, see the trial protocol [8]. The study was approved by the relevant National Research Ethics Service Committee on June 11, 2013 (13/SC/0206).

**Nested Qualitative Study**

**Design**

A longitudinal qualitative study was nested within the ACTIB trial in an embedded mixed methods design with the qualitative component acting in a supportive capacity [20]. Repeated, also known as serial, semistructured interviews were conducted with the same participants at 3 and 12 months. Serial interviews are rarely used in medical research but, compared with one-off interviews, are better suited to exploring patients’ experiences over time and changes therein [21]. Therefore, we chose serial interviews because our objectives were oriented toward processes that occur in time (eg, identifying processes of change in the trial) and because we were interested in how patients’ experiences and reflections might change from the initial therapy phase to the subsequent follow-up phase.

**Data Collection**

Purposeful sampling was used to select a range of ACTIB participants to invite for interview. To best address our objectives and to capture the experiences of a diverse range of individuals, we sought to interview participants from all 3 ACTIB groups and to include variation within each group in gender, age, ethnic background, geographical location (Southampton or London), symptom severity score, and recruitment path (primary or secondary care). Of 558 participants, 100 were invited to take part in an interview, 58 of whom agreed to participate. The data for this analysis comprised the interviews conducted with people from the TCBT and WCBT groups at 3 months postbaseline (n=34) and at 12 months postbaseline (n=24). The characteristics of these participants are summarized in Table 1, demonstrating the breadth of our sample.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Therapist CBT&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Web-based CBT</th>
<th>Total sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3 months (n=17)</td>
<td>12 months (n=12)</td>
<td>3 months (n=17)</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White British</td>
<td>11 (65)</td>
<td>7 (58)</td>
<td>12 (71)</td>
</tr>
<tr>
<td>White other</td>
<td>4 (24)</td>
<td>4 (33)</td>
<td>4 (24)</td>
</tr>
<tr>
<td>Mixed White and Asian</td>
<td>1 (6)</td>
<td>1 (8)</td>
<td>0</td>
</tr>
<tr>
<td>African</td>
<td>1 (6)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Other ethnicity</td>
<td>0</td>
<td>0</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.94 (11.71)</td>
<td>38.4 (10.4)</td>
<td>42.41 (17.37)</td>
</tr>
<tr>
<td>Irritable Bowel Syndrome Severity Scoring System baseline score, mean (SD)</td>
<td>283.47 (117.11)</td>
<td>278.58 (126.07)</td>
<td>259.65 (124.39)</td>
</tr>
<tr>
<td>Recruitment site, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary care</td>
<td>11 (65)</td>
<td>8 (67)</td>
<td>13 (76)</td>
</tr>
<tr>
<td>Secondary care</td>
<td>6 (35)</td>
<td>4 (33)</td>
<td>4 (24)</td>
</tr>
<tr>
<td>Duration of symptoms in years before study entry, mean (SD)</td>
<td>14.71 (7.10)</td>
<td>12.83 (6.94)</td>
<td>15.59 (8.89)</td>
</tr>
<tr>
<td>Length of irritable bowel syndrome diagnosis when entering the trial, mean (SD)</td>
<td>7.94 (7.66)</td>
<td>6.5 (6.53)</td>
<td>11.82 (9.22)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CBT: cognitive behavioral therapy.

Interviews were conducted either face-to-face (n=9) or via telephone (n=49), lasted between 22 and 113 min, and were audio-recorded and transcribed verbatim using unique participant identification numbers to preserve anonymity and permit linkage between repeated interviews. A semistructured topic guide was used flexibly, allowing the interviewer to explore any relevant issues raised by the participants. The topic guides for the 3-month and 12-month interviews are available in Multimedia Appendices 1 and 2, respectively. The topic guides included open-ended questions on expectations about the ACTIB trial and reasons for taking part, previous experiences of IBS therapies and management, experiences of being in the trial and the allocated therapy, and any changes that occurred since starting the trial. Interviews at 3 months continued until data saturation, that is, the point at which no new themes relevant to the research questions were identified. This was reached when 34 participants had been interviewed. The same 34 participants were contacted again at 12 months. Of 34 participants, 24 agreed to be interviewed again. The remaining 10 either failed to respond or declined, citing a lack of time to take part. Data saturation for themes related to posttrial experiences, and longer-term retrospective reflections...
on trial experiences was reached within those 24 interviews, making additional recruitment unnecessary.

**Data Analysis**

Interviews were read repeatedly before being coded in NVivo (QSR International; version 11) and analyzed by working iteratively with the phases mapped out by Braun and Clarke for inductive thematic analysis [22] supplemented with techniques from grounded theory (Table 2) [23,24].

<table>
<thead>
<tr>
<th>Thematic analysis phase</th>
<th>Implementation</th>
<th>Supplementary techniques derived from grounded theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Familiarization</td>
<td>Initial notes made as transcripts read repeatedly</td>
<td>Listen to audio recordings</td>
</tr>
<tr>
<td>Generate initial codes</td>
<td>Using the first 22 transcripts, initial codes and a coding manual were developed. This coding manual was used to analyze subsequent transcripts, and amendments were made iteratively when necessary</td>
<td>Line-by-line open coding on a portion of the data and constant comparison</td>
</tr>
<tr>
<td>Searching for themes</td>
<td>As the analysis evolved, codes related to similar manifest or latent concepts were grouped together. These groupings were considered as candidate themes and subthemes</td>
<td>Constant comparison, identify key concepts in the data, and write memos</td>
</tr>
<tr>
<td>Reviewing themes</td>
<td>Candidate themes and subthemes were reviewed to ensure that they worked in relation to the coded extracts and the individual interviews and that they captured relevant material from across the data set</td>
<td>Constant comparison, search for deviant cases, generate selected case summaries to capture participant stories, and changes across 3- and 12-month interviews</td>
</tr>
<tr>
<td>Defining and naming themes and their interrelations</td>
<td>Themes were refined and explicitly defined to clearly and succinctly capture patterns in the data relevant to the research objectives</td>
<td>Constant comparison</td>
</tr>
<tr>
<td></td>
<td>Cross-tabulations (using NVivo’s matrix query) to compare theme content and relevance between the TCBT(^a) and WCBT(^b) groups and between 3 and 12 months</td>
<td></td>
</tr>
<tr>
<td>Reporting</td>
<td>Selected compelling examples to illustrate themes and subthemes. Final analysis and contextualization in relation to the literature and research objectives</td>
<td>N/A(^c)</td>
</tr>
</tbody>
</table>

\(^a\)TCBT: telephone-based cognitive behavioral theory.

\(^b\)WBCT: web-based cognitive behavioral theory.

\(^c\)N/A: not applicable.

An attempt was made to bracket the influence of the researcher’s prior knowledge and assumptions on the coding while acknowledging that this is never fully achievable and that the emerging analysis is necessarily a product of the interactions between interviewer, interviewee, and analyst, situated within their particular sociocultural, intellectual, and historical contexts. This analysis was guided by the research objectives, supervised by an investigator experienced in qualitative methods (FB) and led by junior nonclinical researchers trained in qualitative research but not CBT (SH, JH, and AF), one of whom (SH) was very familiar with the Regul8 intervention. They identified initial themes and subthemes, some of which resonated with the theoretical processes underpinning CBT. The initial and final themes and subthemes were reviewed and interpreted (SH, AF, JH, and AS) with input from trained CBT therapists (RM and TC), health psychologists (RM, TC, and FB), and an academic GP (HE). RM and TC led the development of the initial model underpinning the CBT intervention, and HE, SH, AS, and FB were involved in the development of Regul8. The credibility of this qualitative analysis was enhanced by the involvement of multiple researchers and the use of NVivo to facilitate (1) the iterative process of analysis moving between raw data, codes, and themes within a large data corpus and (2) systematic comparisons between and within individual participants.

**Results**

**Overview**

A total of 4 main clusters of themes related to each objective were identified and were evident to some extent within both TCBT and WCBT groups: experiencing symptomatic and quality of life improvements; developing a different mindset: cognitive and behavioral changes; barriers to engagement with CBT; and facilitators to engagement with CBT. Each cluster comprised multiple themes, which are summarized in Figure 1. Below, we discuss these in detail, highlighting individual themes in italic typeface.
Identifying Factors That Facilitate Engagement With Web-Delivered and Telephone-Delivered CBT for IBS

This objective was addressed by the themes collated under facilitators to engagement with CBT. High levels of satisfaction with CBT were suggested by participants’ positive comments about their experiences at both 3 months and 12 months and may have either facilitated or reflected high levels of engagement. Participants’ views of WCBT and TCBT being credible for IBS were shaped by perceptions that the ACTIB CBT took a systematic well-ordered approach; presented material in a professional, engaging, and accessible manner; and provided clear explanations of IBS and a convincing rationale for CBT. Early improvements in symptoms also contributed to a view of CBT being credible for IBS. This was true for both CBT groups, with no clear differences between the groups. A participant in the TCBT group explained:

> Literally after the second week of doing it, sort of reading through the books and then—talking to [name of therapist] for the hour and going through everything, it was brilliant and the fact that it did really help, you know, week by week we were talking about different behaviours and—and I think, literally, I sort of saw improvement quite quickly really. [P24547, 3 months, TCBT]

Similarly, a participant in the WCBT group reported:

> ...overall I was very, very pleased, it was nicely laid out, and I think that it’s really contributed into helping me overcome some of the issues that I’ve dealt with—I’ve been dealing with—up until that point. [P10074, 3 months, WCBT]

Participants in both groups valued being able to talk to therapists who were perceived as knowledgeable and supportive. They valued:

> just having someone to talk to [P39446, TCBT, 3 months]

and found it particularly helpful to talk to someone who had IBS specific knowledge:

> it’s just nice to have someone listen who is kind of—understands all the ins and outs [P45322, WCBT, 3 months]

It would seem that the therapists were able to develop positive therapeutic relationships despite being constrained by the telephone to verbal communication only. Affective bonds were also evident, as participants described their therapists as follows:

> really friendly [P25044, TCBT, 3 months]
> very nice to speak to [P20850, TCBT, 3 months]
> friendly and approachable [P16084, WCBT, 3 months]

One potential drawback of web-based interventions, at least for some patients, is the lack of human interaction and support [12,13]. The telephone sessions provided to support the WCBT mitigated this risk, and participants described how this therapist contact helped to reinforce the messages from Regul8, provided the opportunity to discuss their particular case, and enabled them to ask questions and have them answered. In these ways, the 30-min telephone sessions helped to support engagement with the WCBT, in particular:

> I think with the actual online sessions, they’ve been really helpful, but then, being able to talk... to my
therapist, has really helped me kind of put them into practice. I think, for me, the online sessions themselves weren’t enough to deal with my case and my symptoms. I think being able to talk them over with the therapist has kind of—re-cemented things, reaffirmed things and just being able to talk about them has really helped. [P28570, WCBT, 3 months]

talking to [therapist name] was really, really good. That was nice to have that kind of backup support and, you know, I had like—I think it was half an hour and it was a really good amount of time... [P45322, WCBT, 3 months]

The flexibility afforded by both web-based delivery and telephone delivery was commented on positively by participants. Both modes of delivery were experienced as convenient for participants who were able to organize their own schedules for completing the web-based modules and did not have to physically travel to attend appointments:

I liked the way it was presented and it’s certainly helped me because I was able to do it my own time. [P16033, WCBT, 12 months]

I liked that it was over the phone sometimes as well, that I didn’t always have to go somewhere and park and—that was good. [P25044, TCBT, 12 months]

Identifying Factors That Impede Engagement With Web-Delivered and Telephone-Delivered CBT for IBS

Barriers to engagement with CBT encompassed 4 main themes describing factors that impede engagement with WCBT and TCBT. Participants in both groups who discussed initial skepticism and initial concerns about the biopsychosocial nature of the intervention also reported mostly overcoming these potential barriers to engagement. Some described feeling skeptical about how remote CBT could be either relevant or effective for IBS, and this skepticism was typically couched in a perceived Cartesian disjunction between CBT as focused on mental processes and IBS as a physical condition. Skepticism in both groups was overcome through beginning the intervention and learning about the cognitive behavioral model of IBS used in ACTIB and developed in an earlier trial [25]. The cognitive behavioral model was presented by starting with the physiological and biological changes that underpin the IBS symptoms and then exploring how these changes can be influenced by thoughts, feelings, and behaviors as well as the autonomic nervous system responses linked to stress:

To be honest, when I started I was very skeptical, I couldn’t see how thought processes and things would actually affect your tummy, but when it’s explained through the literature and when you speak to a therapist, you can really see the connection between how you think and how your tummy reacts and—I think it just takes somebody to tell you... [P25119, TCBT, 3 months]

Some participants across both groups expressed initial concerns about whether the telephone was an appropriate mode of delivery for CBT as a form of talking therapy. For a few (2 TCBT interviewees and 4 WCBT interviewees), these concerns persisted and appeared to derive from discomfort with the lack of nonverbal cues in telephone interactions:

obviously over the phone it’s slightly trickier than face-to-face. So we don’t know what the other person’s thinking or anything. [P40192, TCBT, 12 months]

Others overcame their concerns once they had started telephone sessions and focused more on the content of the CBT being delivered:

I did think it is odd to do counselling over the phone, but now I think—actually—it doesn’t matter; it doesn’t really matter at all as long as the counselling is good. [P40210, TCBT, 3 months]

Participants from both the TCBT and WCBT groups referred to the need for self-discipline and motivation to complete the homework tasks contained within the CBT program. Some found it difficult to motivate themselves to do this homework and may have been negatively affected by the connotations of this terminology:

I found it hard um... I’m not very good at doing homework and never have been and I don’t suppose I will be, um...so where it’s given my homework to do, I’ve not—I’ve not been, um let’s say a Grade A student. [P21339, WCBT, 3 months]

Participants described wanting to do the homework to experience the anticipated health improvements but also reported finding it difficult to do this within the context of busy lives and competing priorities. There was a sense in both the WCBT and TCBT groups that investing more time in the program would result in getting more out of it:

I: What did you dislike about being in this group?

P: I think probably the discipline of having to do the homework... it’s kind of a bit of a paradox; I wanted to do the homework because I’m keen to participate and kind of make the best of it, but it’s kind of remembering to do it and—having something else to do during the week. [P25044, TCBT, 3 months]

There could have been more I learned from it if I’d maybe done—spent more time on it or done it over a longer amount of time, then I might have got more out of it, but I did get a lot from it. [P40567, WCBT, 12 months]

One final barrier that impeded engagement with WCBT (but was not identified in the narratives of TCBT participants) for some participants was the sense that this intervention did not offer anything new. This was mostly expressed by participants who felt that they had lived with their IBS for a long time and had already made themselves familiar with and tried to implement recommendations regarding lifestyle issues, including diet, stress, and physical activity. Such participants felt that the WCBT did not offer them any new insights or approaches to managing their IBS:

I’ve followed all the little sections on the trial, looking at your diet, looking at your stress, looking at your activity and I’ve kind of gone through all of those on
Although this theme was only present in the WCBT arm, it is important to note that the content of the CBT program was the same in both TCBT and WCBT arms, with only the mode of delivery being different.

**Identifying Social and Psychological Processes of Change**

Social and psychological processes of change were captured in the cluster of themes “Developing a different mindset: cognitive and behavioral changes.” Within this cluster, 4 themes described different changes experienced by participants across both WCBT and TCBT groups: changes in their understanding of IBS, changed attitudes toward IBS, a newfound ability to recognize IBS patterns, and subsequent changes in behavior associated with an increased sense of control over their IBS. At 3 months, participants in both groups felt they had an improved understanding of IBS as a reassuringly common condition that they could manage to some extent, based on their personal experience of improvements in IBS since commencing the trial:

> I’m really pleased [with that] and it doesn’t mean the symptoms are completely gone, but it means that I understand them and I can control some of them. So I think that’s something I’m going to keep for life; it’s not something I’m going to forget about. [P40015, TCBT, 3 months]

> I feel relieved, relieved that—because going through the programme I realised that there are people out there who suffer exactly the same symptoms as I do, that it’s actually fairly common. [P10074, WCBT, 3 months]

The CBT program taught participants to recognize their personal cognitive and behavioral patterns related to their IBS and enabled participants to evaluate their responses to these patterns. When these ideas resonated with individuals, they were able to reflect on them and think about things in a different way:

> I think like with the thoughts, just being aware of the sort of things that can kind of perpetuate the cycle of stress. I think catastrophizing or black-and-white thinking and things like that, I think I can see them in myself and I think just being aware of that, you can kind of try and take a back step and see it in another way and re-evaluate the situation. [P26417, TCBT, 3 months]

Possibly as a consequence of feeling that they understood their IBS better and could identify their personal patterns, participants also reported changing how they thought about IBS. For example, some described being able to feel more relaxed and less worried about their IBS. This change then appeared to be linked with positive changes in behavior, for example, enabling participants to liberate themselves from ingrained and socially limiting behaviors such as avoiding public or shared toilets:

> I started thinking to myself, you know, I don’t need to stress and worry about it, there is a toilet here, it’s there if I can use it, which has helped, because I used to go home early from parties and things like that with a tummy ache. But now I can just think, you know, I’m working myself up about it and then, more often than not, the feeling goes away and then I’m absolutely fine. [P25119, TCBT, 3 months]

Participants valued the tools and strategies that they developed through the CBT program when they were found to effectively help manage their (response to) IBS. In this way, both WCBT and TCBT appeared to promote an increased sense of control over IBS and greater self-efficacy for coping:

> I would say I’m more in control than um previously because I have a whole series of tools to help me. [P20822, TCBT, 3 months]

> I feel so much more in control of my IBS and if something flakes up I don’t feel like it’s the end of the world and I know that I’ve got strategies in place to be able to deal with them. [P28570, WCBT, 3 months]

The cognitive and behavioral changes promoted by the CBT program were summed up by a participant in the TCBT group who experienced total relief from IBS, which was maintained at 12 months:

> I now have a different mind-set, if you like, and a few little aids along the way, which help me to—remember the interviews and I don’t have any problems and haven’t had any problems since the ACTIB course finished. [P20822, TCBT, 12 months]

**Insights Into the Quantitative Results of the ACTIB Trial**

Cross-tabulating the themes by trial group and interview time point helped to relate the qualitative data to the following key findings from the quantitative trial: the overall effectiveness of WCBT and TCBT, the maintenance of effects at 12 months, and adherence to the interventions.

In the trial, all primary and secondary outcomes showed significant improvement in both CBT groups compared with TAU at 12 months [9] (the primary end point), and the overall pattern was for beneficial effects (in IBS symptom severity, mood, and impact on life roles) to be sustained, on average, from 3 to 6 to 12 months. There was also evidence of some sustained improvements and some attenuation of effects from 12 to 24 months [10]. The theme *Experiencing symptomatic and quality of life improvements* captures the range of patient-perceived benefits of the CBT program. The majority of participants in both therapy arms reported IBS symptom improvements over the period of the study; some participants also described how the symptomatic, cognitive, and behavioral changes associated with CBT contributed to improvements in their work and social lives. These improvements were particularly emphasized when participants were interviewed at 3 months but were still very evident in the 12-month interviews, demonstrating the lasting positive impact on the lives of these IBS patients:

> I think it is much improved really; I’ve not had as much sort of constipation as what I used to have,
so—so yes—for me, it has been really, really good. [P24547, TCBT, 3 months]

if I do have a problem I know I can, you know, let my boss know and she’s fine. I’ll just say—I’m going to be in a bit late, whereas, you know, like I said before, I just—I would have just been like—I’m sick. [Pt 45322, WCBT, 3 months]

I used to be very concerned about going round to people’s houses or going out to dinner—or going for food somewhere because I’d get very concerned that I might have a reaction and I’d need to run to the toilet straightaway, and I think that stress and worry beforehand would always then trigger a bout of IBS, but now it’s kind of—I started thinking to myself, you know, I don’t need to stress and worry about it, there is a toilet here, it’s there if I can use it, which has helped. [Pt 25119, TCBT, 3 months]

However, while some participants maintained improvements and felt they would carry these on into the future, others felt they had not managed to maintain earlier improvements:

Unfortunately I’m unable to—control it as I did when I did the study and even though I still do a number of techniques and use the tools that I have learned last year, I’ve come to think that my mind has become immune to them and knows that these are just things I’m telling myself, but it’s not registering; so the mind controls my body, still. [P10074, WCBT, 12 months]

To explore possible reasons why some participants felt they did not sustain beneficial changes after completion of active treatment, we classified participants as responders (n=22) and nonresponders (n=12) at 12 months and compared the themes and subthemes across these groups. A responder was defined as a participant with a 50-point improvement on the Irritable Bowel Syndrome Severity Scoring System from baseline to 12 months [8]. This analysis suggested that people classified as responders had more positive experiences of active treatment than those classified as nonresponders. At 3 months, the responders talked more about developing a different mindset and making cognitive and behavioral changes in response to CBT. Nonresponders placed more emphasis on barriers to engagement. This suggests that patients’ engagement with structured active therapy and their ability to embed cognitive and behavioral changes in their lives are, unsurprisingly, important for longer-term effects. Two case summaries presented in Textbox 1 help to illustrate this within the broader context of patients’ experiences. Participants’ reflections also suggest that any attenuation of beneficial effects could be partially mitigated by providing limited ongoing access to a therapist to help discourage relapse into unhelpful patterns:

I would have found it very useful, as I’m sure most participants would, to perhaps long-term, for this kind of treatment, have maybe somebody that you could contact, a point of contact from time to time, when you were having a particularly difficult time or needed to be reminded of something or to re-motivate you because like with all things, if we don’t have somebody behind us, I think we tend to have good intentions and then just go back to our old habits. [P20850, TCBT, 12 months]
Two participants were selected for in-depth presentation to illustrate how one responder and one nonresponder experienced cognitive behavioral therapy (CBT) for irritable bowel syndrome (IBS). These were not presented as representative cases but rather to showcase the interplay between themes as participants answered open-ended interview questions about their experiences over the course of a CBT trial. Both started the trial with severe IBS symptom severity scores, both were randomized to the telephone-based CBT arm, and both completed all of their telephone sessions including their booster calls. Participant P24547 maintained improvements at 12 months and was classified as a responder, whereas P40210 did not.

- Participant P24547

P24547 had experienced IBS symptoms for 15 years and did not really expect to benefit personally from the trial, having previously tried many treatments and “sort of thought it was something I just had to learn to live with, I didn’t think that I’d get a huge amount out of [the trial].” She had not previously tried CBT and did not express any reservations about it. When describing the nature of CBT and its impact on her IBS, P24547 emphasized the cognitive aspects of the treatment. For example, when asked about any changes experienced since starting the trial, she described how “I used to get quite stressed and worked up about—people at work. So [therapist name] was always saying that a lot of people with IBS have got sort of a level of perfection in themselves and I’ve definitely changed in the fact that I—I’m trying to do as much as I can, the best—but I don’t always—the best I can but I don’t always strive for perfection—which—which I think is that sort of side me has really helped, working through those exercises.” Related to this perceived need to make active changes to one’s thinking patterns, a strong sense of empowerment to make such changes and thus manage any symptoms emerged from P24547’s account of CBT. “I think through this therapy it really sort of highlighted some of the things, even simple things like doing more exercises and—making myself go out and—and not stay in and just sort of think and worry about my pain and get annoyed because of why this is happening to me, sort of thing. It was sort of understanding that there are things that I can do to work with the idea. So—for me—it was sort of being able to recognize the symptoms and then know how to deal with them.” During the trial, P24547 found the interactions with the therapist helped to motivate her to practice implementing her new cognitive and behavioral styles and was concerned that she might struggle to sustain these changes after completing the trial, but at 12 months explained how “actually I have continued to reflect on things and if I get cross about something, instead of getting myself wound up, which then tends to make my IBS even worse, I do—even literally last week—I got really cross about how something went and I then thought, no; I went to the toilet, I breathed, and I thought, right, how can I see this from their point of view, which is what the manual often went through. So even now I’m still finding it really useful.”

- Participant P40210

P40210 had experienced IBS symptoms for 24 years and was struggling with her IBS symptoms, feeling desperate for help at the start of the trial and “prepared to just try anything, I would have been happy to stand on my head if it had made it better.” She had “done CBT before for depression” and was a little apprehensive about delving into her emotions to start with but appreciated the new insights that she gained from CBT for IBS “now I know they [thoughts and feelings] are totally linked to my problems. So that’s been a positive thing that’s come out of it.” When asked about the effects of CBT, she evidenced her new insight into her IBS triggers but emphasized the improvements in her IBS symptoms and did not describe having adopted any cognitive or behavioral changes. “I have—what symptoms I’m having now ... are a huge amount less, I mean a massive amount less. So it’s mainly now wind, a bit of rumbling tummy and a little bit of—a little bit of acid reflux, a very small amount, but I can actually control that if I don’t eat certain things. And also—I have had one incident—a sort of very small amount of soiling incident, which is very unusual, I haven’t had that for about—three or four years. That was a day when I was particularly very stressed. And—small amounts of pain, you know, sort of spasm-type pain, sort of low down in my tummy, but really—a huge amount less than I had before.” P40210’s account of CBT did not suggest that she thought it was necessary to actively work on making cognitive changes to help her IBS. Instead, she seemed to engage with CBT on a more limited basis, accepting a new understanding of IBS but not acting on that understanding, instead focusing on dietary measures. Without cementing the underpinning cognitive changes, P40210 did not manage to sustain these changes after 12 months: “But now a year later, I think I’ve probably fallen back into probably old habits really and I think a lot of that is to do with the fact that—and I was discussing this with my daughters earlier—the fact that my IBS problems have been going for a considerable length of time. So it’s as if the problems have outweighed the solutions, you know, the problems are more dominant than the solutions.”

Quantitative data suggested good adherence to TCBT and WCBT. In TCBT, 83.9% (156/186) of participants completed at least four telephone sessions, 88.1% (163/185) completed at least one telephone session, and 69.2% (128/185) completed at least four website sessions. Previous trials have varied in the way they have defined adherence, and reaching an appropriate definition is not straightforward [26]. We predefined adherence in our protocol and based it on the notion that participants would need to have received at least half of the program to be considered to have received CBT. Only 3 interviewees were classified as nonadherent in our trial, all of whom had received WCBT, and we were unable to identify any themes that differentiated adherent and nonadherent participants.

**Discussion**

**Principal Findings**

Participants provided positive feedback about both web-based and telephone-based CBT for IBS. They described improvements in IBS symptoms, positive changes in their understanding of and attitude toward IBS, and a newfound ability to recognize IBS patterns and change their own behaviors. This resulted in an increased feeling of control over their IBS and improved work and social life despite some initial skepticism regarding remote CBT for IBS. They highlighted the need for self-discipline to undertake CBT and maintain behavioral changes in the longer term but felt that the flexibility of telephone-based or web-based CBT and high-quality therapy input aided engagement. Telephone support in the WCBT group was important and valuable to the participants.

**Strengths and Limitations**

This study was a rigorously conducted qualitative study that benefited from interviewing participants just after the CBT interventions to gather immediate perceptions at the end of the treatment (3 months) along with longer-term perceptions at 12 months. Participants were not interviewed again at 24 months, which reduced our ability to relate our qualitative findings to...
the 24-month quantitative follow-up [10]. The qualitative interviews enabled an exploration of individual differences in responding that were masked by the necessary focus in the trial data on group-level differences and changes over time. Participants were recruited from both primary and secondary care, which encompassed participants at different stages of their IBS journey, improving transferability to different settings. Participants interviewed had volunteered to participate, and all barring 3 were classified as adherent to the program. The results may have differed from a non–self-selecting, nonadherent sample. Participants were mostly White, British, and female, which is representative of the main ACTIB trial sample, but this sample does not allow us to draw inferences about how people from other demographic groups might experience CBT for IBS.

Although various measures were taken to minimize any inappropriate or uncritical influence of investigators’ preexisting frameworks, it is important to acknowledge that the interpretation of the data may have differed if conducted by a different research team. The measures taken to enhance analytic rigor included coding of data conducted by 3 different individuals, obtaining input throughout the analysis process from the multidisciplinary team, and consciously exploring possible alternate explanations and discussing them within the team. Furthermore, the individuals coding the data were not CBT therapists and did not consult the CBT therapists or model underpinning the intervention until the interpretation phase, after the subthemes had emerged.

Comparison With Existing Literature

To the authors’ knowledge, this is the largest qualitative study to date exploring the experiences of participants undertaking web-based and telephone-based CBT for IBS. This study expands on work by Tonkin-Crine et al [13] by:

- including participants at 2 time points: 12 weeks and 12 months postbaseline, rather than just 12 weeks
- using a larger sample
- including participants who had received telephone-based CBT, rather than just web-based CBT

The results from this study showed similarities to the findings from the study by Tonkin-Crine et al [13], for example, the feelings of positivity about WCBT, and the need for self-motivation to carry them through the program. However, not all findings were replicated, notably, the current findings did not describe the website as impersonal or not personally relevant enough. This difference in findings may be accounted for by the different levels of telephone support in each study; WCBT participants in this study received three 30-min telephone sessions and two 30 min booster sessions, all with a trained CBT therapist. WCBT participants in the study by Tonkin-Crine et al [13] received much less telephone contact (1 session of 30-45 min), which was conducted by a practice nurse. Participants in this study valued the telephone support and the expert knowledge of the therapists, and it may be that this extra contact time with expertly trained therapists addressed these previously reported barriers. Indeed, having individuals providing support who are perceived as trustworthy, benevolent experts may be vital for such support to effectively engage patients in digital interventions [27].

Conclusions and Implications for Future Research

Although acknowledging the difference in adherence rates between the TCBT and WCBT groups, more research is needed to investigate ways of increasing engagement in the web intervention. This may include a therapist portal where therapists can see what patients have completed on the web and provide support and encouragement online as well as by telephone. The data showed the telephone support in the WCBT group to be valued and important, and keeping this element in any future version would be beneficial.

Future versions of this CBT program may benefit from addressing the identified barrier around patients who have had IBS for a long-suffering feeling the web program does not offer anything new. It may be helpful for therapists to use Socratic questioning or guided discovery when discussing the patients’ personal cognitive behavioral model in the initial telephone call to unpick familiar and unfamiliar areas and, if appropriate, provide reassurance that more novel content will be covered later in the program.

Future CBT programs for IBS might benefit from addressing potential skepticism about the effectiveness of such treatment at the start of the program to help those with IBS understand how it might help. It is important to note that although this study focused on remote CBT for IBS, skepticism may be applicable more generally to CBT for IBS, rather than the delivery mode. It is unclear why the theme around the website failing to offer anything new was only present in the WCBT arm; however, perhaps, the therapists in the TCBT arm were able to better personalize the content and focus on the parts most novel or applicable to the participants. Participants in the WCBT group indicated that the small amount of telephone support they received was helpful to keep them on track and provided an outlet to ask questions and talk about their progress. Future research may investigate the minimal amount of therapist contact time needed in the delivery of an effective web-based program for IBS, which may fall somewhere between 30 and 45 min of nurse contact offered in the previous trial [13] and the 150 min of therapist contact offered in the ACTIB trial. In addition, the longevity of this support and contact time needs to be explored, as some participants expressed the desire for longer-term support they could return to when they started to slip back into old habits. The potential source of this longer-term support also needs to be explored, for example, it is unclear whether this support would need to be provided by a therapist, a website, or a patient’s GP.

Both TCBT and WCBT for IBS were positively received by people with refractory IBS. The flexibility and perceived high quality of the interventions aided engagement. These forms of CBT have the potential to provide a lower-cost acceptable alternative to face-to-face CBT.
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Background: Engagement with digital behavior change interventions (DBCIs) is considered a prerequisite for intervention efficacy. However, in many trials on DBCIs, participants use the intervention either only little or not at all.

Objective: To analyze engagement with a web-based intervention to reduce harmful drinking, we explored (1) whether engagement with a web-based alcohol intervention is related to drinking outcomes, (2) which user characteristics are associated with measures of engagement, and (3) whether reported outcomes are associated with data captured by voluntary intervention questionnaires.

Methods: We analyzed data of the intervention arm of a randomized controlled trial on a DBCI to reduce risky alcohol consumption. Data were collected at baseline (T0), after 90 days (T1), and at the end of the 180-day usage period (T2). Engagement with the intervention was measured via system usage data as well as self-reported usage. Drinking behavior was measured as average daily alcohol consumption as well as the number of binge drinking days. User characteristics included demographics, baseline drinking behavior, readiness to change, alcohol-related outcome expectancies, and alcohol abstinence self-efficacy. Following a bivariate approach, we performed two-tailed Welch’s t tests and Wilcoxon signed rank/Mann-Whitney U tests or calculated correlation coefficients.

Results: The data of 306 users were analyzed. Time spent engaging with the intervention as measured by system usage did not match self-reported usage. Higher self-reported usage was associated with higher reductions in average daily alcohol consumption (T1: \( \rho = 0.39, P < .001 \); T2: \( \rho = 0.29, P = .015 \)) and in binge drinking days (T1: \( \rho = 0.62, P < .001 \); T2: \( \rho = 0.3, P = .006 \)). Higher usage was reported from users who were single (T1: \( P < .001 \); T2: \( P < .001 \)), users without children (T1: \( P < .001 \); T2: \( P < .001 \)), users who did not start or finish secondary education (T1: \( P < .001 \); T2: \( P < .001 \)), users without academic education (T1: \( P < .001 \); T2: \( P < .001 \)), and those who worked (T1: \( P = .001 \); T2: \( P = .004 \)). Relationships between self-reported usage and clinical or psychological baseline characteristics were complex. For system usage, the findings were mixed. Reductions in drinking captured by intervention questionnaires were associated with reported outcomes.

Conclusions: Though self-reported usage could be consistently linked to better outcomes and multiple user characteristics, our findings add to the overall inconclusive evidence that can be found throughout the literature. Our findings indicate potential benefits of self-reports as measures of engagement and intervention questionnaires as a basis for tailoring of intervention content. Future studies should adopt a theory-driven approach to engagement research utilizing psychometrically sound self-report questionnaires and include short ecological momentary assessments within the DBCIs.

Trial Registration: German Clinical Trials Register DRKS00006104; https://tinyurl.com/y22oc5jo
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Introduction

In many trials on self-guided digital behavior change interventions (DBCIs), a substantial proportion of participants use the intervention only little or not at all [1]. This phenomenon might limit the validity of trial results, since some form of engagement with the intervention is assumed to be a condition for its efficacy [2]. Therefore, it is considered good practice to describe how engagement was measured and report usage along with the primary outcomes when conducting a randomized controlled trial (RCT) on a DBCI [3].

Most likely due to the interdisciplinarity of the field, despite efforts to find a common language [4], the terms engagement, adherence, dose, and usage are often used interchangeably in the literature, and different theoretical perspectives on the topic have emerged [5]. Perski et al [6] found that the behavioral sciences focus on quantitative aspects of engagement, conceptualizing it as the amount of usage over time. However, in computer science literature, research on engagement with DBCIs focuses on its qualitative aspects. In defining engagement as “[…] (1) the extent (eg, amount, frequency, duration, depth) of usage and (2) a subjective experience characterized by attention, interest, and affect,” Perski et al [6] highlight the importance of both aspects to obtain a better understanding of engagement and its relation to behavior change. Furthermore, Yardley et al [1] argue that mere engagement with the intervention content is not sufficient to bring about behavior change. Rather, after a phase of engagement with the intervention content, individuals must actively engage in behavior change to achieve the desired outcomes.

In the majority of studies on eHealth and mobile health interventions, engagement is operationalized as the actual usage of the intervention and is measured based on system usage data (SUD) [7]. SUD includes but is not limited to the number of logins, number of modules completed, and the amount of time spent in the intervention. While these measures seem to be predictive of outcomes for interventions targeting physical health, findings for mental health interventions are mixed [8]. Concerning interventions aiming to reduce harmful alcohol consumption, there is some evidence for engagement-outcome relationships [9,10]. However, some studies could not find an association between engagement and the extent of alcohol reduction [11]. It has been argued that the overall inconclusive findings might be due to a lack of consensus on how to measure engagement [8] or different patterns of usage [7]. The latter claim is supported by Milward et al [12] who found that some users of a smartphone app aimed at reducing harmful drinking used it to track their alcohol consumption, while others also used its other features. Furthermore, individuals might differ with respect to the extent of intervention usage required for them to engage in behavior change [1]. Discontinuing the use of an intervention might therefore not be necessarily linked to worse outcomes. It can also mean that the individual’s information needs are satisfied and they are already engaged in changing their behavior. A person showing high intervention usage, on the other hand, might have trouble transferring intervention content to actual behavior change and may keep on looking for support in the intervention content. SUD can only capture aspects of the micro level of engagement with the intervention; however, the macro level of engagement with behavior change is a necessity for improved outcomes. Therefore, Yardley et al [1] recommend the utilization of multiple measures of engagement. A cost-efficient way to capture different aspects of engagement are self-report questionnaires. However, at this point, only few of such questionnaires are available and have been psychometrically evaluated [7,13].

As noted above, some form of engagement is necessary to achieve behavior change. To further increase the reach and impact of DBCIs, it is important to identify factors that influence engagement. To date, various user characteristics have been proposed to be related to engagement with intervention content, and overall, the evidence is puzzling [14]. A systematic review identified female gender and a higher treatment expectancy as predictive of higher engagement. Findings for age and baseline problem severity were mixed [15]. Concerning DBCIs targeting alcohol consumption, higher age, higher education, and female gender were found to predict higher engagement [11,16,17]. For baseline alcohol consumption, positive and negative associations with engagement have been found, while some studies could not establish such a relationship [11,17]. Concerning psychological variables, higher motivation for treatment and behavior change as well as lower confidence in one’s own ability to change were found to be associated with higher engagement [16,17].

To improve engagement and consequently intervention outcomes, different approaches have been suggested. One of them is tailoring. Tailoring seems to be a desired and efficient way to increase engagement for different types of interventions [15,18,19]. Dynamic tailoring of intervention content relies on the user providing information at some point of the interaction with the DBCI. Based on this user input, the personalized content can be delivered automatically by the system. Apart from static variables such as age or gender, it seems reasonable to consider changes in the target behavior as a basis for tailoring of content. Based on such data, those users who have already changed their behavior could receive content concerning relapse prevention. For others who are still struggling, additional content on behavior change techniques or motivational content could be provided. However, to our knowledge, it is yet unclear whether data captured by intervention questionnaires corresponds to reported outcomes.

Based on data collected between 2015 and 2017 in an RCT on a web-based intervention to reduce risky alcohol consumption—Vorvida [20]—we analyzed engagement with...
the intervention. To do so, we explored the following 3 questions.

**Engagement and outcomes:** How is engagement with the intervention related to drinking outcomes?

**User characteristics and engagement:** Which user demographics and clinical or psychological baseline characteristics are associated with measures of engagement?

**Intervention questionnaires and outcomes:** Are reported outcomes associated with data captured by voluntary intervention questionnaires?

As much as possible, post hoc analyses were guided by the AMUsED (Analyzing and Measuring Usage and Engagement Data) Framework [21].

**Methods**

**RCT Details**

For detailed information on the study design and procedure of the RCT as well as the intervention, see the publication of the results [20] and the study protocol for the RCT [22]. The RCT was registered at the German Clinical Trials Register (reference number: DRKS00006104), and ethical approval was obtained from the Ethics Committee of the Hamburg State Chamber of Physicians (reference number: PV4802).

**Study Design and Procedure**

The data we explored in this study were collected from the intervention group of a parallel group pragmatic RCT at 3 time points: at baseline (T0) as well as at 3 months (T1) and 6 months (T2) later. Because access to the intervention was granted for a period of 180 days, T1 corresponds to the middle and T2 corresponds to the end of the usage period. Participants were recruited via health care providers (eg, outpatient centers, information centers, family doctor’s offices) in northern Germany and German online and offline media (internet self-help forums, newspaper advertisements). Inclusion criteria were informed consent, a minimum age of 18 years, and either an average consumption of at least 12/24 g (women/men) of pure alcohol per day or an AUDIT-C (Alcohol Use Disorders Identification Test-Concise) score of at least 3 or both.

After filling out a screening questionnaire at the study website, within 1 week, participants received an email informing them whether inclusion criteria were met. Included participants received a link to the baseline questionnaire and were asked to respond. Right after baseline assessment, participants were randomly allocated to either the intervention or the care as usual/waitlist group. A centralized, software-driven, randomised procedure was used so that randomization could not be subverted by the team of researchers and concealed allocation was ensured. Participants in the intervention group received an access key and a link to the intervention. After registration, the program was activated for 180 days. To encourage usage, participants in the intervention group received an email reminder at 3, 6, 9, and 16 weeks after receiving the access key. Six months after the T2 assessment, participants in the care as usual/waitlist group gained access to the intervention.

**Intervention**

Vorvida is an unguided web-based intervention, which was designed for persons older than 18 years who consider their alcohol consumption patterns to be problematic. The intervention content is tailored to the user depending upon his/her answers in simulated dialogues. Vorvida is based primarily on principles and techniques used in cognitive behavioral therapy. It incorporates different techniques to change behavior and cognition, eg, motivational interviewing, cognitive restructuring, or mindfulness-based methods.

Vorvida is organized in 4 modules. The first module is concerned with individual drinking patterns, motivation to change, and goal setting. The second module focuses on cognitive and mindfulness-based methods to cope with alcohol cravings. The third module informs about coping with risk situations, while the fourth module content is based on relapse prevention. Three short questionnaires are embedded within the program, and users are encouraged to respond to these regularly (self-monitoring). Vorvida can be accessed via standard internet browsers on any desktop, laptop, or mobile computers, including smartphones. Font and image sizes adjust automatically to different screen sizes (responsive design). In addition, Vorvida offers homework materials in the form of PDFs to print and use outside of the intervention.

**Measures**

**Details**

In the following section, we briefly describe the measures used, including the abbreviations we will use to refer to them. An overview of all measures used in the analyses, including a short description as well as information on when the assessment took place and references to additional information [23–27], are given in Multimedia Appendix 1.

**Drinking Behavior**

Drinking behavior was measured in 2 ways: first, as the average daily alcohol consumption in grams of alcohol within the last 7 days by the Timeline Followback (TFB) method [23]; second, as the number of binge drinking days (BDDs) within the last 30 days by asking on how many days the participants drank 5 or more alcoholic beverages on 1 occasion. For research questions (1) and (3), we calculated the individual change scores.

**Engagement**

Engagement was operationalized as usage of the intervention and measured by SUD and self-report. SUD included the frequency of the utilization of the intervention questionnaires and the time spent in the intervention measured as five-minute blocks of activity (FMB). The FMB was calculated based on server logs. To avoid overestimation of time spent in the intervention, if a user did not create an event (eg, opening a new page) within a time-frame of 5 minutes, he/she was considered inactive. Three different questionnaires were included in the intervention: a daily alcohol check (DAC), assessing the number of standard units of alcoholic drinks consumed on the day before, a weekly alcohol check (WAC) based on the AUDIT-C [28], and “a mood check” (MC) (affective checklist). As an indicator for the breadth of usage, we included the frequency of standard units of alcoholic drinks consumed on the day before, a weekly alcohol check (WAC) based on the AUDIT-C [28], and “a mood check” (MC) (affective checklist). As an indicator for the breadth of usage, we included the frequency...
of use of these questionnaires in our analyses. All SUD were measured continuously and were provided by the GAIA AG—the company responsible for the development and deployment of Vorvida. Self-reported usage (SRU) was assessed at T1 and T2 by asking the participants to rate on a 6-point scale how often they used Vorvida in the past 3 months.

**Sociodemographic Data**

Sociodemographic data were collected at T0 and these data included the participants’ age, gender (female/male), relationship status (single/nonsingle), children (no children/one or more children), education (general higher education entrance qualification [Abitur]/no general higher education entrance qualification [no Abitur]), job qualification (academic studies/no academic studies), and job status (working/not working).

**Baseline User Characteristics**

Baseline user characteristics consisted of psychological constructs as well as clinical measures concerning drinking behavior. Clinical measures were the age of the first alcohol consumption, the age of regular alcohol consumption, average daily alcohol consumption in grams of alcohol, number of BDDs, and the number of drinking days [23] at baseline (T0). Additionally, we assessed the motivation to change with a readiness ruler [24] and readiness to change with the Readiness to Change Questionnaire [27]. Alcohol abstinence self-efficacy was measured using the Alcohol Abstinence Self-Efficacy Scale [25] and alcohol expectancies were assessed with the Comprehensive Alcohol Expectancy Questionnaire [26].

**Data Preparation**

Since we were interested in the relationship between usage and changes in drinking behavior, we calculated individual change scores for reductions in the TFB and BDD between T0 and T1 (T1) and between T1 and T2 (T2) as well as total reductions (TOT). We calculated the frequency of utilization of the intervention questionnaires and the time spent in the intervention for the same intervals. To determine whether changes in the DAC or WAC predicted changes in the drinking behavior at T1 or T2, we calculated values for these questionnaires as follows: (1) baseline value: DAC, mean of the individual scores within 14 days starting with the first utilization, and WAC, individual score of the first utilization; and (2) 30-day value/90-day value: DAC, mean of the individual scores within 14 days starting at 30/90 days after the first utilization, and WAC, individual score closest to 30/90 days after the first utilization within a range of +/-10 days.

**Inferential Statistics**

Since, as of yet, research findings concerning our research questions are inconclusive, modeling relationships among the several variables in complex ways appeared inadvisable. Therefore, we chose a bivariate approach. When the independent variable was binary, we performed two-tailed Welch’s t tests when the dependent variable was metrically scaled and Wilcoxon signed rank/Mann-Whitney U tests when it was ordinally scaled. When both the independent variable and the dependent variable were at least ordinally scaled, we calculated Pearson correlation coefficients or Spearman correlation coefficients, respectively. For each research question, tests were performed on an alpha level of 5%. Holm-corrected P values are reported.

**Results**

**Summary**

After a brief description of the baseline characteristics of our sample and the general usage behavior, the results of the analyses concerning our research questions are shown below.

**Baseline Characteristics**

The statistical analyses were conducted on a final sample of the 306 participants (females, n=170, 55.6%) of the intervention group, who completed the assessments at all 3 time points. The age range of these participants was 18 to 69 years with a mean (SD) age of 40.36 (11.15) years. Of the 306 participants, 128 (41.8%) reported to be in a relationship and 92 (30.1%) reported having at least one child. A total of 119 (38.9%) participants reported achieving a general higher education entrance qualification (Abitur), and 78 (25.5%) finished academic studies. A total of 259 (86.6%) participants were working at the time of the baseline assessment. Further information on the baseline demographics and user characteristics are shown in Table 1.
Table 1. Overview of the baseline characteristics of the final sample.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Participants (n)</th>
<th>Mean (SD)</th>
<th>Median (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>306</td>
<td>40.36 (11.15)</td>
<td>40 (18-69)</td>
</tr>
<tr>
<td>AFC^a (years)</td>
<td>305</td>
<td>15.04 (3.23)</td>
<td>15 (2-45)</td>
</tr>
<tr>
<td>ARC^b (years)</td>
<td>305</td>
<td>17.5 (4.21)</td>
<td>17 (0-45)</td>
</tr>
<tr>
<td>QFI-days^c</td>
<td>306</td>
<td>23.05 (8.31)</td>
<td>27 (0-30)</td>
</tr>
<tr>
<td>TFB^d</td>
<td>306</td>
<td>52.91 (56.68)</td>
<td>41.64 (0-515.71)</td>
</tr>
<tr>
<td>BDD^e</td>
<td>304</td>
<td>16.79 (11.45)</td>
<td>20 (0-30)</td>
</tr>
<tr>
<td>RR-I^f</td>
<td>296</td>
<td>8.11 (1.77)</td>
<td>8 (1-10)</td>
</tr>
<tr>
<td>RR-C^f</td>
<td>296</td>
<td>6.08 (2.44)</td>
<td>6 (1-10)</td>
</tr>
<tr>
<td>AASE-T^h</td>
<td>298</td>
<td>62.26 (15.22)</td>
<td>60 (23-93)</td>
</tr>
<tr>
<td>AASE-C^i</td>
<td>296</td>
<td>55.82 (16.1)</td>
<td>59 (20-98)</td>
</tr>
<tr>
<td>CAEQ-A^j</td>
<td>299</td>
<td>7.69 (3.18)</td>
<td>8 (3-15)</td>
</tr>
<tr>
<td>CAEQ-CP^k</td>
<td>299</td>
<td>11.64 (3.1)</td>
<td>12 (4-20)</td>
</tr>
<tr>
<td>CAEQ-SE^l</td>
<td>299</td>
<td>8.19 (3.02)</td>
<td>9 (3-15)</td>
</tr>
<tr>
<td>CAEQ-SP^m</td>
<td>299</td>
<td>16.28 (3.96)</td>
<td>16 (5-25)</td>
</tr>
<tr>
<td>CAEQ-T^n</td>
<td>299</td>
<td>13.21 (2.89)</td>
<td>13 (4-20)</td>
</tr>
<tr>
<td>RCQ-C^o</td>
<td>298</td>
<td>14.54 (3.57)</td>
<td>14 (4-20)</td>
</tr>
<tr>
<td>RCQ-P^p</td>
<td>298</td>
<td>8.7 (3.47)</td>
<td>9 (4-19)</td>
</tr>
<tr>
<td>RCQ-A^q</td>
<td>298</td>
<td>12.2 (3.43)</td>
<td>12 (4-20)</td>
</tr>
</tbody>
</table>

^aAFC: age of first alcohol consumption.
^bARC: age of regular alcohol consumption.
^cQFI-Days: drinking days measured with the Quantity-Frequency Index.
^dTFB: average daily alcohol consumption measured with the Timeline Followback approach.
^eBDD: binge drinking day.
^fRR-I: readiness ruler importance scale.
^gRR-C: readiness ruler confidence scale.
^hAASE-T: Temptation scale of the Alcohol Abstinence Self-Efficacy Scale.
^iAASE-C: Confidence scale of the Alcohol Abstinence Self-Efficacy Scale.
^jCAEQ-A: Aggression scale of the Comprehensive Alcohol Expectancy Questionnaire.
^kCAEQ-CP: Cognitive impairment and physical discomfort scale of the Comprehensive Alcohol Expectancy Questionnaire.
^lCAEQ-SE: Sexual enhancement scale of the Comprehensive Alcohol Expectancy Questionnaire.
^mCAEQ-SP: Social assertiveness and positive affect scale of the Comprehensive Alcohol Expectancy Questionnaire.
^nCAEQ-T: Tension reduction scale of the Comprehensive Alcohol Expectancy Questionnaire.
^oRCQ-C: Contemplation scale of the Readiness to Change Questionnaire.
^pRCQ-P: Precontemplation scale of the Readiness to Change Questionnaire.
^qRCQ-A: Action scale of the Readiness to Change Questionnaire.

Measures of Engagement

While 61 of the total 306 (19.9%) participants did not log in to the website even once, only 6 of the 183 (3.3%) participants who reported their usage at T2 reported not having used the intervention at all. At T1, the most chosen answer (73/200, 36.5%) for the SRU was “weekly 3-4 hours,” which would approximately be at least 2160 minutes in a 90-day period. However, based on the FMB, the maximum time spent in the intervention within the first 90 days was 845 minutes. Table 2 shows that, after this period, in the following 90 days (T2) of the 180-day usage period, the usage of the intervention declined for all system usage metrics. Concerning the intervention questionnaires, we found that the MC questionnaire was used less often than the DAC as well as the weekly AUDIT-C. For an overview of the usage statistics, see Table 2.
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Table 2. Overview of the engagement with the digital behavior change intervention as captured by all measures available.

<table>
<thead>
<tr>
<th>Measures and metrics</th>
<th>T1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>T2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>TOT&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Five-minute blocks of activity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Median (1st quartile, 3rd quartile)</td>
<td>205 (30, 275)</td>
<td>20 (0, 25)</td>
<td>240 (30, 295)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>184.4 (150.3)</td>
<td>25.15 (55.71)</td>
<td>209.5 (184.64)</td>
</tr>
<tr>
<td>Maximum</td>
<td>845</td>
<td>460</td>
<td>1105</td>
</tr>
<tr>
<td>Participants (N)</td>
<td>306</td>
<td>306</td>
<td>306</td>
</tr>
<tr>
<td><strong>Daily alcohol check frequency</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Median (1st quartile, 3rd quartile)</td>
<td>22 (1, 23)</td>
<td>3 (0, 3)</td>
<td>25 (1, 26)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>16.77 (15.89)</td>
<td>3.72 (10.04)</td>
<td>20.49 (23.29)</td>
</tr>
<tr>
<td>Maximum</td>
<td>83</td>
<td>90</td>
<td>155</td>
</tr>
<tr>
<td>Participants (N)</td>
<td>306</td>
<td>306</td>
<td>306</td>
</tr>
<tr>
<td><strong>Weekly alcohol check frequency</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Median (1st quartile, 3rd quartile)</td>
<td>12 (1, 13)</td>
<td>1 (0, 1)</td>
<td>13 (1, 14)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>7.94 (5.81)</td>
<td>1.11 (2.31)</td>
<td>9.05 (7.05)</td>
</tr>
<tr>
<td>Maximum</td>
<td>16</td>
<td>25</td>
<td>37</td>
</tr>
<tr>
<td>Participants (N)</td>
<td>306</td>
<td>306</td>
<td>306</td>
</tr>
<tr>
<td><strong>Mood check frequency</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Median (1st quartile, 3rd quartile)</td>
<td>1 (1, 4)</td>
<td>0 (0, 0)</td>
<td>1 (1, 4)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>5.98 (12.9)</td>
<td>1.12 (5.47)</td>
<td>7.1 (17.05)</td>
</tr>
<tr>
<td>Maximum</td>
<td>80</td>
<td>68</td>
<td>147</td>
</tr>
<tr>
<td>Participants (N)</td>
<td>306</td>
<td>306</td>
<td>306</td>
</tr>
<tr>
<td><strong>Self-reported usage</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>0</td>
<td>0</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Median (1st quartile, 3rd quartile)</td>
<td>3 (2, 4)</td>
<td>3 (2, 3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>2.82 (1.19)</td>
<td>2.59 (1.12)</td>
<td>N/A</td>
</tr>
<tr>
<td>Maximum</td>
<td>5</td>
<td>4</td>
<td>N/A</td>
</tr>
<tr>
<td>Participants (N)</td>
<td>200</td>
<td>183</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>T1: period from baseline to first post-assessment (90 days).
<sup>b</sup>T2: period from first to second post-assessment (90 days).
<sup>c</sup>TOT: total usage period (180 days).
<sup>d</sup>N/A: not applicable.

**Engagement and Outcomes**

All SUD except the MC count at T2 and the WAC count at T1 were correlated with one another, with coefficients between r=0.26 and r=0.98. SRU T1 was significantly positively correlated with FMB T1 (p=0.29, P=.005), FMB TOT (p=0.3, P=.003), DAC T1 (p=0.29, P=.007), and WAC T1 (p=0.44, P<.001). WAC T1 was also positively correlated with SRU T2 (p=0.38, P<.001). However, the MC was negatively correlated with SRU T1 and SRU T2 for all 3 intervals with coefficients between p=-0.26 and p=-0.34.

Significant correlations between changes in drinking behavior and SUD were rare. Participants who utilized the WAC more frequently within the first 90 days (T1) appeared to have achieved higher reductions in BDDs within this period (r=0.26, P=.03) as well as in total (r=0.36, P<.001). However, more frequent use of the WAC after the first 90 days was associated with smaller total reductions in BDDs (r=−0.28, P=.02). A negative relationship between the total reductions in BDDs was
also found for MC T1 (r=–0.39, P<.001) and MC TOT (r=–0.37, P<.001). Changes in average daily alcohol consumption (TFB) were not significantly correlated with SUD.

In contrast to the SUD, both SRU T1 and SRU T2 were associated with changes in TFB as well as in BDDs. SRU at T1 was positively correlated with BDDs T1 (ρ=0.62, P<.001), TFB T1 (ρ=0.39, P<.001), and TFB TOT (ρ=0.42, P<.001). SRU T2 was associated with BDD T1 (ρ=0.27, P=.03), BDD T2 (ρ=0.3, P=.006), BDD TOT (ρ=0.42, P<.001), and TFB T2 (ρ=0.29, P=.015). This indicates that those participants who reported higher usage also reported higher reductions in BDDs as well as in average daily alcohol consumption. A table including all bivariate correlations can be found in Multimedia Appendix 2.

**Baseline User Characteristics and Engagement**

We first described the results of the analyses concerning relationships between sociodemographic baseline characteristics and follow-up with the results of the analyses on clinical and psychological baseline characteristics.

**Sociodemographic User Characteristics**

User age was not correlated with usage. Neither Pearson correlation coefficients for age and FMB at T1 (r=0.16, P=.09) and FMB at T2 (r=0.11, P=.82) nor the Spearman coefficients for age and SRU at T1 (ρ=–0.13, P=.82) and SRU T2 (ρ=–0.2; P=.11) were significantly different from zero after Holm-correction of P values.

The only significant differences on the system usage measure (FMB) were found between singles and nonsingles (P=.02) at T1 as well as between those who did not complete secondary education and those who did (P=.02) at T1 (Table 3).

However, for the subjective measure, for every demographic, except gender, the groups differed significantly (Table 3). Higher usage was reported from singles (vs nonsingles) (T1: W=6883.5, P<.001; T2: W=4832, P<.001), users without children (vs with one child or more) (T1: W=5003, P<.001; T2: W=3801.5, P<.001), users who did not start or finish secondary education (vs with secondary education) (T1: W=6596.5, P<.001; T2: W=5300, P<.001), users without academic education (vs academic education) (T1: W=4622.5, ρ<.001, W=3656, P<.001) and those who worked (vs no work) (T1: W=1272.5, P=.001; T2: W=774, P=.004) at T1 and T2. These results must be interpreted cautiously because group sizes tended to differ substantially.
Table 3. Relationships between sociodemographic user characteristics and measures of engagement.

<table>
<thead>
<tr>
<th>Measures, Groups</th>
<th>Mean (SD)</th>
<th>t (df)(^a)</th>
<th>W(^b)</th>
<th>P value(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FMB(^b) T1, Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Females (n=170)</td>
<td>187.74 (154.11)</td>
<td>N/A(^f)</td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Males (n=136)</td>
<td>180.18 (145.86)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FMB T2, Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Females (n=170)</td>
<td>24.76 (56.17)</td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Males (n=136)</td>
<td>25.63 (55.35)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRU T1, Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Females (n=113)</td>
<td>2.78 (1.24)</td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Males (n=87)</td>
<td>2.87 (1.12)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRU T2, Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Females (n=102)</td>
<td>2.5 (1.12)</td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Males (n=81)</td>
<td>2.7 (1.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FMB T1, Relationship status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single (n=178)</td>
<td>209.80 (115.76)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonsingle (n=128)</td>
<td>149.02 (182.79)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FMB T2, Relationship status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single (n=178)</td>
<td>24.02 (30.36)</td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Nonsingle (n=128)</td>
<td>26.72 (78.52)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRU T1, Relationship status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single (n=142)</td>
<td>3.24 (0.99)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonsingle (n=58)</td>
<td>1.79 (1.00)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRU T2, Relationship status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single (n=140)</td>
<td>2.89 (.93)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonsingle (n=43)</td>
<td>1.61 (1.09)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FMB T1, With/Without children</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No children (n=214)</td>
<td>193.41 (129.18)</td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>One or more children (n=92)</td>
<td>163.37 (189.78)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FMB T2, With/Without children</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No children (n=214)</td>
<td>24.98 (47.78)</td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>One or more children (n=92)</td>
<td>25.54 (71.14)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRU T1, With/Without children</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No children (n=159)</td>
<td>3.05 (1.12)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>One or more children (n=41)</td>
<td>1.93 (1.01)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRU T2, With/Without children</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No children (n=151)</td>
<td>2.8 (1.03)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>One or more children (n=32)</td>
<td>1.63 (0.98)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FMB T1, Educational qualification</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Abitur (n=187)</td>
<td>208.57 (129.06)</td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Abitur (n=119)</td>
<td>146.39 (172.49)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FMB T2, Educational qualification</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Abitur (n=187)</td>
<td>25.16 (43.94)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Concerning SUD, only more drinking days ($r=0.29$, $P<.001$) and more BDDs ($r=0.27$, $P<.001$) were associated with more time spent using the intervention within the first 90 days (T1). However, for the self-report measure, multiple correlation coefficients were significantly different from zero. Users with a higher number of drinking days reported higher usage within the first (T1: $p=0.37$, $P<.001$) and second (T2: $p=0.6$, $P<.001$) 90 days of access to the intervention. The same was true with regard to the number of BDDs (T1: $p=0.52$, $P<.001$; T2: $p=0.56$, $P<.001$). Those with an older age when they first consumed
alcohol reported higher usage at both T1 (ρ=0.34, P<.001) and T2 (ρ=0.43, P<.001).

Higher scores on the temptation scale of the Alcohol Abstinence Self-Efficacy Scale were significantly positively correlated with higher reported usage at T2 (ρ=0.46, P<.001) but not at T1 (ρ=0.19, P>.99). From the comprehensive alcohol expectancy questionnaire, the aggression scale was significantly correlated with SRU at T1 (ρ=0.34, P<.001) and T2 (ρ=0.47, P<.001). The same was true for the sexual enhancement scale of the comprehensive alcohol expectancy questionnaire (T1: ρ=0.38, P<.001; T2: ρ=0.54, P<.001). Higher scores on the confidence scale of the readiness ruler were associated with higher reported usage at T1 (ρ=0.26, P=.049). While lower scores on the contemplation (T1: ρ=–0.43, P<.001; T2: ρ=–0.31, P=.008) and higher scores on the precontemplation scale (T1: ρ=0.57, P<.001; T2: ρ=0.43, P<.001) of the readiness to change questionnaire were associated with higher SRU at T1 and T2, no significant association was found for scores on the action scale (T1: ρ=–0.07, P>.99; T2: ρ=0.09, P>.99). All correlations that were calculated can be found in Multimedia Appendix 3.

**Intervention Questionnaires and Outcomes**

For the 30-day period, only changes in the WAC scores were correlated with total reductions in the TFB (r=0.24, P=.015). However, for the 90-day period, changes in WAC scores were correlated with changes in TFB at T1 (r=0.31, P<.001) as well as with total changes (r=0.39, P<.001) and changes in the DAC were positively correlated with all 4 outcome measures with coefficients between r=0.34 and r=0.58 (Table 4).
Table 4. Correlations between intervention questionnaires and assessment questionnaires.

<table>
<thead>
<tr>
<th>Measures</th>
<th>WAC³ 30Dᵇ</th>
<th>WAC 90D</th>
<th>DAC³ 30D</th>
<th>DAC 90D</th>
<th>TFB T1ᵉ</th>
<th>TFB TOTᶠ</th>
<th>BDD² T1</th>
<th>BDD TOT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>WAC 30D</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>200</td>
<td>168</td>
<td>189</td>
<td>170</td>
<td>200</td>
<td>200</td>
<td>175</td>
<td>169</td>
</tr>
<tr>
<td>r</td>
<td>1</td>
<td>0.69</td>
<td>0.31</td>
<td>0.16</td>
<td>0.14</td>
<td>0.24</td>
<td>0.01</td>
<td>-0.04</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.66</td>
<td>.73</td>
<td>.02</td>
<td>&gt;.99</td>
<td>&gt;.99</td>
</tr>
<tr>
<td><strong>WAC 90D</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>168</td>
<td>169</td>
<td>165</td>
<td>165</td>
<td>169</td>
<td>169</td>
<td>163</td>
<td>159</td>
</tr>
<tr>
<td>r</td>
<td>0.69</td>
<td>1</td>
<td>0.35</td>
<td>0.34</td>
<td>0.31</td>
<td>0.39</td>
<td>0.23</td>
<td>0.18</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>DAC 30D</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>189</td>
<td>165</td>
<td>191</td>
<td>169</td>
<td>191</td>
<td>191</td>
<td>170</td>
<td>164</td>
</tr>
<tr>
<td>r</td>
<td>0.31</td>
<td>0.35</td>
<td>1</td>
<td>0.24</td>
<td>0.04</td>
<td>-0.02</td>
<td>0.08</td>
<td>0.01</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.03</td>
<td>&gt;.99</td>
<td>&gt;.99</td>
<td>&gt;.99</td>
<td>&gt;.99</td>
</tr>
<tr>
<td><strong>DAC 90D</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>170</td>
<td>165</td>
<td>169</td>
<td>173</td>
<td>173</td>
<td>173</td>
<td>165</td>
<td>161</td>
</tr>
<tr>
<td>r</td>
<td>0.16</td>
<td>0.34</td>
<td>0.24</td>
<td>0.34</td>
<td>0.36</td>
<td>0.58</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.66</td>
<td>&lt;.001</td>
<td>.03</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>TFB T1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>200</td>
<td>165</td>
<td>191</td>
<td>173</td>
<td>306</td>
<td>306</td>
<td>204</td>
<td>189</td>
</tr>
<tr>
<td>r</td>
<td>0.14</td>
<td>0.31</td>
<td>0.04</td>
<td>0.34</td>
<td>1</td>
<td>0.84</td>
<td>0.42</td>
<td>0.37</td>
</tr>
<tr>
<td>P value</td>
<td>.73</td>
<td>&lt;.001</td>
<td>&gt;.99</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>TFB TOT</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>200</td>
<td>165</td>
<td>191</td>
<td>173</td>
<td>306</td>
<td>306</td>
<td>204</td>
<td>187</td>
</tr>
<tr>
<td>r</td>
<td>0.24</td>
<td>0.39</td>
<td>-0.02</td>
<td>0.36</td>
<td>0.84</td>
<td>1</td>
<td>0.33</td>
<td>0.58</td>
</tr>
<tr>
<td>P value</td>
<td>.02</td>
<td>&lt;.001</td>
<td>&gt;.99</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>BDD T1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>175</td>
<td>163</td>
<td>170</td>
<td>165</td>
<td>204</td>
<td>204</td>
<td>204</td>
<td>189</td>
</tr>
<tr>
<td>r</td>
<td>0.01</td>
<td>0.23</td>
<td>0.08</td>
<td>0.58</td>
<td>0.42</td>
<td>0.33</td>
<td>1</td>
<td>0.68</td>
</tr>
<tr>
<td>P value</td>
<td>&gt;.99</td>
<td>.06</td>
<td>&gt;.99</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>BDD TOT</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>169</td>
<td>159</td>
<td>164</td>
<td>161</td>
<td>189</td>
<td>187</td>
<td>189</td>
<td>189</td>
</tr>
<tr>
<td>r</td>
<td>-0.04</td>
<td>0.18</td>
<td>0.01</td>
<td>0.51</td>
<td>0.37</td>
<td>0.58</td>
<td>0.68</td>
<td>1</td>
</tr>
<tr>
<td>P value</td>
<td>&gt;.99</td>
<td>.48</td>
<td>&gt;.99</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

ᵃWAC: weekly alcohol check.  
ᵇD: time span from baseline in days.  
ᶜDAC: daily alcohol check.  
ᵈTFB: average daily alcohol consumption measured with the Timeline Followback approach.  
ᵉT1: period from baseline to first post-assessment (90 days).  
ᶠTOT: total usage period (180 days).  
ᵍBDD: binge drinking day.  
ʰAssociated number of cases.  
ᵢThe correlation was significant at a significance level of .05 (two-tailed).
Discussion

Principal Findings

To analyze engagement with Vorvida, we explored the following 3 questions.

Engagement and outcomes: How is engagement with the intervention related to drinking outcomes?

User characteristics and engagement: Which user demographics and clinical or psychological baseline characteristics are associated with measures of engagement?

Intervention questionnaires and outcomes: Are reported outcomes associated with data captured by voluntary intervention questionnaires?

We used SUD as well as SRU to measure engagement. The amount of time spent engaging with the intervention as measured by SUD did not match the SRU. Users tended to overestimate their actual usage of the intervention. This is in line with the general observation that self-reports of internet and smartphone use tend to be inaccurate [29,30]. More specifically, Perski et al [31] showed that the amount of usage of a smartphone app for reducing alcohol consumption as measured by self-report did not correlate with server log data. However, in our study, at least for the first 90 days of intervention usage, both measures correlated positively with one another. After the first 90 days, average engagement with the intervention declined on all measures used.

Engagement and Outcomes

Similar to that reported in other studies [8,10,11], no conclusive relationships could be established between engagement as measured by SUD and changes in drinking behavior. While the time spent using the intervention as measured by SUD was not associated with changes in drinking behavior, the results concerning relationships between the frequency of the utilization of the intervention questionnaires and changes in drinking behavior remained inconclusive. However, SRU was correlated positively with reductions in average daily alcohol consumption as well as reductions in BDDs.

An explanation for this phenomenon, following Yardley et al [1], would be that self-reports capture aspects of engagement with behavior change, apart from the actual usage of the website. When asked to rate how often they used Vorvida, apart from the actual time spent on the website, time spent engaging with printed homework material and in applying newly learned techniques to real-life situations might have influenced the participants’ choices. It seems reasonable to assume that those participants who spent more time and effort actually implementing the newly learned skills would report higher drinking reductions as well as higher usage. Since the SUD does not capture time spent engaging with behavior change, this might also explain why SRU was overall higher than usage captured by the SUD.

User Characteristics

Regarding user demographics, except age and gender, all other measures were associated with SRU. Higher usage was reported from singles, users without children, users without secondary education, as well as users without academic education, and users who work. With regard to the time spent using the intervention as captured by server logs, significantly higher usage was recorded only for singles and users without secondary education.

The facts that in our analyses, neither age nor gender were associated with higher engagement and participants with higher education engaged less with the intervention than those with lower education levels stand in contrast to previous findings [11,16,17]. In addition to this, we found that singles and users without children tended to engage more with the intervention, though only tests for differences in the self-report measures were significant. Nonetheless, one could argue that these associations are due to singles and persons without children having more free time to use the intervention and higher educated users needing less time to understand and implement the intervention content.

Concerning clinical and psychological baseline characteristics, we also found multiple associations with SRU, while only the number of drinking days and BDDs were positively correlated with higher SUD during the first usage period. In addition to more drinking days and more BDDs, first consumption at an older age was associated with higher SUD. Since we found more drinking days and more BDDs at baseline to be positively related to engagement but no relationship for average daily alcohol consumption, our results on baseline problem severity add to the mixed findings of previous studies [11,17].

Participants reporting more temptation to drink alcohol in different situations also reported higher usage at T2 but not at T1. However, confidence to withstand drinking in these situations was not associated with reports of usage. Unlike the findings of Murray et al [16], we found higher confidence in one’s ability to change to be associated with higher engagement. Participants who were more confident in their ability to achieve a reduction reported higher engagement within the first usage period. With respect to alcohol expectations, only those related to aggression or sexual enhancement were correlated with engagement. Interestingly, higher scores on the precontemplation scale and lower scores on the contemplation scale were associated with higher SRU. This suggests that those participants who were already thinking about reducing their drinking, used the intervention less than those who had no intention to change. Since individuals in the precontemplation stage are not intending to change their drinking yet [29], one would expect them to engage less with the intervention than those already contemplating about changing. Consistent with this assumption, previous studies found readiness to change to be associated with higher engagement [17]. However, our results point in a different direction. While higher precontemplation scores were associated with higher engagement, the opposite was true for contemplation scores.

Since all clinical and psychological measures related to engagement (except confidence to achieve behavior change) were correlated with one another, an underlying factor might be responsible for their relationship with SRU. A potential factor that comes to mind is impulsivity. Personality traits related to...
impulsivity have been robustly linked to alcohol use, especially drinking frequency, binge drinking, and alcohol-related problem behavior [32-34]. Furthermore, aggressive behavior [32-34] and sexual risk taking [3-41] have been linked to aspects of impulsiveness and alcohol-induced intoxication. This might explain why only the aggression-related and sexual enhancement-related alcohol outcome expectancies were found to be associated with higher reports of engagement. Concerning readiness to change, higher ratings of impulsivity have been linked to lower stages of change [33]. Assuming that users with high levels of impulsivity engaged more often with the intervention than those with low levels, it still does not explain why they did so. On the one hand, an impulsive person might have trouble implementing the techniques taught by Vorvida and therefore might continue using the intervention to get further help. On the other hand, higher effect sizes for the number of BDDs than the average daily alcohol consumption found in the RCT [20] suggest that the intervention content might be more suitable for reducing excessive drinking than regular drinking. Therefore, impulsive users might have engaged more with the intervention due to a better fit for their needs.

Intervention Questionnaires and Outcomes

Changes in alcohol consumption as reported in the voluntary intervention questionnaires were found to be associated with changes captured by our assessments. While larger reductions captured by the weekly questionnaire within the first 30 days were correlated only with higher reductions in average daily consumption after 180 days, higher reductions in WAC scores within the first 30 days were associated with higher reductions in daily consumption after 90 as well as 180 days. However, higher reductions captured by the daily questionnaire within the first 90 days were associated with higher reductions in average daily consumption and in the number of BDDs after 90 and 180 days.

Therefore, we could show that individual changes in drinking behavior as captured by the intervention questionnaires were associated with changes captured by our assessments. Though our analyses are only a first step toward establishing a connection between intervention questionnaires and actual behavior change, they support the idea that intervention questionnaires could potentially be used to aid dynamic tailoring. Based on data provided by the users concerning their progress, those who struggle with reducing their drinking could receive further motivational content while for those who already reduced their drinking, relapse prevention content could be provided.

Strengths and Limitations

Our analyses are based on data that were collected as part of an RCT. Since the RCT was not designed to primarily answer questions of engagement, we have to report several limitations. SUD only captured the total time a user spent in the intervention and how often they used the questionnaires. Thus, we could not capture whether the individual’s usage was distributed over few or many sessions or which modules were completed. The fact that SUD did rarely correlate with any of the outcomes or user characteristics might therefore be due to different patterns of use resulting in the same amount of time spent in the intervention [7,12]. Because the questionnaire that we used to measure SRU has not been evaluated, its validity remains uncertain. At the time the questionnaire was developed, many of the central works that advanced the theoretical understanding of engagement had not yet been published, eg, the work of Yeager and Benight [14]. Therefore, some important concepts of engagement could not be considered in the context of operationalization of engagement. Furthermore, since participants were asked to report their intervention usage over the previous 3 months, answers might be influenced by recall bias [1], which could limit the validity of the results. This limitation of the validity of the results could be an alternate explanation for the discrepancy between subjective and objective usage. This limitation of the validity of the results could be an alternate explanation for the discrepancy between subjective and objective usage. In addition to this, as social desirability bias is a potential problem for all self-report measures [42], our results might be influenced by social desirability. Nonetheless, our study is one of the few studies to analyze relationships between engagement and changes in drinking behavior utilizing SRU as well as SUD to measure engagement. Furthermore, we provide analyses of relationships between engagement and a wide range of different demographic, clinical, and psychological variables based on a fairly large sample.

Conclusions

Overall, our results concerning engagement-outcome relationships and associations between user characteristics and engagement add to the inconclusive evidence that can be found across the literature [1,8,14]. SRU, unlike SUD, was consistently related to better outcomes. This suggests that our questionnaire also captured other dimensions of engagement apart from the time spent using the intervention and that these dimensions are crucial for behavior change. On top of this, we found SRU to be associated with multiple, intercorrelated user characteristics, most of which have been linked to impulsivity in the past. This indicates that Vorvida might be especially engaging to impulsive persons. However, since DBCIs are made available for a wide range of target behaviors, with different content and features, it is uncertain whether this result can be generalized to other DBCIs. Finally, we could show that changes in the target behavior as captured by intervention questionnaires were related to changes reported in our assessments.

Recommendations for Future Research

As evidence for the efficacy of DBCIs grows, it becomes more important to explore the question of how DBCIs bring about behavior change. A key part of this endeavor will be to gain a better understanding of the various facets of engagement and how they relate to behavior change. Different frameworks and theoretical models have recently been proposed to guide engagement-based research [1,6,14]. To empirically test these models, it will be crucial to measure the multidimensional nature of engagement in a reliable and valid way. Therefore, psychometrically sound self-report questionnaires that capture aspects of the micro and macro level as well as qualitative aspects of engagement need to be developed and tested in future studies. Since it might be difficult to remember usage behavior over an extended period, we encourage timely assessment of the intensity of use. This would allow measurement of
engagement and early responses to the intervention in the moment, avoid recall bias, and could potentially advance tailoring. To identify universal predictors of engagement, it appears reasonable to shift the focus from demographic and problem behavior–specific variables to theory-based constructs as Yeager and Benight have suggested [14].
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Abstract

Background: In response to health concerns about vaping devices (eg, youth nicotine use, lung injury), Apple removed 181 previously approved vaping-related apps from the App Store in November 2019. This policy change may lessen youth exposure to content that glamorizes vaping; however, it may also block important sources of information and vaping device control for adults seeking to use vaping devices safely.

Objective: Understanding the types of nicotine and cannabis vaping–related apps still available in the competing Google Play Store can shed light on how digital apps may reflect information available to consumers.

Methods: In December 2019, we searched the Google Play Store for vaping-related apps using the keywords "vape" and "vaping" and reviewed the first 100 apps presented in the results. We reviewed app titles, descriptions, screenshots, and metadata to categorize the intended substance (nicotine or cannabis/tetrahydrocannabinol) and the app’s purpose. The most installed apps in each purpose category were downloaded and evaluated for quality and usability with the Mobile App Rating Scale.

Results: Of the first 100 apps, 79 were related to vaping. Of these 79 apps, 43 (54%) were specific to nicotine, 3 (4%) were specific to cannabis, 1 (1%) was intended for either, and for the remaining 31 (39%), the intended substance was unclear. The most common purposes of the apps were making do-it-yourself e-liquids (28/79, 35%) or coils (25/79, 32%), games/entertainment (19/79, 24%), social networking (16/79, 20%), and shopping for vaping products (15/79, 19%). Of the 79 apps, at least 4 apps (5%) paired with vaping devices to control temperature or dose settings, 8 apps (10%) claimed to help people quit smoking using vaping, and 2 apps (3%) had the goal of helping people quit vaping.

Conclusions: The majority of vaping-related apps in the Google Play Store had features either to help users continue vaping, such as information for modifying devices, or to maintain interest in vaping. Few apps were for controlling device settings or assisting with quitting smoking or vaping. Assuming that these Google Play Store apps were similar in content to the Apple App Store apps that were removed, it appears that Apple’s ban would have a minimal effect on people who vape with the intention of quitting smoking or who are seeking information about safer vaping via mobile apps.

(J Med Internet Res 2020;22(11):e20009) doi:10.2196/20009
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Introduction

Background

The emergence of vaping, or e-cigarette technology, whereby a liquid solution is heated in a portable device until aerosolized and then inhaled, has been greeted with both promise and alarm [1-4]. In response to concerns about lung injury associated with vaping [5] and the increasing prevalence of youth vaping [6,7], Apple removed previously-approved vaping-related apps from its App Store (for iOS) in November 2019 [8], but the competing Google Play Store (for Android) did not remove vaping-related apps. Vaping-related apps may negatively influence youth by glamorizing vaping; however, some apps may benefit adults who use tobacco by providing cessation assistance or harm reduction information. The net balance of benefits and drawbacks from vaping-related apps likely depends on app content.

Vaping Nicotine

Vaping nicotine may be less harmful than smoking combustible cigarettes [9] and may be a potential tool in helping people quit smoking [4,10,11]. Yet, alongside this potential is limited scientific evidence about the efficacy of nicotine vaping in promoting and maintaining tobacco-smoking cessation, as well as mounting concerns about a youth vaping epidemic [12,13]. Evidence to date appears to be mixed and context-dependent regarding whether e-cigarettes help adults quit [10] with concerns that the amount of nicotine in popular vaping products is too high and that people who quit smoking by vaping may return to smoking [1].

E-cigarettes are currently the most popular tobacco product among US youth, with an estimated 1 in 5 US high-school seniors reporting having vaped nicotine in the previous month, and 1 in 4 reporting having vaped nicotine- or flavor-containing e-liquids in 2018 [6]. A higher past-month prevalence of vaping was reported in the 2019 National Youth Tobacco Survey, with more than 1 in 4 US high-school students using e-cigarettes [7]. Although adolescents are smoking fewer cigarettes per day [14], and smoking has become less prevalent [15] in recent years, there are also reports of greater nicotine dependence among adolescents and young adults who vape prefilled pods (cartridges) [16], and a body of research indicating harm to the developing brain from nicotine [17]. In response, national and local governments have taken steps to propose or enact restrictions (or bans) on e-cigarette sales [18,19] and flavored vaping products [20].

Vaping Cannabis

Similarly, vaping cannabis extracts or flower is believed to be less harmful than inhaling combusted cannabis [21-23]. Vaping is an increasingly popular method of cannabis consumption in the United States [24-26] although cannabis remains illegal in many US states and most countries. Both formal and informal cannabis product markets now offer a wide array of ways to consume tetrahydrocannabinol (THC), including vaping products [2,27]. The legalization of cannabidiol from hemp products in the United States in 2018 has led to an increase in interest and availability of cannabidiol-containing products [28] some of which can be vaped and do not need to be legally purchased from a licensed dispensary. Many vaping products with both THC and cannabidiol are sold online with limited regulation, and published product testing studies have found that tested cannabinoid content was often higher or lower than labeled content [29,30]. While Canada legalized cannabis nationally in October 2018, extracts and edibles were not legal until October 2019, due to additional difficulties in regulation.

Against this background, in the spring and summer of 2019, cases of acute lung injury related to vaping began to be reported in the United States. This new illness, named electronic or vaping product use associated lung injury (EVALI), ultimately caused at least 52 deaths and over 2600 hospitalizations by December 2019 [5]. Most of these patients were young adults who were previously healthy and reported a gradual onset of respiratory, constitutional, and gastrointestinal symptoms. Most—though not all—patients reported having used e-cigarette or vaping products containing THC. The most likely culprit was identified as vitamin E acetate, used as a bulking agent in primarily THC-containing vaping products, often procured in a state where cannabis was still illegal or from an unlicensed seller [31-34]. People who vape cannabis or nicotine may turn to mobile apps for guidance on safe use.

Google Play Store Versus Apple iOS App Store

Mobile phones and mobile apps are increasingly used for accessing health and safety information about many topics [35,36], including substances. Apps are most used by younger populations with higher income and education [37]. The Google Play Store for Android and the Apple App Store for iOS are the 2 major mobile app platforms and marketplaces for digital apps, with 2.6 million available apps on Google Play and 1.8 million apps available on the Apple App Store in early 2020 [38]. Many popular apps have versions for both platforms. Both app stores have content, technical, and stylistic guidelines that developers must follow in order to have their app approved; violations can be grounds for removal of a previously approved app. It is generally believed that getting approval from the Apple App Store is more difficult than getting approval from the Google Play Store [39], with Apple App Store apps often viewed as higher quality and less likely to be free to use [40].

Both app stores specifically address tobacco and cannabis content in their developer guidelines (Table 1). Google Play Store’s substance-related content guidelines prohibit apps “facilitating the sale” of tobacco, marijuana, alcohol, or illegal drugs, or those “depicting or encouraging” use by minors [41]. The Apple App Store guidelines prohibit apps that “encourage consumption of tobacco and vape products, illegal drugs, or excessive amounts of alcohol,” particularly those encouraging minors [42]. Facilitating sale of these substances is also not allowed [42].
Table 1. App Store Review Guidelines related to tobacco, vaping, and marijuana.

<table>
<thead>
<tr>
<th>App store and section</th>
<th>Text quotation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Apple App Store for iOS</strong></td>
<td></td>
</tr>
<tr>
<td>Safety</td>
<td>1.4.3 Apps that encourage consumption of tobacco and vape products, illegal drugs, or excessive amounts of alcohol are not permitted on the App Store. Apps that encourage minors to consume any of these substances will be rejected. Facilitating the sale of marijuana, tobacco, or controlled substances (except for licensed pharmacies) isn’t allowed. [42]</td>
</tr>
<tr>
<td><strong>Google Play Store for Android</strong></td>
<td></td>
</tr>
<tr>
<td>Illegal Activities</td>
<td>We don’t allow apps that facilitate or promote illegal activities. Examples of common violations Facilitating the sale or purchase of illegal drugs or prescription drugs without a prescription. Depicting or encouraging the use or sale of drugs, alcohol, or tobacco by minors. Instructions for growing or manufacturing illegal drugs. [41]</td>
</tr>
<tr>
<td>Inappropriate Content—Marijuana</td>
<td>We don’t allow apps that facilitate the sale of marijuana or marijuana products, regardless of legality. Allowing users to order marijuana through an in-app shopping cart feature. Assisting users in arranging delivery or pick up of marijuana. Facilitating the sale of products containing THC (Tetrahydrocannabinol), including products such as CBD oils containing THC. [41]</td>
</tr>
<tr>
<td>Inappropriate Content—Tobacco &amp; Alcohol</td>
<td>We don’t allow apps that facilitate the sale of tobacco (including e-cigarettes and vape pens) or encourage the illegal or inappropriate use of alcohol or tobacco. Depicting or encouraging the use or sale of alcohol or tobacco to minors. Implying that consuming tobacco can improve social, sexual, professional, intellectual, or athletic standing. Portraying excessive drinking favorably, including the favorable portrayal of excessive, binge or competition drinking. [41]</td>
</tr>
</tbody>
</table>

Apple iOS App Store’s Vaping App Ban

In response to health concerns about vaping devices (eg, youth nicotine use, lung injury) and calls for bans on nicotine flavors and vaping devices, Apple prohibited new vaping-related mobile apps from its iOS App Store in June 2019 and removed 181 previously approved vaping-related apps on November 15, 2019 [8,43]. Articles published on technology, vaping, and cannabis industry–affiliated websites in the following weeks decried this move by Apple, stating that the ban impacted device users’ ability to safely use their products [44], removed a resource that assists people with quitting smoking [45], and would have detrimental effects on innovation [45], and that the app store approval process was inconsistent [46].

At a time of escalating concern about vaping, Apple’s policy change may benefit public health by lessening youth exposure to content that glamorizes vaping. Exposure to vaping-related content online has been associated with greater intentions to vape [47] and greater likelihood of vaping [48] among youth. However, Apple’s restrictions may also block important sources of information and vaping device control for adults seeking to use vaping devices safely.

The content and evidence base of vaping-related apps is currently unknown, though previous reviews and content analyses have examined apps related to smoking cessation, cannabis, alcohol [49], and other substance use [50]. Smoking cessation apps are abundant, though few have been demonstrated to be evidence-based [51–55], and many have limitations with usability [56]. A review [57] of cannabis apps conducted in 2014 found that the most common content areas largely consisted of cannabis strain classification guides, factoids about cannabis, and games, but few apps addressed negative health effects of cannabis use. To gain insight into the potential positive and negative effects of removing vaping-related apps from app stores, characterization of the remaining vaping-related apps in the Google Play Store, the main competing source for mobile apps, is an imperative first step.

Study Objective

We analyzed the top vaping-related mobile apps on the Google Play Store with respect to app characteristics, intended purpose, and provision of features and information for limiting the potential harms of smoking and vaping. To our knowledge, the Google Play Store did not enact any restrictions on vaping-related apps in response to EVALI. Within the context of government and industry regulatory policy changes surrounding vaping devices, understanding the types of apps available for mobile phones and tablets can shed light on how this form of digital media may reflect and influence information about nicotine and cannabis vaping available to consumers. Depending on their purposes and features, vaping-related apps...
could encourage or discourage vaping. Some apps may provide resources for adults seeking to switch to vaping from smoking or to use vaping devices safely, while others may negatively impact youth by glamorizing vaping. As such, the removal of vaping-related apps may have mixed effects on population health, depending on which types of content predominate.

Methods

Selection of Apps
A search for apps using the keywords vape and vaping was performed on the Google Play Store on December 17, 2019 from an IP address in the United States. The names and order of the first 100 apps displayed in response to the search query were recorded. Similar to previous studies reviewing apps, only the first 100 apps of 250 search results were examined, because it is unlikely that individuals would browse further for a desired app without refining their search terms [56-58]. We chose not to include e-cigarettes or e-cigs as search terms because of their infrequent use outside of academic and regulatory discourses.

Resulting vaping apps available in the Google Play Store served as a proxy for apps that may have been available in the Apple App Store prior to November 2019, as a list of removed apps was not publicly available. Thus, coding vaping-related apps in the Google Play Store provided insight into the types of the apps both currently available to Google Play Store customers and previously available to Apple App Store customers. A search for vaping and vape in the Apple App Store in December 2019, performed on both a Mac and an iPhone, yielded zero results on the Mac Store and yielded only apps related to quitting vaping or to vapor-like image effects in the iPhone app store.

Rating of Apps
Three investigators (MM, EV, JT) each extracted app characteristics directly from the Google Play Store for one-third of the apps (33-34 apps per investigator). Extracted app characteristics included the developer name, content and age ratings, cost, average star ratings, number of reviewers, number of installations, last date updated, and URL. An app purpose coding guide assessed whether the app was relevant to vaping (yes or no), the intended substance (nicotine/tobacco, cannabis/THC, or unclear), and the purpose of the app.

The purpose coding guide was initiated by MM and developed iteratively among the investigators. Any information on the app store webpage, including description and screenshots, was used for coding the app purpose and content. Apps could have multiple purposes. After initial coding, the investigators discussed tabulated results and aspects of the coding guide that were unclear, then refined the coding guide based on common patterns and any confusing aspects of the coding guide.

The second coding guide was then applied to 20% of the apps, which were triple coded. Each investigator coded 21 apps (7 recoded from their first pass, with 7 each from the 2 other coders). Unanimous agreement across all 3 investigators was assessed for the app’s relevance to vaping (yes or no), intended substance (nicotine/cannabis/unclear), and each of 10 potential purpose categories (coils, e-liquids, mods, shopping, games, social, device, quitting smoking, quitting vaping, other). If an app was determined to be about something other than vaping, its purpose was not coded. Agreement before consensus was 19/21 (90%) for relevance to vaping, 12/17 (71%) intended substance, and 14-17/17 (82%-100%) for the purpose categories. Individual apps for which at least one investigator had a discordant code were discussed until consensus was reached.

A third and final coding guide was applied to the full list of apps. Of note, the coding guide was clarified so that apps referencing heat-not-burn were coded as vaping-related. While tobacco heat-not-burn devices are considered distinct from vaping devices, heat-not-burn of cannabis flower is often considered vaping, and neither involves combustion. Additionally, the group could not determine the purpose of 6 apps from the Google Play Store descriptions. These apps were downloaded and evaluated using additional information from the downloaded app itself.

The final 8 purpose categories were do-it-yourself (DIY) coils, DIY e-liquids, shopping, entertainment, social, device, quitting smoking, and quitting vaping. Summary percentages and means for app metadata and purposes were calculated.

Selection and Evaluation of Downloaded Apps
Next, apps within each of the 8 purpose categories were ranked by total number of installs, and the top 2 to 5 apps per category were downloaded for review. Instead of ranking the most popular apps, we ranked apps by popularity within categories, so that apps with less overall popularity but potentially important purposes would be included. The number of apps selected per category varied due to ties in the reported number of installs. Because apps could have multiple categories, this procedure resulted in a list of 18 apps with 10 to 1 million downloads each. Three of these apps disappeared from the store before they could be downloaded for review; one could be replaced with a premium version of the same app. A total of 16 apps were downloaded onto 2 Samsung Galaxy Tab A tablets and a Google Pixel 2 smartphone.

A random selection (6/16, 38%) was reviewed by all 3 investigators. Discrepancies were discussed, and the coding guide was updated. The final coding guide included evaluations of whether the content of the downloaded app matched the purpose category (yes or no) and whether it had the following types of information (yes or no): information about harms of vaping (eg, lung injury, nicotine dependence), information about safer vaping or DIY device use (eg, how to prevent explosions), and information about harms of smoking (eg, nicotine dependence, cardiovascular harms, cancer risk). For apps coded as being intended for quitting smoking or quitting vaping, the presence of a tracking feature in the downloaded app (eg, tracking days without smoking or vaping, tracking money saved) was noted (yes or no). For apps coded as pairing with devices, the presence of features for tracking temperature, dosage, or device locking was noted (yes or no). Differences between investigators were discussed until consensus was reached.

Finally, the Mobile App Rating Scale (MARS) was applied to all 16 downloaded apps. The MARS is 23-item multidimensional measure for rating the quality of mobile health apps, with 5 subscales in the areas of engagement (5 items), functionality (4
items), aesthetics (3 items), information (7 items, including affiliation of developer), and subjective rating (4 items) [59]. Subjective rating was not applied as these items involve hypothetical personal use. Each item was rated on a scale of 1 to 5, and ratings that differed by more than 2 points between investigators (eg, ratings of 1 vs 4 or 2 vs 5) were discussed. Investigators could adjust their ratings after discussion before averaging scores and did so 7 times across the 5 discussed apps. Some information items were rated as not applicable (N/A) and were excluded from average score calculations. For example, the item about meeting goals would be rated as N/A if the app purpose was not related to quitting smoking or vaping, and the visual information item would be rated as N/A if the app only contained text. Other smaller discrepancies were averaged without further discussion. Average ratings were calculated for each of the 4 subscales (engagement, functionality, aesthetics, information) and then averaged across the 3 investigator ratings. A final score was averaged for all downloaded apps and within each category.

Results

Overview of Vaping Apps

Of the top 100 apps captured by our search in December 2019, 79 (79%) were determined to be about vaping and were coded for purpose and other features. It was determined that 15 of the 21 apps not about vaping referred to cigarette smoking or only smoking cessation. An additional 6 apps could not be found again during content coding in January 2020 and February 2020 and were removed from the analysis. There were 4 sets of apps with both free and pro versions. The pro version typically cost money to download and did not have advertisements or had additional features. All app descriptions were in English, though some apps appeared to have content in other languages.

Of the 79 apps, most apps were free (60, 76%) or free with in-app purchases (13, 16%); 6 apps cost between US $0.99 and US $6.99 to download. Over half the apps had in-app advertisements (45, 57%). Only one-third of apps (36, 33%) were rated as Mature 17+, while the rest were rated as Teen (13, 16%) or Everyone (40, 51%) (Table 2).

There were 15 different Google Play Store–provided categories displayed with the app description, with the most common being tools and lifestyle, followed by health and fitness, simulation, and social. As one indicator of popularity, app downloads or installations ranged from at least 10 installs to over 1 million installs, with the first 10 apps presented in the search having at least 10,000 installs. As another set of popularity indicators, the average for the 68 apps with ratings was 4.0 stars, with a range of 2.5-5.0 stars by an average of 770 raters.

Investigator-coded app purposes are described in Table 2. The most common investigator-coded app purposes were creating DIY vaping e-liquids (28/79, 35%) and coils (25/79, 32%); 16 apps (16/79, 20%) were coded as for both creating coils and e-liquids. The next most common purposes were entertainment or games (19/79, 24%), social networking with other app users (16/79, 20%), and shopping (15/79, 19%). Social and shopping also tended to be co-occurring purposes (10/79, %). Finally, apps to help people quit smoking (8/79, 10%), directly control vaping devices (4/79, 5%), and quit vaping were less common (2/79, 3%). Out of 8 apps with quitting smoking features (typically a “cigarettes avoided” widget), 7 were also coded as DIY e-liquid or coil purposes. The majority referred to vaping with nicotine (43/79, 54%). Few apps were intended for cannabis (3/79, 4%), and 1 app referred to both nicotine and cannabidiol from cannabis (1/79, 1%). The intended substance was unclear in the remaining apps (31/79, 39%) (Table 3).

Because apps could fall into multiple categories, we did not statistically test differences in star ratings. However, we noted that the highest rated apps by users were in the DIY e-liquids and quitting smoking and vaping categories, while the lowest were in the device category. The most popular apps by number of installations were in the DIY e-liquids, DIY coils, and entertainment categories.
Table 2. Overview of vaping apps on Google Play Store in December 2019 (N=79).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cost</strong></td>
<td></td>
</tr>
<tr>
<td>Price $0.99-$6.99</td>
<td>6 (8)</td>
</tr>
<tr>
<td>In-app purchases</td>
<td>13 (16)</td>
</tr>
<tr>
<td>Free</td>
<td>60 (76)</td>
</tr>
<tr>
<td><strong>Advertisements</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>45 (57)</td>
</tr>
<tr>
<td>No</td>
<td>34 (43)</td>
</tr>
<tr>
<td><strong>Age rating</strong></td>
<td></td>
</tr>
<tr>
<td>Everyone</td>
<td>40 (51)</td>
</tr>
<tr>
<td>Teen</td>
<td>13 (16)</td>
</tr>
<tr>
<td>Mature 17+</td>
<td>26 (33)</td>
</tr>
<tr>
<td><strong>Categories</strong></td>
<td></td>
</tr>
<tr>
<td>Tools</td>
<td>25 (32)</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>22 (28)</td>
</tr>
<tr>
<td>Health and fitness</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Simulation</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Social</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Art and design</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Othera</td>
<td>15 (19)</td>
</tr>
<tr>
<td><strong>Other content ratings</strong></td>
<td></td>
</tr>
<tr>
<td>Use of tobacco</td>
<td>7 (9)</td>
</tr>
<tr>
<td>Use of drugs</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Drug reference</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Tobacco reference</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Language</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Violence, blood</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Total installs</strong></td>
<td></td>
</tr>
<tr>
<td>10 to 500</td>
<td>13 (16)</td>
</tr>
<tr>
<td>1000 to 5000</td>
<td>36 (46)</td>
</tr>
<tr>
<td>10,000 to 50,000</td>
<td>20 (25)</td>
</tr>
<tr>
<td>100,000</td>
<td>8 (10)</td>
</tr>
<tr>
<td>1,000,000</td>
<td>2 (3)</td>
</tr>
<tr>
<td><strong>Ratings</strong></td>
<td></td>
</tr>
<tr>
<td>Stars out of 5 (n=68), mean (SD)</td>
<td>4 (0.7)</td>
</tr>
<tr>
<td>Raters (n=68), mean (SD)</td>
<td>770 (2607)</td>
</tr>
<tr>
<td><strong>Last updated</strong></td>
<td></td>
</tr>
<tr>
<td>2013-2016</td>
<td>13 (16)</td>
</tr>
<tr>
<td>2017</td>
<td>11 (14)</td>
</tr>
<tr>
<td>2018</td>
<td>24 (30)</td>
</tr>
<tr>
<td>2019 (through November 14)</td>
<td>13 (16)</td>
</tr>
<tr>
<td>November 15, 2019-February 29, 2020</td>
<td>18 (23)</td>
</tr>
</tbody>
</table>
Other includes adventure, education, entertainment, libraries and demo, maps and navigation, medical, music and audio, personalization, productivity, and travel and local categories.

| Table 3. Purpose and intended substance ratings for vaping apps on Google Play Store (N=79). |
|---|---|---|---|---|
| Category | Description | Apps, n (%) | With star ratings, n | Star rating, mean (SD) | Installations, n |
| Purpose<sup>a</sup> | DIY<sup>b</sup> e-liquids | Has features for creating e-liquids (eg, calculators with nicotine and propylene glycol or vegetable glycerin inputs, e-liquid recipes) | 28 (35) | 26 | 4.18 (0.60) | 500+ to 1,000,000+ |
| | DIY coils | Has features for designing coils for DIY mods (eg, Ohm’s law calculators) | 25 (32) | 25 | 4.01 (0.68) | 500+ to 1,000,000+ |
| | Entertainment | Simulations, wallpapers, games | 19 (24) | 14 | 3.74 (0.65) | 100+ to 1,000,000+ |
| | Social | Has features for connecting with other app users or people who vape, including the ability to review products | 16 (20) | 15 | 4.03 (0.79) | 50+ to 100,000+ |
| | Shopping | For finding products or stores that sell vaping devices or products or e-liquids | 15 (19) | 13 | 3.92 (0.93) | 50+ to 100,000+ |
| | Quitting smoking | For helping people quit smoking (using vaping or not); may include a tracking feature oriented around not using cigarettes | 8 (10) | 8 | 4.06 (0.52) | 500+ to 10,000+ |
| | Device | Pairs with and has features for modifying a device | 4 (5) | 2 | 2.65 (0.07) | 100+ to 10,000+ |
| | Quitting vaping | For helping people quit vaping | 2 (3) | 1 | 4.10 (N/A<sup>c</sup>) | 10+ to 1000+ |
| Substance | Cannabis | N/A | 3 (4) | 2 | 3.55 (1.34) | 100+ to 10,000+ |
| | Nicotine | N/A | 43 (54) | 38 | 3.97 (0.62) | 10+ to 1,000,000+ |
| | Unclear | N/A | 31 (39) | 26 | 4.07 (0.78) | 50+ to 100,000+ |
| | Both | N/A | 1 (1) | 1 | 4.70 (N/A) | 10,000+ |

<sup>a</sup>Apps could have multiple purposes.
<sup>b</sup>DIY: do-it-yourself.
<sup>c</sup>N/A: not applicable.

**Downloaded Apps**

The majority of downloaded apps (14/16, 88%) matched the descriptions in the app store (Table 4). The exceptions were that 1 app coded as having quitting smoking features did not have any such features, and 1 app that was coded as not having shopping features did, in fact, have links to shopping through the app. Few apps had information about harms of vaping (4/16, 25%), safer vaping (3/16, 19%), or harms of smoking (2/16, 13%). When they did have such information, it was often difficult to find. Of note, 2 of the entertainment apps had a feature where an avatar would cough when vaping too much, which may normalize moderation in vaping; 5 apps had tracking features, which mainly recorded days passed since a user-provided quit-smoking date; and 2 of the apps with tracking features also displayed money saved and health benefits. Both device apps appeared to have temperature controls, but did not have dosage or locking settings visible, though these may have become apparent once paired with a device.

Overall, the 16 downloaded apps had a mean MARS score of 3.63, with a highest mean subscore for functionality (MARS score: mean 4.13) and lowest mean subscore for engagement (MARS score: mean 3.36). Within the subtypes of purposes, the highest mean MARS scores were for social, shopping, and device apps, and the lowest mean scores were for the quitting smoking and DIY coils apps.
Table 4. Ratings of downloaded vaping apps (N=16).

<table>
<thead>
<tr>
<th>Characteristic and subcharacteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose, n (%)</td>
<td></td>
</tr>
<tr>
<td>Matches coded purpose</td>
<td>14 (88)</td>
</tr>
<tr>
<td>Information, n (%)</td>
<td></td>
</tr>
<tr>
<td>Harms of vaping</td>
<td>4 (25)</td>
</tr>
<tr>
<td>Safer vaping</td>
<td>3 (19)</td>
</tr>
<tr>
<td>Harms of smoking</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Behavior change, n (%)</td>
<td></td>
</tr>
<tr>
<td>Tracking feature</td>
<td>5 (31)</td>
</tr>
<tr>
<td>Device (n=2), n (%)</td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td>2 (100)</td>
</tr>
<tr>
<td>Dosage</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Locking</td>
<td>0 (0)</td>
</tr>
<tr>
<td>MARS(^a) (out of 5, all downloaded apps), mean (range)</td>
<td></td>
</tr>
<tr>
<td>Engagement</td>
<td>3.36 (2.80-4.20)</td>
</tr>
<tr>
<td>Functionality</td>
<td>4.13 (3.08-4.58)</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>3.40 (2.22-4.50)</td>
</tr>
<tr>
<td>Information</td>
<td>3.61 (2.50-4.83)</td>
</tr>
<tr>
<td>Summary</td>
<td>3.63 (2.77-4.47)</td>
</tr>
<tr>
<td>MARS (out of 5, by purpose category)(^b), mean (range)</td>
<td></td>
</tr>
<tr>
<td>DIY e-liquids (n=5)</td>
<td>3.54 (3.16-4.04)</td>
</tr>
<tr>
<td>DIY coils (n=3)</td>
<td>3.44 (3.16-3.89)</td>
</tr>
<tr>
<td>Entertainment (n=3)</td>
<td>3.66 (3.00-4.47)</td>
</tr>
<tr>
<td>Social (n=3)</td>
<td>4.22 (4.04-4.47)</td>
</tr>
<tr>
<td>Shopping (n=2)</td>
<td>4.09 (4.04-4.15)</td>
</tr>
<tr>
<td>Quitting smoking (n=2)</td>
<td>3.08 (2.89-3.49)</td>
</tr>
<tr>
<td>Device (n=2)</td>
<td>4.04 (3.93-4.15)</td>
</tr>
<tr>
<td>Quitting vaping (n=2)</td>
<td>3.93 (3.80-4.06)</td>
</tr>
</tbody>
</table>

\(^a\)MARS: Mobile App Rating Scale.
\(^b\)Top 2 to 5 apps per category by number of installations; categories with 3 to 5 apps had ties in the number of installations.
\(^c\)DIY: do-it-yourself.

Discussion

This study examined the content of the first 100 mobile apps on the Google Play Store using vaping and vape as search terms 1 month after Apple’s ban on vaping-related apps, which was enacted in response to concerns about youth nicotine vaping and EVALI (a lung injury syndrome linked to an additive to cannabis vaping products). Of 79 apps determined to be related to vaping, over half were related to nicotine, while only a few were for cannabis, and the rest were unclear in intended substance. The most popular app content, with respect to both number of installations (several with over 1 million) and percentage of these 79 vaping apps, was creating DIY liquids (28/79, 35%) and DIY coils (25/79, 32%), with 20% (16/79) in both categories (37 total). This may reflect a strong interest in DIY hobbies in vaping culture. DIY may allow users to control the customization process, play with novelty, save money, and achieve higher nicotine concentrations [60,61]. Overall, the main purposes of the majority of these vaping-related apps on the Google Play Store were to help people continue to vape nicotine.

Apps that had features to support quitting smoking or vaping were relatively rare (8/79, 10%; 2/79, 3%; respectively). Most apps that supported smoking cessation encouraged users to quit smoking by switching to vaping. These apps also contained other features to promote or facilitate vaping, such as e-liquid recipes. The 2 apps for quitting vaping that were downloaded had above average MARS scores but relatively few installations, while the 3 apps for quitting smoking that were downloaded had below average MARS scores and low subscores on
aesthetics and information. This points to the need for apps to promote vaping cessation using evidence-based behavior-change information and strategies, along with engaging usable interfaces.

There were also few apps that paired with devices (4/79, 5%), and these device apps were mainly for cannabis. Devices that pair with apps using Bluetooth technology are more expensive, which may explain their lower popularity in terms of installs. Features available in the downloaded device apps indicated that the user could control temperature [62], which may limit throat and lung damage, but not dosage, and there were no locking controls for users with children or those wishing to moderate their use.

Given current concerns about youth vaping, the findings that over half the apps had no age controls and that a large proportion of apps without age controls was in the DIY categories (24/37, 65%) are especially concerning. A smaller proportion of entertainment apps had no age controls (5/19, 26%), though many of the apps with age controls were set at Teen. Age controls may allow parents who utilize family controls to restrict their children’s access to these apps.

Of the popular apps that were downloaded and reviewed in-depth, few apps presented information about the harms of vaping or smoking or included information about safer vaping. Information about harms of smoking consisted of articles comparing the harms of smoking (eg, combustion and cancer-causing ingredients) to vaping. One app had a widget for tracking “days without smoking” that included “gained days of life” and “avoided radiographs” calculations.

Information presented about harms of vaping included acknowledgments of the importance of moderating nicotine intake, the addictiveness of nicotine, or harms of vaping in front of children. The 2 downloaded apps that were intended to help people quit vaping both included links to news stories about young adults with EVALI and articles about concerns with youth vaping and the intentions of vaping companies. Safer vaping information included recommendations about coil and battery materials, causes of e-cigarette explosions, and cautions against mixing e-liquids incorrectly. It should be noted that in 2 entertainment apps with simulated vaping games, the vaping avatar would cough audibly when they “inhaled” a large amount of vapor, which could be seen as encouraging moderation in use. Several of these apps included a tracking feature that displayed the number of days since quitting smoking and the number of cigarettes avoided. Self-monitoring is an important component of a smoking cessation plan but is likely insufficient by itself [63]. In addition to a need for apps on the Google Play store that assist people with quitting vaping, study results indicate a need for informational apps to better describe the pros and cons of vaping.

Assuming that these Google Play Store apps were similar in content to the Apple App Store apps that were removed, it appears that Apple’s ban would have had a minimal effect on people who vape with the intention of quitting smoking or who are seeking information about safer vaping. Nevertheless, the decision to remove the vaping-related apps appears to have been taken by Apple in response to rising EVALI cases, which were primarily attributed to cannabis oil additives, rather than nicotine liquids [33,34]. There appeared to be little publicly available information detailing how apps were determined to be removed, echoing other calls for increased transparency and additional research regarding allowed app platform content and other issues like privacy [39,64]. Future research should explore other cases touching on the who and how of regulation of apps related to controversial health-behavior for which there is not yet a consensus among health experts. Future research should also examine more explicitly the relationship between vaping app use and vaping behaviors.

There were several limitations to this study. First, not all apps that came up in the initial search were reviewed, though most app users would likely not browse more than 100 apps without refining their search. Additionally, the app store gets updated continuously, and a search on a different date may present different results. Indeed, several apps were no longer available a few weeks after the initial search. While the number of installations was recorded for each as a signal of popularity, people may download an app and not use it at all or only use it a limited number of times. Only 1 of the reviewed apps was also available on the iPhone App Store, but it is unclear which of the apps we reviewed were removed from or denied approval in the Apple App Store. Although we only coded Google Play Store apps, a search for vaping in the mobile Apple App Store in December 2019 confirmed that the remaining apps were related to quitting smoking or quitting vaping or were unrelated to vaping behavior.

Based on this review of vaping-related apps in the Google Play Store, it appears that the Apple vaping app ban would have had a minimal effect on adults seeking to switch away from smoking or seeking to vape more safely. Most vaping-related apps in the Google Play Store were for purposes related to continuing vaping and had limited age-based access restrictions. Few apps were for controlling device settings, assisting with quitting smoking or vaping, or disseminating information about safer vaping.
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Self-Monitoring App Preferences for Sun Protection: Discrete Choice Experiment Survey Analysis

Abstract

Background: The availability and use of health apps continues to increase, revolutionizing the way mobile health interventions are delivered. Apps are increasingly used to prevent disease, improve well-being, and promote healthy behavior. On a similar rise is the incidence of skin cancers. Much of the underlying risk can be prevented through behavior change and adequate sun protection. Self-monitoring apps have the potential to facilitate prevention by measuring risk (eg, sun intensity) and encouraging protective behavior (eg, seeking shade).

Objective: Our aim was to assess health care consumer preferences for sun protection with a self-monitoring app that tracks the duration and intensity of sun exposure and provides feedback on when and how to protect the skin.

Methods: We conducted an unlabeled discrete choice experiment with 8 unique choice tasks, in which participants chose among 2 app alternatives, consisting of 5 preidentified 2-level attributes (self-monitoring method, privacy control, data sharing with health care providers, reminder customizability, and costs) that were the result of a multistep and multistakeholder qualitative approach. Participant preferences, and thus, the relative importance of attributes and their levels were estimated using conditional logit modeling. Analyses consisted of 200 usable surveys, yielding 3196 observations.

Results: Our respondents strongly preferred automatic over manually operated self-monitoring (odds ratio [OR] 2.37, 95% CI 2.06-2.72) and no cost over a single payment of 3 Swiss francs (OR 1.72, 95% CI 1.49-1.99). They also preferred having over not having the option of sharing their data with a health care provider of their choice (OR 1.66, 95% CI 1.40-1.97), repeated over single user consents, whenever app data are shared with commercial thirds (OR 1.57, 95% CI 1.31-1.88), and customizable over noncustomizable reminders (OR 1.30, 95% CI 1.09-1.54). While most participants favored thorough privacy infrastructures, the attribute of privacy control was a relatively weak driver of app choice. The attribute of self-monitoring method significantly interacted with gender and perceived personal usefulness of health apps, suggesting that female gender and lower perceived usefulness are associated with relatively weaker preferences for automatic self-monitoring.

Conclusions: Based on the preferences of our respondents, we found that the utility of a self-monitoring sun protection app can be increased if the app is simple and adjustable; requires minimal effort, time, or expense; and has an interoperable design and thorough privacy infrastructure. Similar features might be desirable for preventive health apps in other areas, paving the way for future discrete choice experiments. Nonetheless, to fully understand these preference dynamics, further qualitative or mixed method research on mobile self-monitoring-based sun protection and broader preventive mobile self-monitoring is required.
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Introduction

Background

The global increase in smartphone ownership is unprecedented [1]. Worldwide, approximately seven billion people are estimated to own a mobile phone, more than half of which are smartphones [1,2]. Simultaneously, increased access to the internet and rising advocacy for person-centered care promote a rapidly growing mobile health (mHealth) market [3]. Inevitably, the availability of free or low-cost health apps has increased, surpassing 300,000 as of 2017 [3,4]. Shifting beyond mere SMS, the multifunctionality of apps has the potential to revolutionize the way mHealth interventions are delivered [5]. They can be used to prevent disease and facilitate well-being, such as monitoring behavior and promoting healthy life-styles; to manage existing conditions, such as providing behavioral therapies and assisting medication adherence; and to support rehabilitation and health care access [5-7].

Mobile Self-Monitoring Apps for Sun Protection

Skin diseases, such as skin cancers, that are caused by sun exposure are also on the rise [8]. Primarily prevalent in Caucasian, fair-skinned populations, melanoma and nonmelanoma skin cancers increasingly affect younger age groups [8]. Beyond uncontrollable risk factors such as genetics, the most significant and avoidable risk factor is exposure to ultraviolet light (eg, sun, tanning beds) [8]. Targeted behavior changes, such as improved sun protection (eg, shade, protective clothing, sunscreen use during exposure to the sun) as well as full avoidance of tanning beds, are key elements to the mitigation of a growing public health burden [8].

Primary prevention (eg, wellness, physical activity, diet, healthy behaviors) accounts for a large proportion of health apps [5]. Most of these have functions to collect and analyze health-related data, enabling simple and continuous self-monitoring [5]. These trends lead to an ever-growing volume of electronic patient-generated health data, defined as nonclinical health information [9]. Using mHealth apps to self-monitor is expected to facilitate prevention by measuring risk exposure (eg, sun intensity), which in turn can increase risk awareness and encourage healthy behavior (eg, seeking shade, applying sunscreen) [5,10]. Acknowledging the reach and potential of self-monitoring apps and the increasing burden of preventable skin cancers, efforts to understand how the former are to be designed and utilized to successfully prevent the latter are timelier than ever before.

Consumer Preferences for Sun Protection With Self-Monitoring Apps

Nonetheless, health apps are often deleted or abandoned rapidly as they fail to meet user needs and expectations [11]. One approach to meeting these is by exploring the preferences of prospective users. This is particularly important for health apps that tend to have a niche and often periodic use, such as in the case of sun protection apps. Within often limited time windows, such apps need to deliver a certain value in order to be considered for download and adequate use. In addition, both self-monitoring as well as disease prevention predominantly depend on individual motivation (acceptance and engagement), which is in turn linked to individual preferences [12-14]. Despite that, consumer preferences for self-monitoring-based sun protection apps have not yet been adequately explored. We aim to fill this gap by reporting the findings on the preferences of 200 health care consumers.

Aims

In the context of sun protection, this study aimed to assess which attributes of a theoretical self-monitoring app are perceived as more or less important by health care consumers. This was guided by the following objectives: (1) to elicit how consumer preferences are distributed among a set of predefined app attributes and (2) to assess whether preferences vary across individual characteristics, such as age, gender, education, perceived health and perceived health app usefulness.

Methods

Study Design

Consumer preferences were elicited with a self-administered discrete choice experiment survey. Discrete choice experiments provide respondents with 2 or more alternative options of a product or service (in our case, 2 alternatives of the same app), asking them to repeatedly choose the most desired one [15,16]. All alternatives are defined by the same attributes, however, contain different manifestations (levels) of these. Every attribute included in a discrete choice experiment takes 2 or more forms. For example, if cost is included as an attribute, its levels could take 2 (or more) forms, such as free or 3 Swiss francs. These repeated choices allow for statistically eliciting which of those attributes (and their levels) are perceived as more valuable, and thus, yield the highest utility [16]. A person’s perceived utility of an attribute depends on the attribute’s level (eg, for the cost attribute, a less expensive app might be perceived as more valuable than a more expensive app). While traditionally rooted in economic research, discrete choice experiments are gradually gaining popularity in digital health research [15]. Our methodology follows the guidelines reported by the ISPOR Good Research Practices for Conjoint Analysis Task Force [17]. Our study design followed these 5 steps: (1) qualitative work for the identification of key attributes, (2) survey and scenario development, (3) piloting and survey adjustments, (4) survey administration and data collection, and (5) choice data analysis. A detailed description of the applied methodology, as well as a justification of our methodological rationale have been reported in a previously published registered protocol [18].

Attribute Identification

We followed good practice standards and identified the attributes of our discrete choice experiment by (1) using the results of the previously conducted systematic scoping review, (2) conducting a rapid review of systematic reviews on the use of self-monitoring data for primary prevention [19], (3) completing 13 semi-structured expert interviews and 12 health care consumer interviews as well as (4) 2 internal review rounds (Figure 1) [18].
We selected experts that covered all relevant expertise fields, including digital self-monitoring, digital prevention, eHealth ethics, clinical science, and citizen science [18]. Health care consumer interviews were gender balanced and consisted of adults. Interviews were recorded, transcribed, and analyzed following a mixed deductive and inductive approach. The literature reviews led to a broad range of potential attributes, which was narrowed down and complemented by the interviews. This was followed by 2 internal review rounds, assessing the relevance, interrelations, and feasibility of identified attributes, leading to the selection and inclusion of the following 5 attributes: (1) method of self-monitoring, (2) privacy control, (3) data sharing with a health care provider, (4) reminder customizability, and (5) costs. An overview of included attributes with their levels and definitions is provided in Table 1.

For each attribute, we chose 2 realistic, relatable, and easy-to-understand levels, primarily based on our literature and interview findings. Attributes and levels were purposively kept simple and unambiguous, ensuring that all respondents could complete the survey with minimum effort. Long or too complex discrete choice experiments can pose a disproportionate cognitive burden on respondents, which increases the risk of incomplete or inaccurate responses. We hypothesize that health care consumers will prefer automatic over manual self-monitoring, customizable over noncustomizable reminders, and no cost over a single payment have all been confirmed. For the other two attributes, a hypothesis cannot be clearly formulated.
Table 1. Identified attributes and attribute levels.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Descriptions and attribute levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-monitoring method</td>
<td>How would you like your data to be collected?</td>
</tr>
<tr>
<td></td>
<td>- No manual entry (automatic entry)</td>
</tr>
<tr>
<td></td>
<td>- Manual entry once a day</td>
</tr>
<tr>
<td>Privacy control</td>
<td>If your data are being shared with third commercial parties, how would you like to control when and with whom your data are shared?</td>
</tr>
<tr>
<td></td>
<td>- I will only receive information on potential receivers once and will be asked to provide informed consent once</td>
</tr>
<tr>
<td></td>
<td>- I will be informed and provide consent whenever my data are provided to third parties</td>
</tr>
<tr>
<td>Data sharing with health care provider</td>
<td>Would you like to share the data collected with your health care provider, to be discussed at your next visit?</td>
</tr>
<tr>
<td></td>
<td>- Yes</td>
</tr>
<tr>
<td></td>
<td>- No</td>
</tr>
<tr>
<td>Reminder customizability</td>
<td>How would you prefer the times and frequency of your reminders to be set?</td>
</tr>
<tr>
<td></td>
<td>- I set the time and frequency of my reminders myself (customizable)</td>
</tr>
<tr>
<td></td>
<td>- The app sets the times and frequency of reminders automatically, based on my data</td>
</tr>
<tr>
<td>Costs</td>
<td>Are there any costs associated with downloading the app, and if yes, how high are these?</td>
</tr>
<tr>
<td></td>
<td>- Free</td>
</tr>
<tr>
<td></td>
<td>- One-time 3 Swiss francs</td>
</tr>
</tbody>
</table>

Survey Design and Scenario

Our 5 attributes, each with 2 levels, would lead to a full factorial design of 32 ($2^5 = 32$) possible choice sets [20]. However, asking participants to make 32 discrete choices would be highly impractical, due to limited time and high complexity. Hence, we followed common practice and reduced the survey to a subset of possible choice sets, known as fractional factorial design.

Based on D-optimality criteria, the resulting fractional factorial design consisted of 8 choice sets, each providing 2 app alternatives [21,22]. In addition to the 8 fractional factorial design choice sets, we decided to include a ninth set, which was used to assess the quality of responses. The ninth choice set was identical to a previous one, allowing us to assess whether responses were consistent (same app chosen for both identical sets) or not (different app chosen between the 2 identical sets). An example choice set is provided in Figure 2.
Framing a discrete choice experiment around a well-defined hypothetical scenario helps participants understand the survey and improves the accuracy of their choices. After being introduced to the topic, each participant was asked to imagine that summer was ahead and a preventive app that supports sun protection, helps with skin cancer prevention and promotes overall skin health was being recommended. The app would monitor daily duration and intensity of sun exposure and provide targeted feedback on when and how to protect. The 2 app options were provided in an unlabeled manner (as App 1 and App 2) in order to entirely steer the focus of our participants on the attributes and their levels [23].

The discrete choice experiment was generated in German and proofread by a native speaker. The reviewer was asked to pay attention on word choice, grammar, and punctuation as well as overall understanding.

Piloting
We piloted the initial discrete choice experiment face to face with 8 participants (5 males and 3 females), recruited in the waiting room of the University of Zurich Travel Clinic. Participants received the full questionnaire and were asked to share their thoughts while completing it. Through this think-aloud process, we captured how the discrete choice experiment’s wording and layout could be improved to facilitate its feasibility. All conversations were recorded. Time to completion was measured to ensure that the survey could be answered within a 20-minute time frame. The limit was set at 20 minutes to be below the average waiting time in the travel clinic’s waiting room, where final recruitment occurred. Participants were also asked to provide feedback on the survey’s relevance and ease of answering. Prior to that, pilot participants provided written informed consent and received written as well as verbal information on the study’s aims and methodology. All participants considered the discrete choice experiment as interesting and relevant. Most commented on unclear terminology and expressed confusion of how the survey has to be answered. This led to (1) adjustments in the survey’s wording, by choosing simple and self-explanatory terms, (2) changes in the survey’s layout to reduce confusions of how choices should be made (eg, using colors to differentiate the 2 app options), and (3) revisions of the survey’s instructions to ensure that participants understand how the survey has to be completed.

Survey Administration
The survey was administered at the University of Zurich Travel Clinic. On arrival at the clinic’s waiting room, participants were informed about the option to participate, both verbally and through a flyer. Interested and eligible participants were asked to fill out the paper-based discrete choice experiment in the waiting room, where a member of the team was present to clarify questions. Eligibility required a minimum of 18 years of age, no current chronic conditions, a good understanding of German, and smartphone ownership. As scientific consensus on sample
size estimation of discrete choice experiments is lacking, we used a commonly applied rule of thumb, proposed by Johnson and Orme [24]. Thus, based on the number of choice tasks, alternatives, and analysis cells, we set our sample size at 200 participants. The paper-based discrete choice experiment’s first pages aimed to inform participants, providing concise and easy-to-understand information on the study’s aims, the topic of sun protection, each of the included attributes (with pictographs), and how to complete the discrete choice experiment.

Upon completion, participants were thanked for their time and effort with a sunscreen product. We also collected participant characteristics, including gender, age, highest attained education, perceived health, and perceived health app usefulness. We did not collect any personal identification or sensitive health information. Eligibility had to be confirmed by ticking the box “I confirm that I fulfill all eligibility criteria listed above” before answering the survey.

### Analysis of Choice Data

Individual characteristics were explored descriptively. Participant preferences were estimated using conditional logit modeling, as proposed by McFadden [25]. The conditional logit regression is in line with random utility theory, according to which the utility a respondent \( n = 1,2, \ldots, 200 \) derives from an alternative \( j \) consist of a systematic (representative) and a random component. The systematic component is denoted by:

\[
\begin{align*}
\text{Data}_{jn} & \quad \text{Privacy}_{jn} \\
\beta_{\text{Data}} & \beta_{\text{Privacy}} \\
\beta_{\text{Cost}} & \text{Reminder}_{jn} \\
\end{align*}
\]

where \( \beta_{\text{Data}}, \beta_{\text{Privacy}}, \beta_{\text{Reminder}}, \text{and} \beta_{\text{Cost}} \) are the unknown parameters associated with the 5 attribute variables. \( \text{Data}_{jn} \) takes the value 0 or 1 corresponding to manual entry or automatic entry, respectively; \( \text{Privacy}_{jn} \) takes the value of 0 or 1 if consent for sharing data with commercial third parties is only given once or if consent is given on every sharing occasion, respectively; \( \text{Sharing}_{jn} \) takes the value of 0 or 1 if data are not shared with a chosen health care provider or data are shared with a chosen health care provider, respectively; \( \text{Reminder}_{jn} \) takes the value of 0 or 1 if noncustomizable or manually customizable, respectively; and \( \text{Cost}_{jn} \) takes the value of 0 or 1 if the app has a one-time cost of 3 Swiss francs or if the app is free, respectively. The results are reported as odds ratios (ORs), indicating relative importance of attribute levels compared to reference categories and their associated 95% confidence intervals. Although our survey entailed a binary cost option (free, 3 Swiss francs), we additionally ran the model with cost treated as a continuous variable, allowing it to express shifts in preference weights per 1 Swiss Franc change.

As a person’s characteristics may influence their choice, we decided to individually test all collected individual characteristics for interactions with our attributes. These were identified and tested by repeatedly adding single interaction terms into the model. Multiple comparisons were counteracted through Bonferroni corrections (\( \alpha = .002 \)). Significant interaction terms are reported individually. A mixed multinomial regression model was performed to explore potential preference heterogeneity. Here, we only assumed the effect of price to be random, as it is the only attribute where the assumption of an underlying latent continuous distribution is possible.

We additionally checked whether the 2 identical choice sets were answered consistently. In line with the axiom of completeness, participants who provide consistent answers are expected to choose the same alternative twice [17,26]. As directly excluding participants is not always recommended, we calculated percentages of inconsistent responses, assessed their distribution across individual participant characteristics and performed a sensitivity analysis comparing the results of our analyses with and without inconsistent responses [17,23,27]. Due to the small number of missing observations (4/3200, 0.13%) we decided not to perform multiple imputations. All analyses were performed in R (version 3.6.1).

### Results

**Participant Characteristics**

Participant characteristics are presented in Table 2. Our sample (N=200) was unintentionally gender-balanced and yielded 3196 observations. Most participants were between 18 and 39 years old (135/200, 67.5%); had a tertiary education level (141/200, 70.5%), such as university and professional education degrees; rated their overall health as quite good (107/200, 53.5%) or very good (88/200, 44%); and had a positive perception (106/200, 53%) of apps’ usefulness to their personal health.
Table 2. Participant characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants (N=200), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>100 (50.0)</td>
</tr>
<tr>
<td>Female</td>
<td>100 (50.0)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-39</td>
<td>135 (67.5)</td>
</tr>
<tr>
<td>40-60</td>
<td>53 (26.5)</td>
</tr>
<tr>
<td>61-79</td>
<td>11 (5.5)</td>
</tr>
<tr>
<td>80+</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td><strong>Highest education level</strong></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>5 (2.5)</td>
</tr>
<tr>
<td>Secondary</td>
<td>51 (25.5)</td>
</tr>
<tr>
<td>Tertiary</td>
<td>141 (70.5)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (1.5)</td>
</tr>
<tr>
<td><strong>Perceived health status</strong></td>
<td></td>
</tr>
<tr>
<td>(How would you rate your current overall health?)</td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>88 (44.0)</td>
</tr>
<tr>
<td>Quite good</td>
<td>107 (53.5)</td>
</tr>
<tr>
<td>Average</td>
<td>5 (2.5)</td>
</tr>
<tr>
<td>Quite bad</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Bad</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Perceived health app usefulness</strong></td>
<td></td>
</tr>
<tr>
<td>(Do you agree that apps could help you promote your health?)</td>
<td></td>
</tr>
<tr>
<td>Fully agree</td>
<td>24 (12.0)</td>
</tr>
<tr>
<td>Agree</td>
<td>106 (53.0)</td>
</tr>
<tr>
<td>Uncertain</td>
<td>56 (28.0)</td>
</tr>
<tr>
<td>Disagree</td>
<td>10 (5.0)</td>
</tr>
<tr>
<td>Totally disagree</td>
<td>4 (2.0)</td>
</tr>
</tbody>
</table>

**Main Effects**

The results from the conditional logit model without interaction effects (model 1), are presented in Table 3 and in Figure 3. Overall, all 5 attributes contributed to consumer choices and overall preferences. The strongest driver of choice—denoted by the largest value of the OR—was the app’s self-monitoring method, followed by cost, the option of data sharing with a health care provider, privacy control function, and reminder customizability (the least strong driver).
Table 3. Discrete choice experiment results from conditional logit regression (N=200).

<table>
<thead>
<tr>
<th>Attribute and levels</th>
<th>ORa (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Self-monitoring method</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manual</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Automatic</td>
<td>2.37 (2.06-2.72)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Privacy control</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single consent</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Multiple consents</td>
<td>1.57 (1.31-1.88)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Data sharing with health care provider</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.66 (1.40-1.97)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Reminder customizability</strong></td>
<td></td>
<td>&lt;.01</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.30 (1.09-1.54)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td><strong>Costs</strong></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Free</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>3 Swiss francs</td>
<td>1.72 (1.49-1.99)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

OR: odds ratio.

Figure 3. Forest plot from conditional logit regression (N=200). OR: odds ratio.

Our respondents strongly preferred automatic self-monitoring, with higher odds of choosing an app if it collected data automatically than if it required manual data entry (OR 2.37, 95% CI 2.06-2.72). Similarly, our respondents preferred no cost, with higher odds of choosing a free app than one requiring a one-time payment of 3 Swiss francs (OR 1.72, 95% CI 1.49-1.99). Modeling price as a continuous variable indicated that the odds of choosing an app alternative were reduced by 17% (OR 0.83, 95% CI 0.79-0.88) per 1 Swiss Franc increase in app cost. Respondents also preferred having the option of sharing their health data with a chosen health care provider than not having that sharing option (OR 1.66, 95% CI 1.40-1.97). Similarly favored was a thorough privacy control, with multiple user consents (given whenever app data are shared with third commercial parties) increasing the odds of choosing an alternative relative to one in which only a single consent was required (eg, after downloading the app) (OR 1.57, 95% CI 1.31-1.88). Finally, the setting of sun protection reminders was
the weakest, yet still a driver of choice, with customizable reminders being preferred over automatic reminders increasing the odds of choosing an app (OR 1.30, 95% CI 1.09-1.54). These findings were comparable to those of the mixed multinomial model (model 2), considering that as well as the unlabeled design and binary choice nature of our discrete choice experiment, we decided to limit reporting to the conditional logit’s output and retain the mixed multinomial model as a sensitivity analysis.

**Interaction Effects**

After Bonferroni correction, only gender and perceived health app usefulness showed an interaction, in both cases with the self-monitoring method attribute. While both men and women preferred an app that generates their health data automatically, women had only half the odds of choosing an app alternative that offers that option (men: OR 3.42, 95% CI 2.78-4.21; women: OR 1.71, 95% CI 1.42-2.05). Those who were uncertain about whether apps can be helpful in promoting their health (neutral attitude) had less than half the odds of choosing an automatic self-monitoring app compared to those who fully agreed and thus had a positive perception of health app usefulness. Nonetheless, both groups preferred automatic generation over manual (full agreement: OR 4.19, 95% CI 2.71-6.48; neutral: OR 1.83, 95% CI 1.38-2.42). However, this effect changed direction for the group that fully disagreed with the statement that apps can be useful for personal health promotion (OR 0.32, 95% CI 0.11-0.92).

**Inconsistent Responses**

Eleven participants (11/200, 5.5%) provided inconsistent responses, that is, they answered the 2 identical questions differently; 6 were female and 5 were male. Most inconsistent responses were provided by participants between the age of 19 and 39 years (n=8), with a tertiary education (n=9), and who either had a rather positive or neutral perception (n=11) of apps’ usefulness to their personal health. Comparing the results from the conditional logit model with and without the eleven inconsistent responders yielded comparable results; therefore, we decided not to exclude any participants.

**Discussion**

**Principal Findings**

This discrete choice experiment explored the preferences of healthy consumers for sun protection with a self-monitoring app. The survey included 5 attributes, presented as 2 unlabeled app alternatives (App A and App B) across 8 choice tasks (and 1 additional repeated task). We found that all 5 attributes influenced the choices of our participants. That confirms our preparatory qualitative work and the importance of these attributes for self-monitoring-based sun protection apps. Our hypotheses that health care consumers would prefer automatic over manual self-monitoring, customizable over noncustomizable reminders, and no cost over a single payment have all been confirmed. The method of self-monitoring had the strongest influence on app choice, followed by cost, data sharing with a health care provider, privacy control, and the customizability of reminders. Secondary analyses suggested that the strength of preference for automatic self-monitoring was influenced by gender and perceived usefulness of health apps.

**Effort and Ease of Use**

Being well-aligned with current evidence, our participants mostly preferred sun protection apps that monitored health data automatically. Manual data collection requires time and effort, which is often perceived as tedious and inconvenient, reducing simplicity, ease-of-use and motivation [28,29]. Furthermore, the use of a sun protection app is more likely to occur during leisure time (eg, outdoor activities, holidays), which naturally makes manual monitoring a less attractive option. The underlying concept of effort and simplicity is recurring in the literature. For example, during the development of SunSmart, an ultraviolet monitoring and risk communication app, as well as mISkin, a sun protection app for those going on holidays, participants highly valued ease-of-use, which was described by the authors as a key feature [30,31]. This also holds for other prevention areas that require frequent and often complex monitoring, such as dietary intake and weight loss [32]. Our findings are potentially reinforced by the fact that self-monitoring sensors have become more accurate over the years, which in turn increases trust in automatic self-monitoring and facilitates trends toward easy-to-carry, and in fact, hidden monitoring devices [33,34].

**Data Sharing**

Although privacy concerns are often listed as key barriers of mobile self-monitoring apps, the attribute of privacy control, in the form of providing consents for data sharing with commercial parties, was relatively weak in influencing the app choices of our respondents [28]. Again, this may be explained (1) by the nature of sun protection behavior data and the good health status of our sample and (2) by the effort and time that is associated with the provision of multiple consents. Another factor that makes multiple consents less attractive is the information overload with which they are often associated [35]. Although the attribute did not drive choice as strongly as cost or the method of self-monitoring, our sample preferred providing multiple consents, repeated whenever their data are shared with commercial third parties. Our second data sharing attribute targeted the information flow between consumer and health care provider (eg, general practitioner, dermatologist). Having that sharing option clearly influenced app choice. On average, being able to share data with a doctor was more important than the app’s privacy functions. This is a surprising and very interesting finding if we consider that our respondents were healthy and that such sharing functions are not yet widely available [28]. However, it potentially underlines the value and trust that app consumers place in interacting with health care professionals. Anderson et al [36] explored user experiences with self-care targeted mHealth apps and identified a similar pattern. Many users would have preferred the option of sharing their data with health care providers, allowing for a better-informed care and reduced visits [36]. In the context of sun protection, this preference might also be reinforced by the very nature of sun protection behavior data, which are not particularly controversial, stigmatized, or sensitive.
Reminders: Motivation Versus Nuisance

Equally unexpected was the relative importance of reminder customization, which was the weakest among the 5 attributes in influencing app choice. Reminders are a widely used mobile self-monitoring feature, highly applicable across all health areas. The insensitivity of reminders (eg, too frequent) has been recurrently cited as a barrier of mHealth use [28]. On average, our respondents preferred to be able to customize their app reminders, which may suggest previous experience with too many (or too few) reminders. The efficacy of reminders in health behavior change has been repeatedly demonstrated and so has their potential to be a nuisance factor and achieve the opposite [37-39]. Customizability is, therefore, often referred to as a key element of effective reminder systems. For example, during the iterative development of the mISkin sun protection app, prospective users expressed their preference to be able to personalize the frequency of reminder messages, as the default failed to meet their needs [31]. Beyond sun protection, a recently evaluated smoking cessation app identified that nonpersonalized reminders were primarily perceived as an irritation [37]. Similarly, reviews in the context of medication adherence and vaccinations described reminders, as well as reminder customizability, as being of key importance to user preferences and effectiveness [38,39].

Free First

On average, our respondents preferred free apps, which is an expected finding for 2 main reasons: First, healthy consumers are likely to use a sun protection app only periodically, such as during summer or sunny holidays. That potentially decreases an app’s perceived value and the price someone is willing to pay for using it [40]. Second, our sample was predominantly young, which again might have influenced the overall willingness to pay. Gowin and colleagues [41] formatively explored the use of preventive and health promoting apps among college students, identifying that half of them would not be willing to pay, even if the amount was very small. This might be because of the high number of free apps, as well as because of different expectations by younger age groups, formed by their very early technology exposure [41]. Finally, younger age is associated with lower income, and thus, lower motivation to pay [42].

Limitations

Our findings should be considered with regard to the following limitations: First, recruitment occurred at a single center (Travel Clinic of the University of Zurich) and was subject to predefined inclusion criteria, for which reason our findings may not be generalizable. Second, despite the methodological robustness of discrete choice experiments, they maintain their feasibility by focusing on a limited number of attributes. Inherently, this reduces the discrete choice experiment’s capacity to fully capture all possible influences of choice, whether individual or broader. We counteracted that by following a thorough qualitative attribute identification process and selecting attributes that are modifiable, are relevant, and cover an important array of mobile self-monitoring characteristics. Nonetheless, to fully understand these, we call for follow-up qualitative or mixed method research on mobile self-monitored sun protection and broad preventive mobile self-monitoring across population samples.

Conclusions

All 5 discrete choice experiment attributes influenced the choices of our respondents. Our sample’s strongest preference was for sun protection apps that enabled automatic self-monitoring, which seemed to be even stronger for male respondents as well as those with an overall positive perception on the usefulness of health apps. Apps that were free of cost were the second most preferred choices. Furthermore, on average, an app was more likely to be chosen if it allowed for the in-app sharing of self-monitoring data with a chosen health care provider, for repeated user consents whenever data are shared with commercial third parties, and for reminders that can be customized. Surprisingly, the future-oriented function of data sharing with a health care provider was more important than the app’s privacy control or reminder customizability. This underlines the potential value of connecting apps with trusted health care providers. Based on these findings, a preference-and user-sensitive self-monitoring app for sun protection should be simple and adjustable; require minimal effort, time or expenses; be interoperable; and have thorough as well as transparent privacy infrastructure. Factors that might partially explain our findings are our sample’s good health and the rather periodic use of sun protection apps (eg, during summer). Similar features might be desirable for preventive health apps in other areas, paving the way for future discrete choice experiments.

Acknowledgments

This research received no specific grant from any funding agency in the public, commercial, or not-for-profit sectors. VN’s salary is funded by the Béatrice Ederer-Weber Fellowship.

The authors thank all consulted experts, including Dr Andrea Farnham, Dr Andrea Horn, Prof Dr Barbara Stiglbauer, Dr Daniela Gunz, Prof Dr Gerhard Schwabe, Mr Mathis Brauchbar, Mr Matthias Heuberger, Prof Dr Mathias Allemand, Mr Matthias von Entreß-Fü rsteneck, Dr Philipp Ackermann, Prof Dr Rudolf Marcel Fu rschlin, Mrs Sibylle Brunner, and Dr Julia Amann for their valuable thematic contributions. We also thank Mrs Astrid Bruderer for her proofreading support and Mrs Alexandra Strassmann for her qualitative analysis input. We would also like to thank the staff from the University of Zurich Travel Clinic for their constant support throughout the recruitment and interview processes.
Authors’ Contributions

VN contributed to the conceptualization and implementation of the study, wrote the manuscript, and edited the manuscript. MM and MAP contributed to the conceptualization of the study, supervised the entire process, and edited the manuscript. JB contributed to the conceptualization of the study, provided statistical support, and edited the manuscript.

Conflicts of Interest

None declared.

References


27. Dunstone K, Conway C. There is an app for that! Communicating UV via the SunSmart app. 2014 Presented at: NIWA UV Workshop; April 15-17, 2014; Auckland URL: https://pdfs.semanticscholar.org/bb37/8e7c335e19e60aa33d9d4fc7b884d9a9d9b.pdf


30. Dunstone K, Conway C. There is an app for that! Communicating UV via the SunSmart app. 2014 Presented at: NIWA UV Workshop; April 15-17, 2014; Auckland URL: https://pdfs.semanticscholar.org/bb37/8e7c335e19e60aa33d9d4fc7b884d9a9d9b.pdf


37. Struik LL, Bottorff JL, Baskerville NB, Oliffe JL. The Crush the Crave Quit Smoking App and Young Adult Smokers: Qualitative Case Study of Affordances. JMIR Mhealth Uhealth 2018 Jun 08;6(6):e134 [FREE Full text] [doi: 10.2196/mhealth.9489]


42. Dinsmore JB, Swani K, Dugan RG. To “free” or not to “free”: Trait predictors of mobile app purchasing tendencies. Psychology & Marketing 2017;34(2):227-244 [FREE Full text] [doi: 10.1002/mar.20985]
Quantitative Methods for Analyzing Intimate Partner Violence in Microblogs: Observational Study

Christopher Michael Homan1*, BA, MSc, PhD; J Nicolas Schrading1*, BSc, MSc; Raymond W Ptucha1*, BSc, MSc, PhD; Catherine Cerulli2*, BA, JD, PhD; Cecilia Ovesdotter Alm1*, BSc, MSc, PhD

1Rochester Institute of Technology, Rochester, NY, United States
2University of Rochester Medical Center, Rochester, NY, United States
*all authors contributed equally

Corresponding Author:
Christopher Michael Homan, BA, MSc, PhD
Rochester Institute of Technology
102 Lomb Memorial Dr
Rochester, NY, 14623-5608
United States
Phone: 1 5857196835
Email: cmh@cs.rit.edu

Abstract

Background: Social media is a rich, virtually untapped source of data on the dynamics of intimate partner violence, one that is both global in scale and intimate in detail.

Objective: The aim of this study is to use machine learning and other computational methods to analyze social media data for the reasons victims give for staying in or leaving abusive relationships.

Methods: Human annotation, part-of-speech tagging, and machine learning predictive models, including support vector machines, were used on a Twitter data set of 8767 #WhyIStayed and #WhyILeft tweets each.

Results: Our methods explored whether we can analyze micronarratives that include details about victims, abusers, and other stakeholders, the actions that constitute abuse, and how the stakeholders respond.

Conclusions: Our findings are consistent across various machine learning methods, which correspond to observations in the clinical literature, and affirm the relevance of natural language processing and machine learning for exploring issues of societal importance in social media.

(J Med Internet Res 2020;22(11):e15347) doi:10.2196/15347
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Introduction

Intimate partner violence (IPV) encompasses physical violence, sexual violence, stalking, and psychological aggression (including coercive acts) by a current or former intimate partner [1]. The mental and physical consequences of IPV include depression, posttraumatic stress disorder, and suicidal thoughts and behaviors [2]. Physical consequences can include myriad acute and chronic health conditions, including but not limited to functional health status, cardiac health, complicated sleep histories, and higher reports of chronic pain [1,3-5]. These effects are long-lasting [1], and IPV affects people regardless of their sexual orientation or gender identity [6]. How IPV impacts any particular individual may depend on their childhood or adolescent experiences [7] or socioeconomic class [8]. For instance, women tend to be injured more severely and are killed more frequently than their male counterparts [8]. In the United States, 6.4% of men and 6.6% of women are affected by physical violence, sexual violence, or stalking annually [8]. Despite the similarity in frequencies between the genders, there are differences regarding severity and mortality, with more women reporting severe injury and dying as a result of IPV-related deaths.

A major gap in knowledge on the prevalence of IPV exists because population-level data are difficult to collect, particularly from victims [9]. Consequently, theories about why people become involved and remain in abusive relationships are based primarily on qualitative studies and surveys with small samples,
or larger samples of individuals who are often in the process of help-seeking. We know less about why people leave abusive partners because the process is often out of the vision of traditional service-providing agencies.

An alternate source of quantifiable data, such as Facebook, Twitter, or Instagram, is an alternate source of quantifiable data. It provides textual narratives at a level of personal detail reminiscent of focus groups or one-on-one interviews, but over populations larger than nearly any survey. Such an unsurpassed combination of scale and detail promises great rewards to the social, behavioral, and health sciences. Although these narrative tweets are short in length, they are a potentially rich source of information about IPV. Moreover, microblogging platforms such as Twitter offer a potential venue for public health prevention messaging that can be accessed broadly.

The amount of data present in social media is too great for human IPV experts to inspect manually. However, its semistructured, qualitative nature, along with the informality of the language used, means that human judgment is needed to make sense of the data. Machine learning has been used in many other settings to bridge this gap, and it can perform certain specialized tasks nearly as well as humans [10].

In this study, we present a machine learning workflow for social media data to hear, on a national, population-level scale, from victims themselves on why they stayed in, or leaving, abusive relationships. Given the opportunistic nature of hashtagging, it is helpful to understand the history of these particular tags. On February 15, 2014 Ray Rice, a famous professional athlete in the National Football League, was arrested to assault his then fiancé in an elevator and eventually dragging her limp body out by her shoulders [11]. This caused an uproar in the advocacy and sports communities, and a backlash against the victim [11] (the backlash escalated after they married, one day after he was indicted by a grand jury). In response, on September 8, 2014 activist Beverly Gooden began using the hashtag #WhyIStayed to encourage victims of abuse to tell their stories about what kept them in abusive relationships; #WhyILeft appeared soon thereafter [12]. Tweets carrying these hashtags soon numbered in the tens of thousands, as people around the world decided to share their stories of IPV.

As an organizing principle and example of how to make sense out of the kind of opportunities for understanding and sensemaking that such movements provide, we focus on the specific question: Why did both #WhyIStayed and #WhyILeft go viral? Certainly, tweets disclosing stories about staying or leaving could be framed in terms of either hashtag, and adopting one or the other alone might have benefited the movement with a single (and thus easier-to-recall) catchphrase. These hashtags were invented by victims of IPV and virally adopted by a large community of victims over a relatively brief period of time. See Figure 1. Thus, they represent, among other things, victims of IPV not just telling their stories, but doing so in their own terms, rather than in those of health providers, researchers, or the criminal justice system. In a seminal work exploring 32 in-depth interviews with victims, Lempert [13] suggests that telling is a significant step in seeking help because it makes public their fictions of intimacy (citing [14]). Our primary goal was to assess how information gleaned through Twitter data could inform our understanding of survivors’ lived experiences with staying in, or leaving, abusive relationships.

Figure 1. Counts per hour of #WhyIStayed (dotted) or #WhyILeft (solid) tweets from 9/8 to 9/12. Times in Eastern Standard Time, vertical lines mark 12-hour periods, with label corresponding to its left line. We removed spam from this set, but not meta tweets.

Methods

Data

We collected a corpus of tweets containing the hashtag #WhyIStayed or #WhyILeft using the Twitter and Topsy application programming interfaces, of which the latter is currently defunct. This corpus spans the beginning of September (the start of the trend) to the beginning of October 2014, when volume dropped to background levels. The majority of tweets are from the first week of the trend’s creation (Figure 1).

Preprocessing

To partially anonymize the data, we replaced all URLs with the generic token “url.” We removed spam tweets based on the usernames of prominent spammers and key spam hashtags such
as #MTVEMA, #AppleWatch, and #CMWorld. Additionally, we removed tweets in which Twitter accounts for DiGiorno Pizza tweeted #WhyIStayed You had pizza. Therefore, we excluded tweets containing tokens pizza or digiorno. The resulting corpus contained over 57,000 unique tweets.

Many tweets in the dataset were reflections on the trend itself or contained messages of support to those who shared their stories of abuse, for example, not usually a fan of hashtag trends, but #WhyIStayed is incredibly powerful. #NFL #RayRice. These instances, here denoted meta-tweets, were often retweeted, but they rarely contained reasons for staying or leaving (which were the interests of this study), so we excluded any tweets containing the keywords janay/ray rice, football, tweets, trend, and video.

**Extracting Hashtag Labels**

Typically, tweets disclosed reasons for staying (respectively, leaving) and were prepended or appended with the hashtags #WhyIStayed (respectively, #WhyILeft). #WhyILeft because I gained the courage to love myself. If the tweet contained only one of the target hashtags, the instance was labeled with that hashtag. For tweets marked by both hashtags, we split them into two identical instances, each distinctly labeled with one of the hashtags.

The resulting corpus comprised 24,861 #WhyIStayed and 8767 #WhyILeft labeled instances. This hashtag class imbalance may be a consequence of the origins and media portrayals of the trend (the tweet that started the trend contained only the hashtag #WhyIStayed, and media reports tended to refer to the “#WhyIStayed” phenomenon rather than an indicator that more victims stay than leave. The first #WhyILeft tweet occurred hours after the first #WhyIStayed tweet, and never gained as much traction (Figure 1).

To normalize comparisons between the tweets associated with each of these hashtags, we randomly sampled from the #WhyIStayed tweets to obtain a balanced set of 8767 examples per class. Of the 8767, we held out 1315 (14.99%) of this balanced set as a final test set for our machine learning experiments, and left the remaining 7452 (85.00%) as the devset (all of the remaining analysis in this section used the devset).

Manual inspection of the devset tweets revealed that, in addition to telling stories of IPV, the tweets served other purposes. To gain insight into the coarse grained language of these remaining tweets, we randomly sampled 1000 of them from the devset (473/1000, 47.30% #WhyIStayed and 527/1000, 52.70% #WhyILeft) and annotated them according to the coding scheme shown in Table 1, that is, as advertisements, jokes, tweets about leaving, meta (ie, tweets discussing or reporting on the #WhyIStayed/#WhyILeft phenomenon), tweets about staying, or other.

<table>
<thead>
<tr>
<th>Annotator</th>
<th>Ads</th>
<th>Jokes</th>
<th>Leave</th>
<th>Meta</th>
<th>Other</th>
<th>Stay</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>3</td>
<td>6</td>
<td>356</td>
<td>57</td>
<td>67</td>
<td>38</td>
<td>527</td>
</tr>
<tr>
<td>S</td>
<td>6</td>
<td>12</td>
<td>28</td>
<td>97</td>
<td>31</td>
<td>299</td>
<td>473</td>
</tr>
<tr>
<td>A2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>10</td>
<td>6</td>
<td>378</td>
<td>33</td>
<td>47</td>
<td>53</td>
<td>527</td>
</tr>
<tr>
<td>S</td>
<td>13</td>
<td>6</td>
<td>33</td>
<td>74</td>
<td>47</td>
<td>300</td>
<td>473</td>
</tr>
<tr>
<td>A3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>2</td>
<td>10</td>
<td>405</td>
<td>49</td>
<td>2</td>
<td>59</td>
<td>527</td>
</tr>
<tr>
<td>S</td>
<td>7</td>
<td>18</td>
<td>29</td>
<td>97</td>
<td>1</td>
<td>321</td>
<td>473</td>
</tr>
<tr>
<td>A4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>3</td>
<td>1</td>
<td>122</td>
<td>19</td>
<td>15</td>
<td>14</td>
<td>174</td>
</tr>
<tr>
<td>S</td>
<td>3</td>
<td>0</td>
<td>15</td>
<td>35</td>
<td>14</td>
<td>92</td>
<td>159</td>
</tr>
</tbody>
</table>

\[a\]: #Why I Left.
\[b\]: #Why I Stayed.
\[c\]: A4 annotated only the first 333 tweets.

Before commencing annotation, to help better understand the distinct roles of each of the two hashtags played, we removed all occurrences of them from the tweets, to see if annotators could infer from the rest of the language whether the tweet was about staying or leaving without having the hashtag as a cue. We then studied the differences between tweets about staying versus leaving in terms of ngram bag-of-word models as features, part-of-speech tags, and a restriction to subject-verb-object tweets only.

**Machine Learning on Linguistic Features**

One way to address our main research question is to ask whether #WhyIStayed and #WhyILeft hashtags indicated distinct classes of micronarratives or were merely framing devices. To address
this question, we trained naïve Bayes, linear support vector machine (SVM), and radial basis function (RBF) SVM classifiers from the scikit-learn python library [15], using the hashtags as ground truth, and various language features as input. We then use the SVMs to report the features that have the most predictive power. We also considered neural models [16,17], but it was harder to make sense of these results.

Results

Human Annotation

Four of the authors of this paper performed the annotation task. The overall agreement overlap was 0.77. Randolph’s free-marginal multirater kappa [18] score was 0.72. We chose this multirater kappa because it allows any distribution of class labels that annotators assign (ie, it is free-marginal), unlike Fleiss’ multirater kappa, which assumes a predetermined distribution [18]. According to the resulting annotations (Table 1), on average (over all annotators), 35.28% (1176/3333) of the instances were reasons for staying (S), 40.98% (1366/3333) were reasons for leaving (L), 13.83% (461/3333) were meta comments, 1.77% (59/3333) were jokes, 1.41% (47/3333) were ads, and 6.72% (224/3333) did not match prior categories (other).

The limited contextual information that such tweets provided sometimes made it difficult to interpret unambiguously. For instance because i was slowly dying anyway was marked as S by two annotators and L by the other two. The annotators disagreed on whether the victim decided to stay out of a sense of resignation or left because they felt there was nothing left to lose. (The ground truth label is #WhyILeft.) Another example of disagreement was two years of bliss, followed by uncertainty and fear. (This tweet’s label is #WhyIStayed.) However, our results show that most tweets contained enough information for humans to infer their original hashtag labels, with annotators correctly identifying L more frequently than S.

Lexical Usage

Basic lexical statistics in the balanced devset before lowercasing, stoplisting, and lemmatizing are shown in Table 2. The top nine most frequent unigrams, bigrams, and trigrams of words in the balanced dataset after lowercasing, stoplisting, and lemmatizing are shown in Tables 3 and 4. In order for word and ngram counts to reflect the words representing content rather than the words serving grammatical functions or tweet markup, before making these counts, we stoplisted, lemmatized, and excluded start-of-sentence and end-of-sentence tokens from each tweet. Each table reveals new insights into the #WhyIStayed/#WhyILeft movement, so we examine each in turn.

Table 2. Basic lexical statistics on the tokens and types in the two balanced sets. Types are unique tokens whereas hapax legomena are those tokens that only occur once in the data set.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>#WhyIStayed</th>
<th>#WhyILeft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of tokens</td>
<td>130,545</td>
<td>118,768</td>
</tr>
<tr>
<td>Number of types</td>
<td>7094</td>
<td>6269</td>
</tr>
<tr>
<td>Type:token ratio</td>
<td>0.054</td>
<td>0.053</td>
</tr>
<tr>
<td>Number of hapax legomena</td>
<td>3871</td>
<td>3340</td>
</tr>
</tbody>
</table>

Table 3. Top 9 most frequent unigrams (left) and bigrams (right) after preprocessing, with their respective frequencies in the Twitter devset.

<table>
<thead>
<tr>
<th>Unigrams</th>
<th>Frequency, n</th>
<th>Bigrams</th>
<th>Frequency, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>#WhyIStayed</td>
<td>#WhyILeft</td>
<td>#WhyIStayed</td>
<td>#WhyILeft</td>
</tr>
<tr>
<td>think</td>
<td>1061</td>
<td>love</td>
<td>930</td>
</tr>
<tr>
<td>love</td>
<td>971</td>
<td>realize</td>
<td>888</td>
</tr>
<tr>
<td>leave</td>
<td>872</td>
<td>want</td>
<td>702</td>
</tr>
<tr>
<td>abuse</td>
<td>754</td>
<td>leave</td>
<td>613</td>
</tr>
<tr>
<td>believe</td>
<td>578</td>
<td>know</td>
<td>594</td>
</tr>
<tr>
<td>tell</td>
<td>550</td>
<td>better</td>
<td>570</td>
</tr>
<tr>
<td>want</td>
<td>540</td>
<td>deserve</td>
<td>558</td>
</tr>
<tr>
<td>say</td>
<td>529</td>
<td>abuse</td>
<td>507</td>
</tr>
<tr>
<td>know</td>
<td>518</td>
<td>life</td>
<td>497</td>
</tr>
</tbody>
</table>
Unigrams

The six words appearing in both columns of the unigram table (love, leave, abuse, want, and know) reveal common themes shared by both hashtags (Table 3). Our bi- and tri-gram analyses (presented below) reveal differences in how these common words are used. However, from the unigram perspective, the commonality of these words suggests, in the case of leave and abuse, that both #WhyIStayed and #WhyILeft tweets are often framed in terms of a leaving event, and that both often acknowledge the abuse that happened. This is perhaps not surprising, as the tags themselves suggest looking back on past abusive relationships. Love and want reveal that strong emotional forces are associated with both hashtags. Know indicates that knowledge (or lack thereof) is associated with both hashtags.

Of the words found in one list only, think and believe in the #Stayed list and realize in the #Left list suggest a transition between staying and leaving that involves learning the truth about false beliefs. The presence of tell and say in the #Stayed list suggests that an abuser coerced, deceived, or in some other way, emotionally manipulated the narrator. Deserve and life in the #Left list express positive sentiments.

Bigrams

Deserve better—the most common bigram by far—indicates that a change in one’s sense of self dignity or fairness plays a major role in leaving. Both realize and deserve occur three times in the #Left list, suggesting that increased awareness, particularly from the perspective of justice or fairness, were important forces in helping narrators leave abusive relationships (Table 3).

Two words (love and deserve) appear in both lists. Each is paired with think in #Stayed and realized in #Left, suggesting a change in awareness of what love and fair treatment really are, respectively. That deserve also appears with know for #Left suggests determination.

The presence of emotional abuse in the #Stayed list confirms that, to the narrators of these tweets, emotional manipulation played a role in their staying in abusive relationships.

Trigrams

The most frequent trigrams in each list make feel like and realize deserve better, respectively, make an interesting pair. They seem to indicate the important role emotional manipulation plays in staying, and that leaving is precipitated by a realization or epiphany, perhaps sometimes ones that break the spell of emotional abuse (Table 4).

Better, deserve, and daughter each appear four times in the #WhyILeft list. This shows that concerns about the welfare of dependents (note that son also appears on the list) or a desire for a better life (and that such a life is deserved) drive decisions to leave. The most common word in the #Stayed list, url (which appears four times), is harder to interpret; recall that, to protect privacy, we removed all URLs and replaced them with this token.

Subject-Verb-Object Structures

Fourteen percent of the dev- and test-set tweets have a subject-verb-object (SVO) structure, in which (a) the abuser is doing something to the victim, or (b) the victim is explaining something about the abuser or self. Such SVO structures represent the largest proportion of the total number of dependency structures in this data. Thus, we focus on its exploration in both corpus analytics and automated classification. These SVO structures provide insight into the abuser-victim relationship while maintaining sentence-level structures large enough to convey or indicate syntactic relationships, which tend to be more interpretable than isolated words.

Table 4. Top 9 most frequent trigrams after preprocessing, with their respective frequencies in the Twitter devset. The number in each cell indicates the number of times the trigram appeared in the dataset.

<table>
<thead>
<tr>
<th>#WhyIStayed</th>
<th>Frequency, n</th>
<th>#WhyILeft</th>
<th>Frequency, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>make feel like</td>
<td>37</td>
<td>realize deserve better</td>
<td>56</td>
</tr>
<tr>
<td>pregnant hit url</td>
<td>25</td>
<td>know deserve better</td>
<td>40</td>
</tr>
<tr>
<td>stay abusive relationship</td>
<td>25</td>
<td>finally realize deserve</td>
<td>19</td>
</tr>
<tr>
<td>change conversation url</td>
<td>22</td>
<td>son deserve better</td>
<td>18</td>
</tr>
<tr>
<td>leave man yell</td>
<td>21</td>
<td>true love hurt</td>
<td>18</td>
</tr>
<tr>
<td>abusive relationship url</td>
<td>20</td>
<td>daughter deserve better</td>
<td>17</td>
</tr>
<tr>
<td>man yell url</td>
<td>20</td>
<td>want daughter think</td>
<td>15</td>
</tr>
<tr>
<td>say kill leave</td>
<td>20</td>
<td>want daughter grow</td>
<td>15</td>
</tr>
<tr>
<td>church support spousal</td>
<td>19</td>
<td>daughter grow think</td>
<td>15</td>
</tr>
</tbody>
</table>

One telling bigram pairing is kill leave from the #Stayed list and want live from the #Left list. They indicate that people both remained and left abusive relationships out of fear for the safety of self and loved ones (the latter being supported by considerations about children, such as year old, want daughter, in the #Left list).
We used the following conditional model to identify the most indicative verbs in terms of predicting hashtag class (#WhyIStayed vs #WhyILeft), among SVO tweets. Starting at the lemmatized predicate verb in each dependency parse, whenever the predicate verb followed an abuser subject word and preceded a victim object word, we added it to a distribution conditioned on class. The abuser subject words were he, bf, boyfriend, father, dad, husband, brother, and man for a male abuser, she, gf, girlfriend, mother, mom, wife, sister, and woman for a female abuser, and finally, pastor, abuser, offender, ex, x, lover, church, and they were used as neutral references. The victim object words were me, sister, brother, child, kid, baby, friend, her, him, man, and woman. These are denoted here as abusers onto victim structures. Analogous methods were used to extract structures in which the victim was the subject. We then determined the most indicative verb predicates from these conditional frequency distributions using the following formula for each such predicate:

\[ \text{Weight} = \frac{\text{count}_{\text{left}}}{\text{count}_{\text{stayed}}} \]

where \text{count}_{\text{left}} and \text{count}_{\text{stayed}} are the number of times the verb appears in #WhyILeft or #WhyIStayed tweets, respectively. Table 5 shows those where the ratio is greater than 0.70 and, to avoid a bias toward lower frequency verbs, the total count exceeds a threshold of 0.5% of the total number of instances. In the case of abuser onto victim, the resulting frequency threshold was 11, and in the victim as subject, it was 68.

Table 5. The most indicative (in the direction of staying) verbs for abuser onto victim and victim as subject in the tweets having subject verb object structures. An exclamation point (!) before a verb indicates negation (eg, the phrase he did not love me would give the verb !love). Each cell indicates the weight of each subject verb object structure, as an support vector machine feature.

<table>
<thead>
<tr>
<th>Abuser onto victim</th>
<th>Weight of SVO(^a) structure</th>
<th>Victim as subject</th>
<th>Weight of SVO structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>convince</td>
<td>0.95</td>
<td>realize</td>
<td>0.98</td>
</tr>
<tr>
<td>need</td>
<td>0.94</td>
<td>think</td>
<td>0.91</td>
</tr>
<tr>
<td>isolate</td>
<td>0.94</td>
<td>!think</td>
<td>0.91</td>
</tr>
<tr>
<td>promise</td>
<td>0.92</td>
<td>find</td>
<td>−0.88</td>
</tr>
<tr>
<td>love</td>
<td>0.90</td>
<td>learn</td>
<td>−0.88</td>
</tr>
<tr>
<td>!love</td>
<td>−0.89</td>
<td>believe</td>
<td>0.86</td>
</tr>
<tr>
<td>!hit</td>
<td>0.89</td>
<td>!know</td>
<td>0.84</td>
</tr>
<tr>
<td>have</td>
<td>0.87</td>
<td>try</td>
<td>0.80</td>
</tr>
<tr>
<td>leave</td>
<td>−0.80</td>
<td>felt</td>
<td>0.73</td>
</tr>
<tr>
<td>tell</td>
<td>0.80</td>
<td>know</td>
<td>−0.71</td>
</tr>
<tr>
<td>be</td>
<td>0.78</td>
<td>tell</td>
<td>0.71</td>
</tr>
<tr>
<td>find</td>
<td>0.76</td>
<td>get</td>
<td>−0.70</td>
</tr>
<tr>
<td>chose</td>
<td>−0.75</td>
<td>N/A(^b)</td>
<td>N/A</td>
</tr>
<tr>
<td>kill</td>
<td>−0.74</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)SVO: subject-verb-object.  
\(^b\)N/A: not applicable.

Table 5 shows that physical abusers on victim verbs like choke and kill are associated with #WhyILeft, whereas for the victim as subject verbs realize appears as the most indicative verb in the data, along with find and learn. Additionally, a predominance of verbs about cognitive manipulation appear in #WhyIStayed tweets, such as convince, promise, believe, think, !think (where “!” denotes negation, for example, I did not think he would...) and tell. Heise et al [19] suggested that emotional dependence and an optimistic hope for change are reasons for staying, which these manipulative verbs seem to corroborate. Other interesting findings are the equal and opposite effects of love and !love, and the verb !hit, which suggests that perhaps the narrators believed they were not experiencing abuse because it was not physical, or that they feared physical retribution if they tried to leave.

Machine Learning on Linguistic Features

We used naïve Bayes, logistic regression, linear SVM, and RBF SVM classifier methods to automatically predict whether a tweet was tagged with #WhyIStayed or #WhyILeft. The RBF SVM method performed slightly better than the others, achieving a maximum accuracy of 78% (SD 1%) on the devset and 78% on the test set using a subset of features and hyperparameters: max df=12%, C=10, gamma=1. To better understand which linguistic features and preprocessing steps were most important to these classifiers, we performed feature ablation, following the procedure in Fraser et al [20], to determine the most important features the classifier used for prediction. Interestingly, the SVO features combined with ngrams worsened performance slightly, perhaps because of trigrams capturing the majority of SVO cases, but likely also because they just covered a small fraction of the dataset. The highest accuracy, nearly 78% on the test set, used a combination of ngrams and retweet...
counts for features and informal register (tone) replacement in the preprocessing step.

We then used the confidence score of the linear SVM (defined as the distance from the classifier’s separating hyperplane in the feature space of the model) on each feature, taken as a single input to the SVM, as an estimate of that feature’s discriminativeness, or ability to distinguish between the hashtag class labels (Tables 5 and 6). This method can be seen as an alternative to the ngram count, which measures the predictive power of each ngram, rather than its frequency [21].

Table 6. Top 10 features, with their linear support vector machine weights using ngrams and retweet counts as features, and informal register replacement during preprocessing. Except for try leave, the top features were all unigrams.

<table>
<thead>
<tr>
<th>#WhyILeft</th>
<th>SVM weight</th>
<th>#WhyILeft</th>
<th>SVM weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>think</td>
<td>3.0</td>
<td>realize</td>
<td>3.3</td>
</tr>
<tr>
<td>believe</td>
<td>1.6</td>
<td>finally</td>
<td>2.4</td>
</tr>
<tr>
<td>convince</td>
<td>1.6</td>
<td>tired</td>
<td>1.7</td>
</tr>
<tr>
<td>tell</td>
<td>1.5</td>
<td>realise</td>
<td>1.4</td>
</tr>
<tr>
<td>say</td>
<td>1.3</td>
<td>daughter</td>
<td>1.4</td>
</tr>
<tr>
<td>try leave</td>
<td>1.1</td>
<td>son</td>
<td>1.4</td>
</tr>
<tr>
<td>money</td>
<td>1.0</td>
<td>die</td>
<td>1.3</td>
</tr>
<tr>
<td>abuser</td>
<td>0.9</td>
<td>strong</td>
<td>1.3</td>
</tr>
<tr>
<td>feel</td>
<td>0.9</td>
<td>kill</td>
<td>1.2</td>
</tr>
<tr>
<td>young</td>
<td>0.9</td>
<td>anymore</td>
<td>1.2</td>
</tr>
</tbody>
</table>

*SVM: support vector machine.

The SVM picked up on many of the same reasons for leaving and staying as those shown in Tables 3 and 4, but also revealed some new ones, including tired, finally, and strong, which appear on the #WhyILeft list (Table 6). These seem to suggest less an epiphany or triggering crisis and more a sense that the narrator was aware of and tolerated abuse for a long time until it became too much to bear.

For staying, language about cognitive and verbal manipulation was prominent (think, believe, convince, tell, say, and feel). Several new reasons also appeared: try leave, money, and young. The phrase try leave backs up claims in clinical literature that it is often difficult to gain external support to leave, and that victims of abuse frequently go through cycles of abuse that involve leaving and returning multiple times [19]. Financial distress is often a key factor for staying [19,22], so it is no surprise that money appears as a top feature for the SVM. The word young suggests that many were too young to leave or too naïve (due to their youth) to recognize that their relationship was abusive.

Subject-Verb-Object Structures

Restricting the dev- and test-sets to just those instances having an SVO structure, we trained the naïve Bayes, linear SVM, and RBF SVM. The linear SVM performed best, yielding 72% accuracy.

Table 7 shows the top SVO structures using the confidence score of the linear SVM on each data item. Some interesting structures not found in Table 5 appear here. For example, the #WhyILeft list reveals interventions from nonabusers (sister tell me). Taking a closer look at the supporting tweets, for example because my sorority sisters and roommates told me nothing about how he treated me was okay, suggests that these SVO structures refer to social support to which the victim has access. In the #WhyIStayed class, church tell me once again shows that religious institutions can play a role in keeping victims in abusive relationships. Several tweets indicated that their church condoned abuse as a means of avoiding embarrassment and divorce, for example because the church told me that it was my responsibility as a godly wife to not embarrass him and just pray.
Table 7. Top 10 subject-verb-object features for #WhyIStayed and #WhyILeft, with their support vector machine weights. An exclamation point (!) in front of a predicate verb indicates negation.

<table>
<thead>
<tr>
<th>#WhyIStayed</th>
<th>SVM weights</th>
<th>#WhyILeft</th>
<th>SVM weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>he hurt me</td>
<td>1.1</td>
<td>he tell him</td>
<td>1.3</td>
</tr>
<tr>
<td>they !remember him</td>
<td>1.1</td>
<td>he !protect me</td>
<td>1.2</td>
</tr>
<tr>
<td>he need me</td>
<td>1.1</td>
<td>he !tell me</td>
<td>1.0</td>
</tr>
<tr>
<td>he convince me</td>
<td>1.1</td>
<td>he lie me</td>
<td>1.0</td>
</tr>
<tr>
<td>she convince me</td>
<td>1.1</td>
<td>he stab me</td>
<td>1.0</td>
</tr>
<tr>
<td>he give child</td>
<td>1.0</td>
<td>he do kid</td>
<td>0.9</td>
</tr>
<tr>
<td>he remind me</td>
<td>1.0</td>
<td>sister tell me</td>
<td>0.89</td>
</tr>
<tr>
<td>he wear me</td>
<td>1.0</td>
<td>she have baby</td>
<td>0.89</td>
</tr>
<tr>
<td>he !abuse kid</td>
<td>1.0</td>
<td>he strangle me</td>
<td>0.78</td>
</tr>
<tr>
<td>church tell me</td>
<td>0.99</td>
<td>he attack me</td>
<td>0.77</td>
</tr>
</tbody>
</table>

aSVM: support vector machine.

**Discussion**

**Principal Findings**

Our analysis shows that the process of leaving often involves a better understanding of the reality of an abusive relationship, or coming to terms with a long anticipated but hazardous decision to leave. The words and phrases found in our results tend to be about the pressures of staying versus leaving or the dynamics involved in leaving (Figure 2). Buel [22] explains why women may choose to stay in abusive relationships, including fear of retaliation, lack of financial independence, concern for their children, emotional dependence, lack of support from friends and family, fear of divorce and the potential to lose custody of their children, and/or an optimistic hope through love that their abuser will change. Children are often a factor in keeping victims in abusive relationships, and many victims will finally leave an abusive situation once their children have grown. The words and structures found in our results support many of these observations (eg, church tell me, emotional abuse, and daughter deserve better).

Heise et al [19] explain why victims of abuse leave and describe the dynamics of leaving. For instance, an increase in violence sometimes triggers a realization that their abuser will not change, that things are going to get worse, that the violence is going to affect their children, that they may be killed, etc. Support from friends, family, or society often allows those abused to leave. In any case, leaving is frequently a difficult process, involving cycles of denial, self-blame, and doubt. We found many of these same pressures and dynamics in our results (eg, realize love, want live, sister tell me).
Figure 2. A pictorial summary of our results, grouped according to the forces that keep people in abusive relationships or cause them to leave and the dynamics involved in leaving. In the dynamics section, gray arrows denote pairs of textual features that represent opposing pressures and appeared on opposite lists in the same table (1-, 2-, or 3-gram, subject verb object, and support vector machine classification features). SVM: support vector machine; SVO: subject verb object.

Pressures for Staying Versus Leaving

The main pressures we found for staying included emotional abuse, safety of self or other, and church communities. The pressures for leaving include a desire to be treated fairly or with dignity, the safety of self or other, and the concern for or support of a close family member.

The three pressures on each side interact with those on the other side in different ways. Emotional manipulation (a form of staying pressure) would seem to have less of an effect on victims as they become more aware of the injustice of their situation (leaving pressure). A sense of personal dignity (a leaving pressure) can cause victims to question the values of churches or other communities when they deny this dignity (a staying pressure).

For safety (both staying and leaving pressure), victims often say they stay in abusive relationships because they are afraid they will be physically or financially harmed if they leave, and they leave if they believe they or their children will be harmed or killed if they stay. Those who stay versus leave out of fear for personal safety are not necessarily the same individuals.

The last two pressures, church community and family or friends, are both about roles people outside the intimate partnership play. There is a notable asymmetry between them, in that they represent different circles in a social ecology. Several researchers have noted disparities between how institutions and victims view IPV [23,24]. That church is the only community or institution specifically mentioned in our results is not too surprising, considering the importance of beliefs and knowledge on the dynamics of leaving a relationship and the role that churches play in preserving systems of beliefs. Lempert [13] discusses the pivotal roles that peer-level families and friends can play in helping victims leave. We found some evidence for this in our results, but the most frequent relationships mentioned were victims’ children, who, as members of the family unit where the IPV occurred (and as frequent witnesses and victims themselves) were arguably in a different group from a peer-level family and friends, who were rarer in our results (Table 7).

Dynamics of Leaving

The dynamics of leaving can be roughly divided into two subgroups: those triggered by an event, such as an intervention by a friend, personal epiphany, or an imminent threat of harm, but before which the narrator was not expecting to leave, or even believed that their situation was unusually dire. The second group had to do with a slow wearing down, or attrition, where the victim was well aware of the harm the relationship was
causing, but had to weigh those harms against the costs of leaving.

Of these groups, words and phrases related to event triggering, specifically epiphanies, seemed to be the most common. Most of these were generic, such as thought or realized. However, victims did mention that, before leaving, they failed to understand the nature of love or violence, or did not realize that the abuse they experienced was not normal. Community pressures sometimes played a role in reinforcing the feeling that the abuse was normal. Sometimes the birth or maturation of children causes the narrator to see themselves more objectively. Sometimes they even witnessed the abuse they experienced visited upon their children, and this triggered a deeper awareness of the grim reality of their situation.

Dynamics around violence typically involve the narrator at some point becoming aware, either slowly over time or by a sudden escalation that they are at imminent risk of serious harm to death if they remain in the relationship. Heise et al [19] suggested that victims of abuse leave after an increase in violence triggers a realization.

In attrition dynamics, either the cost of abuse begins to outweigh the cost of leaving, or the victim, after some period of weakness or disempowerment, is able to summon the strength to leave. Heise et al [19] suggest that women are often not passive victims of abuse. Instead, they actively attempt to maximize the safety of themselves and their children, while struggling in secret to navigate the (often insufficient) support structures available to them. Many victims return repeatedly to their abusers before leaving permanently [19]. In our data, direct evidence of this dynamic was scarce in the ngram analysis, but abundant in the SVM analysis (Tables 6 and 7). However, the fear of personal harm from leaving due to violence, impoverishment, etc. was a significant pressure in many cases, evidence of which was abundant in the ngram analysis (Tables 3 and 4).

**Ecological Model**

Many of the findings from this study support a four-level ecological model [25,26] proposed by Heise et al [19] and expanded on by the World Health Organization [27]. All four levels that increase the likelihood that a man will abuse his partner are found in these data to varying degrees.

**Individual**

Ngrams like hit and choke (acceptance of violence as a means of solving issues), childhood (experiencing or witnessing abuse as a child), and want daughter; son deserve better (trying to prevent their children from experiencing or witnessing abuse).

**Relationship**

Ngrams like money and financial (control of finances, economic stress) and the abuser onto victim verb !love (marital conflict)

**Community**

Ngrams like try leave and the abuser onto victim verb isolate (women’s isolation), church support spousal, and church tell me (social groups that condone abuse).

**Societal**

Evidence for this last level was scarce; however, the SVO structure he need me suggests that abusers sometimes act out of frustration with societal norms or expectations.

**Why Did Both #WhyILStayed and #WhyILeft Go Viral?**

Our results fall short of spelling out exactly why both the #WhyILStayed and #WhyILeft tags went viral, but they do paint a rich picture of the pressures and dynamics involved in staying versus leaving abusive relationships. Certainly, many reasonable explanations for the virality of these hashtags may have nothing to do with the actual stories of abuse disclosed. Perhaps in reaction to #WhyILStayed (which was tweeted first) activists adopted #WhyILeft to send a message that was more upbeat and empowering than #WhyILStayed. Certainly, the shift from emotional abuse to self-dignity and fairness comes with a shift from passivity to a more active and empowered role. One fairly clear, consistent pattern that we observed in our results was that leaving involved significant changes in life circumstances. Perhaps it is difficult even to recall the frame of mind one was in on either side of the leaving event without some kind of framing device like a hashtag, or perhaps having one hashtag for each side of this transition emphasizes the importance and significance of the transition itself in a way that having only one hashtag in the public sphere does not.

**Limitations**

We note several limitations in this research.

**Bias Toward Female Victims and Male Abusers**

We had hoped to study gender as a discriminative factor; however, instances with certain female abusers were rare (approximately 230 instances). Although it was difficult to determine a certain number, it appeared that the vast majority of the victims were female. This may be in part because males have significant inhibitions in reporting their abuse [8] and may therefore be less likely to tweet about their experiences and make their narratives public. It could also be that men do not face the same obstacles to leaving an abusive relationship, for instance, due to access to finances and/or alternative housing. Furthermore, we had no ability to stratify the data by sexual orientation, which could have implications for staying or leaving an abusive relationship for those that identify as lesbian, gay, transgender, or bisexual. There is a need for more research in this area.

**Unique and/or Rare Forms of Abuse Missing**

The properties of abuse and reasons for staying and leaving discovered in these data are affected by their relative frequency of occurrence. Unique and/or rare reasons for staying and leaving, and rare aspects of abusive relationships, may not be discovered using the methods presented here.

**Noise**

As with most social media data, it is important to know that these datasets likely contain posts by spam bots, lies by the users, or jokes that were missed by filters.
Handcrafted Pronouns and Lexical Items

The pronouns and lexical items used to convert the SVO features to \textit{abuser onto victim} structures were handcrafted, potentially restricting the discriminative verbs that appear in the Results section.

Preprocessing

Lowercasing, stoplisting, and lemmatizing help to reduce dimensionality and thus improve learning performance, but case, tense, and certain ngrams that appear in the stoplist may be important features that were missed due to these preprocessing steps.

Length of Text

Although we recognize that these narratives are brief, qualitative methods such as free listing [28] often make use of brief texts. The notion of using words to create conceptual frameworks is not uncommon in mixed-method research. We suggest that our findings are worthy of continued, future exploration.

More broadly, our results show that when social media presents a large amount of data on a subject like IPV, even simple statistics such as ngrams can reveal a great deal of information about the nature of the subject. Machine learning methods, with their biases toward specific decision-making outcomes, reveal different insights. Although none of these approaches yielded effective predictive models, they provided data that were qualitative and quantitative enough to lend support to existing theories of IPV.

Comparison With Prior Work

Computational methods are applied to better understand the \#WhyIStayed/#WhyILeft movement. Recent studies of this movement are concurrent with ours [29,30]. However, they were about their historical and qualitative aspects, or were based on a tiny sample of the data available. Our work is complementary to these studies, and our goal was to provide quantitative results that lend insight and credibility to these prior qualitative and clinical observations.

An extensive body of work explores how to extract affective information and other subjective signals from social media [31-35]. Adding part of speech tags to ngrams is often attempted as well as creating word classes via data inspection, using morphosyntactic features, and exploiting the sentiment of text instances. For instance, in Xu et al [36], linear models with ngrams are recommended for their simplicity and high accuracy, although in Lamb et al [37], word classes, Twitter-specific stylometry (retweet counts, hashtags, user mentions, and emoticons), and an indicator for phrases beginning with a verb were found to be helpful over ngrams on two different tasks.

Many of these works are motivated by commercial applications, for example, mining to extract individuals’ sentiments about products or services [38,39]. Another stream of research focuses specifically on modeling, extracting, and/or tracking emotions on social media. Some of these works deal with emotions independent of context [40-42]. Other studies have studied their correlations with time [43,44] or other socioeconomic phenomena [45]. Still others model emotion as a social contagion [46-48] or focus on specific contexts, such as employment [49]. More recently, researchers have focused on specific emotional conditions or behavioral phenomena.

With respect to behavioral health, Coppersmith et al [50-52] built classifiers for detecting a number of mental health conditions, including major depression, posttraumatic stress disorder, seasonal affective disorder, and attention deficit hyperactivity disorder, by training tweets that match regular expressions related to each condition. De Choudhury et al [53,54] collected labels to consider as ground truth regarding the presence of major depression using crowd sourcing. Other researchers have focused on specific health issues, including posttraumatic stress disorder [51], early detection of epidemics [37,55], and bullying tweets [36,56]. A number of recent papers have studied suicidality on social media [57,58], or risk factors for suicide such as distress [59]. Closer to this paper and concurrent with our research, sexual abuse disclosures via anonymous Reddit were studied qualitatively by O’Neill [33] and quantitatively by Andalibi et al [60]. Subramani et al [61] performed a similar quantitative analysis of Facebook pages related to domestic violence. Karlek and Bansal [10] studied the use of machine learning to extract narratives of sexual harassment from the SafeCity web-based forum.

Conclusions

The research presented here demonstrates the power of social media to uncover meaningful structural, semantic, linguistic, and textual characteristics, including actions, stakeholders, and situations related to abusive relationships. It revealed micronarratives in tweeted reasons for staying versus leaving abusive relationships. A classifier for distinguishing between tweeted reasons for staying versus leaving abusive relationships achieved an accuracy of 78%. Our textual analysis, in showing that partners leave violent relationships after an epiphany of self-realization, is validated in the clinical literature. Moreover, the sheer volume of data present in social media suggests the potential to learn more details about the nature and dynamics of interpersonal violence than—due to the stigma and shame related to disclosing stories of victimization that the #WhyIStayed/#WhyILeft movement has helped erode—are currently known and may potentially help clinicians to reduce the harm caused by abusive relationships.

There are a number of interesting directions for future work. For instance, social media data with course-grained geotags could be used to study whether reasons for staying and leaving differ across geographical locations, or how varying community-level characteristics of those locations (eg, poverty level, population density, education levels, etc.) affect IPV victims. Analysis of web abuse discourse across varied media would strengthen the present findings if they overlapped, and perhaps lead to a better understanding of how victims make sense of and manage IPV and abuse.
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Abstract

Background: As social media posts reflect users’ emotions, WeChat Moments, the most popular social media platform in China, may offer a glimpse into postpartum depression in the population.

Objective: This study aimed to investigate the features of the images that mothers posted on WeChat Moments after childbirth and to explore the correlation between these features and the mothers’ risk of postpartum depression.

Methods: We collected the data of 419 mothers after delivery, including their demographics, factors associated with postpartum depression, and images posted on WeChat Moments. Postpartum depression was measured using the Edinburgh Postnatal Depression Scale. Descriptive analyses were performed to assess the following: content of the images, presence of people, the people’s facial expressions, and whether or not memes were posted on WeChat Moments. Logistic regression analyses were used to identify the image features associated with postpartum depression.

Results: Compared with pictures of other people, we found that pictures of their children comprised the majority (3909/6887, 56.8%) of the pictures posted by the mothers on WeChat Moments. Among the posts showing facial expressions or memes, more positive than negative emotions were expressed. Women who posted selfies during the postpartum period were more likely to have postpartum depression ($P=.003$; odds ratio 2.27, 95% CI 1.33-3.87).

Conclusions: The vast majority of mothers posted images conveying positive emotions during the postpartum period, but these images may have masked their depression. New mothers who have posted selfies may be at a higher risk of postpartum depression.
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Introduction

In recent years, social media has become increasingly popular as a means for users to express their feelings and thoughts. Posts on social media platforms such as Facebook and Twitter can therefore serve as indicators or records of life events [1]. Worldwide, the number of monthly active users on Facebook and Twitter exceeds 2.6 billion and 330 million, respectively
In China, WeChat is the most popular social media platform, with more than 1.15 billion active monthly users [4]. Based on data from both the National Bureau of Statistics of China and Tencent’s 2016 report [5,6], it is estimated that 72% of Chinese women (ages 15-80 years) use WeChat. Indeed, 60% of active users log into their WeChat accounts and post status updates with friends on WeChat Moments regularly [7]. Content posted on WeChat Moments is only visible to friends who follow one another. This social media platform is more private than Facebook and Twitter, for example [8]. Users are therefore more inclined to express their emotions authentically [8].

Some studies have used data collected from social media for sentiment analysis and have indicated that sentiment analysis has practical applications in many fields (eg, health care, finance, media, consumer markets, and government) and can facilitate the delivery of targeted information to people in said fields [9,10]. A review including 48 studies relevant to mental health issues used datasets from social media networks to research depression [11]. De Choudhury’s [12,13] studies predicted the onset of postpartum depression and significant postpartum changes in mothers by analyzing shared Facebook and Twitter data. However, the review indicated that most related studies have focused on Western countries and have relied on text-based analyses [11]. The authors therefore suggested that future research should include more technical analyses, such as image-based analyses. Images posted on social media can be important information carriers as they contain large volumes of data. For example, photos posted on Instagram by depressed individuals are more likely to be bluer, grayer, and darker [14]. Furthermore, postpartum depression and maternal sensitivity have been associated with a lower proportion of photos of mothers’ smiling babies [15], whereas selfies have been associated with a higher incidence of depression [16]. Certain facial expressions have been linked to depression and anxiety in social media users [17]. Theoretically, images posted on social media could be used to identify meaningful patterns in users’ mental health. The initial basic function of WeChat Moments, the social media platform with the most traffic in China, is to upload images. However, due to the privacy settings of WeChat Moments, image data are difficult to obtain. To our knowledge, apart from our previous work in which we used WeChat Moments text emojis as features that were then modeled for sentiment analysis of perinatal depression [18], no psychiatric study has used WeChat Moments to date.

In China, new mothers are expected to abide by a custom referred to as “doing the month,” during which they stay home for about 45 days after childbirth and refrain from contacting people frequently [19]. This makes screening for postpartum depression particularly challenging. However, WeChat Moments posts offer a novel method to study the emotions of new mothers in China. Although postpartum depression screening currently relies heavily on self-reported questionnaires, some studies have found that people with depression are inclined to hide their symptoms of depression [20]. Moreover, self-reported screening methods are susceptible to social desirability response bias [21], which may cause false negative results during postpartum depression screening. Given the challenges inherent to the self-reported questionnaire approach, WeChat Moments posts could provide a new avenue for postpartum depression screening. Our cohort study was designed to analyze the features of the images that new mothers posted on WeChat Moments and to explore the correlation between these features and the mothers’ relative risk of postpartum depression.

### Methods

#### Participant Recruitment

Participants were recruited from two maternity and childcare centers in the cities of Changsha and Yiyang in Hunan province, China. We recruited women in the obstetrics clinics of these two centers from September 2016 to February 2017. The following inclusion criteria were applied: women who were pregnant, aged ≥18 years, and had a gestation period of ≤13 weeks (pregnancy weeks were estimated based on the first day of the last menstrual period).

The study was approved by the institutional review board of the Institute of Clinical Pharmacology of Central South University (ChiCTR-ROC-16009255). A total of 1126 women were recruited. In total, 15,647 WeChat Moments images and 6609 posts from 419 mothers, 123 of whom had postpartum depression, were used in this study. The participant recruitment and data collection process are depicted in Figure 1. The use of all the data from WeChat Moments in this study was authorized by the users.
Measures
A number of different tools were used to collect data. We used questionnaires to measure the participants’ perinatal depression levels and other psychological factors from the first trimester to 6 weeks postpartum and collected the mothers’ WeChat Moments data from childbirth to 6 weeks postpartum. The questionnaire was designed using simple items to investigate the participants’ general demographic characteristics including age, first pregnancy, monthly income, education, and history of depression. A token gift of 10 RMB (US $1.5) was given to each participant who completed a questionnaire.

We used the Pittsburgh Sleep Quality Index [22] to measure the sleep quality of the participants during the postpartum period. In this index, sleep quality is divided into different grades based on the total score, where 0-5 indicates very good sleep quality, 6-10 indicates good sleep quality, 11-15 indicates average sleep quality, and 16-21 indicates poor sleep quality.

We used the 7-item Generalized Anxiety Disorder Scale [23] to measure the anxiety of the participants during the postpartum period. A total score of 10 or higher on this scale is indicative of anxiety.

We collected the images that mothers had posted on WeChat Moments from childbirth to 6 weeks postpartum using the WebCrawler document assembler. The privacy settings allowing image visibility to online friends in WeChat Moments include “all,” “last six months,” “month,” and “three days” (friends will not be able to see the WeChat Moments earlier than the selected timeframe), so images were collected every 2 days.

The Edinburgh Postnatal Depression Scale (EPDS) [24,25] was used to screen for postpartum depression. The EPDS is a 10-item self-rated questionnaire. Each item is scored from 0 to 3, with a total score ranging from 0 to 30. The Chinese language EPDS used in this study was translated by Wang Yuqiong [26]. The critical value was 9.5.

Image Preprocessing
For image analysis, the following 3 errors were preprocessed and removed: (1) images that returned link error messages or manifested incompletely, (2) images with a screen resolution less than 800x600, and (3) black images. The remaining eligible images were converted to readable formats such as JPG and PNG.

Feature Extraction
Several different types of information were automatically extracted from the collected WeChat Moments data. Information categories included the following: post coloring, post volume and frequency, and the time posts were made.

Coloring
Colors can be expressed in various color spaces. In this study, we used the hue, saturation, and value color model. These 3 color properties are commonly used during image analysis [14,17]. Hue describes an image’s coloring on the light spectrum, with the color type falling between 0° and 360°. Lower hue values indicate redder colors, and higher hue values indicate bluer colors (e.g., 0 is red, 60 is yellow). Saturation refers to the vividness of an image and ranges from 0 to 1. Low saturation makes an image appear gray and faded (e.g., 0 represents no color and is a shade of gray). Value refers to the...
brightness of an image, which ranges from 0 to 1. Lower brightness scores indicate a darker image (eg, 0 represents black). The aforementioned colors of all the images were calculated in individual units. The mean number of pixels in each image was computed to determine the hue, saturation, and value. The colors of the images were extracted using MATLAB (version 9.7; MathWorks) and converted with OpenCV (version 4.0.0; Intel).

Volume and Frequency
The posting volume (each post contained 1-9 images) and the frequency of the WeChat Moments posts were calculated for each individual. Referencing Hicks and Brown’s [27] classification of the frequency of Facebook use, we defined the frequency of WeChat Moments posts as “high” (≥30 posts a month), “medium” (4-30 posts a month), and “low” (<4 posts a month).

Timing
Late-night posts were defined as posts made between 10 PM and 6 AM. Depending on whether the mother posted late at night or not, we defined this as “Yes” or “No,” respectively.

Image Annotation
Assessing Agreement Among Researchers
To ensure the quality of our study, 11 independent researchers were recruited and uniformly trained to manually identify the content and emotions of the collected images. In line with Reece and Danforth’s study [14], each photo was categorized by 3 different researchers. The researchers were not given any information about the mothers who provided the images. When the researchers had divergent opinions about the images, the following 3 rules were applied: (1) if 2 of the 3 researchers were in agreement, we would use the majority opinion as the correct result; (2) if all the researchers disagreed on a particular image, the principal investigators would discuss and reevaluate the image; (3) if the researchers had objections regarding the aforementioned reevaluation result, the image was classified as “other.” In total, 4.7% (742/15,647) of the collected images were classified as “other.”

Labeling Image Content
Images posted on WeChat Moments can contain diverse content. Using the criteria of previous studies [14,17], we labeled all images using a system with 11 types of tags: (1) people, (2) objects (eg, bed, clothes), (3) animals (eg, dog, cat), (4) landscapes (eg, lakeside, prairie), (5) vehicles (eg, automobile, bus), (6) plants (eg, flower, tree), (7) food (eg, cake, noodles), (8) buildings (eg, apartment, office building), (9) memes, (10) WeChat Moments advertisements, and (11) others. Each image could only be labeled with 1 tag. When a picture had multiple components (eg, a person hugging a pet, a landscape with some people), the following 2 rules were applied: (1) if an image contained people and their facial expressions were clear, we used “people” as the tag to define the content of the image; (2) If the image did not contain a person, we would consider what the mother who posted the image was trying to express and then decide on the tag accordingly. We also calculated the total number of tags and the percentage of each tag type.

Characterization of Pictures of People
We used 2 measures to characterize the pictures of people. The first measure was the number and proportion of selfies (ie, close-up facial images or images of the same person appearing multiple times) and pictures of the mothers’ children. Studies have shown that posting selfies on social media can have adverse psychological effects on women [16,28]. Furthermore, a study by Schoppe-Sullivan et al [29] suggested that mothers with a high need for identity recognition were more likely to post pictures of their children on Facebook. Therefore, if mothers loaded selfies or pictures of their children, we placed them into a “yes” category. If they did not, we placed them into a “no” category. If mothers posted both selfies and pictures of their children, researchers assessed and categorized the images according to the subject or focus of the pictures. If researchers were in disagreement, images were processed according to the agreement assessment procedure we have described. The second measure was the number of positive (eg, joy and surprise) and negative (eg, anger, disgust, fear, and sadness) facial expressions of the persons in any given collected picture. Referencing the study by Dâu et al [15], which found that women who posted fewer images of smiling babies were more likely to exhibit maternal depressive symptoms, we categorized the facial expressions presented in each picture as positive or negative and then counted the proportion of each type of expression for each mother. Based on the proportion of positive facial expressions, we classified mothers as “No (0%);” “Yes, with a low proportion of positive facial expressions (0%-50%);” and “Yes, with a high proportion of positive facial expressions (>50%).” The first measure demonstrated the content of the pictures, while the second denoted the emotional expressions of the people in the pictures.

Assessment of Memes Posted to WeChat Moments
Through the expressions and words in the collected memes, we asked the researchers to categorize the mood of the memes as either positive or negative. We then calculated the number and percentage of positive and negative moods in the collected memes. However, we used only “Yes” and “No” classification criterion in the logistic regression model. Depending on whether or not mothers had posted memes, they were categorized as either a “Yes” or a “No.” If memes were posted, they were assigned a “Yes,” and if memes were not posted, they were assigned a “No.”

Statistical Analysis
Different features of mothers with or without postpartum depression were analyzed using the chi-square test and t test. While controlling for the factors associated with postpartum depression, a binary logistic regression was conducted to explore the association between the image features and postpartum depression using the image features as the independent variables and with or without postpartum depression as the dependent variables. The statistical analyses were performed using SPSS (version 25; IBM). The classification of images in this study is based on previous studies [14-16,27-29].
Results

Demographic Characteristics of the Participants

We collected a total of 15,647 images and 6609 posts from 419 mothers on WeChat Moments. The demographic characteristics of the sample are shown in Figure 2. The average participant age was 27.6 years (SD 3.8 years). Participants predominantly had a monthly income of 2000-5000 yuan (US $282-705) and had completed undergraduate or college education. The average hue, saturation, and value of the images was 33.9 (SD 10.6), 0.3 (SD 0.1), and 0.6 (SD 0.1), respectively. During the postpartum period, mothers posted an average of 0.89 (SD 5.07) images per day. The incidence of postpartum depression was 29.4% (123/419). Sample comparison analyses were conducted to compare the demographic features of mothers with postpartum depression and the mothers without postpartum depression (Figure 2).

Figure 2. Characteristics of women with or without postpartum depression. PPD: postpartum depression.

Image Analysis

Content

We calculated the number and proportion of each tag type (Figure 3A). Among the images posted by mothers during the postpartum period, the highest proportion was pictures of people (6887/15,647, 44.0%), followed by pictures of objects (5356/15,647, 34.2%).
**Pictures of People**

Pictures of the mothers’ children accounted for the highest proportion (3909/6887, 56.8%) of the pictures of people uploaded by the mothers during the postpartum period (Figure 3B), and most of the people in the pictures had positive facial expressions (3541/6887, 51.4%) (Figure 3C).

**Memes**

Mothers posted more memes depicting a positive mood (302/375, 80.5%) than a negative mood (19.5%) during the postpartum period (Figure 3D).

**Correlation Between Image Features and Postpartum Depression**

We used logistic regression to explore the relationship between the image features and the risk of 6-week postpartum depression (Table 1). In this model ($r^2 = 0.20$), selfies showed statistical significance after controlling for potential confounders. The factors associated with postpartum depression were included in the model as potential confounders. Women who posted selfies in the postpartum period were more likely to have postpartum depression ($P=.003$; odds ratio 2.27, 95% CI 1.33-3.87).

We put the variables of advanced age, first pregnancy, monthly income, education, depression history, anxiety, sleep quality, frequency of posts, late-night posts, colors, facial expressions, selfies, pictures of their children, others, and memes into the logistic regression model and presented the meaningful results in Table 1 ($\alpha=.05$).

### Table 1. Logistic regression analysis of the association between image features and postpartum depression risk.

<table>
<thead>
<tr>
<th>Item</th>
<th>Odds ratio (95% CI)</th>
<th>$P$ value</th>
<th>$B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety</td>
<td>2.17</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>Sleep quality</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>—a</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Good</td>
<td>2.47 (1.42-4.28)</td>
<td>.001</td>
<td>0.90</td>
</tr>
<tr>
<td>General</td>
<td>3.50 (1.74-7.01)</td>
<td>&lt;.001</td>
<td>1.25</td>
</tr>
<tr>
<td>Very poor</td>
<td>6.75 (0.84-54.55)</td>
<td>.07</td>
<td>1.91</td>
</tr>
<tr>
<td>Selfies</td>
<td>2.27 (1.33-3.87)</td>
<td>.003</td>
<td>0.82</td>
</tr>
</tbody>
</table>

*aNot available.*
Discussion

Principal Findings

We found that, during the postpartum period, the mothers in this study tended to post pictures of their children and that the majority of the “people” in the collected pictures were categorized as experiencing positive emotions. However, the mothers who posted selfies during the postpartum period were more likely to have postpartum depression. Therefore, images posted by new mothers on WeChat Moments could be predictive of the mothers’ mental health during the postpartum period.

Pictures of their children accounted for the largest proportion of images posted by the mothers (3909/6887, 56.8%), and 77.1% (323/419) of the mothers posted pictures of their children to WeChat Moments. This result is similar to that of the Bartholomew et al [30] study in which the proportion was 78.6%. Maternal identity confirmation may be the main reason that mothers share pictures of their children during the postpartum period. Johnson [31] suggested that social media was the main social platform mothers used to announce their pregnancies and the births of their babies. Another important reason mothers post pictures of their children may be that they need to strengthen ties with family and friends so that they can obtain more support after childbirth. The Gameiro et al [32] study found that mothers believed they received increased support from their nuclear family and friends in the pre- to postpartum period. Given that adults are more likely to give attention to babies’ faces, many mothers who uploaded photos of their children to social media thought it was “likely” that the photos would be acknowledged (ie, commented on or “liked”) by their social network friends [30]. It is possible that the majority of mothers consider posting pictures of their children as a particularly compelling way to engage with their online friends [30,33]. Accordingly, WeChat Moments may provide mothers with a platform through which to maintain strong ties with, for example, family and close friends. Meanwhile, sharing pictures of their children on WeChat Moments could be a particularly important means for mothers to identify themselves, build and maintain social capital, and find social support.

There were more positive emotions in the facial expressions of the people in the pictures and memes in this study than negative ones. In Chinese tradition, giving birth is a happy life event that should be celebrated by the whole family. Although we assumed that posting on WeChat Moments would reflect the feelings of the mothers in this study more accurately than posts made on other social media due to the WeChat Moment privacy settings, an element of social desirability response bias may have affected the expression of positive emotions. Pressures to portray one’s best self may lead people to display deceptive versions of themselves on social media [28,34]. Social media users tend to present the happiest and most ideal sides of themselves even if these versions do not align with their actual emotions or experiences [35,36]. The findings of this study suggest that even if a new mother shows positive emotions on WeChat Moments, the risk of postpartum depression cannot be ruled out.

The posting of selfies on WeChat Moments seems to indicate the need to pay more attention to possible depressive symptoms in the users, as the women in our study who posted selfies during the postpartum period were more likely to have postpartum depression. This supports the findings of previous studies, which have shown a positive association between selfies and depression [16,28]. One potential explanation for the trend is that mothers posting selfies intend to show an idealized version of themselves, which may cause them to focus on perceived self-deficiencies, thus leading to depression [16,28]. In addition, a study found that women who posted selfies felt more anxious, less confident, and less physically attractive after posting, indicating that selfies may have harmful effects on mental health [16]. Posting selfies may be indicative of mothers’ concerns regarding others’ opinions of their images as well as their desire for more social attention [27,28]. Posting selfies may be one of the things that mothers can do during the “doing the month” period when their social contacts may be weaker. However, excessive concern for others’ opinions, especially those of close friends and family, could negatively impact women’s happiness and increase their risk of postpartum depression [37].

Limitations

This study had several limitations. First, the convenience sampling method used in this study limited the extrapolation of the results. Second, WeChat Moments allows users to upload pre-processed images, and some women were accustomed to using filters to embellish their images. Our inability to remove the effects of filters on the original images may have led to some bias. However, we believe that filter tones may have reflected some of the users’ emotional states [14]. Third, WeChat has a feature to hide certain posts from certain people, so we cannot be confident that we collected all the mothers’ images on WeChat Moments, even though we asked for all posts to be open to us when we requested informed consent. Fourth, we collected images posted before the EPDS measurement. However, the EPDS measurement reflects symptoms over the 7-day period before the EPDS questionnaire is administered. This means that we could not be certain about the order or cause-and-effect relationship between the images posted and the presence of postpartum depressive symptoms. Longitudinal research is needed to detect whether posting selfies during the postpartum period has a detrimental effect on mothers’ mental health. Lastly, we analyzed the relationship between the mothers’ posted images and postpartum depression but ignored the text accompanying the posts. The text could have helped us understand the content of the images better. We believe that a combined analysis of both text and images could provide more information, and this could be a direction for future research.

Conclusions

WeChat Moments is an important social media platform for Chinese mothers to share pictures of their newborns. Although mothers tend to post images featuring positive emotions, these pictures may actually mask depression. Particular attention should be given to new mothers who have posted selfies, as they seemed to be at higher risk for postpartum depression.
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Abstract

Background: In recent years, both suicide and overdose rates have been increasing. Many individuals who struggle with opioid use disorder are prone to suicidal ideation; this may often result in overdose. However, these fatal overdoses are difficult to classify as intentional or unintentional. Intentional overdose is difficult to detect, partially due to the lack of predictors and social stigmas that push individuals away from seeking help. These individuals may instead use web-based means to articulate their concerns.

Objective: This study aimed to extract posts of suicidality among opioid users on Reddit using machine learning methods. The performance of the models is derivative of the data purity, and the results will help us to better understand the rationale of these users, providing new insights into individuals who are part of the opioid epidemic.

Methods: Reddit posts between June 2017 and June 2018 were collected from r/suicidewatch, r/depression, a set of opioid-related subreddits, and a control subreddit set. We first classified suicidal versus nonsuicidal languages and then classified users with opioid usage versus those without opioid usage. Several traditional baselines and neural network (NN) text classifiers were trained using subreddit names as the labels and combinations of semantic inputs. We then attempted to extract out-of-sample data belonging to the intersection of suicide ideation and opioid abuse. Amazon Mechanical Turk was used to provide labels for the out-of-sample data.

Results: Classification results were at least 90% across all models for at least one combination of input; the best classifier was convolutional neural network, which obtained an $F_1$ score of 96.6%. When predicting out-of-sample data for posts containing both suicidal ideation and signs of opioid addiction, NN classifiers produced more false positives and traditional methods produced more false negatives, which is less desirable for predicting suicidal sentiments.

Conclusions: Opioid abuse is linked to the risk of unintentional overdose and suicide risk. Social media platforms such as Reddit contain metadata that can aid machine learning and provide information at a personal level that cannot be obtained elsewhere. We demonstrate that it is possible to use NNs as a tool to predict an out-of-sample target with a model built from data sets labeled by characteristics we wish to distinguish in the out-of-sample target.

(J Med Internet Res 2020;22(11):e15293) doi:10.2196/15293
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Introduction

Background

The ongoing opioid crisis is characterized by an increasing number of deaths caused by opioid overdose; this number increased to such an extent that in 2017, the US Department of Health and Human Services declared a public health emergency [1]. In 2016, the US Centers for Disease Control and Prevention reported 42,000 deaths caused by opioid overdose, resulting from both prescribed and nonprescribed opioids and including intentional (suicide) and unintentional (accidental) deaths [2]. Since 2008, suicide has been the tenth leading cause of death in the United States. In 2016, suicide became the second leading cause of death for those aged 10 to 34 years [3]. The American Foundation for Suicide Prevention approximates 44,965 Americans die by suicide each year, and for each suicide, 25 people attempt suicide. These numbers may be underestimated because of the stigma associated with suicide [4].

Motivation

Individuals with chronic pain and poor mental health are often at risk of suicide; however, most current opioid overdose prevention methods neither assess suicide risk nor tailor prevention methods to personal situations [2,5,6]. Further hindering implementation of suicide screening is the lack of available data regarding death by overdose, frequently classified as undetermined, because of the inability to verify a death as a suicide. For example, if a deceased individual is found with a syringe by their side, it is difficult to determine whether it was an intentionally fatal dose or if the death was accidental (and without overdose intention) because of the risky route of administration by injection [6].

Individuals with opioid use disorder (OUD) are candidates for overdose due to the nature of the disorder. This study specifically focuses on suicidal ideation or intentions among individuals with a high possibility of OUD or, at minimum, opioid misuse. The Diagnostic and Statistical Manual of Mental Disorders defines OUD as a problematic pattern of opioid use leading to clinically significant impairment or distress [7]; approximately more than 2.5 million individuals are affected by OUD [8]. Diagnostic criteria include large amounts of opioids taken over a long period of time than intended, unsuccessful efforts to control opioid use, significant time investment in opioid-related activities or that necessary for recovery, impairment of daily life functionality, continued usage despite knowledge of consequences, dosage tolerance, and unavoidability of withdrawal [7].

The New England Journal of Medicine proposes that suicidal intention is blunted for individuals with OUD, who are repeatedly exposed to addiction-induced usage and withdrawal cycles and mood swings [2]. Ultimately, such prolonged exposure causes desensitization to risky and impulsive behaviors that can lead to death. Although the individual is aware of the consequences, the corresponding weight is muted and there is no associated conscious suicidal intent [9]. This aspect of OUD can lead to opioid overdose deaths but may not be explicitly considered in its contribution to overdose. Even in the absence of OUD, people who experience major depressive episodes, suicidal ideation, or other use and mental disorders are likely to misuse opioids, suggesting that opioid abuse and psychopathological conditions are self-perpetuating and cyclic behaviors [10].

Relevant predictors of suicide risk include chronic pain combined with depression [11,12]. Individuals with a history of depression also have a higher average daily dose and are more insistent on long-term opioid treatment for chronic pain [12], which is characteristic of OUD. Chronic pain and depression may also lead to suicidal thoughts even in originally healthy individuals [13], and both passive and active suicidal ideation are associated with mental illness, previous suicide attempts, and chronic pain [11,13]. Some suggest that opioid abuse manifests largely as a maladaptive coping strategy with physical and mental pain and is not solely biological [14,15]. Then, even if there is no conscious suicide intent, poor mental health leads the opioid-worn individual to adopt the mindset “I would not mind dying,” and they can become more reckless in their behavior, resulting in a higher probability of overdose. Given these correlations, it is not unreasonable to seriously consider suicide risk among opioid users.

Those with OUD who experience thwarted belongingness may not be willing to discuss their concerns with those in real life due to social stigma [16]. Instead, they may turn to web-based means of discussion, connecting with and seeking support from those who are more likely to understand them than health professionals [17]. Most opioid studies based on social media have been conducted on Twitter. However, Twitter is limited to 280 characters, which may not provide enough space for struggling individuals to express themselves thoroughly, and it can be highly noisy due to lack of monitoring and the medley of topics [18-22].

In contrast, Reddit is a forum-based social media platform for the discussion of many topics. Each topic has its own subreddit for topic-specific content, and the character limit for a text post is 40,000. Users can interact directly with an original post and with other users by commenting below the original submission. According to Reddit’s statistics page, it is currently the fifth most visited site in the United States, with more than 330 million monthly active users and 138,000 active communities [23]. Individuals are increasingly using mental health subreddits as a means of web-based support when offline support is unavailable. As Reddit also provides anonymity that is not available in real life, there is increased self-disclosure around stigmatic topics [24-26]. Furthermore, as subreddits are category-specific, struggling individuals can receive support and understanding from those with shared experience, who can provide therapeutic factors in the comments (eg, instillation of hope and altruism for those in opioid recovery or withdrawal) [27].

We consider the interpersonal psychological theory of suicide behavior as motivation for examining the connection between suicide and OUD [28]. In brief, this theory states that an individual will not die by suicide unless they have both the desire and the capability to act on that desire. According to the theory, suicidal desire is derived from an individual’s feeling of burdensomeness and an impeded sense of belongingness.
(social alienation) accompanied by the capability for suicide, which develops from repeated exposure to pain and exasperation [9]. Thwarted belongingness manifests as introspective torture in the individual with OUD, who often have ruined relationships or feel permanently labeled as an addict by society and cannot find understanding from those around them. The capability for suicide is acquired through active engagement with suicidal-like behavior and requires numbing out the innate sense of self-preservation [28]. This is applicable to those with OUD, many of whom have experienced overdose first hand or have witnessed their friends passing away from overdose and thus become desensitized over time.

**Objectives**

To the best of our knowledge, the intersection of suicidality and OUD has not been analyzed in a data-driven fashion with machine learning methods, although both areas have been examined separately and research has been conducted clinically. We seek to use subreddits in combination with each other and machine learning methods to classify for in-sample data then predict for out-of-sample data to detect suicide ideation in the context of OUD.

In this study, we (1) utilized the structure and nature of subreddits to train classifiers with the goal of extracting posts containing both OUD and suicidal ideation, (2) compared inputs and models for classification, and (3) aimed to extract suicide risk posts from an opiate context and extract opioid addiction from a suicidal context, where context refers to the subreddit(s) to which the data set belongs. We also asked nonspecialist workers from Amazon Mechanical Turk (MTURK) to annotate a sample of posts to obtain labels for whether a post is indicative of both suicide ideation and opioid addiction.

**Related Work**

Social media studies utilizing Reddit for its ability to provide massive amounts of text data have become popular. Many of these focus on current mental health concerns, such as depression and anxiety, and seek to analyze the linguistic features of post content and employ traditional methods such as N-grams, latent Dirichlet allocation topic modeling, linguistic inquiry and word count, term frequency-inverse document frequency (TF-IDF), and word embeddings to extract and analyze the emotional and mental states of Reddit users [25,27,29-31].

The subreddits r/suicidewatch and r/opiates revolve around the topics of suicidality (ie, discussions about, circumstance disclosure, emotional expressions, etc) and opioid usage (ie, drug doses, activities done while high, withdrawal anguish, etc), respectively. Analyses of specific subreddits have provided insights into the general mentality of subreddit users through their use of language. For example, a study by Park et al [29] showed that there are significant structure differences between sentences in mental health subreddits and nonmental health subreddits. They revealed differences between Reddit’s r/suicidewatch and the general mental health subreddit in their readability indexes and showed increased usage of first-person singular pronouns and decreased usage of first-person plural, second-person, and third-person pronouns [29]. Kumar et al [32] conducted a survey of r/suicidewatch to test for the Werther Effect, specifically following high-profile suicides, and found increased negative emotions, anger, self-harm, and suicidal words. They similarly reported increased usage of first-person singular pronouns along with decreased lexical diversity, longer posts, and fewer future-oriented words and more past-oriented words [32]. Yet another analysis of r/suicidewatch extracted recurring topics of discussion and then compared the results with suicide risk factors defined by domain experts; it was found that r/suicidewatch is capable of capturing less well-known dimensions of the risk factors, such as concerns about failing school, gun ownership, drug abuse, financial concerns, deceased friends, and domestic abuse [33]. The analysis of r/opiates yields dominant topics and characteristics of discussion, particularly for opioid users, such as opioid withdrawal and opioid intake routines [34].

These findings from r/suicidewatch support the findings of analyses of real-life writings left behind by people who attempted or completed suicide. In particular, a study of word use in poetry by suicidal and nonsuicidal poets revealed shifts in first-person singular pronoun and communication words (eg, talk), and a linguistic study of suicide completers showed that these individuals differ in time orientation compared to control groups [35,36]. The idea of alienation from the interpersonal theory of suicide supports the findings of increased usage of first-person pronouns—that when one is unable to relate to society, the presence of first-person plural we and other words of interaction decreases [28,37].

Neural networks (NNs) have been shown to achieve excellent results in natural language processing. Unlike traditional methods, learning text from scratch at the character or wording level requires no knowledge of sentiment; high-level targets can be used as input [38,39]. This is especially valuable in this context because drug-related words are often slang, and expressions related to getting high or intoxicated may be falsely categorized as negative when they are not due to the inability of sentiment lexicons to learn domain specificity [40]. Furthermore, there is no need for exhaustive feature engineering because weights can be learned [41].

Kim Yoon [42] demonstrated the ability of a simple convolutional neural network (CNN) with 1 layer of convolution in sentence classification for multiple data sets, finding that the performance of a simple CNN is comparable with that of traditional methods [42]. Orabi et al [43] used CNN and recurrent neural networks (RNNs) to predict depression for Twitter data, showing that CNN performs better than RNN. Johnson and Zhang [44] successfully used word sequences to classify documents with CNN, whereas Kim and Orabi only classified short, sentence length texts [44]. Singh et al [45] compared NNs and found that CNN performed best when considering both speed and accuracy. Therefore, we used a simple CNN architecture for its speed and performance.
Methods

Data Collection

The social media platform used in this study is Reddit. We focused on the subreddits r/suicidewatch and r/depression and opioid-related forums; also, a control group was used to model healthy, nondisordered language. The subreddit r/suicidewatch acts as a bottom net, such that if a user expresses suicidality, they will commonly be directed to r/suicidewatch for help. The subreddit has policies that forbid trolling and discourage activism (ie, repeatedly posting hotlines) in favor of direct peer support, which gives this forum credibility [46]. Subreddit r/depression is similar in forbidding empty encouragement (ie, don’t worry, it gets better). These characteristics exemplify the seriousness of these discussion boards and substantiate the reliability of the data. In contrast to these subreddits, however, r/jokes has few or no rules, only specifying that there are to be no personal attacks and stating that discussions must be lighthearted and civil; meanwhile, r/showerthoughts simply asks for original content. Posts in opioid-related forums were assumed to be indicative of individuals who struggle with opioid abuse and seek understanding on the web; our assumption is based on the fact that the act of posting about opioids on social media indicates that the presence of these drugs is sufficiently dominant in one’s life. All opioid-related forums were selected if the forum was relatively active and if the focus drug of the forum was frequently discussed in r/opiates, the most active opioid subreddit. Data were collected from Reddit using the pushshift.io Python Application Programming Interface (API) [47] and Reddit’s Python Reddit API Wrapper (PRAW) [48]. The IDs of submissions between June 2017 and June 2018 were obtained via pushshift.io and then passed to PRAW, which retrieved the actual submission. A submission consists of an ID, author, title, and body text/content.

We used posts from r/suicidewatch to represent suicidal language and a collection of opioid-related subreddits to model the language of opioid users (which is referred to in this study as r/opiates or opiates data). We assumed that all posts from r/suicidewatch were suicidal and that the language of r/depression would be most similar to that of r/suicidewatch [49]. Several control subreddits were used for language comparison based on a study by Shen et al [50] for detecting anxiety on Reddit, which implies that subreddits themselves can be used as labels. This set of diverse subreddits seeks to offset the impact of excessive first-person pronoun usage that is common when expressing negative emotions and subject-specific words [51,52]. We assumed that the majority of posts in these control subreddits were mentally healthy, meaning that post content (saying nothing about the user themselves) is not reflective of mental disturbances such as depression and suicidal ideation. In addition to the selected subreddits from those used by Shen et al [50], we included r/careerguidance and r/personalfinance to account for finance stressors that may be experienced by those in r/suicidewatch, and we included r/offmychest to account for the potentially rougher and more profane language of opioid users, which is indicative of strong negative emotions but unlikely to indicate suicidality. Examples of posts in some specific subreddits are shown in Table 1, and the data groups and their subreddits are listed as follows:

- **Depression**: depression.
- **Suicidewatch**: suicidewatch.
- **Control**: askdocs, askscience, books, careerguidance, fitness, frugal, jokes, lifeprotips, offmychest, parenting, personalfinance, productivity, randomkindness, relationships, showerthoughts, talesfrom retail, theoryofreddit, wholesometextposts, writing, youshouldknow.
- **Opiates**: benzodiazepines, benzorecovery, heroin, methadone, opiates, opiatesrecovery, quittingkratom, suboxone.

Table 1. Example posts from subreddits belonging to data groups.

<table>
<thead>
<tr>
<th>Subreddit group</th>
<th>Title</th>
<th>Body text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control (r/showerthoughts)</td>
<td>It becomes less and less acceptable to cry in public the older you get, despite the reasons for doing so becoming more and more valid</td>
<td>Kids just don’t understand</td>
</tr>
<tr>
<td>Opioid related (r/opiates)</td>
<td>Happiness is… a big, dark shot of Heroin after being sick all week. &lt;3</td>
<td>And also knowing you have enough for not only the next morning but at least a few more days while you figure out what to do next!</td>
</tr>
<tr>
<td>Depression</td>
<td>I won’t commit suicide but I wouldn’t mind dying</td>
<td>So much shit has been piling on and on. I feel like I am not making the people I care about proud and the only reason they talk to me is because of pity. I will not take my own life, but if a car hit me, I got terminal illness or if something fell on me. I would not be sad about me being gone</td>
</tr>
<tr>
<td>SuicideWatch</td>
<td>I’m waiting for the courage to end my own life</td>
<td>I feel like I’m close to making a serious attempt sooner than later and I’m ok with that. My impulsive behaviors have gotten worse other the last few months and some of those ways include bodily harm. In September i impulsively jumped out of a friends window and injured myself and now I am cutting myself at random for the first time in years. No one around me understands how exhausting it is to wake up everyday in my own skin. In my own head. I’m sick of the stomach pangs and guilt and crying and disappointment. Some nights I just pray I’ll have the courage to end it. People die in the world all over, shouldn’t matter when I go</td>
</tr>
</tbody>
</table>
**Feature Matrix Construction**

We maintained the high-level structure of the language, only lowercasing and removing URLs [42]. The text was not lemmatized, and all stop words and profanity were kept. All punctuation marks were removed except for periods, commas, exclamation marks, question marks, and apostrophes. We sought to make use of word order for text categorization [44]. As the title of a post may be a good representation of post content, the title of every post was prepended to the body text. The joined title and body content composed the NN input. All posts were either zero padded or truncated to a length of 1500 words, as we wanted to use the entire post if possible. Each post (title+body text) was preprocessed, tokenized, and encoded, preserving the word sequence, and is thus represented as a vector of words. We also reran the classification using only posts with more than 1000 words to show that differing content lengths do not impede performance. Textbox 1 shows examples at each text-processing stage.

**Textbox 1. Example of text-processing stages.**

<table>
<thead>
<tr>
<th>Stage</th>
<th>Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unprocessed</td>
<td>“What’s the best otc med to OD on? I’m so over the day to day grind. I’m a failure at life and ready to check out…”</td>
</tr>
<tr>
<td>Processed</td>
<td>“What’s the best otc med to OD on? I’m so over the day to day grind. I’m a failure at life and ready to check out…”</td>
</tr>
<tr>
<td>Tokenized</td>
<td>[question, what’s, the, best, otc, med, to, OD, on, i, m, so, over, the, day, to, day, grind, i, m, a, failure, at, life, and, ready, to, check, out]</td>
</tr>
</tbody>
</table>

As sequential text data cannot be used as is for training machine learning models, there are several techniques that can convert these data to numerical values:

1. **TF-IDF:** The term frequency-inverse document frequency shows how important a word is in a document with respect to its frequency in other documents. We used a 100-dimension TF-IDF from in-sample unigrams and bigrams [53].

2. **Word embedding:** This is a set of methods and language models for converting text data to vector space. We took advantage of 3 methods, including the Gensim Word2Vec model Global Vectors for Word Representations (GloVe), which require embeddings to be trained in advance on a large corpora of data and also a simpler version of word to ID mapping, which was performed in running time [54,55].

3. **Character embedding:** As out-of-dictionary words are all mapped to random vectors in pretrained word embeddings or the slightest change in slang language could end up mapping words to different vectors, adding character embedding as well showed improvements for training the machine learning models.

In this study, we took advantage of different combinations of these knowledge representation methods to evaluate whether classification performance improves additional information by alleviating vocabulary issues. Multimedia Appendix 1 shows the complete list of combinations.

**Models**

Our main focus was on a CNN text classifier. In addition, we implemented several traditional and deep learning models to serve as baselines for the CNN. Details are as follows.

**Classic Baselines**

We employed well-known traditional machine learning methods as baselines, including logistic regression (LR), random forest (RF), and support vector machines (SVMs). The implementation used Python language and was based on the scikit-learn toolkit [53].

**NN Baselines**

We implemented FastText (FAST), RNN, and attention-based bidirectional RNN (ATTENTION) in their original architectures for comparison [56-58]. FAST uses a shallow NN and word representations constructed from bag-of-n-grams, which are averaged into the text representation and input to a linear classifier. RNN considers historical information and shares weights across time by allowing previous outputs to be reused as inputs. ATTENTION builds on RNN by introducing the ability to attend to specific subinputs rather than all available information, thereby improving the decisions made at each step.

**CNN Model**

We implemented a CNN based on Kim Yoon’s CNN architecture and used the Keras NN library in Python [59]. The major difference between this implementation and Kim’s is that random initialization was used instead of word2vec because both perform equally, max pooling was used instead of global pooling, and filter sizes of 3 and 8 were used instead of 3, 4, and 5. A filter size of 8 was shown to work better with longer documents and would slide over a window size of 8 words at a time [60]. The activation layer following every convolutional layer was the rectified linear unit, f(x)=max(0,x), which maps nonnegatives between the input and feature map. In terms of integrating additional information, domain knowledge features and character2vec (char2vec), into the original CNN system, we simply used concatenation. As the char2vec feature matrix has the same size as the word embedding features and similar logical meaning, we concatenated them together before the main convolution part. Domain knowledge features, a large vector showing the information extracted from the linguistics perspective, were concatenated before the final fully connected layers part. We used a batch size of 512, epoch count of 6, and embedding layer that was learned at the training time. The
embedding layer had a dropout of 0.5 to prevent overfitting and a dimension size of 100. Loss was calculated using cross-entropy. Figure 1 shows our CNN architecture.

**Classification and Prediction**

Our hypothesis is from an intuitive standpoint. We considered 2 cases: (1) there exist posts with suicide sentiments among the opiates data set and (2) there exist posts indicative of opioid addiction among the suicidewatch data set. We sought to extract posts that contain both suicidal sentiments and opioid abuse. These 2 cases are referred to as C1 and C2 and are represented by their respective models.

Case 1 (C1) is a model that will be trained on data from r/suicidewatch and the control subreddits for positive language, and it will learn to distinguish between suicidal and positive language. As r/opiates contain mixed sentiments, if we feed the out-of-sample data from r/opiates into C1, then C1 should be able to classify between suicide risk posts and nonsuicide risk posts. Posts from r/opiates that are classified as suicidal will then contain both suicidality and OUD aspects. In addition, we coarsely assessed the quality of posts predicted as suicidal by constructing a word2vec from predictions.

Case 2 (C2) is a model that is trained on data from r/depression and r/opiates. The subreddit r/depression is the most similar to r/suicidewatch which is available. C2 will learn to distinguish between posts containing drug addiction and no drug addiction. If we feed out-of-sample data from r/suicidewatch into C2, then C2 should be able to classify between posts containing opioid usage and nonopioid usage. Posts from r/suicidewatch that are classified as having opioid usage will then contain both suicidality and OUD aspects.

For classification, the data sets were split with an 8:2 ratio for training and testing. The data for training were split again with an 8:2 ratio for train versus train validation. To evaluate the prediction ability, we sampled 500 posts ad hoc from r/opiates and 500 posts from r/suicidewatch to be annotated. To enforce a lower bound on sample quality and reduce variance among the posts, we only sampled from posts between 30 and 500 words. As class balance is a concern within a sample of 500, a maximum of 250 of 500 posts were selected if they contained a keyword or a key phrase of interest. Thus, the 8:2 train/test split over the entire data set was used for in-sample testing, and then 500 samples were extracted from the 20% of posts that belong to the test split for out-of-sample testing. Table 2 summarizes the C1 and C2 procedures and is illustrated in Multimedia Appendix 2, which demonstrates the workflow for C1.
Table 2. Summary of the 2 models for the 2 cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>C1</th>
<th>C2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Goal</strong></td>
<td>Distinguish between suicidal and non-suicidal language; predict for suicidality among opioid users</td>
<td>Distinguish between language of opioid usage and depressed but nonopioid using; predict for opioid usage among suicidal individuals</td>
</tr>
<tr>
<td><strong>Data set</strong></td>
<td>51,366 posts from r/suicidewatch and control subreddits</td>
<td>59,940 posts from opioid relevant subreddits and r/depression</td>
</tr>
<tr>
<td><strong>Vocabulary size</strong></td>
<td>70,082</td>
<td>64,078</td>
</tr>
<tr>
<td><strong>Training</strong></td>
<td>Trained and validated on data from r/suicidewatch and control subreddits</td>
<td>Trained and validated on data from opioid relevant subreddits and r/depression</td>
</tr>
<tr>
<td><strong>Prediction on out-of-sample data</strong></td>
<td>Predicts for posts containing suicide risk in r/opiates</td>
<td>Predicts for posts containing opioid abuse in r/suicidewatch</td>
</tr>
<tr>
<td><strong>Total posts prediction data that are between 30 and 500 words</strong></td>
<td>23,740 posts from r/opiates</td>
<td>21,719 posts from r/suicidewatch</td>
</tr>
<tr>
<td><strong>Sample max 250 from data for prediction containing these keywords for MTURK</strong></td>
<td>Commit suicide, suicide, suicidality, suicidal, want to die, want to do, want to overdose</td>
<td>Benzodiazepines, benzos, cocaine, codeine, fentanyl, heroin, hydrocodine, hydrocodone, hydromorphone, hydros, kratom, methadone, morphine, narcotic, narcotics, opiates, opioid, oxycodone, oxycontin, oxycottin, oxycotton, oxymorphine, suboxone</td>
</tr>
<tr>
<td><strong>Sample count containing keywords</strong></td>
<td>234</td>
<td>231</td>
</tr>
</tbody>
</table>

*MTURK: Amazon Mechanical Turk.*

**Annotations With Amazon Mechanical Turk**

The sampled posts were annotated by crowdsourced workers from MTURK [61]. Each post was annotated by 3 workers, and the final label for a post was determined by the majority rule.

For C1, the MTURK task was titled “Suicidal sentiment detection.” The description was “May the user be at risk of suicide or intentional overdose?” with 2 options: “Yes, risk of suicide” and “No risk of suicide.” Task keywords included depression, drug abuse, drugs, mental, mental health, opiates, overdose, suicide, suicide ideation, suicidewatch, and text. Eligible MTURK workers were required to have masters qualifications and were awarded US $0.04 per annotation. We required no other qualifications. Assuming that the average individual lacks experience in both mental health and drug misuse [62], we defined common slang terms from r/opiates (eg, PAWS stands for postacute withdrawal syndrome) and provided simple instructions based on *Clues to Suicide* by Edwin Shneidman, who is the founder of the American Association of Suicidology and has laid groundwork in the field [63].

For C2, the MTURK task was titled “Opioid addiction among suicidal individuals.” The description was “Does the post imply opioid addiction?” with 2 options: “Yes, implies opioid addiction” and “No opioid addiction.” Task keywords and qualifications were the same as in the C1 MTURK tasks. We provided a list of opioid names in the instructions.

**Results**

**Comparison of Models and the Impact of Feature Matrices**

Metrics were calculated for accuracy, precision, recall, $F_1$ score, and area under the curve. The complete results can be found in Multimedia Appendix 1. Table 3 provides a subset of the results of comparing the CNN with the traditional baselines using the $F_1$ score in training the classifiers. Table 4 provides the results of comparing the NNs. At the end of this phrase, the models had been trained and were ready to be used for prediction of out-of-sample data.
Table 3. $F_1$ scores achieved for the given different combinations of input for classification.

<table>
<thead>
<tr>
<th>Model</th>
<th>LR$^a$</th>
<th>RF$^b$</th>
<th>SVM$^c$</th>
<th>CNN$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>C1: r/suicidewatch versus positive control group</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF-IDF$^e$</td>
<td>0.902</td>
<td>0.904</td>
<td>0.915</td>
<td>0.685</td>
</tr>
<tr>
<td>word2vec</td>
<td>0.928</td>
<td>0.927$^f$</td>
<td>0.943</td>
<td>0.961</td>
</tr>
<tr>
<td>TF-IDF + word2vec</td>
<td>0.940</td>
<td>0.921</td>
<td>0.941</td>
<td>0.963</td>
</tr>
<tr>
<td>TF-IDF + GloVe</td>
<td>0.927</td>
<td>0.829</td>
<td>0.886</td>
<td>0.923</td>
</tr>
<tr>
<td>TF-IDF + word2vec + char2vec</td>
<td>0.914</td>
<td>0.790</td>
<td>0.856</td>
<td>0.962</td>
</tr>
<tr>
<td><strong>C2: r/depression versus r/opiates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF-IDF</td>
<td>0.889</td>
<td>0.800</td>
<td>0.811</td>
<td>0.729</td>
</tr>
<tr>
<td>word2vec</td>
<td>0.852</td>
<td>0.846</td>
<td>0.881</td>
<td>0.961</td>
</tr>
<tr>
<td>TF-IDF + word2vec</td>
<td>0.894</td>
<td>0.815</td>
<td>0.880</td>
<td>0.965</td>
</tr>
<tr>
<td>TF-IDF + GloVe</td>
<td>0.860</td>
<td>0.494</td>
<td>0.765</td>
<td>0.814</td>
</tr>
<tr>
<td>TF-IDF + word2vec + char2vec</td>
<td>0.858</td>
<td>0.581</td>
<td>0.741</td>
<td>0.966</td>
</tr>
</tbody>
</table>

$^a$LR: logistic regression.
$^b$RF: random forest.
$^c$SVM: support vector machine.
$^d$CNN: convolutional neural network.
$^e$TF-IDF: term frequency-inverse document frequency.
$^f$The best results achieved by the model are in italics.

From Table 3, we can observe that word2vec contributed to the CNN performance. Another interesting observation is that the classification performance of all models was affected when a pretrained GloVe was used as input. This is possibly due to the local information introduced by using specific subreddits as categories. The introduction of GloVe and character embeddings impeded the performance of RF, which implies that RF experiences more difficulty in learning implicit semantic features than LR and SVM. In contrast, NNs performed well with semantic-based inputs.

Figure 2 provides a visualization of the word embeddings that the NNs trained from scratch. Color intensity and shade from light purple to hot pink indicate increasing emphasis placed on the respective words. CNN, RNN, and ATTENTION share many important words, whereas FastText appears to focus on...
different words given its bag-of-N-grams approach but nonetheless achieved high classification performance.

Figure 2. Visualization of word importance as determined from the resultant word embeddings learned from scratch by the neural network models for classification of suicidal vs non-suicidal text. CNN: convolutional neural network; LSTN: long short-term memory; RNN: recurrent neural network.

Evaluating Predictions Using MTURK Annotations
For prediction, we used traditional baselines with word2vec input and NNs. To assess the prediction performance, MTURK was used to obtain labels with 3 annotations per post. C1 predicted for suicidality among opioid data. Annotations were performed by 25 unique workers, with an average of 4 minutes spent on each post. The pairwise agreement among the 3 annotations was 0.632, 0.628, and 0.644. In total, 120 out of 500 posts were ruled as yes, suicide risk. C2 predicted opioid addiction among suicidal posts. Annotations were performed by 92 unique workers, with an average of 11.3 minutes (C1: SD 6.667 minutes; C2: SD 14.633 minutes) spent on each post. The pairwise agreement among annotations was 0.524, 0.604, 0.572.
and 0.544. In total, 261 out of 500 posts were ruled as yes, implies opioid addiction. Table 5 shows the model performance using the majority rule MTURK annotations as the ground truth. Table 5 also shows the differences in performance depending on the ratio of labels in the data set. To construct a set of data with 500 rows with a certain percentage of suicide risk posts, we sampled using scikit-learn with replace as true.

Table 5. Count and accuracy for model predictions using Amazon Mechanical Turk labels.

<table>
<thead>
<tr>
<th>Model</th>
<th>LR²</th>
<th>RF³</th>
<th>SVM⁴</th>
<th>FAST⁵</th>
<th>RNN⁶</th>
<th>ATTENTION⁷</th>
<th>CNN⁸</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted number of suicide risk</td>
<td>24</td>
<td>12</td>
<td>11</td>
<td>97</td>
<td>93</td>
<td>98</td>
<td>103</td>
</tr>
<tr>
<td>All data</td>
<td>0.768</td>
<td>0.750</td>
<td>0.744</td>
<td>0.59</td>
<td>0.608</td>
<td>0.576</td>
<td>0.536</td>
</tr>
<tr>
<td>Suicide risk only</td>
<td>0.2</td>
<td>0.1</td>
<td>0.092</td>
<td>0.783</td>
<td>0.791</td>
<td>0.75</td>
<td>0.833</td>
</tr>
<tr>
<td>Nonsuicide risk only</td>
<td>0.947</td>
<td>0.959</td>
<td>0.963</td>
<td>0.529</td>
<td>0.55</td>
<td>0.521</td>
<td>0.432</td>
</tr>
</tbody>
</table>

| Count and accuracy for C2 (predicts for opioid addiction among suicidewatch data) | Predicted number of opioid addiction | 88 | 92 | 105 | 92 | 158 | 110 | 127 |
| All data                       | 0.524 | 0.518 | 0.538 | 0.54 | 0.588 | 0.552 | 0.562 |
| Opioid addiction               | 0.230 | 0.237 | 0.273 | 0.251 | 0.414 | 0.295 | 0.334 |
| Nonopioid addiction            | 0.892 | 0.869 | 0.869 | 0.9 | 0.806 | 0.874 | 0.847 |

²LR: logistic regression.  
³RF: random forest.  
⁴SVM: support vector machine.  
⁵FAST: FastText.  
⁶RNN: recurrent neural network.  
⁷ATTENTION: attention-based bidirectional recurrent neural network.  
⁸CNN: convolutional neural network.

Observations Regarding C1: Detecting Suicide Ideation in the Context of Opioid Addiction

For both C1 and C2, we noticed that the model metrics changed drastically when the ratio of posts per label was altered. For C1, traditional baselines performed better when there was a mixture of suicidal and nonsuicidal-labeled posts because NNs produce a high number of false positives. However, when only examining suicidal posts, NNs achieved better accuracy. Thus, depending on the domain and data set, it may be better to use models that are superior at the extremes or remain within a relatively less variable range. For our case of predicting suicide risk posts among the out-of-sample opiate data, it is better to err on the safe side than to miss someone who is at risk of suicide. CNN would be a good choice if the sample consisted of many suicide risk posts. The predictive power of the baselines would not be desirable when predicting for posts indicative of suicide risk, as false negatives would be costly in the context of real life.

Given that the models tended to predict at the extremes for C1, we speculated that the models would serve well as weak learners to an ensemble model. We explored a simple ensemble model using scikit-learn’s AdaBoost Classifier and LR, SVM, RNN, and CNN as weak learners. We used MTURK-labeled data of size 500 as the ground truth and the weak learner’s probabilistic predictions as the input data. The data were split into training and testing sets at an 8:2 ratio. AdaBoost was run 5 times with different data shuffles and random states, and the average accuracy was taken.

In Figure 3, the top graph illustrates the performance of selected models as we increased the percentage of suicide risk labels from opiate data in C1 from 10% to 90%. The line plot shows the performance of AdaBoost with those models as weak learners. AdaBoost achieved respective accuracies of 0.89, 0.84, 0.82, 0.8, 0.86, 0.9, 0.91, and 0.94 for the respective intervals. The bottom graph in Figure 3 displays the model contribution at each step. From the graph, combining the models that predict at the extremes results in a more robust classifier. This is an advantageous approach because the ensemble model now has knowledge about the out-of-sample data, which the weak learner models did not have.
Figure 3. The top bar graph shows changes in prediction performance in C1 depending on data category ratios. The overlaying line plot shows accuracy achieved from using the four models as weak learners in AdaBoost. The bottom graph shows weak learner contribution.

![Prediction Accuracy with Varying Percentage of Suicide-Risk Posts](image1)

![Feature Importance of Weak Learner in AdaBoost with Varying Percentage of Suicide-Risk Posts](image2)

Figure 4 shows the parallel prediction performance for C1 at a more fine-grain level; 50% of each label was sampled for the visual. Each line represents a post. The categorical x-axis lists the models, and the intersection of a line with the y-axis of a model is the prediction score of the model. The darker lines are MTURK-labeled as indicative of suicide risk (0 on the y-axis), whereas the lighter lines are nonindicative of suicide risk (1 on the y-axis).
Observations Regarding C2: Detecting Opioid Abuse in the Context of Suicide Ideation

Our hypothesis for C2 was that after being trained on data from r/depression versus the opiates group, the models would be capable of detecting phrases used by individuals who struggle with drug addiction. Although the models all achieved good results in classifying r/depression versus opiate data, they failed to extract opioid-containing posts with respect to the MTURK labels. One possible explanation is that users express themselves differently in different contexts (subreddits). Another possibility is that the language semantics in r/suicidewatch forgo characteristics found in opiates, such as details about withdrawal or relapse that take up the majority of space in any opiate context post. For example, a post in r/suicidewatch may briefly mention a few keywords such as “hydros” or “benzos” in a sentence about overdosing, while the remainder of the post focuses on personal struggles. On the other hand, if a user from r/opiates posts about wanting to commit suicide in r/opiatesrecovery, they will express sentiments regarding the drug because they know their audience will understand. It is possible that the user is subconsciously assuming that the audience in r/suicidewatch knows little about opioid addiction and therefore omits the consequences of opioid addiction on their life. As a result, an MTURK worker who reads the entire post may observe that the user has easy access to opioids and is experienced with drug mixing; however, the model may fail to pick up such meanings because these exact expressions did not appear in the data it was trained on.

From our new hypothesis regarding language usage in C2, we re-evaluated the C2 predictions. Instead of using MTURK-determined labels, we constructed a set of heuristic labels such that a post is implicative of opioid addiction if the post contains any word from the C2 keywords in Table 2 and is not implicative of opioid addiction otherwise. The findings are shown in Table 6. Although the overall performance was not ideal, all scores increased, supporting our hypothesis that the presence of specific words is important and that MTURK workers’ directed attention likely differs from that of the models.
Table 6. Model prediction accuracies with heuristic labels determined by the keyword presence.

<table>
<thead>
<tr>
<th>Model</th>
<th>LR</th>
<th>RF</th>
<th>SVM</th>
<th>FAST</th>
<th>RNN</th>
<th>ATTENTION</th>
<th>CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>All data</td>
<td>0.606</td>
<td>0.588</td>
<td>0.648</td>
<td>0.666</td>
<td>0.774</td>
<td>0.69</td>
<td>0.712</td>
</tr>
<tr>
<td>Opioid addiction</td>
<td>0.264</td>
<td>0.26</td>
<td>0.347</td>
<td>0.338</td>
<td>0.56</td>
<td>0.403</td>
<td>0.463</td>
</tr>
<tr>
<td>Nonopioid addiction</td>
<td>0.9</td>
<td>0.87</td>
<td>0.907</td>
<td>0.948</td>
<td>0.926</td>
<td>0.937</td>
<td>0.926</td>
</tr>
</tbody>
</table>

aLR: logistic regression.  
bRF: random forest.  
cSVM: support vector machine.  
dFAST: FastText.  
eRNN: recurrent neural network.  
fATTENTION: attention-based bidirectional recurrent neural network.  
gCNN: convolutional neural network.

Content Overview for Predicted Suicidal Posts in Opiate Data

We constructed a bigram word2vec from posts predicted as suicidal in the entire opiate data set (opiate data: n=23,740, as shown in Table 3) to holistically assess the quality of these posts. We then queried for the top 15 most similar words to “suicidal” for each model, as it is more likely to appear with first-person pronouns as opposed to other derivations of the root “suicid.” Table 7 summarizes the results from the most similar to least similar words.

Table 7. Top words most similar to suicidal from the subset of opiates data that was predicted to belong to the category suicidal.

<table>
<thead>
<tr>
<th>Model</th>
<th>Top words</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>hour, dead, lack, asleep, wake up, sobriety, self, they are, cause, at least, however, hell, later, group, state</td>
</tr>
<tr>
<td>RF</td>
<td>easy, living, yet, hit, waiting, probably, cold, the same, such, by, tomorrow, body, constantly, saying, working</td>
</tr>
<tr>
<td>SVM</td>
<td>making, everyone, once, pills, without, soon, lol, nothing, around, sorry, thing, withdrawal, start, mental, tolerance</td>
</tr>
<tr>
<td>FAST</td>
<td>suicidal thoughts, depressive, extreme, emotional, severe anxiety, existing, depressed, irritable, insomnia, severe, nauseous, mood swings, paranoid, fatigued, having trouble</td>
</tr>
<tr>
<td>RNN</td>
<td>severely, depressed, diagnosed with, isolated, unbearable, bipolar, suicidal thoughts, anxious, ptsd, an alcoholic, ocd, overwhelmed, irritable, lethargic, extreme</td>
</tr>
<tr>
<td>ATTENTION</td>
<td>diagnosed with, depressive, suicidal thoughts, social anxiety, bipolar, extreme, crippling, irritable, tremors, emotional, borderline, severe depression, brain fog, existing, gad</td>
</tr>
<tr>
<td>CNN</td>
<td>paranoid, unhappy, depressed, isolated, apathetic, irritable, an alcoholic, suicidal thoughts, trauma, severely, diagnosed with, brain fog, anxious, manic, emotionless</td>
</tr>
</tbody>
</table>

aLR: logistic regression.  
bRF: random forest.  
cSVM: support vector machine.  
dFAST: FastText.  
eRNN: recurrent neural network.  
fATTENTION: attention-based bidirectional recurrent neural network.  
gCNN: convolutional neural network.

Discussion

Overview

The goal of this study is to make use of the structure and data from Reddit to build models that could ultimately predict (C1) suicidal language among opioid users and (C2) opioid usage among individuals with suicidal thinking. We evaluated several models with combinations of semantic inputs and well-known NN text classifiers in their ability to classify and then predict out-of-sample data to extract posts containing both suicide ideation and opioid abuse. MTURK was then employed to provide heuristic ground truths to the out-of-sample data.

Limitations

Owing to the large quantity of data, we assumed that all posts under a subreddit were reflective of the official subreddit purpose (eg, recovering opioid users post in r/opiatesrecovery) and that deviations were neutralized because of the sheer volume of the majority content. A manual review of predicted suicidality among opioid subreddits (C1) found that many cases were wrongly predicted as suicidal because the users were experiencing extreme withdrawal, anger due to relapse, and
even anger due to sobriety because of the inability to use opioids as a coping mechanism. Inclusion of t/offsetmychest in the control subreddits was an attempt to offset such strong negative emotions that likely do not imply suicidality. A suicidal post may also be predicted as nonsuicidal because of calm resignation language or because the user is writing in self-reflection or to share past experiences.

A manual review of predicted opioid usage in t/suicidewatch (C2) found that poor predictions may have resulted from the sentiment mixture present in the opioid redits. As the opioid group comprises active users and users in recovery/withdrawal (ie, t/opiates vs t/opiatesrecovery), the language variation could be extreme and vary from anger (ie, My dealer is ****ing late) to negative (ie, I can’t find happiness outside of heroin) to joy (ie, I’ve been clean for 70 days!). All of these posts were given the same label of opiates as they were grouped under opioid language. Hence, the presence of drug-specific words is needed to predict opioid usage.

**MTURK Limitations**

We attempted to overcome MTURK limitations by providing brief context and instructions. Regardless, limitations included lack of domain knowledge, experience with suicide ideation or drug misuse, and subjectivity of interpretation. There is also possible carelessness in annotation, as some posts were relatively long and not all posts may have been read thoroughly. Furthermore, we provided a single post out of context from the user’s life; it is difficult to determine how alarming the post is in reality because we cannot know what happened to the user later in time. There was also no way to control how many and which users participated in the assessment—the participation of many distinct workers may have introduced random variations in annotation consistency. Manual review of several posts that were disagreed upon showed that lack of domain expertise can make annotation difficult; for example, a post that was disagreed upon mentioned being tired of waking up, in withdrawal, and that it is easier to end it all, but also mentioned wanting to get sober. One MTURK worker may have considered this post as hopeful, whereas another worker may have considered the post to be on the edge of giving up. Despite these limitations, these annotations provide insight into the public perception regarding what is considered suicidal when opiate addiction is involved.

**Insights**

Studies conducted on opiates and other drug-addicted individuals have shown that opiate addiction is often comorbid with other psychological disturbances, such as personality disorders or trauma [64,65]. We observed this in the simple overview of words most related to suicidal. Among the NNs, several personality disorder terms and mental illnesses were extracted, such as ptsd (posttraumatic stress disorder), borderline, bipolar, and gad (general anxiety disorder). Characteristics of withdrawal were also captured: irritable, insomnia, nauseous. We can speculate that individuals with personality disorders going into withdrawal phrases are at higher risk of attempting suicide than other subgroups of the population.

**Future Directions**

There are many possible directions for utilizing Reddit metadata. For subreddits with mixed emotional sentiments such as r/opiates, coarse grain classification can first be applied to discard either too positive or negative posts depending on context. Given the interactivity of Reddit, analyses of comments may show what sort of support is provided by peers who struggle. The peer aspect of Reddit is attractive, and integration of nonjudgmental peer support may help recover OUD users to be more willing to rely on real-life aid. This is one step toward decreasing the frequent social isolation brought upon by OUD.

In general, exploration of Reddit data limits provides many possible study areas, given the amount of active subreddits. Among all posts in r/opiates, we found a handful in which a user who has successfully quit opioid use for many years and returns to relay hope for a full recovery. Such individuals can be seen as success stories. It is of particular interest to examine the difference between these individuals and those who end in tragedy, as OUD recovery is difficult and relapse prone [66]. One could also consider the interaction among suicide ideation, OUD, and chronic pain, especially because many OUD cases begin with an individual’s or close person’s prescription medication [10]. Another focus is the possibility of influencing the OUD individual’s behavior; a study in the context of behaviorally targeted advertising for health care based on user searches implies that behavior, as determined by input search terms, is predictive of the individual being influenced by the target advertisement to act, such as visiting a health provider [67]. Therefore, internet behavior may be more closely linked to real-life behavior than expected, and targeted advertising might encourage OUD individuals who are midwithdrawal and fighting relapse to seek help.

The tendency of NNs to achieve high accuracy among purely suicide-labeled posts but perform poorly when the data set is mixed prompts the question of which semantic dimensions are actually being captured. Although we use NNs as a black box in this experiment, future studies may want to focus directly on latent semantic dimensions that may aid in parameter tuning and generalizability. In particular, it would be very interesting to extract the exact features that might generalize across textual data domains by examining the word embeddings that the NNs had trained from scratch to aid in predictions on out-of-sample data [68].

We focused on extracting posts that are indicative of suicide ideation in the context of OUD and did not perform much analysis on extracted posts. Many studies have investigated the content of suicidal individuals, but much fewer studies have been conducted in specific contexts, possibly due to the lack of available data. Gathered predictions are capable of revealing thoughts of suicidal opioid users, despite the limitations of this study. In aiding those recovering from OUD, it may be important to consider beginning at the personal level [69]. Communication between the professional and the patient is important, and personal stories are capable of decreasing stigma by deconstructing stigmatic barriers [70]. As these posts are likely to be raw and honest, they can allow clinical professionals to become more familiar with the mindsets of these individuals.
A less stigmatic perception of patients can lead to patient empowerment, which is necessary in the long term [66,71]. Consider a post that was agreed upon as showing the risk of suicide, summarized quote:

*as soon as something goes missing, or something goes wrong, you're the first fucking person everyone suspects is at fault...it MUST have been the fucking drug addict, right? … I may be a dopehead, but I have never been a thief.*

It is easy to advocate understanding and help for those struggling with opioid addiction; however, it is harder to recognize how their own actions may affect those with opioid addiction. We believe that concrete case examples are essential as a first step and that suicide risk assessment should be done on an individual level. Our study seeks to aid in suicide prevention by helping those with OUD gain understanding—our goal is not to substitute for risk assessment using prediction models [72]. Application of gathered insights from the extracted posts can help decrease stigma and clarify wrong assumptions made about drug misuse and suicidal ideation.

**Conclusions**

The goal of this paper is to make use of big data from Reddit to detect suicidality among opioid users. The structure of Reddit offers categories for data sets, and the social media setting can provide case specifics that may not be obtainable elsewhere. This study can serve as a proof of concept for the use of social media site attributes to aid in machine learning methods and for research directions on the feasibility of NNs to abstract textual data and perform in independent areas. A comparison with a high-performing baseline model implies that the absence of hard-coded features may allow more flexibility and accuracy for models when running on out-of-sample data.
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Abstract

Background: Gastrointestinal (GI) discomfort is prevalent and known to be associated with impaired quality of life. Real-world information on factors of GI discomfort and solutions used by people is, however, limited. Social media, including online forums, have been considered a new source of information to examine the health of populations in real-life settings.

Objective: The aims of this retrospective infodemiology study are to identify discussion topics, characterize users, and identify perceived determinants of GI discomfort in web-based messages posted by users of French social media.

Methods: Messages related to GI discomfort posted between January 2003 and August 2018 were extracted from 14 French-speaking general and specialized publicly available online forums. Extracted messages were cleaned and deidentified. Relevant medical concepts were determined on the basis of the Medical Dictionary for Regulatory Activities and vernacular terms. The identification of discussion topics was carried out by using a correlated topic model on the basis of the latent Dirichlet allocation. A nonsupervised clustering algorithm was applied to cluster forum users according to the reported symptoms of GI discomfort, discussion topics, and activity on online forums. Users’ age and gender were determined by linear regression and application of a support vector machine, respectively, to characterize the identified clusters according to demographic parameters. Perceived factors of GI discomfort were classified by a combined method on the basis of syntactic analysis to identify messages with causality terms and a second topic modeling in a relevant segment of phrases.

Results: A total of 198,866 messages associated with GI discomfort were included in the analysis corpus after extraction and cleaning. These messages were posted by 36,989 separate web users, most of them being women younger than 40 years. Everyday life, diet, digestion, abdominal pain, impact on the quality of life, and tips to manage stress were among the most discussed topics. Segmentation of users identified 5 clusters corresponding to chronic and acute GI concerns. Diet topic was associated with each cluster, and stress was strongly associated with abdominal pain. Psychological factors, food, and allergens were perceived as the main causes of GI discomfort by web users.

Conclusions: GI discomfort is actively discussed by web users. This study reveals a complex relationship between food, stress, and GI discomfort. Our approach has shown that identifying web-based discussion topics associated with GI discomfort and its perceived factors is feasible and can serve as a complementary source of real-world evidence for caregivers.

(J Med Internet Res 2020;22(11):e17247) doi:10.2196/17247
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Introduction

Background

Gastrointestinal Discomfort: Prevalence, Impact on Quality of Life, and Management

Gastrointestinal (GI) discomfort (eg, bloating, abdominal pain, constipation) is very common in the general population, with a known impact on well-being [1]. Chronic and severe symptoms of GI discomfort are associated with a significant decrease in quality of life [2]. Irritable bowel syndrome (IBS) is the most studied condition among disorders of gut-brain interactions (DGBIs) [3], with a highly heterogeneous prevalence ranging from 1.1% in France and Iran to 35.5% in Mexico [4,5]. Associated socioeconomic costs are significant because of the important use of health care resources and work absenteeism [6-8]. However, the etiology of DGBIs remains to be poorly understood. Among the pathophysiological mechanisms associated with IBS, GI sensory-motor alterations [9,10], signs of discrete immune dysfunction [11], and increased intestinal permeability [12] are considered important. The possible involvement of gut microbiota in the pathogenesis of GI diseases and the occurrence of GI symptoms has also been explored, as the severity of IBS symptoms is associated with specific intestinal microbiota profiles [13].

Psychological comorbidities are commonly associated with GI symptoms, and the prevalence of anxiety and depression among people with IBS is estimated to be at least two to three times the rate in the general population [14,15]. Concerning women with abdominal pain, cramping, and discomfort, a recent web-based cross-sectional survey study [16] showed that 96% of women reported that daily activities were disrupted at least sometimes by abdominal pain, cramping, and discomfort and 44% of women reported that daily activities were disrupted at least often. Other aspects of quality of life, such as quality of work, eating habits, and social activities were also affected in most women [16].

DGBIs are the source of important health care consumption (consultations, complementary examinations and hospitalizations), although difficult to quantify [17], given their chronic nature and the absence of specific diagnostic tests in the case of IBS [18]. In France, a cross-sectional study estimated the average annual direct cost to be €756 (US $888) for one patient and more than 3 days of sick leave per year [17]. Another study conducted in the United Kingdom [19] estimated the total cost of DGBIs in infants to be at least €72.3 (US $93.7) million per year in 2014 to 2015, of which £49.1 (US $63.6) million was the National Health Service expenditure on prescriptions, community care, and hospital treatment.

The role of diet in the pathogenesis of IBS has already been highlighted [20], and food is perceived as a factor of GI discomfort even in the absence of diagnosed allergy or malabsorption [21]. The management of DGBIs especially relies on lifestyle, including physical activity and dietary measures. Available guidelines [22] recommend regular meal patterns, avoidance of large meals, and reduced intake of fat, alcohol, spicy foods, insoluble fibers, caffeine, and gas-producing foods such as beans, cabbage, and onions. Eating meals in a quiet place (for about at least 20 min, without working) with sufficient chewing and hydration (1.5 to 2 liters per day) is also recommended [22]. Dietary interventions (probiotics, prebiotics, and synbiotics) and restriction diets (eg, low-fermentable oligosaccharides, disaccharides, monosaccharides, and polyols, also known as low-FODMAP diet) have also been explored as potential therapeutic solutions in IBS [23]. Available pharmacological treatments targeting either the GI tract or the brain have also shown some therapeutic value and include antidepressants, prokinetic agents, and painkillers [24].

Social Media as a Real-World Health Data Source

The penetration of social media into modern society has become a global cultural phenomenon. Patients use peer-to-peer virtual communities and social media to share their experiences regarding their treatments and diseases. The use of social media allows large groups of people to create and share information, opinions, and experiences about health conditions and medications through web-based discussion [25]. Social media can therefore be considered as a new data source to assess population health and quality of life, understand adherence to treatments, or identify adverse drug reactions. Patients highlighted the benefit of web-based interactions with other patients. For example, sharing information through social networks enabled patients to better communicate with health care providers. Patients often use social media to discuss drug side effects, quality of life and adherence to therapies. To analyze such data, which can be voluminous, appropriate tools are needed. Text mining techniques allow the classification and summarization of text data such as messages [26]. This set of techniques has been used to extract information from electronic health records [27,28]. They have also been used for various use cases with social media data. Some authors [29] studied the messages from patients with breast cancer treated with aromatase inhibitors. In France, some studies have been published on the misuse and pharmacovigilance signals of methylphenidate [30,31], the incorrect use of neuroleptics regarding anxiety [32], the safety profile of Levothyrox and the dynamics of its reporting on social media during the summer of 2017 [33]. In multiple therapeutic areas, including diabetes and obesity, social media has been considered a real-world health evidence data source [34]. Although web-based discussions are unstructured as compared with conventional clinical data, their volume (hundreds of thousands of users) is very important when compared with clinical sets, and this information can therefore be considered as a complementary source of health data in observational research.

Objectives

This study was designed to explore perceived GI discomfort and better understand its determinants, on the basis of a retrospective assessment of web-based social media posts, which...
we considered as a real-life source of health information. In this study, we aimed to answer 3 main research questions: (1) Can we identify topics discussed by web users reporting symptoms of GI discomfort? (2) Can we categorize these users on the basis of the reported symptoms of GI discomfort and level of activity on social media while considering their age and gender? (3) Can we identify the perceived factors causing GI discomfort as reported by web users?

**Methods**

**Data Sources and Data Extraction**

Messages were retrieved (Figure 1) from general and specialized French medical web forums. Only messages from publicly available sources were extracted [35]. Messages published between January 2003 and August 2018 containing keywords related to GI discomfort were retrieved along with messages from 3 GI discomfort–related subforums of Doctissimo [36]: (1) constipation, other transit disorders; (2) digestion, heartburn, gastroesophageal reflux disease (GERD); and (3) abdominal pain, stomachache and ulcers. Messages were automatically extracted using the published Detec’t webcrawler [37,38] developed by Kap Code. A web crawler is an engine that browses through hyperlinks and stores them for future download of associated web pages (identified by the visited hyperlinks) [39]. Scraping of messages was performed according to the HTML structure of each forum. All discussions containing at least one of the keywords or one of their synonyms were automatically retrieved with all the associated metadata, deidentified and cleaned (signature and quote withdrawal) before being stored in a study-specific database. A description of the extracted corpus is presented in Multimedia Appendix 1. A complete list of the forums that were crawled is presented in Multimedia Appendix 2, and a list of the keywords used for message retrieval is detailed in Multimedia Appendix 3.

Figure 1. Study framework.

The corpus is presented in number of messages, one message being one statistical unit. As the total number of extracted messages could not be estimated in advance, no a priori assumption was made about the topics being discussed by web users, the clusters to be segmented, or the perceived factors to be identified, and no sample size was calculated for this observational study.

**Data Exclusion**

The analysis corpus consisted of the corpus cleaned after the removal of messages containing predetermined keywords written in a language other than French, messages containing at least one of the study-specific exclusion words (such as animal-related vocabulary or GI symptoms being used out of context), messages coming from specific URLs and duplicates, as presented in Figure 2.
Statistical Analyses

Discussion Themes and Topics

A topic model was applied to identify the themes addressed in the messages. Topic models consist of text mining approaches that aim to automatically identify the abstract themes addressed in a collection of documents. The simplest and most current form of topic models is latent Dirichlet allocation (LDA) [40,41]. It is based on the hypothesis that each document in the corpus corresponds to a distribution of several topics, these distributions being Dirichlet prior. The modeled topics are probability distributions over the tokens (words or a sequence of several adjacent words) found in the corpus. There is no prior assumption made about the nature of topics present in the corpus under study. These models have already been used to analyze health-related topics within tweets [40,41] or online forums [29,42,43].

For this study, the correlated topic model was used [44,45]. In addition to being based on LDA [44], it considers the existing relations between discussed topics as an additional parameter. The estimated correlation between 2 topics indicates the extent to which these 2 topics emerged simultaneously in posts.

The modeling of the studied corpus went through different steps so that the topic model could be applied [30]. The model was estimated using a variational expectation maximization algorithm [44,45], which approximates the posterior distribution of topics on the corpus by finding the best combination of variational parameters. Topics being probability distributions over tokens of the study corpus, they can be characterized by the highest per-topic probability tokens. Weighting these probabilities through term frequency-inverse document frequency (TF-IDF) allows the allocation of higher importance to topic-specific tokens [45]. In this case, the per-topic probability of a token was weighted by the inverse of the probabilities of this token in other topics. For each topic, tokens were ranked from highest to lowest weighted TF-IDF value of their probability in this topic [45]. For each topic, the first 15 tokens obtained through this ranking were considered the most associated tokens. These were defined as the set of characteristic tokens and used to label each topic. This label should be a synthesis of the characteristic tokens expressed. Correlations between the different topics were measured. Topics were considered associated when correlations were higher than 0.2 in absolute value. This threshold has been set empirically to allow a post to be associated with 5 topics at most. Discussion topics were merged in groups of topics on the basis of the values of correlations, and some focus was on categories of interest by applying a new topic model to the associated messages. The analysis was performed using the Structural Topic Model package [46] with R environment version 3.5.2.

User Segmentation

A nonsupervised clustering algorithm (agglomerative hierarchical clustering) was applied on the data to categorize users according to their activity profile, using 36 different features, from 3 categories: symptoms of GI discomfort, identified topics, and website activity. These categories and features are presented in Multimedia Appendix 4.

A specific list of symptoms related to GI discomfort was established on the basis of the Medical Dictionary for Regulatory Activities (MedDRA) terms and colloquial language [37].
this, a review of the medical dictionary, MedDRA version 15.0, was performed to identify all the terms that may be associated with GI discomfort. Subsequently, these terms were manually grouped by anatomical region or pathophysiological mechanism (esophageal disorders, gastric disorders, GI disorders, pain, appetite disorder, etc). A list of these regions and mechanisms used to group these messages is presented in Multimedia Appendix 5. Fifteen different categories of symptoms were established. A manual enrichment of these groups was made using colloquial language. Automatic screening of messages allowed the identification of specific GI symptoms expressed by web users.

Website activity of users was measured through different features such as the number of messages, the number of discussions, the dates of the first and last post, the forum name, or the mean posting span. Proportions of posts associated with categories of topics identified for the first objective were considered as the last type of features to describe web users. Created clusters of users were described via identity cards presenting the features that allowed to single them out with their age and gender distribution.

Web users’ gender was determined through the identification of regular expressions (gendered past participles, adjectives, and names) in messages and the application of a support vector machine on the basis of message content. This method achieves 88% accuracy and is the subject of a pending publication. Web user age categories were identified on the basis of the use of regular expressions of the author’s age in the messages, such as J'ai 45 ans (I am 45 years old). Each pseudo was associated with one gender (male, female, or unknown) and one age category (20 years or younger, 21-30 years, 31-40 years, 41-50 years, 51-60 years, 61 years or older, and unknown). The generated identification cards (features, age, and gender) were used to characterize each cluster and evaluate whether these characteristics were homogenous between clusters.

Factors of GI Discomfort
Factors perceived as responsible for the reported symptoms of GI discomfort were identified using a mixed automated analysis method combining syntactic analysis and topic model. The syntactic analysis was designed to identify (1) the messages containing extracted keywords and a causality term and (2) the sentences and phrases where the causality terms are present. To identify causality, a specific dictionary made of terms associated with causality was created. Causality terms consisted of terms or groups of terms expressing causality in French. These terms could be verbs conjugated at different times and pronouns (eg, me donne [makes me], lui provoquait [caused/triggered], entraînent [lead to/cause], etc), prepositions (eg, à cause de [because of/due to], etc), and conjunctions (eg, dès lors [since/consequently], du fait de [given that], etc).

Depending on the causality terms, the position of the segment of phrases where factors could be identified was located either before or after the term, as presented in Figure 3. A topic model was then applied to the sections of messages depending on the direction associated with each causality term. These terms are presented in Multimedia Appendix 6 along with the associated direction of the segment of phrases to be analyzed. The number of topics was set to 30 to maximize the number of topics associated with factors that could arise. These topics were reviewed manually, and the topics of interest related to factors were identified.

Figure 3. Example of messages. (A) Causality term associated with right section. (B) Causality term associated with left section. The sections in which the topic model is applied are indicated in green.

Results

Data Set Description
After cleaning and formatting, the obtained corpus contained 198,866 messages. A total of 36,989 different web users were associated with this corpus. A total of 29,935 messages (corresponding to 16,746 different web users) contained at least one of the extraction keywords, and 181,365 messages came from the Doctissimo subforums (Multimedia Appendix 2).

The most frequent keyword was abdominal pain, as presented in Table 1. The most frequently mentioned keywords were lay vocabulary: nausea, colic, vomiting and diarrhea. More expert terms such as irritable bowel syndrome, irritable bowel, or dyspepsia were used less frequently.
Messages were retrieved from 14 different generalized and specialized web forums. Extracted data mostly came from Doctissimo (182,647/198,866, 91.84% of messages; 27,415/36,989, 74.12% of users). The most frequently used data sources were Aufeminin (2325/36,989, 6.29% of web users), Sante-medecine (1375/36,989, 3.72% of web users), Atoute.org (1350/36,989, 3.65% of web users) and Onmeda (1341/36,989, 3.63% of web users).

Table 1. Most frequently used extraction keywords.

<table>
<thead>
<tr>
<th>Keyword extraction (top 20)</th>
<th>English translation</th>
<th>Number of messages, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mal au ventre</td>
<td>Abdominal pain</td>
<td>9011 (4.53)</td>
</tr>
<tr>
<td>Nausée</td>
<td>Nausea</td>
<td>2571 (1.29)</td>
</tr>
<tr>
<td>Colique</td>
<td>Colic</td>
<td>1795 (0.90)</td>
</tr>
<tr>
<td>Vomissement</td>
<td>Vomiting</td>
<td>1722 (0.87)</td>
</tr>
<tr>
<td>Gargouillis</td>
<td>Borborygmi</td>
<td>1698 (0.85)</td>
</tr>
<tr>
<td>Diarrèe</td>
<td>Diarrhea</td>
<td>1642 (0.83)</td>
</tr>
<tr>
<td>Ballonnement</td>
<td>Bloating</td>
<td>1548 (0.78)</td>
</tr>
<tr>
<td>Constipation</td>
<td>Constipation</td>
<td>1352 (0.68)</td>
</tr>
<tr>
<td>Des gaz</td>
<td>Gas</td>
<td>1070 (0.54)</td>
</tr>
<tr>
<td>Rot</td>
<td>Burp</td>
<td>996 (0.50)</td>
</tr>
<tr>
<td>Pet</td>
<td>Fart</td>
<td>847 (0.43)</td>
</tr>
<tr>
<td>Colopathie</td>
<td>IBS&lt;sup&gt;a&lt;/sup&gt;</td>
<td>837 (0.42)</td>
</tr>
<tr>
<td>Colopathie fonctionnelle</td>
<td>IBS</td>
<td>757 (0.38)</td>
</tr>
<tr>
<td>Côlon irritable</td>
<td>Irritable bowel</td>
<td>609 (0.31)</td>
</tr>
<tr>
<td>Problèmes intestinaux</td>
<td>Bowel problems</td>
<td>599 (0.30)</td>
</tr>
<tr>
<td>Reflux gastrique</td>
<td>Acid reflux</td>
<td>488 (0.25)</td>
</tr>
<tr>
<td>Selles molles</td>
<td>Loose stools</td>
<td>452 (0.23)</td>
</tr>
<tr>
<td>Chiasse</td>
<td>Runs</td>
<td>402 (0.20)</td>
</tr>
<tr>
<td>Flatulence</td>
<td>Flatulence</td>
<td>364 (0.18)</td>
</tr>
<tr>
<td>Dyspepsie</td>
<td>Dyspepsia</td>
<td>338 (0.17)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IBS: irritable bowel syndrome.

Discussion Themes and Topics

A total of 18 topics of interest were identified on the basis of manual labeling and review of the data (Table 2). Although the most discussed topic was related to everyday life, the second most discussed topic was related to diet.

Topics were gathered into 6 main groups of clusters on their correlations: consultations, diet, symptoms, quality of life, treatments and stress and symptoms. The symptoms category was further subdivided into 3 subcategories: abdominal pain, GERD, and digestion. The 8 derived categories were used for user segmentation.

A second topic model was applied to the messages from the group of topics diet. This focus allowed the identification of a constellation of subtopics related to symptoms associated with diet (nausea and vomiting, bloating and gastric reflux), to the importance of adapting diet to avoid troubles (diet as a solution to gastric troubles, recipes, balance in diet and efficiency of modifying the diet), and to food intolerance and intestinal microbiota (gluten, dairy products and intestinal flora). This subtopic was rising in 2017 (ie, the relative number and number of posts discussing this topic), which is the last complete year of the analysis corpus.

Another topic model was applied to messages from the group of topics stress and symptoms. The main identified subtopic was addressing solutions to stress (sport, courage and anxiety). Other identified subtopics revealed a complex relationship between stress and symptoms of GI discomfort, as some subtopics were presenting GI symptoms as a cause of stress (impact on social life and persistent gastric symptoms) and stress as a cause of GI symptoms (because of stress and pain because of problems), sometimes during specific periods (GI symptoms flare during exams or depending on the menstrual cycle).
Table 2. List of modeled and merged topics.

<table>
<thead>
<tr>
<th>Topics</th>
<th>Number of messages, n (%)</th>
<th>Number of users, n (%)</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediagnosis medical consultations</td>
<td>4752 (2.39)</td>
<td>2095 (5.66)</td>
<td>Medical consultations</td>
</tr>
<tr>
<td>Examinations for diagnostic purposes</td>
<td>3183 (1.60)</td>
<td>1283 (3.47)</td>
<td>Medical consultations</td>
</tr>
<tr>
<td>Postdiagnosis medical consultations</td>
<td>2795 (1.41)</td>
<td>1422 (3.84)</td>
<td>Medical consultations</td>
</tr>
<tr>
<td>Medical examinations</td>
<td>6852 (3.45)</td>
<td>4013 (10.85)</td>
<td>Medical consultations</td>
</tr>
<tr>
<td>Diet</td>
<td>12,802 (6.44)</td>
<td>4727 (12.78)</td>
<td>Diet</td>
</tr>
<tr>
<td>Food and IBS(^a)</td>
<td>2211 (1.11)</td>
<td>988 (2.67)</td>
<td>Diet</td>
</tr>
<tr>
<td>Abdominal pain and nausea</td>
<td>12,385 (6.23)</td>
<td>6939 (18.76)</td>
<td>Symptoms—abdominal pain</td>
</tr>
<tr>
<td>Abdominal pain</td>
<td>8370 (4.21)</td>
<td>4130 (11.17)</td>
<td>Symptoms—abdominal pain</td>
</tr>
<tr>
<td>Gastroesophageal reflux disease</td>
<td>2001 (1.01)</td>
<td>672 (1.82)</td>
<td>Symptoms—GERD(^b)</td>
</tr>
<tr>
<td>Gastroesophageal reflux disease and heartburn</td>
<td>6202 (3.12)</td>
<td>2337 (6.32)</td>
<td>Symptoms—GERD</td>
</tr>
<tr>
<td>IBS(^a)</td>
<td>2538 (1.28)</td>
<td>1061 (2.87)</td>
<td>Symptoms—Digestion</td>
</tr>
<tr>
<td>Digestion</td>
<td>12,521 (6.30)</td>
<td>5290 (14.30)</td>
<td>Symptoms—Digestion</td>
</tr>
<tr>
<td>Digestive disorders in children</td>
<td>4520 (2.27)</td>
<td>2216 (5.99)</td>
<td>Symptoms—Digestion</td>
</tr>
<tr>
<td>Impact on everyday life</td>
<td>8628 (4.34)</td>
<td>3672 (9.93)</td>
<td>Quality of life</td>
</tr>
<tr>
<td>Everyday life</td>
<td>16,176 (8.13)</td>
<td>5902 (15.96)</td>
<td>Quality of life</td>
</tr>
<tr>
<td>Medication efficiency</td>
<td>6240 (3.14)</td>
<td>2825 (7.64)</td>
<td>Treatments</td>
</tr>
<tr>
<td>Information about the treatments</td>
<td>1561 (0.78)</td>
<td>856 (2.31)</td>
<td>TREATMENTS</td>
</tr>
<tr>
<td>Stress and symptoms</td>
<td>5679 (2.86)</td>
<td>2971 (8.03)</td>
<td>Stress and symptoms</td>
</tr>
</tbody>
</table>

\(^a\)IBS: irritable bowel syndrome.
\(^b\)GERD: gastroesophageal reflux disease.

User Segmentation

The algorithms based on regular expressions identified the gender for 14,441 users and the age for 4802 users. These results are presented in Table 3. The sex ratio was 0.20.

Table 3. Users’ characteristics: number of web users and relative number of web users (among 36,989 users).

<table>
<thead>
<tr>
<th>Age range (years)</th>
<th>Women, n (%)</th>
<th>Men, n (%)</th>
<th>Unknown, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-20</td>
<td>569 (1.54)</td>
<td>117 (0.32)</td>
<td>715 (1.93)</td>
</tr>
<tr>
<td>21-30</td>
<td>997 (2.70)</td>
<td>195 (0.53)</td>
<td>691 (1.87)</td>
</tr>
<tr>
<td>31-40</td>
<td>466 (1.26)</td>
<td>87 (0.24)</td>
<td>272 (0.74)</td>
</tr>
<tr>
<td>41-50</td>
<td>227 (0.61)</td>
<td>41 (0.11)</td>
<td>128 (0.35)</td>
</tr>
<tr>
<td>41-60</td>
<td>123 (0.33)</td>
<td>19 (0.05)</td>
<td>69 (0.19)</td>
</tr>
<tr>
<td>61 and over</td>
<td>42 (0.11)</td>
<td>13 (0.04)</td>
<td>31 (0.08)</td>
</tr>
<tr>
<td>Unknown</td>
<td>9647 (26.08)</td>
<td>1898 (5.13)</td>
<td>20,642 (55.81)</td>
</tr>
</tbody>
</table>

A total of 12.98% (4802/36,989) of the users were characterized according to their age range (62,146/198,866, 31.25% of the messages), and 39.04% (14,441/36,989) of the users were characterized according to their gender (118,882/198,866, 59.78% of the messages). The nonsupervised, bottom-up, hierarchical clustering exhibited 16 different clusters according to the segmentation features presented in Multimedia Appendix 5. After clustering, the expression of these features enabled the visual identification of the expression of the features in a heatmap, which is presented in Figure 4. A review of this heatmap enabled the manual identification of clusters that are presented in Table 4. These clusters were labeled according to the expressed features, and only clusters of more than 100 web users were considered. Clusters are generally characterized by types of symptoms or diagnosed diseases (GERD, digestive disorders, stress and abdominal pain).
Figure 4. Heatmap presenting the results of the hierarchical clustering of web users on the basis of the discussed topics, symptoms, and activity on websites. GERD: gastroesophageal reflux disease.

Table 4. List of main clusters of web users that were identified (36,989 users).a

<table>
<thead>
<tr>
<th>Cluster name</th>
<th>Number of users, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pains and vomiting, stress and abdominal pain</td>
<td>8026 (21.70)</td>
</tr>
<tr>
<td>Gastrointestinal disorders associated with diet, digestive disorders, and stress</td>
<td>1962 (5.30)</td>
</tr>
<tr>
<td>GERDb</td>
<td>1117 (3.02)</td>
</tr>
<tr>
<td>Borborygmi and abdominal pain</td>
<td>711 (1.92)</td>
</tr>
<tr>
<td>Crohn disease</td>
<td>256 (0.69)</td>
</tr>
</tbody>
</table>

aClusters were named according to the features that were expressed in users’ messages.
bGERD: gastroesophageal reflux disease.

Two clusters were strongly associated with GI disorders. These 2 clusters were also associated with the groups of topics, stress, symptoms, and diet. Three clusters were strongly associated with pain, vomiting, and groups of topics: stress and symptoms and symptoms—abdominal pain. These clusters were associated with a younger population. More generally, clusters associated with undiagnosed symptoms were often associated with the Stress topic, whereas clusters associated with diagnosed diseases (GERD and Crohn disease) seemed to be associated with fewer stress features. The 4 clusters associated with the Diet topic were also associated with the group of topics stress and symptoms.

Factors of GI Discomfort
The causality dictionary contained 170 terms. These causality terms were searched in the analysis corpus subset containing extraction keywords (29,935 messages). A total of 20,500 messages (corresponding to 10,848 users) were identified, and a new topic model was applied. The characteristic tokens and a sample of characteristic messages associated with each topic were manually reviewed to identify the themes addressed and the topics related to the causes of GI discomfort. In total, 10 topics of interest arose and were manually labeled and grouped according to the type of factors they expressed. This led to the identification of 7 different types of factors. The proportion of messages associated with these factors was calculated (Table 5). The factors that were mostly perceived by web users were related to the psychological context (psychological and social factors), followed by diet (nutritional factors and allergens or food intolerances) and medical factors (GI diseases, gynecological factors, and medical complications).
Table 5. Perceived factors of gastrointestinal discomfort. Proportions are calculated among the messages with causality terms (20,500 messages).

<table>
<thead>
<tr>
<th>Factors and topics</th>
<th>Messages, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychological factors</td>
<td></td>
</tr>
<tr>
<td>Stress</td>
<td>4327 (21.11)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>2548 (12.43)</td>
</tr>
<tr>
<td>Nutritional factors</td>
<td>2374 (11.58)</td>
</tr>
<tr>
<td>Allergens</td>
<td>3224 (15.73)</td>
</tr>
<tr>
<td>Diagnosed gastrointestinal diseases</td>
<td></td>
</tr>
<tr>
<td>Digestive disorders</td>
<td>2697 (13.16)</td>
</tr>
<tr>
<td>Medical examinations</td>
<td>3224 (15.73)</td>
</tr>
<tr>
<td>Gynecological factors</td>
<td></td>
</tr>
<tr>
<td>Obstetrical factors</td>
<td>1516 (7.40)</td>
</tr>
<tr>
<td>Gynecological factors</td>
<td>1296 (6.32)</td>
</tr>
<tr>
<td>Social factors</td>
<td>1568 (7.65)</td>
</tr>
<tr>
<td>Medical complications</td>
<td>1070 (5.22)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

GI discomfort is actively discussed in French web forums, as shown in this study, which enabled the identification of 198,866 messages. In a subcorpus of web users who we were able to characterize according to age and gender, mostly women aged below 40 years were represented (Table 3). The gender and age distribution of most active users tended to mirror the higher prevalence of DGBIs such as IBS in younger women [47].

Users described how they were adapting their diet to avoid symptoms linked to perceived food intolerance (gluten and dairy products) associated with gut microbiota (intestinal flora). This is in line with the increasing number of reports in the literature about the controversial concept of nonceliac gluten sensitivity [48].

As stress was reported by users as both the cause and consequence of their GI symptoms, a focus on the stress and symptoms group revealed discussion topics related to the impact of stress on quality of life and solutions to reduce stress, such as physical activity. The role of psychological factors such as anxiety in eliciting or worsening GI symptoms is well established in the literature, both in the general population and in patients affected by DGBIs [49].

User segmentation led to the identification of 16 different classes, grouped into 6 main clusters. The classes associated with symptoms were generally associated with stress, with a stronger association in the case of abdominal pain. The 3 clusters associated with abdominal pain (attributed to diet or digestion) were associated with a younger population. In addition, in all groups of users reporting diet-related features, Stress and Symptoms topics were also expressed. This suggests a complex relationship between diet, stress, and symptoms of GI discomfort in a real-life setting. We believe that these results may appeal to researchers collecting dietary parameters in nutrition and clinical studies, as the monitoring of dietary intake and habits is important in prospective medical research studies [50]. Indeed, further context on meal intake (such as social and emotional context) should be collected to ensure that eating behavior and associated sentiments are accounted for. In a recent review, it was highlighted that emotion tracking is a lacking feature in most downloaded smartphone apps that are used for dietary assessment [51]. However, these tools could include features that may be used to examine emotions associated with meals in an observational setting at the population level. Such features would also be important to obtain further information on background diet, which is important when evaluating the efficacy of food and dietary interventions in research [52,53], especially in patients with DGBIs [54].

Our analysis identified 7 categories of factors of GI discomfort (psychological, nutritional, allergens, diagnosed GI diseases, gynecological, social, and medical complications), showing that food and psychological factors are perceived by web users as the major causes of GI discomfort. Identification of perceived factors revealed complex associations between food and health parameters. As an example, the use of fibres (fibers) keyword revealed a contrasted perception by web users, fibers being seen both as a solution to and cause of GI discomfort (associated with nutritional factors). As noted by another research team analyzing bowel disease–related tweets [55], web-based messages about foods and diet (in this case fiber, iron and magnesium) can be positively or negatively perceived depending on the conditions of web users. Regarding other keywords representing factors of food origin, milk, gluten, and fruits were some of the most frequently used terms.

Comparison With Prior Work

The results of another study aimed at characterizing the inflammatory bowel disease community based on Twitter discussions during an 8-month period were published while this paper was being prepared [55]. This research team also identified that web users shared their experiences and looked for medical advice and that users’ discussions were mainly about inflammatory bowel disease symptoms, related diseases...
(including anxiety disorders), and foods and diets (including dietary interventions, such as gluten-free and probiotics). These findings are consistent with the main discussion topics that we identified in our corpus, even though the media source (tweets) and language (English) were different, and the studied indication (inflammatory bowel disease) was more specific for this study.

Recently, the smartphone app, My Symptoms [56], was completed by 163 participants to track food intake, psychological distress and GI symptoms in a research study aiming to identify the associations between these parameters. The results of this study were recently published by the research team [57], which described strong symptom-symptom associations, especially abdominal pain, bloating, gas-related discomfort, and psychological distress. All these parameters are topics or subtopics that were identified in our study; at the same time, we also noted an association between abdominal pain and stress.

We identified that topics related to medical consultations and medical examinations were frequently discussed, suggesting an important use of the health care system due to GI disorders, which is consistent with prior work [17]. When this paper was drafted, results of another study relying on another source of real-world information, the French National Health Data System (Système National des Données de Santé) [58], were published [59]. This study aimed to assess health care use in a specific case of IBS. This study also revealed an important use of the health care system by patients with IBS, also interestingly suggesting an important medical nomadism for these patients in France.

Limitations

A limitation of this study is inherent to the particularities of web forums where web users do not necessarily reflect the characteristics of the general population. Although the important number of extracted messages could favor the variability of users’ characteristics, these results cannot be generalized to all patients affected by GI discomfort.

An extraction bias is associated with the considered data sources and keywords selected for analysis. Moreover, information found in messages cannot be interpreted as it would be from a questionnaire. Handling missing information is a key example: the fact that a piece of information is not found in messages does not mean that users did not experience it. For these reasons, it can be difficult to draw conclusions in cases of missing or unclear data. Another example is the identification of the age and gender of web users, which is not possible if not indicated in the source and not systematically identified in our study.

An additional limitation is the observational bias inherent to semantic analysis and natural language processing. The use of automatic analysis allows us to analyze a large amount of information but is subject to limitations arising from the abilities of the algorithms. Moreover, regarding topic models, the fact that topics must be manually labeled is also a source of bias.

The processing of lay language as source data prevents us from drawing further conclusions on the identified factors of GI discomfort that would require a high level of knowledge from web users. These factors are, therefore, presented as perceived factors in this paper as the assessment of their relationship with symptoms of GI discomfort results from self-assessment by web users. In addition, this analysis revealed several misconceptions, especially about factors of food origin. For example, web users may discuss food-allergic reactions but may refer to symptoms that are unlikely to be mediated by the immune system or compounds that are not known to be the cause of allergic reactions but rather of hypersensitivity or intolerance (eg, lactose). This is consistent with the results of a population-based survey published during this study, concluding that population-estimated prevalence of allergy was twice as important as the one estimated by physicians [60]. However, despite these limitations due to the analyses in lay language, our study confirmed a known and complex relationship between food, stress and psychological factors when considering online forums as a complementary source of real-world evidence.

Conclusions

GI discomfort is an actively discussed topic in French web forums. When identified in a portion of active users, the gender and age of most active users tend to mirror the higher prevalence of DGBIs in women aged below 40 years. We were able to segment web users into several clusters corresponding to specific GI symptoms or diagnosed disorders and characterized by distinct demographic parameters and expression of variables related to stress. The main factors of GI discomfort as perceived by web users are food and psychological factors. This paper could benefit from a similar analysis based on additional sources to cover further languages (eg, English) to study the similarities and differences of the results at a larger scale and with different dietary and cultural backgrounds. To conclude, this innovative infodemiology approach has shown that identifying discussion topics associated with GI discomfort online is feasible and can serve as a complementary source of real-world evidence.
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Abstract

Background: The online discussion around the COVID-19 pandemic is multifaceted, and it is important to examine the different ways by which online users express themselves. Since emojis are used as effective vehicles to convey ideas and sentiments, they can offer important insight into the public’s gendered discourses about the pandemic.

Objective: This study aims at exploring how people of different genders (eg, men, women, and sex and gender minorities) are discussed in relation to COVID-19 through the study of Twitter emojis.

Methods: We collected over 50 million tweets referencing the hashtags #Covid-19 and #Covid19 for a period of more than 2 months in early 2020. Using a mixed method, we extracted three data sets containing tweets that reference men, women, and sexual and gender minorities, and we then analyzed emoji use along each gender category. We identified five major themes in our analysis including morbidity fears, health concerns, employment and financial issues, praise for frontline workers, and unique gendered emoji use. The top 600 emojis were manually classified based on their sentiment, indicating how positive, negative, or neutral each emoji is and studying their use frequencies.

Results: The findings indicate that the majority of emojis are overwhelmingly positive in nature along the different genders, but sexual and gender minorities, and to a lesser extent women, are discussed more negatively than men. There were also many differences alongside discourses of men, women, and gender minorities when certain topics were discussed, such as death, financial and employment matters, gratitude, and health care, and several unique gendered emojis were used to express specific issues like community support.

Conclusions: Emoji research can shed light on the gendered impacts of COVID-19, offering researchers an important source of information on health crises as they happen in real time.

(J Med Internet Res 2020;22(11):e21646) doi:10.2196/21646
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Introduction

Background
COVID-19 has changed the way we communicate and interact with others. In an effort to maintain physical distancing and stop the spread of the virus, a lot of communication has moved from face-to-face (F2F) to online platforms including Twitter, Facebook, and Instagram, with users sharing information, messages, opinions, and beliefs about COVID-19 through these platforms. One form of online communication is through the use of emojis, defined as “a visual representation of an emotion,
idea or symbolism. It conveys concern, humor, anger or sarcasm” [1]. Billions of emojis are sent every day in different social media platforms [2], indicating their widespread use and popularity. For instance, the face with tears emoji (😢) was named word of the year in 2015 and is considered the most used emoji across all genders [3].

This study focuses on how people of different genders (eg, men, women, and sex and gender minorities) are discussed in relation to COVID-19 through Twitter emojis. It asks the following research question: what are the gendered types of sentiments and meanings expressed with emojis with regard to the COVID-19 pandemic and how does emoji use differ when associated with different genders? We argue that, by exploring how the experiences of men, women, and sex and gender minorities in relation to COVID-19 are discussed using emojis, we can understand how emoji use represents or perpetuates (often inequitable) gender norms, roles, and relations in response to COVID-19, as well as how the pandemic may be impacting gender differently. Thus, analysis of emojis can provide a new methodological approach for rapid gender analysis in crisis settings, complementing more traditional forms of gender analysis through surveys or interviews.

The gendered dimensions of COVID-19 are becoming increasingly apparent. Although gendered dimensions of outbreaks have been demonstrated previously [4-6], given the widespread nature of COVID-19, these are becoming even more visible. First, women represent approximately 70% of health care workers worldwide and, thus, are disproportionately on the frontline of this battle against COVID-19 [7]. This formal care role is extended into homes, where informal care norms dictate that women provide care to sick family members—thereby exposing themselves to risk of infection and assuming the burden of work associated with this additional care [4]. This care burden also extends to the additional work created by having all family members at home during lockdown and the requirements for homeschooling as facilities remain shut. Women are increasingly seen to do this informal care work on top of their routine paid employment, with recent data demonstrating that women perform these domestic roles on top of paid employment considerably more than men, even when they are the main breadwinner in a household [8]. However, women are also disproportionately affected by job losses and furlough schemes, with data demonstrating that more women have been made redundant or furloughed than men [9]. This raises concerns for women’s economic empowerment and role in the labor force going forward. Women have also experienced increasing rates of domestic violence during lockdown, with calls to domestic violence hotlines surging in March and April 2020 when lockdown measures were enforced [10]. Finally, women’s differential health needs have been affected by COVID-19, with access to sexual reproductive health services and maternity care limited, reduced, or cancelled and deemed nonessential as resources are diverted to COVID-19 [11]. These illustrative examples demonstrate the vital need for gender analysis during outbreaks and in as real time as possible to outline the emerging gendered needs to policy makers throughout the crisis and postcrisis period.

Using emojis to relay ideas about health or disease is not new. For example, unique emojis have been used and introduced in relation to pandemics like malaria and Zika to raise awareness about their risks [12]. During the COVID-19 crisis when a shift from in-person conversations to a virtual communication paradigm occurred, emojis became even more vital to public discourse. For example, women in Ecuador are sending coded messages through emojis asking for assistance to escape domestic violence [13]. We also found many health-related emojis used in relation to all three gender groups, such as hospitalization (🏥), medical services (🩹), emergency sign (",

The Conceptualization of Emojis

Since the immense popularization of social media, coupled with the technological advancements in smartphone technology, emojis have witnessed an increasingly widespread use among different age groups and genders. Stark and Crawford [14] argued that emojis act as historical, social, and cultural objects, forming a type of a language that can help to underscore tone and communicate humor, allowing users to express their personality through their online interactions and relay a form of digital feeling. Emojis also allow users to express the characteristics that inform their individual identities including gender, race, age, and disability or demonstrate ideas or objects that are important to them. As such, exploring the use of emojis can provide important cultural and historical understanding into how people communicate, express themselves, or disseminate normative ideas and beliefs, especially during a public health crisis like the COVID-19 pandemic. In this study, we regard emojis as embodiments of affective expressions and “cultural objects” [14].

Generally speaking, the terms emojis and emoticons are often used interchangeably, although technically they connote different meanings. Although both are used as supplemental devices to nonvisual communication, emojis are pictorial representations, while emoticons are combinations of letters and punctuation marks available on smartphone and computer keyboards. For the purpose of this study, we treated both terms as interchangeable while concentrating our research interest mostly on emoji use. Emoticons resemble facial nonverbal behavior and may serve at least some of the same functions as nonverbal behavior in F2F communication [1].

Writing down emotional messages changes the intensity of the emotion because there is time to read over the text and reflect on one’s emotional state [15]. Emojis may enhance the exchange of emotional information by providing additional social cues
Emojis convey various forms of sentiments and messages that vary across cultures that need further scholarly attention. For example, in a multiphasic big data analysis based upon more than a million tweets and using Geert Hofstede’s national cultural scores, researchers established an unlikely relationship between cultures and vertical and horizontal emoticon use. In this regard, individualistic countries show a suppressed use of vertical emotions (emoticons emphasizing eye shape), whereas collectivistic cultures favor less horizontal emoticons (emoticons emphasizing mouth shape) [19]. Another more recent study reiterates the nonuniversality of emoticons through the analysis of selected populations of Tanzania, Cameroon, and Japan. Although Japanese people were sensitive to the different emotions embedded in emoticons, Cameroonian and Tanzanian people hardly read emotion from emoticons [20]. Further, Cheng [21] conducted an experiment that involved a study of sadness conveyed through both emoticons and emojis by Spanish and Chinese participants. The study confirmed that Spanish users prefer plain text messaging more than their Chinese counterparts, the latter registered a higher use of sad emojis and emoticons [21]. In brief, there are cultural differences in the way we use emojis and their types. Though it has not been empirically studied in previous research, many emojis are polysemous, as they can have more than one meaning, depending on cultural contexts and individual users.

The Gendered use of Emojis

Although a plethora of research exists on emoji use itself, there is scarce scholarly knowledge that explores how gender norms, roles, and relations are represented within and perpetuated by emojis; instead, the bulk of previous research seems to be mostly focused on cross-cultural use of emojis, as previously indicated. During the beginning of emoji production, women were portrayed in stereotypical representations in emoji libraries; most activity-based emojis representing women were either brides or dancers, or exuded seductress characteristics [22]. Although the variations of smiley face emoji represent neither men or women, emojis were not always so gender neutral, though they were considered so when first released. For example, neutral images such as of a doctor or police officer were used to represent particular professions. The original emojis for such professions, however, represented the male body and clearly depicted men in these professions, reinforcing gendered norms and biases related to who engages in these types of professions. As Caroline Criado Perez [23] reports in her book, Invisible Women, what was striking was that it was not the original code that delineated these emojis as male but the platforms that interpreted gender-neutral terms as male.

In general, women were restricted to cliché portrayals while exempted from role depictions such as surgeons, lawyers, and teachers. This bias remained until 2016 when the original code was redesigned to gender all emojis. Today, male and female options exist for all professions and athletes, which is important because they act as a mechanism to perpetuate or reinforce inequitable gender norms, roles, and relations, which have had and continue to have a negative impact on peoples’ lives and health [24].

Most studies have shown varying results that women use emojis significantly more than men [25,26], and some scholars observe there are certain overlaps in the use patterns. Wolf [27], for instance, conducted research on a total of 251 posts on the USENET platform (a primitive form of data platforms used to read and distribute news posts) to examine behavioral patterns among women and men when it comes to emoji use. After determining the variety of the emoticons used, three main categories were established: smileys (positive), frowns (negative), and winks (sarcastic, funny, or flirting). In addition, the frequency of emoticon use was tabulated along gender use [27]. The results reiterated the idea of an emotional woman and an inexpressive man, and presented an interesting discussion about the blurring lines between the definitions of gender in emoji use, particularly the commonalities in employing humor by women and sarcasm by men [27]. In addition, Kalsoom and Kalsoom [22] used a semiotics approach and a feminist paradigm to map the meaning making potential of semiotic resources and critically examined stereotypical and professional women emojis. For example, the bunny girl emoji (/widget) often refers to the objectification of women through a showgirl representation with costumes and dancing, while professional emojis highlight different professional roles such as scientist and doctor along different genders [22]. Danesi [28] uses a similar semiotic yet nontechnical approach to understand meaning making through signs and symbols of emojis, which he terms as a rather generic tool. On the other hand, an extensively thorough study of blogs used by people between the ages of 13-19 years revealed that men and boys have a tendency toward using emoticons coupled with active and resolute language, while women and girls used them to express strong social interactions [29].

Further, Kavanagh [30] collected posts from American and Japanese blogs and found that women’s emoticons were dominant in both high context culture (such as that of the Japanese), where communication is more indirect and symbolic, and low context cultures (such as America), where communication is more direct and succinct [30]. Further, Tossell et al [31] investigated how emoticons were used and, in particular, how gender differences exist in the frequency and variety of emoticons. For their analysis, data from 21 smartphones was taken over a 6-month period. In terms of quantity, the authors observed that women were more likely to use emoticons than men, while the latter preferred using a distinct range of emoticons to express themselves. Drawing on Tossell et al’s [31] findings, Shahbaz et al [32] conducted a study on the users of Kika Keyboard, a major Google play application with a diverse library of 1281 emojis. The authors found that “there are stark differences in the emoji usage preferences in men and women with women using more than one emoji in a single message and men using them in consecutive turns.”
Another research conducted in 2018 at the Peking University in China commented extensively on the ubiquitous nature of emoticon use and its ability to surpass language barriers and travel worldwide. The study distinguishes between expressions among women and men, and suggests designing new gender-based machine learning modules [33].

Finally, diversifying the gender demographic in terms of age, Nishimura [34] conducted a qualitative study with 50 Japanese bloggers older than 60 years and men and women in their twenties and thirties to understand their emoticon use. The outcomes showed that younger women are more active in using emotions compared to other genders and age groups, followed by older women and older men. Young men in the age group of 20–40 years showed the lowest use of emoticons.

What is obviously lacking in previous research on gendered emojis is a focus on public health issues; hence, our study fills a gap in literature. In addition, research on sexual and gender minorities’ emoji use is still missing. This reveals a persistent pattern that excludes minority groups from scholarly representations of who is considered equal members within society. Buff [35] in her proposal to the Unicode consortium, which works to create universal international software standards, not only pushed for a much needed reform toward the introduction of gender-neutral signs but also the inclusion of the third gender in emojis, stressing the risks of solely highlighting gender binary models that can perpetuate harmful nonbinary gender stereotypes and outdated world views.

Our study attempts to explore how people of different genders are mentioned and discussed in connection to COVID-19 through the study of social media emojis.

**Methods**

Through Twitter, we collected 50,811,299 tweets referencing #Covid-19 and #Covid19 that were posted by 11,706,754 unique users. The tweets were collected for a period of over 2 months from February 12 until April 18, 2020. We believed that the large number of tweets was enough to conduct our study on gendered emoji use because the data set contained a wide range of emojis, but it was not empirically possible to ascertain the sexual and gender backgrounds of social media posters, which remains a limitation in our study. This data set was collected using the TCAT platform that uses Twitter public application programming interface (API), allowing about 1% of public tweets to be fetched. Due to API limitations, the platform often hits the rate limit allowed, so a brief delay sometimes happens in collecting tweets. In other words, we have not violated the terms and conditions of the Twitter platform in our data collection. We then used several customized Python programming packages to first extract three gender-specific tweets (men, women, and nonbinary) and then fetch emojis from each data set (Table 1) [36].
Table 1. The top 20 most frequent emojis along gender groups.

<table>
<thead>
<tr>
<th>No</th>
<th>Women</th>
<th>Frequency, n</th>
<th>Men</th>
<th>Frequency, n</th>
<th>Nonbinary</th>
<th>Frequency, n</th>
<th>All data</th>
<th>Frequency, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16,496</td>
<td></td>
<td>23,538</td>
<td></td>
<td>837</td>
<td></td>
<td>985,584</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>14,179</td>
<td></td>
<td>22,239</td>
<td></td>
<td>707</td>
<td></td>
<td>797,255</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>9732</td>
<td></td>
<td>20,709</td>
<td></td>
<td>546</td>
<td></td>
<td>720,706</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>9347</td>
<td></td>
<td>5894</td>
<td></td>
<td>451</td>
<td></td>
<td>619,156</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>9187</td>
<td></td>
<td>4338</td>
<td></td>
<td>344</td>
<td></td>
<td>595,090</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>8783</td>
<td></td>
<td>3933</td>
<td></td>
<td>302</td>
<td></td>
<td>570,762</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>6281</td>
<td></td>
<td>3078</td>
<td></td>
<td>302</td>
<td></td>
<td>568,700</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>5718</td>
<td></td>
<td>2740</td>
<td></td>
<td>280</td>
<td></td>
<td>473,298</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>5574</td>
<td></td>
<td>2723</td>
<td></td>
<td>255</td>
<td></td>
<td>468,919</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5461</td>
<td></td>
<td>2602</td>
<td></td>
<td>226</td>
<td></td>
<td>456,706</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>5376</td>
<td></td>
<td>2460</td>
<td></td>
<td>221</td>
<td></td>
<td>452,459</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>5054</td>
<td></td>
<td>2163</td>
<td></td>
<td>217</td>
<td></td>
<td>449,328</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>5035</td>
<td></td>
<td>2018</td>
<td></td>
<td>212</td>
<td></td>
<td>404,043</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>4655</td>
<td></td>
<td>1900</td>
<td></td>
<td>197</td>
<td></td>
<td>399,166</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>4502</td>
<td></td>
<td>1775</td>
<td></td>
<td>188</td>
<td></td>
<td>397,510</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>4303</td>
<td></td>
<td>1416</td>
<td></td>
<td>184</td>
<td></td>
<td>367,933</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>4251</td>
<td></td>
<td>1408</td>
<td></td>
<td>180</td>
<td></td>
<td>342,812</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>4166</td>
<td></td>
<td>1219</td>
<td></td>
<td>161</td>
<td></td>
<td>337,518</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>3726</td>
<td></td>
<td>1137</td>
<td></td>
<td>156</td>
<td></td>
<td>296,252</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>3513</td>
<td></td>
<td>1091</td>
<td></td>
<td>147</td>
<td></td>
<td>293,830</td>
<td></td>
</tr>
</tbody>
</table>

Though the search terms were not exhaustive and only relied on the English language, the search terms used to extract tweets on women were “woman*,” “women,” “femin*,” “girl*,” “lady,” “ladies,” and “female*,” and the total number of English language tweets referencing the aforementioned search terms was 541,698 tweets, constituting 1% of the total data set of 50,811,299 tweets. These filtered tweets were sent by 367,037 unique users. As for men, the search terms used were “boy*,” “man*,” “men,” “gentlem*,” and “mascul*,” and the total number of English language tweets referencing the aforementioned search terms was 297,155 tweets sent by 231,899 unique users. To gather data related to nonbinary genders and those often marginalized within binary gender constructs, we used the search terms “nonbinary,” “non-binary,” “trans,” “transgender,” “two spirited,” “two-spirited,” “LGBT*,” “gay*,” “homosexual*,” “lesbian,” “bisexual*,” and “queer,” which were classified under the heading “sexual and gender minorities” in the analysis that follows, which we recognized combines a vast range of gender and sexual identities. The total number of English language tweets referencing the aforementioned search terms was 26,048 posted by 20,744 unique users. These search terms were agreed upon after consultation with the research team members, and we recognize that they are not exhaustive, as gender identities and corresponding terms are constantly changing across various cultures.

Since the total number of extracted emojis were large in number (n=33,705,203) with 1297 different types, we focused on the top 600 emojis along the three data sets (the top 200 emojis representing each gender), using a manual approach in coding the emojis. We used a similar approach to Shahbaz et al [32] and Chen et al’s [33] studies, which focused on gender-based analysis of emoji use patterns including frequency, choice, and consecutive and discrete patterns. We believe that some of these patterns, especially the frequency of emojis, shed important light on the salience of certain public sentiments expressed on
Twitter because the frequency indicates the salience given to some emojis or sentiments. For example, the significance of using one emoji thousands of times should be different from another emoji used only a couple of times. The other strength of this approach to quantifying emojis is that it illustrates significant differences in the number of emojis used to represent the different identified genders (see Table 1), so it is more accurate to take into account when calculating the percentages of each gender. Though there are several automated methods to code emojis into their assigned sentiments [37], our study uses a combined novel approach of semiotic analysis to understand the connotative and denotative emoji expressions [22,28] and manual sentiment analysis [38]. To classify emojis into their assigned sentiments, we used the database of emoji sentiment rankings, which is based on Novak et al’s [39] emoji study. Their study investigated 1.6 million multilingual tweets (in 13 European languages), and human annotators manually classified and coded 751 different emojis found in these tweets by classifying them based on their sentiment ranking, indicating how positive, negative, or neutral each emoji was. In our study, we used negative, positive, and neutral values in measuring the sentiments of emojis instead of employing a Likert scale approach. This is because of the difficulty of obtaining intercoder reliability with a scalar approach, especially because the emojis we examined were uniquely related to the COVID-19 pandemic. For example, many emojis in our data sets were not listed in the aforementioned database. As a result, we used two other sources. The first one was Unicode.org that lists more than 3300 emojis [40], and the second one is called emojipedia [41]. The latter is a consolidated database of most available emojis on modern smart devices, and it lists the varied meanings and interpretations of each emoji. These emoji repositories have been used in previous studies dealing with a variety of topics [42,43]. To make sure that our approach was valid and before we conducted the full scale study, two coders independently examined a representative 10% sample of the data sets (n=60), and the agreement between them was α≥0.815 using Krippendorff alpha [44]. Finally, another novel approach that we followed in this study was examining some of the relevant emoji sequences because a combination of some emojis can denote a clearer message in the context of the pandemic, such as ([^], which means “if you are sick, wear a mask,” or ([^], which denotes that “coronavirus has made many people sick around the world.” Other sequences include ([^]), which refers to “please wash your hands before eating,” or ([^]), indicating “thank you or please wear a mask as an expression of solidarity.” To identify these emoji sequences, we used a customized Python script and searched in the three data sets.[36]

Results

Data

This study is focused on examining the gendered public discourses using emojis. To answer the study’s main research question, we found that gendered sentiments around COVID-19 were overwhelmingly positive alongside all genders, such as the predominant use of the thank you ([^]) emoji (see Figure 1). Emojis used alongside discourses around men, however, showed a significant higher tendency toward using positive sentiments (112,516/140,056, 80.3%) as compared to the other two gendered groups: women (174,741/243,302, 71.8%) and sexual and gender minorities (8186/11,849, 69%). Yet emojis used alongside discourses around men and women showed similar trends when it came to the use of negatively ranked emojis (men: 13,476/140,056, 9.6%; women: 22,167/243,302, 9.1%) such as the heartbeat ([^]) emoji compared to emojis used alongside discourses around sexual and gender minorities that showed the highest percentage of negativity (1315/11,849, 11%). As for neutral emojis, which neither indicate clear positive or negative sentiments like the neutral face ([^]) emoji, the analysis showed that discourses around sexual and gender minorities received the highest percentage (2348/11,849, 19.8%), followed by discourses on women (46,394/243,302, 19%), while the lowest use was found around discourses on men (14,064/140,056, 10%). In the following section, we present the five major themes that we qualitatively identified following the semiotic approach, which include morbidity and health fears, economic and employment concerns, health responses, support for frontline workers, and unique gendered emojis. In the twitter data set, the total sum of the emoji counts (total number of times that emojis appeared) were as follows: 162,423 for men; 291,838 emojis referencing women; and 13,985 emojis for frontline workers, and unique gendered emojis.

The other strength of this approach to quantifying emojis is that “coronavirus has made many people sick around the world.”

Other sequences include ([^]), which refers to “please wash your hands before eating,” or ([^]), indicating “thank you or please wear a mask as an expression of solidarity.” To identify these emoji sequences, we used a customized Python script and searched in the three data sets.[36]
Morbidity and Health Fears
Twitter users employ different emojis to express fear, risk, and concerns that are noticeable in relation to the novel coronavirus, such as the coffin (☠️) and skull (💀) emojis, in reference to death, as well as the ambulance siren (🚨) emoji, which often refers to the emergency siren vehicles carrying patients with COVID-19. In terms of gender differences, the coffin emoji was only found alongside discourses on men (n=129). This may be a reflection of how men and women are differentially perceiving the severity of COVID-19 due to sex differences in mortality among males and females, for male patients (in most contexts) are more likely to die due to COVID-19 compared to female patients [45]. In addition, the skull emoji was also mostly found in the discourses used around men (197/162,453, 0.12%) and, to a lesser extent, in relation to the discourses used around sexual and gender minorities (6/13,985, 0.04%). The siren emoji was used in the discourses around men (23,538/162,453, 14.7%) more than around women (2310/291,838, 0.8%) and sexual and gender minorities (56/13,985, 0.4%). Finally, the emoji sequence (<<<) was only found in the men’s data set (n=37), and the emergency emoji sequence (🚨) was the 12th most frequent sequence in the men’s data set. Another unique sequence in discussions about men was the following (⚠️), which is a warning that not wearing a face mask can lead to death.

Economic and Employment Concerns
Another type of concern expressed online was related to financial matters. As the world experienced an economic crisis with uncounted layoffs and high unemployment rates during the pandemic, several emojis were used like money (💸) and bank (🏦) to indicate economic instability, lack of employment opportunities, limited access to money, or financial concerns. Here, we found that the money emoji was not used in the discourses around men, and it was present in the discussions related to sexual and gender minorities (19/13,985, 0.13%) and in those related to women (1868/291,838, 0.6%), yet the bank emoji was only found in the discourses around women (n=4251, 1.5%).

As a significant transition was made from in-person to online operations that entailed a work-from-home dynamic, we found that the emoji that portrayed this phenomenon was the PC (💻), which was again mostly used in relation to discourses around women (n=14,179, 15%), and much less in relation to discourses around sexual and gender minorities (n=18, 0.16%) and men (n=88). Another relevant emoji that was only found in the discourses on women was the working from home emoji (🏠; 496/291,838, 0.17%). The large difference in the use of these two latter emojis reflects the public discourses on the opportunities and challenges that women are facing during the pandemic. In Canada, for instance, women are more likely than men to hold jobs that can be performed from home during the pandemic [46]. These gender disparities shed light on the prominence of this emoji in the discourses on women.

Health Responses
We also examined how online communities responded toward COVID-19 in relation to health considerations. For example,
emojis were used to express health concerns like vomiting (◻️), sneezing (◻️), and fever (◻️), in addition to items that can be used to protect oneself from contracting COVID-19, such as the soap bar emoji (◻️) and face mask emoji (◻️). In relation to the gender differences, the soap emoji was not used in the discourses on men, but was found instead in the discourses around women (723/291,838, 0.2%) and, to a much lesser extent, discourses around sexual and gender minorities (8/13,985, 0.02%), while the face mask emoji was mostly used within discourses around women (3513/291,838, 1.2%), followed by men (660/162,453, 0.4%) and sexual and gender minorities (41/13,985, 0.2%).

In terms of the emoji sequence, we found that the women’s data set contained more health instructions and guidelines than the other two data sets. For example, the following two emojis (◻️; n=273) and (◻️; n=19) refer to washing with water and soap, which can help stop the virus, while (◻️) refers to “women’s testing” (n=59), (◻️) refers to “thank you or please wear a facemask” (n=42), and (◻️) refers to “thank you or please stay at home” (n=22). Other sequences were longer, such as (◻️), which indicates “testing, wearing a mask, and taking cautious steps can stop the virus” (n=245). Although they were much less frequent, the following emoji sequences were found in the men’s data set: (◻️), which signifies the need to wear a mask if you go outside, and (◻️) and (◻️), each showing solidarity for wearing the mask. Interestingly, the last two emoji sequences represent people from different racial backgrounds based on the skin tones used.

Support for Frontline Workers
There was an interesting positive trend manifested in the emojis that showed support and appreciation for frontline health care workers, including the rainbow emoji (◻️) that is used to show solidarity with the lesbian, gay, bisexual, transgender, and queer community (see Table 1) but has also been recently employed to denote unity, togetherness, as well as good fortune during the COVID-19 pandemic. The use of this symbol to support frontline workers, however, has also created some concerns among sexual and gender minorities due to their need to use the flag to remind people of their causes and struggle to achieve equality [47]. Other positive emojis that express support for frontline workers included the applause emoji (◻️), the folding hands as a thankful gesture emoji (◻️), and the globe or global solidarity (◻️) emoji. Here, we found some interesting gender differences in the thankful usage, which was mostly used in discourses around women (16,496/291,838, 5.6%) compared to men (2602/162,423, 1.6%) and sexual and gender minorities (212/13,985, 1.5%). However, the applause emoji was used in similar percentages along the different genders (women: 4655/291,838, 1.6%; men: 2460/162,423, 1.5%; sexual and gender minorities: 221/13,985, 1.6%). Regarding the emoji frequencies, we found expressions of gratitude for hospital workers such as (◻️; n=42) and (◻️; n=22) in the women’s data set.

Unique Gendered Emojis
Finally, gender-specific emojis were often used in relation to women. For example, women were often represented through exercise such as doing yoga (◻️), weight lifting (◻️), or running (◻️). These emojis were not found in the top emojis examined in the study in the discourses around men or sexual and gender minorities, possibly indicating a higher concern and attention paid by women to maintain physical health during the pandemic. In addition, there were many public discussions related to pregnant women (◻️; n=1441), breastfeeding (◻️; n=450), and a milk bottle (◻️; n=418), representing the unique challenges women face due to their reproductive role. Regarding emoji sequences, we found several combinations referring to the aforementioned activities, such as (◻️; n=23), in the women’s data set.

Discussion

Principal Findings
Based on the previously mentioned findings on Twitter emojis, we found different discourses around men, women, and gender and sexual minorities. In general, emojis were positively associated with men while more negatively connected to sexual and gender minorities and women. In addition, there were unique emojis associated with women and the issue of health care workers as well as hygiene and with men and the issue of mortality.

Since the Twitter data was collected from different countries around the world, it is not possible to ascribe the aforementioned results to one country or culture, but we did find some familiar findings. For instance, there was a clear tendency to discuss men through positive sentiments, unlike the case of sexual and gender minorities, and to a lesser extent women, which might be related to the male-dominated Twitter platform that is estimated to be used by 62% men versus 38% women [48], as well as patriarchal cultural norms that span geographies. What is particularly notable here is the tendency to use negative emojis when discussing sexual and gender minorities, as this negativity appears to reflect ongoing stigma and discrimination toward these groups throughout recent history [49] and the way, for example, gay men were negatively affected by state policies in North America during the AIDS epidemic in the 1980s [50].

In addition, emojis offer insight into the COVID-19 impact on different genders. For example, we found a higher number of coffin and skull emojis when men were discussed, and generally, men have a higher mortality rate than women due to COVID-19. In addition, the financial burdens and concerns experienced by women, as well as the experiences of working from home, were reflected in the higher use of these emojis in relation to women. Interestingly, there is a prevalence in using the hand washing emojis in discussions about women, and there is evidence that responsibility for personal and family health and hygiene is
most often born by women and that men are less likely to wash their hands or wear a face mask [51]. The more dominant use of emojis such as praying hands in relation to women may show appreciation for these health-related roles. As a matter of fact, the majority of frontline workers worldwide are women [52].

These findings indicate that the analysis of emoji use offers an innovative methodological approach to analyzing the gendered impacts of health crises like COVID-19. This is particularly important as there are frequent calls for rapid gender analysis of health emergencies [53], and research through more established means such as surveys and interviews can be slow and completed after the fact. Emojis present a readily available, real-time data source that depicts discourses on gendered impacts of health crises as they are happening. However, this is the first study, which we know of, to employ emoji analysis in this way. There is a need to further develop this method and expand the analysis in terms of both depth and scope.

Conclusion
This study examined the gendered use of emojis on Twitter in relation to COVID-19, and the findings showed many differences alongside discourses of men, women, and gender minorities when certain topics were discussed, such as death, financial and employment matters, gratitude, and health care. In addition, there were several unique gendered emojis that were used to express specific issues like community support. In general, emojis are positively associated with men while more negatively connected to sexual and gender minorities and, to a lesser extent, women.

Our study is limited to the empirical examination of emoji use on Twitter in the context of COVID-19. It would be interesting to compare the emojified gendered public discourses on other platforms like Instagram and Facebook. Though it was not prominent in our top posts, emojis denoting race and ethnicity need to be incorporated as another important variable to be examined, and it would be interesting to conduct comparative studies on this aspect of emoji use. Subsequent studies might provide greater disaggregation of data related to sex and gender minority groups. Finally, our research is similar to previous studies on sentiment analysis that have limitations in terms of the dictionaries or word lists used [54] and the lack of examining the nature of users interacting online [55].
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Abstract

Background: As human society enters an era of vast and easily accessible social media, a growing number of people are exploiting the internet to search and exchange medical information. Because internet search data could reflect population interest in particular health topics, they provide a new way of understanding health concerns regarding noncommunicable diseases (NCDs) and the role they play in their prevention.

Objective: We aimed to explore the association of internet search data for NCDs with published disease incidence and mortality rates in the United States and to grasp the health concerns toward NCDs.

Methods: We tracked NCDs by examining the correlations among the incidence rates, mortality rates, and internet searches in the United States from 2004 to 2017, and we established forecast models based on the relationship between the disease rates and internet searches.

Results: Incidence and mortality rates of 29 diseases in the United States were statistically significantly correlated with the relative search volumes (RSVs) of their search terms ($P<.05$). From the perspective of the goodness of fit of the multiple regression prediction models, the results were closest to 1 for diabetes mellitus, stroke, atrial fibrillation and flutter, Hodgkin lymphoma, and testicular cancer; the coefficients of determination of their linear regression models for predicting incidence were 80%, 88%, 96%, 80%, and 78%, respectively. Meanwhile, the coefficient of determination of their linear regression models for predicting mortality was 82%, 62%, 94%, 78%, and 62%, respectively.

Conclusions: An advanced understanding of search behaviors could augment traditional epidemiologic surveillance and could be used as a reference to aid in disease prediction and prevention.

(J Med Internet Res 2020;22(11):e18998) doi:10.2196/18998
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Introduction

One of the Sustainable Development Goals (SDGs) set by the United Nations General Assembly in 2015 was to reduce premature mortality from noncommunicable diseases (NCDs) by one-third by 2030 [1]. According to the World Health Statistics 2019 [2], NCDs have collectively caused 41 million deaths worldwide, equivalent to 71% of all global deaths. The majority of those deaths were caused by the following NCDs: cardiovascular disease (CVD), cancer, and diabetes. According to the statistics of the Global Burden of Disease (GBD) in 2017 [3], diabetes was the most common NCD in the United States and ischemic heart disease ranked second. In 2020, 1,806,590 new cancer cases and 606,520 cancer deaths are projected to occur in the United States [4].

In the era of social media, there is a current trend in the population for individuals to search the internet for information before they consult with specialists for recommendations [5-7]. Various social media and online communities that enable connectivity have unprecedented influence. They are expanding their reach into the health care domain [8-12]. Researchers have shown that patients with cancer, diabetes, and other chronic conditions search online before and after diagnosis [13]. According to a report by the American Community Survey [14], the percentage of households with a computer has increased almost tenfold since 1984. Like computer use, the percentage of households using the internet has also increased over time [14]. Google accounts for the vast majority of the US search engine market, reaching more than 80% of the population [15].

The application of search engine data to the field of disease surveillance is a classic case of big data application. When GFT was first launched [16], it attracted widespread attention and was followed by many scholars. Previous studies have mainly utilized Google to study outbreaks of influenza epidemics [17-19]. Other studies have tried to mine social network data (such as Facebook and Twitter) through text mining to identify patients’ concerns about drugs, examine their feelings, and understand public opinion [20]. Due to the lack of real-time monitoring data of NCDs, few studies had used internet data to predict the trends of NCDs [21,22]. Our study is the first to explore a correlation among these many different types of online NCD searches with disease prevalence in the United States. We hypothesized that internet search behaviors could reflect people’s awareness of NCDs, and thus the disease characteristics of NCDs (such as incidence and mortality rates) would correlate strongly with the internet search frequency. It also provides a new information channel for grasping public health concerns and promoting NCD prevention.

Methods

Disease Data

We obtained the national incidence and mortality rates for NCDs in the United States from the GBD database for 14 years (from 2004 to 2017) [3]. In this study, we initially selected 31 types of NCDs, namely diabetes mellitus, ischemic heart disease, stroke, atrial fibrillation and flutter, prostate cancer, breast cancer, lung cancer, colon and rectal cancer, malignant skin melanoma, non-Hodgkin lymphoma, uterine cancer, cardiomyopathy and myocarditis, kidney cancer, pancreatic cancer, bladder cancer, leukemia, liver cancer, stomach cancer, lip and oral cavity cancer, brain and nervous system cancer, thyroid cancer, multiple myeloma, ovarian cancer, cervical cancer, esophageal cancer, larynx cancer, gallbladder and biliary tract cancer, Hodgkin lymphoma, testicular cancer, mesothelioma, and hypertensive heart disease.

Internet Search Data

Because internet search data are updated in real time, this study mainly considered monthly internet searches from the Google Trends website from 2004 to 2018 at the national level [23]. We downloaded monthly relative search volumes for each search term of each disease. The search data were downloaded from Google Trends in December 2019.

Selection of Search Terms

Different kinds of NCDs have different search terms and each disease has a core search term. We determined the core search term based on the disease name in the GBD database. Google Trends has the function of “related searches” [24]: after entering the core search term, other search terms related to this term in the “related searches” section can be seen at the bottom of the page, which contains up to 49 related search terms and sentences. This method determines the approximate scope of a search term selection based on the object to be studied, which can avoid the subjectivity of search term selection in the research to a certain extent and can minimize the omission of core terms. After the primary selection of terms, the next step was the filtering of search terms. Three types of terms were generally filtered out in this study. The first type was terms with meanings that had nothing to do with the research object. After the primary selection, some terms were still irrelevant to the research object, even if a phrase included the object to be studied, likely because some words have multiple meanings. The second type of terms to filter out was those with a small search volume. Some of the included terms had zero search volume within the specified time frame. Because this study focused on time differences, it was required that search terms had a high search frequency throughout the entire period.

Specific search terms are listed in Multimedia Appendix 1. The selected terms were not searched in quotes. Each data point represents the relative search volumes (RSVs) of specific query terms on a normalized scale of 0 to 100. The RSVs were divided by the total searches of the particular geographic location and a particular time range it represents to compare the relative popularity of the query terms. For example, compared with the total search volumes, if a particular region had a higher number of specific query terms, its RSV would be closer to 100. Data of internet searches used in this study are publicly available, anonymous, and cannot be tracked back to identifiable individuals.

Statistical Analysis

We identified search terms for each NCD based on the above criteria. We performed the Pearson correlation analysis to evaluate the relationship between the known incidence and mortality rates of the NCDs and the RSVs to filter search terms
continuously. Finally, the terms that have no significant correlation with the research object were also deleted in the subsequent analysis.

We also considered dealing with the multicollinearity of the RSVs of the search terms. Multicollinearity refers to the distortion or inaccuracy of model estimation due to the high correlation between explanatory variables in a linear regression model. In this study, we calculated the correlation coefficients between the RSVs of the search terms of each disease.

Based on the above steps, we established multiple linear regression models for each disease, and the RSVs of multiple search terms were used for prediction and analysis.

The general form of the multiple linear regression model can be expressed as follows:

\[ y = \beta_0 + \beta_1 x_2 + \beta_2 x_3 + \ldots + \beta_K x_K + \varepsilon, \]

where \( \beta_0, \beta_1, \beta_2, \ldots, \beta_K \) is the parameter of the model and \( \varepsilon \) is the error term. The error term reflects the influence of random factors on \( y \), which cannot be determined by the variability explained by the linear relationship between \( x_k \) and \( y \). In this study, we established two regression models for each NCD, one based on the correlation between RSVs and incidence rate and the other based on the correlation between RSVs and the mortality rate.

Statistical analysis was conducted using IBM SPSS software (version 22.0), and Stata (version 15; StataCorp LLC). The statistical significance was set as \( P < 0.05 \) (two-sided test).

## Results

### Correlation Analysis

Table 1 and Multimedia Appendix 2 display the correlation coefficients between the incidence rates and the RSVs of all of the selected search terms for the NCDs. They also display the correlation coefficients between the mortality rates and the RSVs. We found statistically significant correlations between the rates and the RSVs, especially for five diseases with high incidence rates: diabetes mellitus, stroke, atrial fibrillation and flutter, Hodgkin lymphoma, and testicular cancer. For Hodgkin lymphoma, the RSV of each search term was negatively correlated with the incidence rate. For some diseases, we did not find statistically significant correlations between the RSVs and the mortality and incidence rates; these search terms were excluded from the subsequent analysis. If the correlations between the rates and RSVs of all search terms of a disease were found to be not statistically significant, the disease would be excluded from the analysis. For example, prostate cancer and hypertensive heart disease were excluded from further analysis because the RSVs of all of their search terms did not correlate with incidence and mortality rates at the same time.

The RSVs of the specific search terms were correlated with the incidence rates for all of the NCDs, with \( P \) values less than .05 (Multimedia Appendix 3). In addition, the RSVs of the specific search terms were correlated with the mortality rates for all of the NCDs. Multimedia Appendix 4 displays the cross correlation analysis results among search terms.
Table 1. Correlation coefficients between the incidence and mortality rates of diabetes mellitus, stroke, atrial fibrillation and flutter, Hodgkin lymphoma, and testicular cancer and their relative search volumes.

<table>
<thead>
<tr>
<th>Search terms for diabetes mellitus</th>
<th>Incidence rate</th>
<th>Mortality rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_{incidence}$</td>
<td>$P$ value</td>
</tr>
<tr>
<td>What is diabetes mellitus type 2</td>
<td>0.648</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>What is type 2 diabetes</td>
<td>0.746</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Causes of diabetes mellitus</td>
<td>−0.295</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Signs of diabetes</td>
<td>0.866</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>What is type 1 diabetes</td>
<td>0.729</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hypoglycemia</td>
<td>−0.522</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>0.686</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Search terms for stroke</th>
<th>Incidence rate</th>
<th>Mortality rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_{incidence}$</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Signs of stroke in women</td>
<td>0.893</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Symptoms of stroke in women</td>
<td>0.609</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Signs of a stroke in women</td>
<td>0.906</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Stroke symptoms in men</td>
<td>0.805</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Minor stroke</td>
<td>0.245</td>
<td>.001</td>
</tr>
<tr>
<td>Symptoms of mini stroke</td>
<td>0.558</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Signs of stroke in men</td>
<td>0.887</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Signs of mini stroke</td>
<td>0.733</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>What are the signs of a stroke</td>
<td>0.745</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Search terms for atrial fibrillation and flutter</th>
<th>Incidence rate</th>
<th>Mortality rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_{incidence}$</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>0.163</td>
<td>.03</td>
</tr>
<tr>
<td>Afibs</td>
<td>0.953</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Atrial fibrillation with rvr</td>
<td>0.218</td>
<td>.004</td>
</tr>
<tr>
<td>Atrial fibrillation and stroke</td>
<td>−0.350</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ablation of atrial fibrillation</td>
<td>−0.224</td>
<td>.003</td>
</tr>
<tr>
<td>Heart flutter</td>
<td>0.880</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Atrial fibrillation vs flutter</td>
<td>0.363</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Signs of atrial fibrillation</td>
<td>0.202</td>
<td>.009</td>
</tr>
<tr>
<td>Atrial flutter vs atrial fibrillation</td>
<td>0.230</td>
<td>.003</td>
</tr>
<tr>
<td>Atrial flutter</td>
<td>0.389</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Atrial flutter ecg</td>
<td>0.179</td>
<td>.02</td>
</tr>
<tr>
<td>Atrial flutter ekg</td>
<td>−0.163</td>
<td>.03</td>
</tr>
<tr>
<td>Atrial flutter vs fibrillation</td>
<td>0.391</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Atrial fibrillation ecg</td>
<td>0.435</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>What is atrial fibrillation</td>
<td>0.685</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>a fibs</td>
<td>0.965</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Treatment of atrial flutter</td>
<td>−0.187</td>
<td>.015</td>
</tr>
<tr>
<td>What causes atrial flutter</td>
<td>0.328</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Search terms for Hodgkin lymphoma</th>
<th>Incidence rate</th>
<th>Mortality rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_{incidence}$</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Hodgkin lymphoma</td>
<td>−0.518</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Trends in Internet Searches, Incidence Rates, and Mortality Rates

Figure 1 shows a time series of the RSVs, incidence rates, and mortality rates for atrial fibrillation and flutter from 2004 to 2018. Trends of other diseases are displayed in Multimedia Appendix 5. Based on the correlation analysis, we predicted the incidence and mortality rates in 2018. As can be seen in the figure, the incidence rates of most diseases and RSVs fit well. A similar pattern was observed between RSVs and mortality rates. The predicted incidence and mortality rates varied with the fluctuations in the RSVs for most NCDs.
**Multiple Linear Regression Models**

Based on the correlations, two prediction models were established for each disease, namely the incidence prediction model and the mortality prediction model. Figure 2 shows the relationship between the independent variable (RSV for each search term) and the dependent variable (incidence and mortality rates of atrial fibrillation and flutter) in the model. The relationship between the independent variable and the dependent variable of all of the NCDs can be seen in Multimedia Appendix 6. The prediction models are shown in Multimedia Appendix 7. Table 2 shows the degree of fit of multiple linear regression models. The results of all of the NCDs are displayed in Multimedia Appendix 8. For diabetes mellitus, stroke, atrial fibrillation and flutter, Hodgkin lymphoma, and testicular cancer, the coefficient of determination of the linear regression models for predicting incidence was 80%, 88%, 96%, 80%, and 78%, respectively.

Meanwhile, the coefficient of determination of the linear regression models for predicting mortality was 82%, 62%, 94%, 78%, and 62%, respectively. From the perspective of the goodness of fit of the multiple regression prediction models of other NCDs, most of the results were close to 1.
Figure 2. (A) Scatter plot of relative search volumes and incidence rate of atrial fibrillation and flutter in the United States. (B) Scatter plot of relative search volumes and mortality rate of atrial fibrillation and flutter in the United States.
Table 2. Evaluation results of prediction models.

<table>
<thead>
<tr>
<th></th>
<th>Incidence rate</th>
<th>Mortality rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>Adjusted $R^2$</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>80%</td>
<td>80%</td>
</tr>
<tr>
<td>Stroke</td>
<td>88%</td>
<td>87%</td>
</tr>
<tr>
<td>Atrial fibrillation and flutter</td>
<td>96%</td>
<td>95%</td>
</tr>
<tr>
<td>Hodgkin lymphoma</td>
<td>80%</td>
<td>77%</td>
</tr>
<tr>
<td>Testicular cancer</td>
<td>78%</td>
<td>77%</td>
</tr>
</tbody>
</table>

$^a$Root-mean-square error.

Discussion

Principal Findings

In recent years, using internet search data to detect influenza has been a research hotspot. Most of the studies utilized data sources from Google Trends or Google Flu Trends [25-27]. Although the existing literature has conducted empirical research on the correlation between search data and influenza, there is generally a lack of systematic preprocessing methods for NCDs. This study mainly focused on three types of diseases: diabetes, cancer, and CVDs. We found that the frequency of searches correlated strongly with previously reported disease epidemiology.

The choice of search terms was a key feature of this study. Based on the disease names used by the GBD, we used the “related searches” function of the Google search engine to supplement the search term and thus obtain a more comprehensive primary selection at a low cost. In terms of the search term selection, compared with Pearson correlation analysis conducted in the previous research, the use of cross-correlation analysis can also determine the time relationship between search terms and disease occurrence and determine the leading search terms in time so as to build a predictive model. The above preprocessing methods provided a better data foundation for the establishment of early warning models.

This study demonstrated the feasibility of combining historical information with search information for the early warning of NCDs, laying the foundation for future model optimization. As the most recent data publicly available from the Centers for Disease Control and Prevention is at least 2 years old while Google Trends data are available nearly instantaneously, this resource could potentially provide a more timely and cost-effective data source for public health researchers [28]. Thus, real-time internet searches could be particularly useful. Studies have shown that tracking and monitoring search behaviors, as well as text mining on social media, can provide new ways to study public concerns about NCDs and information-seeking behaviors [29-32]. Researchers have realized that people can search, understand, and evaluate health information on internet resources and that they harness the information they receive to address health problems [33]. At present, it is necessary to enhance the efficiency of prevention and auxiliary diagnosis for patients with NCDs or the general population by online information transmission. The collection of real-time relevant search data from search engines provides a new way to prevention and control NCDs.

Most types of NCDs that we examined showed statistically significant correlations, although prostate cancer and hypertensive heart disease did not. This pattern can be attributable to different reasons. First, NCDs are highly prevalent. As people are paying more attention to these diseases, the self-management consciousness of patients with certain NCDs has been improving. Second, the monthly rates of diagnosis of NCDs are missing. Third, this pattern could be partly influenced by active public health campaigns, which may broadly increase search volume regardless of disease metrics. Between 2007 and 2014, the incidence of cancer in men in the United States declined rapidly, and then remained stable until 2016, which was related to changes in screening strategies for colon, rectal, and prostate cancer. Doctors and scientists in the United States have noticed that previous prostate-specific antigen (PSA)-based screenings may lead to an overdiagnosis for prostate cancer and have reduced the use of PSA for prostate cancer screening. A previous study showed that fewer older adults in the United States are having heart attacks, and among those who do have them, more are surviving from them. The country has made continuous efforts to prevent heart attacks and improve patient care. Health insurance agencies, the American Heart Association, and other research organizations—as well as a large number of researchers, clinicians, and public health experts—are committed to reducing risk by promoting a healthy lifestyle. At the same time, the recommendations for the secondary prevention of heart disease are more common and standardized. The extensive development of angiography and other related technologies, and the deepening of people’s understanding of CVDs, will affect the frequency of retrieval of related diseases on the internet. This trend can also be seen in our prediction model. The incidence of lung cancer in the United States has also continued to decline due to the continuous implementation of antismoking activities and effective control of the smoking rate. Fourth, we extracted internet search data from as early as 2004. In the past, individuals with the highest risk of NCDs often had limited access to the internet. To date, the internet has ushered in great changes. The number of internet users is currently growing at a rate of more than 11 new users per second, bringing the total number of new users per day to an astonishing 1 million. More and more people tend to search for health-related information online. Our results also indicated that the coefficient of determination and adjusted coefficient of determination of the
regression models for diabetes, stroke, atrial fibrillation and flutter, Hodgkin lymphoma, and testicular cancer were higher than for the other diseases studied, indicating that the regression models are better fit to the incidence and mortality rates of these NCDs. This might mean that online search behaviors and volumes can help health professionals to conduct near real-time monitoring of NCDs.

Although the method of using internet search data to predict influenza has made great progress in real time, it still lacks in accuracy. Since 2011, GFT has been overestimating the number of influenza-like illnesses (ILI), especially the forecast of the peak season of influenza. In 2013, the forecast deviation was even as high as 140%, which may indicate that there is a certain gap in the forecast based on internet data alone. In the traditional methods of influenza prediction, although the manually collected ILI monitoring samples are lagging behind, they are more accurate because of rigorous scientific experiments. Therefore, internet data cannot completely replace the traditional data collection methods but should be used as a complement to the latter.

Limitations
Our study has some unavoidable limitations. First, because the data from internet searches are public and anonymous, we could not determine who conducted search activities in this study, and the limited number of search terms could not fully represent the search preferences of all people. Second, the use of Google Trends cannot be fully representative of the overall population, since only individuals with access to the internet can be accounted for. Third, we could only obtain the annual incidence and mortality data for NCDs, but not the data with smaller granularity, which might have affected the accuracy of the prediction model. Fourth, as the search algorithm of Google Trends is dynamic, we could not retrieve the original RSVs, and the RSVs of the same search term obtained in different time periods were different. Fifth, the spatiotemporal data of search engines have many limitations, such as high noise and uncertainty. We hope to find ways to identify and reduce bias in search engine data before we utilize web-based data to provide useful information.

Public Health Implications
With the widespread use of internet searches, our study found a correlation between the RSVs and the incidence and mortality rates of the NCDs. This indicates that the search engine data can be used in the early warning and prevention of NCDs, such as diabetes, cancer, and CVDs. We should make good use of such data, especially when the traditional registry data are insufficient or unavailable.
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Abstract

Background: In the context of the COVID-19 infodemic, the global profusion of monikers and hashtags for COVID-19 have found their way into daily communication and contributed to a backlash against China and the Chinese people.

Objective: This study examines public engagement in crisis communication about COVID-19 during the early epidemic stage and the practical strategy of social mobilization to mitigate the infodemic.

Methods: We retrieved the unbiased values of the top-ranked search phrases between December 30, 2019, and July 15, 2020, which normalized the anonymized, categorized, and aggregated samples from Google Search data. This study illustrates the most-searched terms, including the official COVID-19 terms, the stigmatized terms, and other controls, to measure the collective behavioral propensities to stigmatized terms and to explore the global reaction to the COVID-19 epidemic in the real world. We calculated the ratio of the cumulative number of COVID-19 cases to the regional population as the cumulative rate (R) of a specific country or territory and calculated the Gini coefficient (G) to measure the collective heterogeneity of crowd behavior.

Results: People around the world are using stigmatizing terms on Google Search, and these terms were used earlier than the official names. Many stigmatized monikers against China (eg, “Wuhan pneumonia,” G=0.73; “Wuhan coronavirus,” G=0.60; “China pneumonia,” G=0.59; “China coronavirus,” G=0.52; “Chinese coronavirus,” G=0.50) had high collective heterogeneity of crowd behavior between December 30, 2019, and July 15, 2020, while the official terms “COVID-19” (G=0.44) and “SARS-CoV-2” (G=0.42) have not become de facto standard usages. Moreover, the pattern of high consistent usage was observed in 13 territories with low cumulative rates (R) between January 16 and July 15, 2020, out of 58 countries and territories that have reported confirmed cases of COVID-19. In the scientific literature, multifarious naming practices may have provoked unintended negative impacts by stigmatizing Chinese people. The World Health Organization; the United Nations Educational, Scientific and Cultural Organization; and the media initiated campaigns for fighting back against the COVID-19 infodemic with the same mission but in diverse voices.

Conclusions: Infodemiological analysis can articulate the collective propensities to stigmatized monikers across search behaviors, which may reflect the collective sentiment of backlash against China and Chinese people in the real world. The full-fledged official terms are expected to fight back against the resilience of negative perceptual bias amid the COVID-19 epidemic. Such official naming efforts against the infodemic should be met with a fair share of identification in scientific conventions and sociocultural paradigms. As an integral component of preparedness, appropriate nomenclatures should be duly assigned to the newly identified coronavirus, and social mobilization in a uniform voice is a priority for combating the next infodemic.

(J Med Internet Res 2020;22(11):e22639) doi:10.2196/22639
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infodemiology; COVID-19; infodemic; social contagion; collective perceptual biases; collective behavioral propensities; social mobilization

Introduction

Background
The COVID-19 infodemic, associated with the COVID-19 outbreak, is getting some attention by researchers and policy makers [1,2]. On December 31, 2019, the novel coronavirus (2019-nCoV) disease was first reported from Wuhan City in China. With the spread of COVID-19, a massive information epidemic has undermined and disrupted global efforts to fight against COVID-19. However, the infodemic challenge does not receive enough attention in publications to fully understand it, and its unique risks have only begun to be explored [3]. The infodemic is partly characterized by a high information supply of information of variable quality, and a demand for timely and trustworthy information about 2019-nCoV [2,4-6].

On one hand, the global profusion of running headlines often inscribe fear, prejudice, disgust, and hostility into hashtags and monikers, branding discrimination and stoking panic [7-9]. Those monikers and morbid contents always combine with each other in the epicenter of an infodemic, wherein one sheds light on the social contagion of the other. The past few months have witnessed a growth of stigmatized monikers, which have found their way into daily communication and contributed to the backlash against China, Chinese people, and Asians in general [10-13]. Even worse, scientists frequently used similar monikers in the pandemic paper tsunami and exacerbated the situation [14,15].

On the other hand, individual perceptual bias could lead to insufficient or excessive information seeking, which further results in collective perceptual biases [16]. Pithy proper names are expected to be powerful in the ongoing campaign against the infodemic. As an integral component of preparedness, appropriate nomenclatures should be duly assigned to the newly identified coronavirus, which causes respiratory tract disease in humans and has had an impact on public health. So far, there are no universally accepted names, either for academic-industrial usage or consistency with international virus taxonomy.

To address such issues, we used available metadata to unfold the nature of the COVID-19 epidemic and the infodemic in this study [17].

Study Objectives
An inappropriate official nomenclature might fuel the infodemics unconsciously. In recent years, humans have witnessed several outbreaks of infectious diseases caused by viruses, with common names given by stakeholders. Each round of naming practice is not always successful. As a case in point, some strongly held, but flawed, names such as “Middle Eastern Respiratory Syndrome” [18] and “Swine flu” were accused of unintentional social and negative economic impacts by stigmatizing certain industries or communities. “Swine flu,” an influenza strain that is known to have originated in pigs, resulted in financial damage to farmers, despite there being no evidence that it could be spread via pork consumption [19,20]. Since these incidents, in May 2015, the World Health Organization (WHO) released some naming conventions for the naming of new human diseases [21].

Infodemics long predate COVID-19 [22]. Unfortunately, with the spread of the COVID-19 epidemic, another massive infodemic has spread virally over the world with recurring episodes [23,24]. Previous evidence suggests that the internet, by its nature, could amplify and relay such infodemics swiftly worldwide, cause exaggerated panic, and progressively worsen stigmatization against people in the epicenter of an outbreak [23-26]. In the ongoing infodemic, Corona beer is being affected by the name’s similarity to the deadly coronavirus. In fact, the Mexican brand originated back in 1925 before the first strain of coronavirus was discovered and named. To address such challenges, the WHO declared this infodemic as the “2019-nCoV infodemic” on February 2, 2020 [4].

Based on a critical review, this study aims to take samples of the trillions of Google searches in connection with COVID-19 from December 30, 2019, to July 15, 2020, to address the following research issues:

- Did public engagement in the crisis communication reflect the collective sentiment of backlash against China and Chinese people in the real world? What were the global and geographical patterns of collective behavioral propensities to stigmatized monikers and the official terms?
- Were informed scientists well versed in the naming conventions to minimize unintentional negative impacts?
- What is the cohesive strategy of social mobilization to fight back against the COVID-19 infodemic?

Methods
Infodemiology, a term coined by Eysenbach, is an emerging transdisciplinary area of research studying the epidemiology of information to address the pressing concerns of public health and policy decisions [2, 17,27,28]. The transdisciplinary nature of infodemiology can be found in Multimedia Appendix 1.

As of February 29, 2020, COVID-19 has spread to 60 countries and territories. Of these, the WHO published the number of cumulative cases in 54 member states on February 29, 2020, as well as Hong Kong, Macao, and Taiwan. We retrieved the cumulative cases of three nonmember states (Iceland, Azerbaijan, and Monaco) from their official websites. The corresponding total populations of 2019 come from the United Nations [29]. The cumulative rate \( R = i/p \), where \( i \) is the number of confirmed infections in a given country or territory and \( p \) is the national or regional population.

In this study, we retrieved metadata from three information sources: an electronic books corpus (Google Books Ngram Corpus [GBNC]), journals (Web of Science [WoS]) and
PubMed), and the internet (Google Trends Index [GTI]), and used them to facilitate subsequent analysis.

First, the GBNC provides a unique linguistic landscape that benefits from centuries of rich grammatical and lexical resources as well as cultural contexts [30]. Each taxonomic procedure often begins with a search through tomes for comparative morphologic variations to crystallize a pithy and appropriate neologism. For example, the earliest usage of coronavirus and coronaviruses could provide an insightful and compelling argument for the historical story and help us understand the essence of the name. The diachronic discourse of coronavirus, coronaviruses, Coronaviridae, and Nidovirales promises to articulate the unfolding chronological historical time scale from when these terms were first used [31].

Second, WoS and PubMed are publication databases with rich structural metadata. Scientometric analysis also promises to articulate the unfolding chronological picture of infodemiology. Under the umbrella of infodemiological scenarios, coupled with GBNC, scientometric analysis on diachronic discourses of pertinent keywords and phrases could reflect the historical milestones and the status quo in the field of human coronaviruses (HCoVs) research.

Third, the GTI part of this study commenced on December 30, 2019, and involved daily data collection worldwide until July 15, 2020, in 60 countries and territories that have reported confirmed cases of COVID-19 as of February 29, 2020. In the ongoing COVID-19 infodemic, stigmatized monikers against controls are ideal indicators of negative bias, and the unbiased and normalized GTIs were employed to determine their populational usages across various regions over time to characterize collective perceptual biases. GTI provides knowledge dissemination metrics for query incidences of relevant keywords and phrases, since about 63% of users on the internet use Google to search for ubiquitous information [32].

Three prominent strengths of GTI reflect the global reactions to major events in the real world: (1) vast data sets that include trillions of random searches; (2) unbiased sampling from the anonymized, categorized, and aggregated raw data; and (3) normalized indexes reconciling the dynamic nature of search volumes and the different population ratios in different regions. Therefore, the dynamic spatiotemporal pattern of GTI provides a unique lens into collective behavioral propensities of crowd behavior and demographic perception of a social contagion.

Intensive information seeking or avoidance choices may reinforce people’s cognition in both positive and negative ways, which is proactively rewarded by the feedback of the targeted information available [16]. In this study, a code scheme of subjective searches in daily communication was designed to fit three inclusion criteria: (1) top-ranked search interests, (2) formal and with complete spelling, (3) consistent with the global participants as much as possible. The collective behavioral propensities to the stigmatized terms were measured and compared with that of the control groups (the official terms and their counterparts). Herein, collective behavioral propensities to stigmatized terms directly represented the latent tendency to gather and interpret health care information available, which also reflected collective perceptual biases on preconceived judgements and social contagion [16,33-35].

To demonstrate the collective behavioral propensities, descriptive analysis and formal statistical analysis were carried out. For the descriptive analysis, the daily indexes of the relative search term volumes were separately mapped on a six-color rendering scale from 0 to 100. The earliest day of each terms debut was tracked and identified. Next, we introduced the Gini coefficient to measure the collective heterogeneity of crowd behavior. We denoted the search record of term \(X\) in the Google Trends data set as \(X = \{x_1, x_2, ..., x_n\}\), where \(x_i\) represents the (normalized) search frequency of term \(X\) at the \(i\)-th time step. The mean value of \(X\) is:

\[
\begin{align*}
\text{The Gini coefficient } G \text{ for term } X \text{ can then be calculated as follows:}
\end{align*}
\]

When the element values in \(X\) are equal, the Gini coefficient \(G\) takes the minimum value of 0, and when \(x_i = 0\) for \(i = 1, ..., n-1\) and \(x_n = 1\) and \(G = 0\) will approach the maximum value of 1. The smaller the \(G\) is, the lower the collective heterogeneity of crowd behavior is and the higher the homogeneity of individual behaviors are. Conversely, it indicates that people are divided in the consistency of individual behaviors.

Results

The Enigmatic Nature of HCoVs Puts People on Edge

It is necessary to take a glimpse into the hierarchical Linnaean category of emerging coronaviruses [36,37]. As an international authoritative body, the WHO is responsible for naming new human infectious diseases. In 1966, the International Committee on Nomenclature of Viruses (ICNV) was established with the mission of introducing some degree of order and consistency into the naming of viruses. In 1973, the ICNV became the International Committee on Virus Taxonomy (ICTV), a global authority on the designation and naming of viruses. There are seven strains of HCoVs—HCoV-229E, HCoV-NL63, HCoV-OC43, HCoV-HKU1, severe acute respiratory syndrome–related coronavirus (SARS-CoV), Middle East respiratory syndrome–related coronavirus (MERS-CoV), and SARS-CoV-2—known to cause the common cold as well as more severe respiratory disease. Of those, HCoV-229E, HCoV-NL63, HCoV-OC43, and HCoV-HKU1 are routinely responsible for mild respiratory illnesses like the common cold but can cause severe infections in immunocompromised individuals, while the others have caused more severe diseases [38].

The diachronic discourse of coronavirus and coronaviruses in the English corpus unveils that there was a mild increase in the numbers of printed books dealing with HCoVs after the initial description of coronaviruses in 1968 [39-41]. The discovery of the novel strain had stimulated a new wave of research into coronavirus and the diseases it causes. Furthermore, meta-analysis results from WoS and PubMed indicated that the
known knowledge remains off-limits in the field of combating emerging HCoVs [42]. The WHO declared the 2019-nCoV outbreak a Public Health Emergency of International Concern (PHEIC) on January 30, 2020. This is the sixth time the WHO has declared a PHEIC since the International Health Regulations (IHR) came into force in 2005. Before COVID-19, there have been five global health emergencies since such declaration was formalized: swine flu (2009), polio (2014), Ebola (2014 and 2019), and Zika (2016). The detailed descriptions of diachronic discourse analysis and scientometric analysis in this study can be found in Multimedia Appendix 2.

SARS-CoV-2 is the seventh identified coronavirus that can cause diseases of the respiratory tract via human-to-human transmission. It caused a mysterious pneumonia outbreak that is spreading far more quickly than the SARS-CoV and MERS-CoV diseases [1,43,44], even though the epicenter of the outbreak was locked down to curb the pandemic spread [42,45]. Presently, its underlying mechanism of clinical severity is yet to be determined, although many fatal cases have occurred [46].

On the one hand, the outbreaks of SARS-CoV, HCoV-HKU1, and SARS-CoV-2 were initially linked to China and lead people into the deep-rooted impression of China as an unsanitary entity. Chinese “wet markets” have been widely depicted as unsanitary hot spots for the transmission of zoonotic diseases [15,47-56]. Moreover, China is inevitably vulnerable to be accused of lax epidemiological control over HCoVs [57-63].

On the other hand, the enigmatic nature of HCoVs and the many unknowns about these epidemics have put people on edge. Information overload always follows closely behind the epidemics caused by HCoVs, especially in the age of the internet [64]. This enigmatic nature deepens people’s anxiety in a way that makes them respond to provocative online posts, whether intentional or not.

Collective Behavioral Propensities in the Public

We further examined what people were interested in and curious about with COVID-19. Google Trends showed the most-searched interest in the official terms (COVID-19, 2019-nCoV, SARS-CoV-2, and novel coronavirus pneumonia [NCP]), the stigmatized terms (Wuhan coronavirus, China coronavirus, Chinese coronavirus, Wuhan pneumonia, and China pneumonia), and other counterparts (novel pneumonia and novel coronavirus) from December 30, 2019, to July 15, 2020 (Figures 1 and 2). Those dynamic searches are indicators of collective behaviors across various regions over time. The detailed descriptions of the code scheme of multifarious naming practices can be found in Multimedia Appendix 3.

**Figure 1.** Calendar illustration on the relative search interest of the COVID-19 infodemic in the context of the COVID-19 epidemic (as of 15 July 2020; part 1).

People around the world are divided in their own opinions on the internet and in daily communications. For the descriptive analysis, a striking feature was that some stigmatized monikers had comparatively high frequencies of collective usage. Being echoed by daily responses, the negative and lasting consequences pinpoint that those stigmatized names might have contributed to the recent backlash against China and Chinese people.

For the formal statistical analysis, first, the Gini coefficients of the stigmatized terms (eg, “Wuhan pneumonia,” $G=0.73$; “Wuhan coronavirus,” $G=0.60$; “China pneumonia,” $G=0.59$; “China coronavirus,” $G=0.52$; “Chinese coronavirus,” $G=0.50$) are significantly higher than those of the official terms (eg, “COVID-19,” $G=0.44$; “SARS-CoV-2,” $G=0.42$; “Novel Coronavirus Pneumonia,” $G=0.46$) and other controls (“novel pneumonia,” $G=0.45$ and “novel coronavirus,” $G=0.49$). This finding strongly indicates that the homogeneity of individual propensities to stigmatized monikers are lower than the official terms and the neutral names. The vulnerable population are highly susceptible to external negative sentiments. The 2019
novel coronavirus is thought to have originated in China, this misunderstanding may have led to the high usage of “Wuhan coronavirus,” “China coronavirus,” “Chinese coronavirus,” “Wuhan pneumonia,” “China pneumonia,” and other stigmatized monikers, even after July 2020. Second, after January 15, multifarious stigmatized monikers against Chinese people have prevailed in the public. “COVID-19” (G=0.44) took over from the premature name “2019-nCoV” (G=0.63), the latter finishing around February 28. Third, a notable pattern was observed after the announcements of the terms “COVID-19” and “SARS-CoV-2” (the collective usage of “SARS-CoV-2” has failed to match that of “COVID-19” in the public). The official terms “COVID-19” and “SARS-CoV-2” have not become the de facto standard usages. However, in the long run, the gradual increase in official names would be beneficial to correct ethnic stigmatization.

Figure 2. Calendar illustration on the relative search interest of the COVID-19 infodemic in the context of the COVID-19 epidemic (as of July 15, 2020; part 2).

To further examine the demographical perceptions of collective behavioral propensities in the ongoing infodemic, we characterized the relationship between the geographical interest of stigmatized monikers and the cumulative rate of 58 countries and territories in which confirmed cases of COVID-19 have been reported. The results clearly unveil that people in Egypt, Greece, New Zealand, the United Kingdom, the United States, Canada, Finland, Russia, the Philippines, Denmark, Vietnam, Nepal, and Mexico prefer to use stigmatized monikers against Chinese people in comparison with other counterparts (Figure 3). As of February 29, 2020, up to 60 countries and territories have reported confirmed cases of COVID-19, including Taiwan, Iceland, Azerbaijan, and Monaco. There is no metadata available for San Marino and Monaco in Google Trends, but the geographical interest of stigmatized monikers against China in the other 58 territories was normalized by median volume to compare with each other. The cumulative rate is the ratio of the confirmed cases to the total populations in the countries or territories (Multimedia Appendix 4).

To characterize the patterns behind such collective perceptual biases, we further scrutinized the geographical interest of stigmatized monikers against China in 13 territories with low cumulative rates over time (Figure 4). This illustration unveils the geographical interest of stigmatized monikers against Chinese people in the other 58 territories was normalized by median volume to compare with each other. The cumulative rate is the ratio of the confirmed cases to the total populations in the countries or territories (Multimedia Appendix 4).

To further examine the demographical perceptions of collective behavioral propensities in the ongoing infodemic, we characterized the relationship between the geographical interest of stigmatized monikers and the cumulative rate of 58 countries and territories in which confirmed cases of COVID-19 have been reported. The results clearly unveil that people in Egypt, Greece, New Zealand, the United Kingdom, the United States, Canada, Finland, Russia, the Philippines, Denmark, Vietnam, Nepal, and Mexico prefer to use stigmatized monikers against Chinese people in comparison with other counterparts (Figure 3). As of February 29, 2020, up to 60 countries and territories have reported confirmed cases of COVID-19, including Taiwan, Iceland, Azerbaijan, and Monaco. There is no metadata available for San Marino and Monaco in Google Trends, but the geographical interest of stigmatized monikers against China in the other 58 territories was normalized by median volume to compare with each other. The cumulative rate is the ratio of the confirmed cases to the total populations in the countries or territories (Multimedia Appendix 4).

To characterize the patterns behind such collective perceptual biases, we further scrutinized the geographical interest of stigmatized monikers against China in 13 territories with low cumulative rates over time (Figure 4). This illustration unveils the geographical interest of stigmatized monikers against Chinese people in the other 58 territories was normalized by median volume to compare with each other. The cumulative rate is the ratio of the confirmed cases to the total populations in the countries or territories (Multimedia Appendix 4).
severity of the COVID-19 infodemic throughout the regions, comparatively. This finding reminds us that policy makers should learn from best practices to reduce deliberate infodemic risks, providing resources for knowledge and expertise in the academic sphere as well as in the public.

**Figure 3.** Four-quadrant diagram of the relationship between the geographical interest of stigmatized monikers and cumulative rate.

**Figure 4.** The dynamic interest of stigmatized monikers against China in territories with low cumulative rates.
What are the plausible reasons behind such collective perceptual biases? Demographically, according to a Pew Research Center survey [67], a median of 40% of the surveyed countries had a positive view of China, compared with a median of 41% who had an unfavorable opinion. However, recognizing that COVID-19 has a potential public health impact, people are asking existential questions, making them vulnerable to the surfeit of information contagion from the outside world. When emerging cases were reported in their country, infodemics about the cause of the epidemic began, and nothing seemed certain or obviously right. As a case in point, the Bill & Melinda Gates Foundation, an American private foundation that has spent billions on global health care, have been suspiciously accused of manufacturing COVID-19 as biological warfare with the CIA to “wage economic war on China.” However, this was evidently not plausible. Such an infodemic campaign reminds us that authoritative organizations should work together with each other and cultivate a well-trained team of professionals to mediate infodemic risks.

From the beginning of the COVID-19 epidemic, people in most Asia-Pacific countries, “where many more name China as a top threat” [67], prioritized relations with China to jointly fight COVID-19, rather than use malicious discrimination against China. Regrettably, some individuals and media outlets have been committed to showing a negative image of China by promoting unfounded conspiracy theories such as a nonnatural origin of COVID-19 [68], a coronavirus that was made in China (even including desecration of the Chinese national flag), “China is the real Sick Man of Asia” [69], and China’s Chernobyl moment. Some instigators have made open apologies for spreading these rumors [14], but others are intent on whitewashing their words under the guise of freedom of speech. Such voices do nothing but breed the pathogen of fear, panic, prejudice, disgust, xenophobia, and racism [9,14,70,71]. Undoubtedly, they have been met overwhelmingly with harsh criticism. On February 8, 2020, the Lancet published a statement in solidarity with Chinese professionals in combating the novel coronavirus outbreak and called for fighting against the infodemics [68,72]. Later, more public health scientists have endorsed this statement.

Collective Perceptual Biases in the Scientific Community

Given that multifarious stigmatized monikers have become dominant in the public, what is being used in the scientific sphere? Admittedly, the plethora of papers on the pandemic have somewhat aggravated the collective perceptual biases, whether intentional or unintentional [73-75]. It is critical to have individuals who are well versed in naming conventions collaborate directly with researchers on a regular basis. Unfortunately, before the antidotes for the infodemic (ie, proper names) find their way into the public mind, debate on interim solutions has been ongoing (Multimedia Appendix 3).

On January 12, 2020, the WHO provisionally named the 2019 novel coronavirus disease “2019-nCoV.” China’s National Health Commission (CNHC) decided to temporarily call the disease “Novel Coronavirus Pneumonia” or “NCP” on February 7 (Figure 2). The CNHC’s official name has invoked intensive arguments outside as well as inside the scientific community. First, Chinese scientists are divided on that official name. Supporters say the descriptive name follows typical classification practices, whereas opponents claim that it could be easily misunderstood and abused to sow the seeds for panic. Second, the word novel is confusing because neither the disease nor the host can be used to reliably determine the virus’s novelty. Arguably, high mutation and gene recombination rates make this type of virus ideal for pathogen evolution [76]. Once viral mutation happens, it will no longer be novel.

Before that, the 2019 novel coronavirus was designated as “WH-Human-I coronavirus” (“Wuhan-Human-I coronavirus”) by a group of scientists in Nature on February 3, 2020 [77]. In the same vein, on February 11, another name, “HARS-CoV”...
(Han acute respiratory syndrome coronavirus) with Han standing for Wuhan in Chinese, was proposed in *The Lancet* (of note, some of the coauthors are members of the WHO IHR Emergency Committee) [15]. Obviously, such practices are against the naming principles of the WHO—geographic locations should be avoided in virus or disease names, and the proper names should be short and easy to pronounce [78]. Such names might provoke unintended negative impacts by stigmatizing Wuhan citizens and Chinese people. Those flawed notions take hold and should be duly corrected, as well as other similar paradigms (Table 1).

**Table 1.** Chronological list of published articles with multifarious proposed names.

<table>
<thead>
<tr>
<th>Date (2020)</th>
<th>Article</th>
<th>Proposed name</th>
</tr>
</thead>
<tbody>
<tr>
<td>January 18</td>
<td>Cheng et al [79]</td>
<td>Wuhan coronavirus pneumonia</td>
</tr>
<tr>
<td>January 20</td>
<td>Parry [80]</td>
<td>China coronavirus</td>
</tr>
<tr>
<td>January 21</td>
<td><em>Nature</em> [81]</td>
<td>Wuhan virus</td>
</tr>
<tr>
<td>January 22</td>
<td>Callaway and Cyranoski [82]</td>
<td>China coronavirus</td>
</tr>
<tr>
<td>January 22</td>
<td>Liu and Saif [83]</td>
<td>Wuhan coronavirus</td>
</tr>
<tr>
<td>January 23</td>
<td>Callaway and Cyranoski [84]</td>
<td>China virus</td>
</tr>
<tr>
<td>January 24</td>
<td>Mahase [85]</td>
<td>China coronavirus</td>
</tr>
<tr>
<td>January 28</td>
<td>Mahase [86]</td>
<td>China coronavirus</td>
</tr>
<tr>
<td>January 29</td>
<td>Parry [87]</td>
<td>China coronavirus</td>
</tr>
<tr>
<td>January 31</td>
<td>Callaway [88]</td>
<td>China coronavirus</td>
</tr>
<tr>
<td>January 31</td>
<td>Mahase [89]</td>
<td>China coronavirus</td>
</tr>
<tr>
<td>January 31</td>
<td>Bassetti et al [90]</td>
<td>Novel Chinese coronavirus</td>
</tr>
<tr>
<td>January 31</td>
<td>Ralph et al [47]</td>
<td>Wuhan virus</td>
</tr>
<tr>
<td>February 3</td>
<td>Wu et al [77]</td>
<td>WH-Human-1 Coronavirus b</td>
</tr>
<tr>
<td>February 4</td>
<td>Parry [91]</td>
<td>China coronavirus</td>
</tr>
<tr>
<td>February 5</td>
<td>Jiang et al [92]</td>
<td>PARS-CoV c</td>
</tr>
<tr>
<td>February 7</td>
<td>Cyranoski [93]</td>
<td>China coronavirus</td>
</tr>
<tr>
<td>February 11</td>
<td>Wang et al [15]</td>
<td>HARS-CoV d</td>
</tr>
<tr>
<td>February 11</td>
<td>Coronaviridae Study Group of the International Committee on Taxonomy of Viruses [38]</td>
<td>SARS-CoV-2</td>
</tr>
<tr>
<td>February 12</td>
<td>Zhou et al [94]</td>
<td>Wuhan novel coronavirus</td>
</tr>
<tr>
<td>February 14</td>
<td>Jiang and Shi [95]</td>
<td>TARS-CoV e</td>
</tr>
<tr>
<td>February 19</td>
<td>Jiang et al [96]</td>
<td>HCoV-19 f</td>
</tr>
<tr>
<td>February 19</td>
<td>Kooraki et al [98]</td>
<td>NCIP g</td>
</tr>
<tr>
<td>February 26</td>
<td>Xia et al [99]</td>
<td>NCP h</td>
</tr>
</tbody>
</table>

a The metadata of the articles were retrieved from PubMed as of February 26, 2020.

b WH-Human-1 Coronavirus: Wuhan-Human-1 coronavirus.

c PARS-CoV: pneumonia acute respiratory syndrome coronavirus.

d HARS-CoV: Han acute respiratory syndrome coronavirus.

e TARS-CoV: transmissible acute respiratory syndrome coronavirus.


g NCIP: novel coronavirus-infected pneumonia.

h NCP: novel coronavirus pneumonia.

In response to such concerns, on February 11, 2020, the WHO officially renamed “2019-nCoV” as “COVID-19,” with *CO* meaning *corona*, *VI* for *virus*, *D* for *disease*, and *19* referring to 2019. This generic descriptive reassignment offers an overdue correction to those strongly held but flawed notions, with the hope of minimizing stigma. Coinciding with the WHO’s latest announcement, in a bioRxiv preprint [100], a new name “Severe Acute Respiratory Syndrome coronavirus 2” or “SARS-CoV-2” was penned by the Coronavirus Study Group of the International Committee on Taxonomy of Viruses (ICTV-CSG) on the same
day. ICTV-CSG explains that this designation highlights the new strain’s similarity to SARS-CoV [38]. It is unclear whether this proposal name will be approved by the next plenary meeting of ICTV.

The WHO and some prominent virologists are far less skewed toward SARS-CoV-2, the nomenclature endorsed by ICTV-CSG [96,101]. Outside the academic-industrial sphere, people also argued against this proposed name. Although it seems natural for ICTV-CSG to add a numeral 2 behind “SARS-CoV” to signify their relation, many prominent scientists have scrambled to refute this claim. To the untrained eye, the hasty designation may mislead the public to perceive a more severe virus strain as a direct descendant of SARS-CoV, rather than just a close affinity for the causative agent of another major viral outbreak in China in 2002 and 2003. Before that, on February 5, 2020, Jiang and colleagues [92] proposed another name, “Pneumonia Acute Respiratory Syndrome Coronavirus” (“PARS-CoV”) in *Cellular & Molecular Immunology*. By the same token, this assignment also intends to retain equivalent terminology to SARS-CoV. Nonetheless, only 2 weeks later, without mention of their earlier similar formulations [92,95], they reintroduced the third name “HCoV-19” (“Human coronavirus 2019”) in *The Lancet* [96], objecting to the usage of SARS-CoV-2.

The looming worry is that the public are susceptible to SARS-CoV [25], which evokes the memory of the higher case fatality ratio. On February 9, 2020, Chen Huan-chun, a Chinese academician and virologist, made a public apology for mistakenly saying 2019-nCoV is SARS-CoV, which had struck a nerve and aroused great consternation in the Chinese public.

Mitigating infodemic risks by making informed and judicious choices is a catch-22 for authoritative organizations. It is necessary to punctuate heuristic cautions and continuous introspection of previous multifarious names [18,25,78,101], which is a requisite bedrock of such scientific efforts. Recently, global profusion of candidates has been discussed inside the scientific community, as well as on social media (eg, transmissible acute respiratory syndrome coronavirus [TARS-CoV] [95] and contagious acute respiratory syndrome coronavirus [CARS-CoV]). Whatever merits and demerits each term has, some of them should be fairly recognized with plausible reasons. Authorities should have an open mind to the modest introspections and rededications of such collective efforts. On February 22, 2020, CNHC officially renamed the temporary English name “NCP” as “COVID-19,” with the hope of standing with the WHO and further discouraging the use of stigmatized titles [102].

**Combating the COVID-19 Infodemic: Same Mission, Diverse Voices**

As the COVID-19 epidemic spreads, so does the information epidemic. The COVID-19 infodemic has introduced a new round of challenges for crisis communication, just as Dr Tedros Adhanom Ghebreyesus, the Director-General of the WHO, remarked at the Munich Security Conference on February 15, 2020: “We’re not just fighting an epidemic; we’re fighting an infodemic.” Infoveillance is an effective strategy against infodemics [34,35,103]. Unfortunately, with the same mission of corroborating reliable information and keeping people informed, different practitioners are upholding diverse voices in the campaigns against the ongoing information epidemic. As can be seen from Figure 6, Google Trends showed that the interest of the portmanteau words “infodemic,” “disinfodemic,” and “misinfodemic” from January 1, 2020, to July 15, 2020. The discourse system to address the present challenge is divided into three camps: the infodemic campaign endorsed by the WHO partnered with internet giants worldwide, the disinfodemic campaign backed by organizations led by the United Nations Educational, Scientific and Cultural Organization (UNESCO), and the misinfodemic campaign supported by other practitioners. Although the infodemic campaign is dominating the fray, most people are currently more interested in what is going on in the real world but are curious about what an infodemic is. The detailed descriptions of the code scheme of combating the COVID-19 infodemic in this study can be found in Multimedia Appendix 3.

In 2002, Eysenbach [27, 103] coined the portmanteau “infodemiology” (a novel transdisciplinary science to unravel the complex propagation patterns of misinformation and public health relevant information) along with the portmanteau “infoveillance” (a type of syndromic surveillance that uses online content). On February 2, 2020, the WHO adopted the term “infodemic” as an “overabundance of information – some accurate and some not – that makes it hard for people to find trustworthy sources and reliable guidance when they need it” [1]. In the aftermath of the online technical consultation on the COVID-19 infodemic [1], the WHO crystallized an evidence-based framework to underpin infodemic management interventions [1, 2, 104]. In the disinfodemic campaign, Posetti and Bontcheva [105] proposed the neologism “disinfodemic” (a blend of dis-, information, and epidemic) in the research-based policy briefs of UNESCO, considering its opposite of information [106]. A minority of researchers favor the term “misinfodemic” (a blend of mis-, information, and epidemic) in line with misinformation [107]. In contrast, “infodemic” is a more efficient portmanteau than “disinfodemic” or “misinfodemic” for communicative efficiency determined by shorter orthographic and phonetic length, according to Zipf’s [108,109] principle of least effort governing human lexicons.
On the other hand, it is critical to engage individuals to fully realize the damaging effect of infodemics and participate in the initiative of disproving COVID-19 myths. With social network giants worldwide, the WHO has been committed to curb the infodemics. For example, as part of the coordinated action, Facebook flagged around 50 million pieces of COVID-19–related content in April 2020. However, according to a Pew Research Center’s American News Pathways survey, about three in ten Americans still believe the viral conspiracy theories (COVID-19 was created in a lab and the COVID-19 outbreak was intentionally planned by people in power) [110]. Therefore, drawing on the lessons learned from the contextualized pollution of the media ecosystem, each one of us should contribute to the fight against both societal COVID-19 and information contagion in the most effective way.

**Discussion**

**Principal Findings**

With an emphasis on infodemiological analysis and meta-analysis on the COVID-19 epidemic and infodemic, we scrutinized the collective communication behaviors on the internet and pertinent usages in publications in sociocultural paradigms to uncover collective behavioral propensities and consequences.

First, psychologists often make claims about the relatedness between epidemics and panic based on qualitative evidence. The quantitative results reveal that people are invariably vulnerable to panic attacks during episodes of epidemics with an enigmatic nature. People around the world are divided in their favor of stigmatized monikers because of perceptual bias in the public and scientific communities. People in 13 (22%) out of 58 territories with low cumulative rates had negative behavioral propensities to stigmatized monikers in their daily communications. Perceptual bias in the perception of the natural origin of COVID-19 is part of the reason for specific regions, rather than the degree of infection in their territories.

Second, infodemics follow closely on the heels of every pathogen [5,6,23,24,37], branding discrimination and stoking panic. Official names would duly discourage the spread of regional stigmatization and racial discrimination, and reverse negative perceptual biases and collective behavioral propensities in public engagement.

Third, the coordinated campaign of fighting against the COVID-19 infodemic has called for an approachable uniform voice in line with the same mission, keeping lay audiences informed.

**Conclusion**

With the benefit of hindsight provided by the Gini coefficient (G), the contextualized results indicate that many stigmatized monikers against China had a higher collective heterogeneity of crowd behavior than the official terms between December 30, 2019, and July 15, 2020. The prognostic significance of information seeking and avoidance is that infodemiological analysis could provide a hallmark reference to reframe extensible discussions on the COVID-19 epidemic and infodemic, as well as substantial patterns of the next infodemic.
At this critical moment, an epoch-making name is expected to be scientifically pithy and socially acceptable, with minimal unintentional negative impacts on nations, economies, and people. This is a positivist doctrine, not merely for naming a virus but for the vitality of science and the promotion of social progress. Obviously, some naming practices went awry, intentionally or not [14]. A learning lesson from the infodemic is the necessity of coming up with guidelines for the adoption of practical principles intended to enhance the possibility for the lessening of stigmatization and discrimination.

Technically, we now see collaborative efforts as a potential way to help strengthen and standardize ongoing international initiatives of the WHO and the ICTV [5,6]. Admittedly, understanding the way naming rules strengthen the integrity and quality of naming practices with the original mission remains nominal rather than substantial [18,25,78,101]. A Nature editorial remarked, “As well as naming the illness, the WHO was implicitly sending a reminder to those who had erroneously been associating the virus with Wuhan and with China in their news coverage — including Nature. That we did so was an error on our part, for which we take responsibility and apologize” [14]. As another precaution, the word novel was recommended by the WHO for “indicating a new pathogen of a previously known type, recognizing that this term will become obsolete if other new pathogens of that type are identified” [21]. However, stakeholders frequently reserve novel for indicating new types of viruses, lest this word fundamentally lose its impact without regular amendments.
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Abstract

Background: eHealth can help reduce social health inequalities (SHIs) as much as it can exacerbate them. Taking a co-design approach to the development of eHealth tools has the potential to ensure that these tools are inclusive. Although the importance of involving future users in the development of eHealth tools to reduce SHIs is highlighted in the scientific literature, the challenges associated with their participation question the benefits of this involvement as co-designers in a real-world context.

Objective: On the basis of Amartya Sen’s theoretical framework of social justice, the aim of this study is to explore how co-design can support the development of an inclusive eHealth tool for caregivers of functionally dependent older persons.

Methods: This study is based on a social justice design and participant observation as part of a large-scale research project funded by the Ministry of Families as part of the Age-Friendly Quebec Program (Québec Ami des Aînés). The analysis was based on the method developed by Miles and Huberman and on Paillé’s analytical questioning method.

Results: A total of 78 people participated in 11 co-design sessions in 11 Quebec regions. A total of 24 preparatory meetings and 11 debriefing sessions were required to complete this process. Co-designers participated in the creation of a prototype to support the search for formal services for caregivers. The majority of participants (except for 2) significantly contributed to the tool’s designing. They also incorporated conversion factors to ensure the inclusiveness of the eHealth tool, such as an adequate level of digital literacy and respect for the caregiver’s help-seeking process. In the course of the experiment, the research team’s position regarding its role in co-design evolved from a neutral posture and promoting co-designer participation to one that was more pragmatic.

Conclusions: The use of co-design involving participants at risk of SHIs does not guarantee innovation, but it does guarantee that the tool developed will comply with their process of help-seeking and their literacy level. Time issues interfere with efforts to carry out a democratic process in its ideal form. It would be useful to single out some key issues to guide researchers on what should be addressed in co-design discussions and what can be left out to make optimal use of this approach in a real-world context.

(J Med Internet Res 2020;22(11):e18399) doi:10.2196/18399
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Introduction

Background
The growing emergence of eHealth tools in recent years clearly demonstrates the interest that both individuals and health institutions take in them [1]. Since the onset of the COVID-19 pandemic, this interest has increased. eHealth—the digital tools designed to improve health—enables people to access health information anytime, anywhere [2] and holds the promise of improving access to health care and services [3-6]. However, a literature review has brought to light a digital divide, that is, the unequal opportunity to use eHealth among population groups, which further exacerbates the existing social health inequalities (SHIs) [7]. SHIs are differences between population groups in their health status, including life expectancy and comorbidities, because of modifiable social factors [8]. Already present in our communities, SHI is accentuated by eHealth because the people who have difficulty using eHealth tools are the same people who are at risk of SHIs [7]. Nevertheless, promising solutions have been identified to reduce the risk that eHealth may exacerbate SHI and reap its benefits instead [7]. One of these solutions is to involve people at risk of SHIs in the development of eHealth tools [9,10].

Participatory Research and Co-Design
This participation can be achieved in several ways. Participatory research can be broken down to more specific approaches, including community-based participatory research, action research, participative evaluation, emancipatory evaluation, and co-design. According to the various studies that claim to be participatory, the roles that future users (FUs) play vary from consultant to research team member [11,12]. However, in participatory research, there is an expectation of research co-governance by academic researchers and the target population (eg, FUs of knowledge, services, innovation, research findings, etc) [13]. In research design, and in the health field in particular, there is an increasing amount of research on co-creation or co-design of services, programs, or tools together with FUs [14]. Co-design implies that FUs are considered co-designers in the same way as the research team [15]. This involves cooperation between various experts, such as researchers, designers, or developers, and FUs (experts in their own experience). Particular attention is paid to the participation of FUs in the design process and the centralization of their experiences [16]. It is important to note that FUs are involved in all stages of the creative process and that they are part of the team. This is different from other processes where there is a back and forth between the research team that creates the tool and the collection of data from FUs (interviews or observations) [15]. For the purpose of comparison, interviewing FUs allows designers to listen to and interpret what others say and observation focuses on seeing what others are doing and how they use products or services, whereas co-design enables FUs to jointly explore and create solutions [16,17].

Arguments in Favor of Using Participatory Approaches
Researchers and designers advocating participatory approaches such as co-design argue, in particular, that the involvement of FUs in the development of a digital tool makes it possible to determine the interests and capacities of FUs and their attitudes, beliefs, values, and expectations [10,18-20], which increases the chances of developing a universally accessible tool [10]. Universal access includes equipment, internet connections, skills development, ongoing technical support, and appropriate content [10], thereby precluding SHI exacerbation through eHealth. Just as patient partners support the relevance and utility of ongoing research, digital patients (e-patients) can contribute to the development of an equally useful and relevant eHealth tool [21]. Involving patients or FUs in research and innovation also helps to redirect and improve the research project, reduce clinical uncertainty, and accelerate the adoption of significant and highly promising results, with the ultimate goal of improving the health care experience and health outcomes [22,23]. In addition, it is possible that FU participation may prove to be a beneficial element in service design, leading to innovation [24]. Finally, the participation of FUs promotes mutual understanding of the context in which the eHealth tool is used [25]. Advocates of participatory and co-design research stress the fact that these approaches increase the cultural and logistical relevance of action in the community, support empowerment, and promote knowledge transfer [26]. It is also argued that these approaches highlight facilitators and social, political, and economic barriers to the knowledge and resources needed for health [13]. At the individual level, people who engage in participatory research processes perceive beneficial effects on their physical and psychological health, self-confidence, self-esteem, empowerment, and social relationships [27]. Using traditional data collection methods such as interviews and observation to grasp multiple facets of the FU’s situation would require asking the right questions, conducting the interview or observation at the right time, and interpreting findings in the right way. Co-design enables co-designers to incorporate all this information into the development of the tool [15]. All these arguments support the idea that co-design can contribute to the reduction of SHIs through the opportunity to make the developed tool relevant and accessible to all FUs.

Arguments That Add Nuance to the Use of Participatory Approaches
Researchers and designers have raised important counter-arguments to nuance the potential benefits of co-design. Among other things, people may not be aware of their needs, may be unable to express their needs, or may be unwilling to discuss them in a group setting [28]. In addition, as this type of approach often involves a small number of people, the technology developed may be overspecialized and relevant only to a few people [28]. Furthermore, involving users is not an easy task for researchers and designers in terms of time, energy, and competence. The added value of this type of approach (the benefits of using this approach vs the time and energy required) must be clear and explicit, which is not the case at the moment [13,28]. In addition, there may be disagreements within the group that lead to negotiations and compromises that result in inconclusive outcomes [19]. Moreover, stakeholders who are skeptical about applying this type of approach to digital technologies point out the difficulties for people with poor technological skills to contribute significantly to the design of the tool [15]. The well-known statement attributed to Henry
Ford is relevant in this context: if the public had been consulted to improve the car, they would have added horses. At the individual level, people who engage in a participatory research process may experience physical and psychological exhaustion, stress, and financial loss [27]. Disappointment with the results of the process is also a possible outcome [27]. In the end, it is difficult to understand the mechanism underlying the beneficial effects of participatory research and co-design [29-31] and, more specifically, to determine the potential offered by co-design for the development of eHealth tools that would help reduce rather than exacerbate SHIs.

**Theoretical Framework**

The development of eHealth tools with a view to reducing rather than exacerbating SHIs is a social justice issue. In this sense, the theoretical framework of social justice by Sen [32] and his capability approach shed light on the potential of co-design to reduce SHIs in eHealth at 2 levels: as a democratic process and as a conversion factor.

**Co-Design as a Democratic Process**

At a certain point, capabilities, defined as the real freedom that individuals have to be or do what they have reason to value [33], come to clash, namely, between individual and collective freedoms (or preferences). For example, the choice of having a free public health system, which theoretically allows everyone the freedom to take care of their health, implies a societal choice to contribute financially to support it. For Sen [32], only individual preferences that pass the democratic debate test deserve to be supported by public action insofar as this debate leaves as much space as possible for the individuals concerned [34]. Although Sen addresses this democratic process at the population level, his capability approach provides a relevant interpretive framework for the co-design process. Bonvin and Farvaque [34] explain that from Sen’s perspective, the democratic process has 3 values: (1) an intrinsic value that implies that the possibility of participating in a public debate is a fundamental capability, regardless of the final result; (2) an instrumental value where people can express their views and the latter are integrated into decision making; and (3) a constructive value that reveals that each way of considering a problem is a social construct and that it is important that the people concerned are involved in the process. This suggests the guidelines for the development of an eHealth tool in a democratic way: (1) supporting the participation of people at risk of SHIs in the co-design process, both through the opportunity to attend co-design sessions (CoDs) and through access to free speech and unfiltered information; (2) sharing decision-making power with people at risk of SHIs, including efforts to neutralize inequalities [34].

**Co-Design as a Conversion Factor**

Conversion factors are various personal, social, and environmental characteristics that positively or negatively affect an individual’s ability to convert their resources and formal rights into effective functioning [35]. In this study, conversion factors are facilitators and barriers to individuals’ use of eHealth tools to take care of their health. The participation of FUs appears to be a facilitator for the co-development of tools for people at risk of SHIs to the degree that it can make these tools more accessible and tailored to their needs.

**Objectives of This Paper**

The context of this paper is a study aimed at exploring 7 conversion factors that must be considered in the development of eHealth tools, with a view to reducing SHIs. This paper focuses specifically on one of these factors, the participation of people at risk of SHIs in the co-design of an eHealth tool. The objective of this paper is to explore the ways in which co-design can support the development of an inclusive eHealth tool for caregivers of functionally dependent older persons. This paper is the third in a series of papers included in a thesis on the reduction of SHIs in an eHealth context [7,36]. The methodology behind this thesis is detailed in the second paper of this series [36] and is briefly summarized here.

**Methods**

**Study Design**

This study is part of a larger project titled, “Better meeting the needs of caregivers in providing safe home care for the functionally impaired older persons,” that the research team informally refers to as “the QADA project” in recognition of the fact that it is funded by the Ministry of Families as part of the Québec Ami des Aînés (QADA; Age-Friendly Quebec Program). The project is led by a group of researchers whose intent is to include the social justice perspective in their project (more details are given in the protocol of this project) [37]. The purpose of the QADA project is to develop an eHealth tool to facilitate the process of help-seeking for the caregiver of functionally dependent older persons. The QADA project is based on a co-design approach and thus allows us to achieve our objective.

This study is qualitative in nature, with what can be described as a social justice design since the concept of social justice, based on the capabilities approach, is involved in all phases of the study [38]. Using a qualitative approach was essential to describing the mechanism that potentially underlies the effect of co-design on SHIs [39].

**Population, Participants, and Selection Criteria**

All QADA project co-designers are participants in this study. They fall into 4 categories: caregivers, community workers, health and social service professionals (HSSPs), and research team.

**Caregivers of Functionally Dependent Older Persons**

This population is at risk of SHIs because of they are much more at risk of developing health problems (physical and psychological) than the general population [40-42]. For the purpose of this project, any person who provides unpaid assistance on a regular (weekly) basis to a functionally dependent older person is considered a caregiver.

**Community Workers and Health and Social Service Professionals**

Given their proximity to caregivers, the possibility of obtaining an additional perspective and the desire to develop a tool that
is complementary to what exists already, the choice to involve community workers and HSSPs as co-designers was relevant to the QADA project. The condition for participating was that they offer services or interact directly with caregivers of functionally dependent older persons (eg, nurses, home care providers, social workers).

**Research Team**

The members of the research team are the participants, and this is of key importance in this study, insofar as the integration of conversion factors must rest on an epistemological and methodological choice made by researchers and designers that must be applied in a realistic and concrete way. Their point of view, which will be largely experiential within the QADA project, is therefore crucial for the implementation of the recommendations resulting from this study. The QADA project research team initially consisted of 8 coresearchers. The participation of these individuals varies according to their availability and expertise. The members of the research team are the 4 participants involved in all phases of the project, and they included the QADA project director, an anthropologist and professional researcher, a user experience designer, and the author of this paper—a doctoral candidate in educational technology. The author of this paper was involved in this study as a participant observer [43], that is, the author took part in the preparation of the CoDs by ensuring the participation of FUs, facilitating the CoDs, debriefing CoDs, and developing the prototype from the results of the CoDs. However, the author played the role of observer when listening to recordings and analysis, steps that began once the co-design phase was completed.

**Recruitment**

Recruitment was performed through the QADA project with a purposive sampling strategy [37]. The home care and support for the autonomy of seniors programs older adult care management of the 11 Integrated Health and Social Service Centres were contacted to recruit HSSPs. Members of community organizations were contacted directly via phone or email. They were asked to publicize our recruitment announcement among caregivers attending their institutions and activities. Finally, recruitment announcements for caregivers were posted to 30 family medicine groups throughout the province. The latter method of recruitment did not work. Caregivers were therefore recruited through the services of HSSPs and community workers, which implies that they were already service users.

**The Research Sites**

The study took place in 11 Quebec regions (Côte-Nord, Mauricie, Centre-du-Québec, Capitale-Nationale, Chaudière-Appalaches, Montérégie, Bas St-Laurent, Gaspésie, Outaouais, Montreal, and Laval). The location of CoDs varied, depending on availability (eg, municipal or community premises or those connected with the HSSP network). The research team’s work sessions (preparation sessions) were held at the research center, sometimes in person, sometimes using Skype (Microsoft)—with members in remote locations. Table 1 shows the number and type of co-designers who took part in each CoD. Co-designers were invited to participate in the CoD held in their region. This meant that the co-designers were not the same from one session to another except for the 3 advisory committee (AC) meetings, where it was hoped that the participants would be the same.
Table 1. Number of preparation sessions required for the research team, the number and type of co-designers at each co-design session, and the content covered in co-design sessions.

<table>
<thead>
<tr>
<th>CoD¹</th>
<th>Number of preparation sessions required (n=24) by the research team</th>
<th>Number and type of co-designers (N=74+4 research team members)</th>
<th>Content covered in co-design or AC² sessions</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoD1</td>
<td>2</td>
<td>2 CWs, 2 HSSPs, 3 caregivers</td>
<td>Identification of caregivers’ needs</td>
</tr>
<tr>
<td>CoD2</td>
<td>1</td>
<td>1 CW, 1 HSSP, 4 caregivers</td>
<td>Identification of caregivers’ needs</td>
</tr>
<tr>
<td>AC1</td>
<td>1</td>
<td>2 CWs, 2 HSSPs, 1 caregiver</td>
<td>Final choice of needs and recommendations</td>
</tr>
<tr>
<td>CoD3</td>
<td>1</td>
<td>2 CWs, 2 HSSPs, 2 caregivers</td>
<td>Exploration of existing functionalities</td>
</tr>
<tr>
<td>CoD4</td>
<td>2</td>
<td>2 CWs, 2 HSSPs, 1 caregiver</td>
<td>Brainstorming on the functionalities that</td>
</tr>
<tr>
<td>CoD5</td>
<td>3</td>
<td>3 CWs, 2 HSSPs, 3 caregivers</td>
<td>Choice of functionalities to be integrated</td>
</tr>
<tr>
<td>AC2</td>
<td>1</td>
<td>4 CWs (including 1 who also participated in AC1), 2 HSSPs</td>
<td>Choice of functionalities that were not</td>
</tr>
<tr>
<td>CoD6</td>
<td>3</td>
<td>4 CWs, 3 HSSPs, 3 caregivers</td>
<td>Functionalities and content development</td>
</tr>
<tr>
<td>CoD7</td>
<td>5</td>
<td>3 CWs, 2 HSSPs, 5 caregivers</td>
<td>Functionalities and content development</td>
</tr>
<tr>
<td>CoD8</td>
<td>3</td>
<td>4 CWs, 2 HSSPs, 7 caregivers</td>
<td>Functionalities, content development, and</td>
</tr>
<tr>
<td>AC3</td>
<td>2</td>
<td>4 CWs (including 1 who also participated in AC1), 2 HSSPs</td>
<td>Exploration of the prototype, choice of</td>
</tr>
</tbody>
</table>

¹CoD: co-design sessions.
²AC: advisory committee.
³CW: community workers.
⁴HSSP: health and social service professional.

Data Collection
Several stages of the QADA project focused on exploring the ways in which co-design can support the development of inclusive eHealth tools that contribute to reducing SHIs:

1. Preparatory meetings for the CoDs (including the AC) by the research team (n=24). These provided information regarding the efforts made to ensure the optimal mobilization of participants, obtain consensual decision making, and choose the information to be presented. The resulting documents (CoD planning) and the audio recording of these meetings were used as raw data for analysis.

2. CoDs (n=8 CoDs and 3 working sessions of the AC). These sessions produced information about the co-design process. The sociodemographic data of the participants (provided by them) and the audio recordings of these meetings served as raw data for the analysis.

3. Co-design postsession debriefing meetings (n=11). These meetings helped to quickly identify researchers’ perceptions of the co-design process. Note taking during debriefing and audio recordings also served as raw data for analysis. These meetings took place immediately after each CoD.

Data Analysis
The analysis plan followed the method proposed by Miles and Huberman [44,45]. In this study, this resulted in a written summary of each document and audio recording from preparations of CoDs, the CoDs themselves, and debriefings. Deductive coding was performed to link the content relating to each conversion factor, including the co-design process, by using the MAXQDA software (Verbi) [46]. To refine the subthemes for the co-design process and prioritize the most relevant outcomes, the arguments for and against using a co-design approach in the development of an eHealth tool were transformed into analytical questions and used as a basis for presenting the results [47].Textbox 1 presents these analytical questions. The same method was used to apply the democratic process guiding principles drawn from Bonvin and Farvaque [34] on the results (Textbox 2).
Textbox 1. Analytical questions based on arguments for and against using a co-design approach to develop an eHealth tool and the associated results.

- Can co-designers significantly contribute to the development of an eHealth tool?
  - Are they able to express their needs and preferences?
  - Are they able to contribute even when they lack technological skills?
  - Does their contribution lead to innovation?
  - Can co-developers provide key information with a potential rapidly improve the effectiveness of the eHealth tool?
- Does the co-design approach involve only a small number of participants, which consequently makes the technology developed overspecialized and relevant only for a few people?
- Does co-design provide a reciprocal relationship between the research team and the people involved in the project?
  - Does the FU's involvement increase the cultural and logistical relevance of the action in the community, support empowerment, and promote knowledge transfer?
  - Do people who engage in co-design processes perceive beneficial effects on their physical and psychological health, self-confidence, self-esteem, empowerment, and social relationships or, on the contrary, physical and psychological exhaustion, stress, and financial loss?
  - Do people experience disappointment with the results of the process?
- Do disagreements within the group give rise to negotiations and compromises that lead to inconclusive results?
- Is involving the FUs an easy task to accomplish for researchers and designers in terms of time, energy, and competence and is the added value of this type of approach clear and explicit?

Textbox 2. Analytical questions based on guidelines proposed by Bonvin and Farvaque for the development of an eHealth tool in a democratic way.

- Have people at risk of SHIs had space to express themselves?
- Has the decision-making power been shared with people at risk of SHIs?

Ethical Considerations

This project was approved by the Comité d’éthique de la recherche des Centres de santé et de services sociaux de la Vieille-Capitale (Research Ethics Committee of the Health and Social Service Centers of the Old Capital).

Results

Presentation of Results

The results are first presented in response to the arguments for and against using a co-design approach in the development of an eHealth tool. We then proceeded to lay out the manner in which we applied the democratic process, as described by Sen in our experiment. Finally, these results are discussed in relation to the research question, that is, in what way can co-design support the development of inclusive eHealth tools and consequently contribute to the reduction of SHIs. We begin by presenting the co-designer’s sociodemographic characteristics.

Co-Designers’ Characteristics

A total of 78 co-designers participated in 11 CoDs, 24 preparation sessions, and 11 debriefing sessions. Table 2 presents the characteristics of the people who contributed to this research.
Table 2. Description of co-designers (N=78).

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Caregivers (n=30)</th>
<th>Community workers (n=26)</th>
<th>Health professionals (n=18)</th>
<th>Research team (n=4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>26 (87)</td>
<td>20 (77)</td>
<td>18 (100)</td>
<td>4 (100)</td>
</tr>
<tr>
<td>Male</td>
<td>4 (13)</td>
<td>(23)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>42-88</td>
<td>24-66</td>
<td>29-53</td>
<td>33-45</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>77.9 (11.0)</td>
<td>44.8 (12.3)</td>
<td>39.6 (7.9)</td>
<td>40.7 (5.4)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elementary school</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>High school</td>
<td>10 (33)</td>
<td>1 (4)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>College</td>
<td>4 (13)</td>
<td>4 (15)</td>
<td>6 (33)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Vocational studies</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>3 (17)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>University</td>
<td>12 (40)</td>
<td>21 (81)</td>
<td>9 (50)</td>
<td>4 (100)</td>
</tr>
<tr>
<td>None</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>N/M&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Age of the person cared for (years)</td>
<td></td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>78.2 (9.9)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Relationship with the person cared for, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td>8</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Sibling</td>
<td>3</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Spouse</td>
<td>17</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Friend</td>
<td>2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/M: not mentioned by the co-designers.

<sup>b</sup>N/A: not applicable.

Can Co-Designers Contribute Significantly to the Development of an eHealth Tool?

The majority of co-designers made a significant contribution at some stage of the prototype development. One co-designer even jokingly requested copyright:

*Can we copyright this? (laughing).* [Community worker CoD5]

Were They Able to Express Their Needs and Preferences?

All co-designers (caregivers, HSSPs, and community workers) except 2 caregivers identified the priority needs (19 needs), analyzed eHealth tools to identify the desirable and missing features, created functionalities to address the unmet needs (25 functionalities), and created the website’s architecture (3 prototypes of low fidelity) and content (text written on the website, a questionnaire for the caregiver to identify their needs, a glossary to associate resource data, keywords that can potentially be used by caregivers in a search tool, and scenarios for potential videos). Some co-designers had a very clear vision of what the tool might look like:

A dropdown menu on the homepage. They will click on “issue affecting the older person” (Alzheimer’s disease) and they’ll find all the services available to the senior and the caregiver. They will recognize themselves based on the profile of the person to whom they provide care and through the search that they do for the senior. Menu based on the entry issue. There would be two entries, one “I am a caregiver” and the other “the person I provide care to has …. By diagnosis (for example, Alzheimer’s disease) or by issue facing the older person (for example, forgets to take their medication). Both! Both possibilities.” [Community worker CoD2]

Were Co-Designers Who Were Lacking Technological Skills Able to Contribute?

Although the majority of co-designers contributed to the development of the prototype, 2 caregivers were unable to participate in the design activity. Despite the efforts of the research team members to clarify the objectives of the working session, these 2 individuals did not seem to be able to make the link between their experiences and the objectives of the session. The team members understood that what these caregivers needed...
most was to talk and they lent an attentive ear to meet their needs:

What do you think of this website? [Member of the research team (CoD3)]

At my house, the shower is downstairs and he (spouse) can’t use it. I bought armrests for the toilet. [Caregiver (watching an image of a bathroom with special needs equipment proposed by the website)]

Ms. X didn’t know why she was there. KL repeated several times that she could leave and made sure that they had her informed consent. It was hard for her. [Debriefing, CoD3]

In addition, it seemed difficult for some co-designers (both caregivers, HSSPs, and community workers) to think in numerical terms, especially at the beginning of the process, during brainstorming activities to create functionalities targeted to meeting needs (CoD1 to CoD4). On several occasions, the solutions or reflection focused on the health system and current services rather than on the use of digital technology to meet the caregiver’s needs. The research team repeatedly refocused the co-designers on the objective of developing a digital tool targeted to meet the needs of caregivers:

The system should coordinate their services with those of community organizations, including references. [Community worker, CoD1]

Each CLSC should have a form where individuals can indicate their needs and streamline efforts where they are most needed. They could adapt services to needs. [Caregiver, CoD2]

Technology is limited. TV advertisement worked really well. In Saguenay, the newspaper works well. [Community worker, CoD3]

Financial compensation for meeting with the caregiver and conducting an assessment. [HSSP, CoD4]

A follow-up by telephone with caregivers at least once per year. [Caregiver, CoD4]

Social workers also used to think in terms of social services and it took some reframing in order to think digital. [Debriefing, CoD4]

However, all HSSPs, community workers, and 28 caregivers contributed in one way or another to the development of the prototype.

An important finding was that caregivers who were less comfortable with technology and less talkative because of their difficulty in contributing directly to the designing of the tool explicitly agreed to take on the role of guardians of the literacy level:

Caregiver (CoD6): I don’t work hard. I’m a caregiver. I see how hard you work in organizations.

Community worker: we work for you.

Member of the research team: However, you play an important role in the group by saying “I don’t understand this word’” or “What does this mean?” Your contribution is essential in this respect.

As a result, this caregiver went from being silent to regularly participating in her subgroup:

When you say home transportation, you mean that someone comes to our home to replace us? (...) Support group: what do you mean? (...) What is GMF? [Caregiver, CoD6]

This contribution of caregivers both in speaking out and in ensuring that the tool respects the eHealth literacy level of FUs was then reinvested in the following CoDs.

Did Co-Designers’ Contribution Lead to Innovation?
The members of the AC raised the paradox of having, on one hand, an essential need to move beyond the usual reference frameworks to create an innovative eHealth tool and the challenge, on the other hand, of effectively moving beyond these reference frameworks in the search for solutions and creation activities, despite an awareness of this need:

We all come up with the same idea, i.e. a website offering information. We’re having a hard time thinking outside the box. We stick to the tried and tested. [Researcher, AC1]

We shouldn’t repeat what we know already, it will make no difference. [HSSP, AC1]

Websites, apps, video games, video clips, surveys, quizzes, writing letters. I personally am not able to think creatively. [Researcher, AC1]

Were Co-Developers Able to Provide Key Information to Rapidly Increase the Effectiveness of eHealth Tool?

At different times and at different levels, the co-designers brought up key information that the team would not have thought to incorporate on its own. For example, the idea that the location of community resources must be presented by district, the importance of obtaining results with no more than 2 clicks, the fact that resources must be both self-regulated and solicited, and the fact that caregivers sometimes have to do research for several Quebec regions or for several profiles because they provide care to more than one person:

For Montreal, we’re facing the challenge of postal codes, CSSS territory: most organizations use the old CSSS system, but some are neighbourhood-focused. Searching by distance can’t work for Montreal because an organization may be near your home, but you may not have access to it because you’re covered by one that is 20 km away. Distance doesn’t mean anything. [Community worker, CoD6]

I just want to browse fast, I don’t have time. I don’t have the time to sign up. [Caregiver, CoD5]

Community worker, CoD6: Will the tool cover public and private service organizations?

Member of the research team: people will sign up with user verification. Community stakeholder: your data bank will be half full. We must also solicit resources.
The caregiver thought that she had to create a profile for St-Hyacinthe and for Drummondville because she provides care to two individuals. [Member of the research team, debriefing CoD8]

Does the Co-Design Approach Involve Only a Small Number of People, Which Consequently Makes the Technology Developed Overspecialized and Relevant Only for a Few People?

The co-designers, except for the research team, are potential FUs of the tool developed. The particularity of the methodology used (ie, having a different group of co-designers at each CoD) enabled the contribution of a greater number of co-designers to the project. As Table 1 shows, 74 of them were divided into 3 categories: caregivers, community workers, and HSSPs. Owing to their different roles, these 3 types of FUs had different experiences (and perspectives) in relation to caregivers’ help-seeking process. The sociodemographic characteristics of the co-designers highlight a variety of educational levels (primary to university level) and age range (24-88 years). However, there is a predominance of women. It appears that the co-design approach can be used with the involvement of a greater number of participants but, more importantly, with a greater diversity of participants to limit the risk of creating an overspecialized eHealth tool. However, this method has a set of challenges. Indeed, the co-designers had to agree to build the tool based on previous decisions that were not their own. The research team had to take about 30 min at each CoD to explain the progress of the project and the decisions made by the previous groups. In addition, this method did not allow the co-designers to develop their co-creative skills over the long term and limits the possibility of developing a long-term relationship of trust.

Does Co-Design Provide a Reciprocal Relationship Between the Research Team and the People Involved in the Project?

Does the FU’s Involvement Increase the Cultural and Logistical Relevance of the Action in the Community, Support Empowerment, and Promote Knowledge Transfer?

The research team and practitioners gained knowledge about the caregiver’s help-seeking process and the reality and issues facing community workers and HSSPs. The latter also discovered several other digital tools on caregiving, took advantage of the expertise of caregivers in a context other than the supportive-based relationship, shared advice with each other, and discovered existing services in regions other than their own:

- It’s already quarter to three. Time flies. I like this, I learn things. [HSSP, CoD5]
- This is the first time I’ve participated in training as quick and well done as this. It’s not a waste of time. [Community worker, CoD1]

The participation of caregivers made it possible to adapt the tool’s functionalities to their help-seeking process. This contribution was a unique learning experience for the research team, HSSPs, and community workers because caregivers described how they searched for help on the internet, especially in the physical and psychological state they find themselves in when they engage in help-seeking. This influenced, among other things, the development of the prototype in terms of functionality (as few features as possible so that the desired information would be found with no more than two clicks), the home page (search box highlighted on the home page), quick access to a contact person (phone number), the incentives for initiating contact with formal resources (eg, caregiver testimonial video and virtual tour of the site), and the importance of exchanges with other caregivers to initiate the help-seeking process:

The forum is of no help to me as a caregiver. Because if I post something, this makes one more page I have to check. I prefer talking with someone right away. I need contact, quickly. No time for the forum or the chat. Things are difficult today, I want to talk to a real person. [Caregiver, CoD5]

I did a search on the X website. But sometimes it takes too long. We do it in the evening, we’re already tired, it’s too taxing. I think the project must ensure that we can get to the information rapidly and that we can take rapid action. [Caregiver, CoD7]

Did the Participants in the Co-Design Process Perceive Any Beneficial Effects on Their Physical and Psychological Health, Self-Confidence, Self-Esteem, Empowerment, and Social Relationships or, on the Contrary, Physical and Psychological Exhaustion, Stress, and Financial Loss?

The research team set up activities that were intended to be effective and fun. They wanted to create a friendly environment where everyone was free to drink, eat, and move around as they pleased. The objective was to create the prototype in a serene and safe environment. The recordings reveal that co-designers laughed together on several occasions.

- Be very comfortable to move around at any time. We want it to be relaxed. [Research team, CoD6]

Caregivers, for their part, discovered new services that exist in their region and shared their experiences with other caregivers, and some felt they were contributing for the benefit of caregivers in the future:

- I think that this is promising for future caregivers. It’s a way to give back. Yes, they’ll be better informed, more knowledgeable, and more thanks to the project. It will be easier for them and better for the person receiving care. [Caregiver, CoD2]

On the other hand, 4 caregivers and 1 HSSP verbally expressed emotions of anger, sadness, guilt, and fatigue unrelated to their participation in the project but related to their work or role. The team adjusted the schedule to allow for time to express these emotions. In addition, the team ensured that each time, the person had the necessary support following the CoD (often with the community worker or HSSP who was already on the site):

- Resources are lacking. (...) There’s a lack of personnel; I wasn’t able to find anyone to cover
Do People Experience Disappointment With the Results of the Process?

At the time of writing, the co-designers had not yet seen the final result, with the exception of the members of the AC. The latter did not explicitly express satisfaction or disappointment with the prototype.

Did Disagreements Within the Group Give Rise to Negotiations and Compromises That Led to Inconclusive Results?

Three major themes were the subject of dissension among the co-designers. The first concerns the difference between the needs identified in CoD1 and CoD2. The AC1 working session made it possible to decide to keep all the needs identified in the 2 CoDs:

What is the point in eliminating needs? Do we have to have a limit? [Researcher (AC1)]

We can miss out on something. [HSSP]

If we get rid of some needs and it turns out that the tool doesn’t meet a given need, maybe it would have met another. We don’t know. We might eliminate needs that are easy to respond to. [Researcher]

I would keep them all and some can probably be grouped together. [Community worker]

The second concerns the desire of caregivers to have a space for discussion with other caregivers, whereas community workers and HSSPs feared that this would open the door to people who are ill-intentioned and who would take advantage of the caregiver’s moment of vulnerability or offer the caregiver misguided advice. This discussion started in CoD3. This dissension was discussed at AC2 without finding a solution. However, the committee mandated the research team to find a solution that was acceptable to all. The dilemma continued until CoD7, where the co-designers proposed a solution that met the AC’s expectations, that is, to give organizations the opportunity to indicate on the website that they do twinning between caregivers, (the twinning is therefore supervised by a professional).

We have to meet with people before they get too tired; right now, contacts are made while people are exhausted. If platforms for discussion are available, initial contact can be made and when things aren’t going so well, I know already that I have things in common with someone. (...) [Caregiver (CoD7)]

I think matchmaking should be organized in regions where the need is felt and that local organizations should support it. This could be a service offered by these organizations. In their service offer they should put “matchmaking service to encourage twinning with a caregiver” and there, the caregiver can contact the organization to use the service. [Community worker]

The third dissension concerned offering a system, on the website, for evaluating the services offered by organizations (similar to hotel and restaurant ratings). Organizations mentioned that such reviews are subjective and could affect their funding. Caregivers also pointed out that the work environment in their home is not always conducive to doing a good job and that it was not necessarily the worker’s fault. There is also a major difference between the service and the person providing the service. The caregiver may not be happy with a person who nevertheless provided high-quality service. It was a community worker who found a consensus solution:

It’s true that we don’t always dare to use services. If I leave and someone else is to provide care to the person that I love more than anything in the world, this caregiver enters my privacy, and this is disturbing. Do they have a criminal record, all employees (should be) screened? Providing elements of trust to caregivers. [D7]

As a result, a number of statements that organizations can check if they apply to them were included. They appear in the caregiver’s search results. For example, all employees and volunteers have received training on neurocognitive disorders or the criminal record of all employees and volunteers is checked.

Is Involving the FUs an Easy Task to Accomplish for Researchers and Designers in Terms of Time, Energy, and Competence, and Is the Added Value of This Type of Approach Clear and Explicit?

This question will be addressed in the Discussion section.

Co-Design as a Democratic but Imperfect Process

Have People at Risk of SHIs Had the Space to Express Themselves?

The team sought to ensure that speaking time was shared during the CoDs, in particular by involving a number of facilitators. In addition, at the beginning of each session, clear instructions were issued to encourage equality of expression:

Give everyone a chance to speak; those who tend to take a lot of space are asked to give others a chance, and those who are reluctant to speak are invited to make an effort to participate. We would like to hear what each of you has to say. [Team member, CoD1]

In addition, the facilitator tried to reach out to less-talkative participants:

I see you nodding (to a person who didn’t speak much). [Team member, CoD2]

However, it was also important to respect people’s personalities:

I asked people who don’t speak up if they have something to add in response to what was just said. At the same time, it’s putting them on the spot. Not
easy. We want people to talk, but we don’t want to force them. [Debriefing, CoD4]

Other measures were put in place to support discussion, including limiting CoD groups to 6 to 12 people and introducing subgroup activities with 2 to 3 participants and a facilitator:

In small groups, everyone spoke, unlike in the plenary session where one lady did not speak at all. People liked this. [Debriefing, CoD3]

In particular, the team anticipated that community workers and HSSPs would take up a lot of space, unlike caregivers. Initially, the facilitation plans called for the use of small groups with a facilitator and dividing participants according to their roles (eg, community workers together, HSSPs together, and caregivers together). In fact, the team found an equivalent level of input in the first CoD. However, the cross-fertilization of expertise within a subgroup also appeared to generate more creativity:

For the next co-design session, I’d mix up participants. We have to foster creativity and for this reason, it’s good to mix participants to stimulate the flow of energy. We want divergent thinking. [Preparation, CoD4]

In addition, in mixed subgroups, some HSSPs and community workers sometimes helped caregivers to speak out:

In the definition, the social worker got the caregivers to speak. She asked them “What made you realize that you were caregivers?” They brought up important notions, key elements. [Debriefing CoD6]

However, this was not done always:

Team member to a caregiver CoD6: Does this sound familiar to you?

Caregiver: yes... (tried to answer, but was interrupted by an HSSP).

The team’s observation was that speaking out depended on personalities more than the role or status of each person (a caregiver, an HSSP, or a community worker), and it was therefore difficult to plan in advance:

Are we going to fail to get the caregivers’ opinion because healthcare and community workers will be speaking at the time? We can’t anticipate this. [Preparation, CoD2]

In short, the objective of the workshop, the need to combine expertise or absence thereof, and the personality of co-designers were all factors that influenced the relevance of using mixed or homogeneous subgroups. For this experiment, the latter failed to guarantee shared speaking time. The presence of a facilitator in small groups was more effective in ensuring equal opportunity for expression.

Was the Decision-Making Power Shared With People at Risk of SHIs: A Shift From Ideal to Pragmatic Considerations

Initially, the team proceeded with a concern for making participants the main decision makers in the development of the tool. It aimed to be as neutral as possible so as not to influence participants:

Caregiver CoD5: It depends on your needs (speaking of the website).

Team member: We don’t have specific needs. It’s up to you to decide.

(Speaking of co-designers) They are the ones creating it (the tool). [Preparation, CoD2]

However, it must be admitted that several barriers led to the team becoming increasingly involved in decision making. First, the team indirectly influenced the CoDs by preparing facilitation and providing materials to support the participation of the co-designers:

We’ll start with a list of needs drawn from the literature and the pilot project. But we need to reformulate these needs in order to facilitate group discussion. Ideally, the reformulation would be done by the group but because we’re short on time, the research team will do this (clean up) and provide the group with a list. Therefore, the research team necessarily filters information. However, the group will have the possibility to take out, add, or reformulate things. [Preparation, CoD1]

Second, by condensing data from the sessions required to analyze the data to plan the next meeting:

The next step is juxtaposing results. Each subgroup will transcribe this, and we’ll look at this at the preparatory meeting Thursday morning. [Debriefing, CoD6]

Analyzing the results is another factor. Although the research team had the rigor to cross-reference the analyses, this cross-reference was carried out by the research team:

Everyone will have to review X’s analysis to confirm that it corresponds to what we’ve addressed. [Preparation, CoD4]

The AC’s initial role was to be the final decision maker in cases where the groups had divergent opinions or if proposals appeared unrealistic. It also had the responsibility to ensure that the decisions made by the co-designers in the development of the prototype were respected. However, the AC was not an operational committee and, in this sense, it took place only 3 times in the process:

The advisory committee meeting is far, choices will probably have to be made and we’re the ones who will make them in the end... (to prepare the next co-design session). [Preparation, CoD4]

Moreover, there can be divergent opinions within the AC itself. Among other things, caregivers wanted to have the possibility to be matched with other caregivers; however, HSSPs and community workers feared that this would expose them to ill-intentioned people. This difference of opinion was brought to the AC, which was incapable of deciding. The research team proposed changing the weighting of opinions in favor of the caregivers. However, the AC mandated the research team to mediate a solution. The team brought the debate back to the CoDs twice and arrived at a solution.
Finally, the co-design approach requires a substantial amount of time. Time constraints (the project duration and the financial support to assume the number of CoDs) led the team to make decisions in view of subsequent sessions and move the prototype forward. This constraint was anticipated from the outset:

From a practical point of view, decisions regarding data will probably be taken by the research team. Although we’d like all decisions to be made in the co-design context, we must recognize that time (and the fast pace of the project) will force us to make decisions outside of co-design. [Preparation CoD1]

Team member 1: Yes, we are pressed for time right now. I don’t feel comfortable. We’re making plenty of decisions. [Preparation CoD7]

Team member 2: You’re right, we’re moving away from co-design.

Team member 3: We want to push because there is a deliverable. I’m getting more and more uncomfortable. We will have no choice but to make a lot of decisions. [Discussion between team members, Preparation CoD7]

Once the team realized that, from a pragmatic standpoint, not everything could be done within the scope of CoDs, it had to set apart topics that had to be discussed in sessions and those that were less impactful on the overall quality of the co-design process, which it could decide on itself.

Issues pertaining to the methodology were left to the research team. Some features deemed unrealistic in this study were also removed by team members. The importance of the final decision and the availability of information were also the factors that determined whether or not to discuss an issue in a CoD:

Team member 1: We’re in the process of making an important decision. [Preparation CoD7]

Team member 2: This aspect should be addressed in a co-design setting. This is important.

Team member 1: Being kept abreast of activities in my region…We wouldn’t have gone any further in our thinking. [Preparation CoD7]

Team member 2: Shall we take this to co-designing? (…)

Team member 1: We have no choice since we don’t know (…) We’ve never discussed this from this vantage point. To be moved to the co-design setting. [Preparation CoD7]

Discussion

Principal Findings

In this section, we will answer the research question in light of the aforementioned results, that is, how co-design can support the development of an inclusive eHealth tool for caregivers of functionally dependent older persons and consequently contribute to the reduction of SHIs.

The first question: Can people in situations of vulnerability (caregivers in this case) with no expertise in design contribute in a significant manner to the design of an eHealth tool and provide insight to help make the tool more inclusive?

In the Introduction section, we presented the 2 dominant schools of thought on this question. One posits that people can contribute meaningfully by expressing their interests, attitudes, beliefs, values, and expectations, by demonstrating their capacities [10,18], and by describing the context in which they will use the eHealth tool [25]. In addition, they can identify what is useful and relevant [21]. Their participation may also lead to innovation [24]. On the other hand, skeptics of the co-design approach timidly argue that people may not be aware of their needs, be able to express their needs, or want to discuss their needs in a group setting [28]; that the technology developed can be overspecialized and relevant only to a few [28]; and that people will have difficulty contributing significantly if they do not have technological skills [15]. Our position? Somewhere between these 2 paradigms, we advocate the use of co-design while keeping a critical eye. On the basis of our experiment, some caregivers did have skills and knowledge in digital technology, which accounts for the important role they played in the development of the prototype. Two caregivers were unable to contribute to the development of the prototype in any way. However, with the exception of these 2 individuals, all caregivers (including HSSPs and community workers) made a significant contribution to the process. Some reframing by the research team was necessary to ensure that the solutions found were linked to the digital tool rather than focused on the current health system and services. Nevertheless, most co-designers made a key contribution, some directly on the prototype by offering creative ideas and key information and others indirectly by ensuring consistency between the tool and an adequate level of literacy and by respecting the caregivers’ help-seeking process. If the use of a co-design approach, particularly with people at risk of SHIs (in this case caregivers), facilitates the integration of other conversion factors such as eHealth literacy and help-seeking, it therefore contributes to the development of universally accessible tools and potentially contributes to curbing SHIs. The co-design approach maximized this participation beyond what could have been expected by the research team, that is, key information was provided that could not have been anticipated by interview questions, for example. This tends to support the view that involving FUs in the development of a prototype allows for going beyond what can be seen in an observation or heard in an interview [16,17]. In this sense, the time and energy invested in the co-design yield added value.

However, let us take this reflection a step further and answer the following question: Can co-design be considered a democratic process, as described by Sen? Can an equal distribution of decision-making power be implemented between the different co-designers? In all humility, the answer to this question is more nuanced.

In this experiment, the role of the research team in co-designing and its neutrality in the research project were ambiguous. Its original intent was to remain neutral to leave the decision-making power entirely in the hands of the co-designers; however, its position evolved to where the team defined itself as a co-designer in its own right and, finally, to become a more
important decision maker, all the while respecting the decisions made by the other co-designers. The underlying reflection varied over time and between researchers. It seemed impossible for the research team to not intervene directly in the development of the tool and therefore to make decisions without debate with the co-designers. What practical impact did this choice have on the democratic process, as understood by Sen?

Bonvin and Farvaque [34] invited us to question our interpretation of what limits or hinders democratic development and, consequently, of what can be an obstruction factor in the development of capabilities. They address the importance of people having access to debate, facilitating their expression, and including their views in the decision-making process. In this experiment, caregivers who wanted to contribute to the development of the eHealth tool were all welcomed regardless of their level of education, digital literacy, or technological skills. The research team put in place various means to ensure free discussion and the expression of different points of view. Participants’ values, including those related to the help-seeking process, were incorporated into the tool. Two decision-making power—in other words, democratic—issues (obstruction factors) arose. The first was a divergence of choices between caregivers and stakeholders (community and health network). It was decided to seek a solution acceptable to all parties through mediation. These tensions can be seen as democratic limitations resulting from the choice to involve stakeholders in the design process, but they can also be seen as creative resources that are part of the co-design method because they bring to light issues that would have emerged sooner or later [48].

The second was when the time allocated for the project ran out. At that point, some issues had to be left out of CoDs. The lack of time prompted the team to discern what was essential to designing an inclusive tool versus decisions that did not have a democratic stake. It would have been valuable (and even important) at that time if a caregiver could contribute to this reflection. However, the presence of a caregiver to help with the preparation meetings would have been impossible because of availability constraints. The team had 1 to 4 preparation meetings per CoD, often in less than a month. We anticipated the negative effects discussed by Attree et al [27]. It would be useful to single out some key issues to guide researchers on what should be addressed in co-design discussions and what can be left out to make optimal use of this approach in a real-world context. For example, is this decision consistent with all the information we have received so far in the context of the co-design process? Does this decision benefit some people to the detriment of others?

Looking at the spectrum of public participation in the International Association for Public Participation [49], it can be broadly said that, on the whole, stakeholders’ involvement was limited to having a collaborative role, that is, the research team sought the advice and innovative ideas of the FUs and, to the extent possible, took them into account in the decisions it made. Could it have been otherwise? Theoretically, a genuine sharing of power requires participants to have an enabling role. From a pragmatic standpoint, is this one of the limits of co-design, and even an epistemological limit?

Individual interviews with co-designers would complement this reflection. How did they experience the co-design process? How did they feel about the project? Did they feel they had the opportunity to express themselves freely? This is the subject of a doctoral thesis by one of the members of the research team (MT). Data analysis is currently underway.

Strengths and Limitations

To ensure the credibility of this study, the data collection was spread over a period of one year and involved a variety of participants (caregivers, community workers, HSSPs, and co-researchers) having various profiles (age, comfort level with technology, etc). Triangulation of the data was done through the use of various sources of information, including recordings of the preparation sessions, co-design, debriefing sessions, artifacts produced, and notes taken during the work sessions. In addition, the accuracy of the summary documents was verified by a member of the research team (an anthropologist and research professional) who participated in the working sessions, co-designing, and debriefing. She checked the accuracy of 10% of the documents at random. This study is the subject of a thesis and is therefore supervised by a thesis committee composed of 4 university researchers in the fields of education and health. However, it also has limitations. Although we sought to include a variety of caregiver profiles, most co-designers were women and White. This may have had an effect on the interpretation of results concerning, among other things, the process of help-seeking, which is a cultural construct [50]. In addition, the majority of participating caregivers were retired and were already service users. Caregivers among the active population or caregivers at the beginning of the help-seeking process could have made different choices. Moreover, 12 of the 30 caregivers who participated had a university degree. According to Sen, only individual preferences that pass the democratic debate test deserve to be supported by public action insofar as this debate leaves as much space as possible for the individuals concerned. Although all caregivers are equally concerned about the tool as the others, in the context of fighting SHIs, the higher education of some may have influenced certain choices, including the content developed.

Conclusions

The use of a co-design approach does not guarantee that participants at risk of SHIs will bring innovation, but it does guarantee, if their participation is promoted, that the tool developed will respect their process of help-seeking and their literacy level and potentially contribute to curbing the existing SHIs. Once the eHealth tool developed as part of this project is finalized, a usability study comparing people at risk of SHIs and people who are not at risk will confirm or invalidate this hypothesis. However, this approach requires time, and it is difficult to achieve the time and money constraints associated with research grants. Key issues supporting the reasoning of researchers and designers on what must be absolutely debated in the development of an inclusive eHealth tool could allow for optimal and realistic use of time.
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Abstract

Background: Prior to the COVID-19 pandemic, urology was one of the specialties with the lowest rates of teledermatology and videoconferencing use. Common barriers to the implementation of telemedicine included a lack of technological literacy, concerns with reimbursement, and resistance to changes in the workplace. In response to the COVID-19 pandemic declared in March 2020, the delivery of urological services globally has quickly shifted to teledermatology to account for the mass clinical, procedural, and operative cancellations, inadequate personal protective equipment, and shortage of personnel.

Objective: The aim of this study was to investigate current teledermatology usage by urologists, urologists’ perceptions on the necessity of in-person clinic appointments, the usability of teledermatology, and the current barriers to its implementation.

Methods: We conducted a global, cross-sectional, web-based survey to investigate the use of teledermatology before and after the COVID-19 pandemic. Urologists’ perceived usability of teledermatology was assessed using a modified Delphi approach to create questions based on a modified version of the validated Telehealth Usability Questionnaire (TUQ). For the purposes of this study, teledermatology was defined as video calls only.

https://www.jmir.org/2020/11/e21875
Introduction

According to the American Telemedicine Association, telemedicine is the “use of medical information exchanged from one site to another via electronic communications to improve a patient’s clinical health status” [1]. Telehealth, in comparison, is a combination of both telemedicine and remote nonclinical services such as provider training, administrative meetings, and continuing medical education. A 2016 survey by the American Medical Association [2] found that although most medical specialties use some form of telemedicine, videoconferencing is most used by physicians in emergency medicine, psychiatry, and pathology. Urology was found to be one of the specialties with the lowest rates of telemedicine and videoconferencing use. In a recent review, urologists commonly cited a lack of technological literacy, concerns with reimbursement, and resistance to changes in the workplace as barriers to the implementation of telemedicine in their practices [3].

In response to the COVID-19 pandemic declared in March 2020, the delivery of urological services globally has quickly shifted to account for the unprecedented mass clinical, procedural, and operative delays/cancellations, inadequate personal protective equipment, and shortage of personnel [4,5]. To accommodate the limited access to operative rooms, the surgical and urological communities took action: the American College of Surgeons recommended against elective surgeries and a multidepartmental group of urologists published urological surgery triage guidelines [6,7]. Globally, health care systems aggressively pushed for increased usage of telemedicine, with institutions such as New York University increasing their telemedicine use by over 4000% during this time [8]. The increase in telemedicine has inspired several organizations, including the European Association of Urology, to create recommendations for its professional usage, and some subspecialties have even provided guidelines for treating specific conditions via telemedicine [9,10]. The major shift in health care brought on by the COVID-19 pandemic has also seemingly incentivized all health care practices to more readily adopt telemedicine in their practices. The pandemic has exacerbated health inequities on a global scale, and we wanted to investigate whether urologists and their practices were able to adapt to and overcome the previous barriers preventing them from prior telemedicine use. To our knowledge, however, the actual increase in urologists’ usage of telemedicine during the pandemic has not been quantified. We hypothesized that, in response to the pandemic, urologists’ use of telemedicine has increased. Our objective was to examine how urologists perceive the necessity of in-person clinic appointments, the usability of telemedicine, and the current barriers to its implementation.

Methods

We conducted a global, cross-sectional, web-based survey to investigate the use of telemedicine before and after the COVID-19 pandemic. Urologists’ perceived usability of telemedicine was assessed using a modified Delphi approach to create questions based on a modified version of the validated Telehealth Usability Questionnaire (TUQ) [11]. The TUQ is a validated survey that was designed to assess both clinician and patient usability of telehealth implementation and services and previous studies have utilized it to evaluate telemedicine from the perspective of both the patient and the provider [12,13]. For the purposes of this study, telemedicine was defined as video calls only.

From April 15 to May 9, 2020, we distributed a 41-item survey to practicing urologists by email, via individual institutions, professional urology organizations, and Twitter. Distribution of the survey included an institutional review board (IRB)–approved introduction and invitation to complete the survey with a link that sent the user to the Qualtrics website to complete our survey. The survey was distributed via email and on Twitter. The survey included questions on urologist demographics, experiences with telemedicine prior to COVID-19, experiences with telemedicine during COVID-19, interest in telemedicine usage, barriers to telemedicine usage, and the TUQ to assess the telemedicine platform the provider was using. The survey was completely anonymous and took no longer than 8 minutes to complete. The professional organizations surveyed included the New York, Northeastern, North Central, South Central, and Southeastern sections of the American Urological Association; the European Society of
Residents in Urology; the European Association of Urology Section of Uro-Technology; Young Academic Urologists; the Spanish Urology Residents Working Group; the Sexual Medicine Society of North America; the Urological Society of Australia and New Zealand; and the Endourology Society. This project was approved by the IRB of the University of Miami (reference number: 20200414; approved 4/9/2020).

Statistical analysis was done using Microsoft Excel (Microsoft Corp) and MATLAB (version R2020a, The Mathworks Inc). We sought to compare our modified TUQ scores for the top three telehealth platforms used, as indicated by the survey results. The modified TUQ score was broken up into 5 categories for assessing telehealth platforms: usefulness, ease of use and learnability, interface quality, interaction quality, and reliability, with each question being answered based on a 7-point Likert scale. To calculate TUQ scores for each category, responses to all of the questions within each subsection of an individual’s survey were averaged. Each category subsection was composed of 3 or 4 questions, based on the respective category. Next, all of the respondent’s subsection scores, sorted by the telehealth platform used, were averaged to generate an overall subsection score stratified by platform used. These scores were compared using a single-factor ANOVA (analysis of variance), with an alpha of .05. Chi-squared tests were performed, with an alpha of .05. These results are expressed as total occurrences and corresponding percentages.

Results

Demographics

A total of 676 urologists clicked into the survey; however, after removing 56 incomplete surveys that were deemed to have insufficient data to be included, the final data set evaluated a total of 620 urologists from 58 different countries and 6 continents who participated in the survey. Of the 620 included, 24 were incomplete but were considered to have sufficient data to be included in the final data set. By continent, participation included 340 urologists from North America, 102 urologists from Europe, 65 urologists from Asia, 63 urologists from South America, 25 urologists from Africa, and 25 urologists from Australia. The three countries with the most participants were the United States (n=311, 50%), Spain (n=43, 6.9%), and Argentina (n=34, 5.5%). Further general demographics can be seen in Table 1. When evaluating participating urologist practices in terms of subspecialization, we divided practices into 4 groups: general (n=156, 25.2%), oncology (n=259, 41.8%), pediatrics (n=42, 6.8%), and nononcologists (n=163, 26.3%). Data on survey responses based on this subspecialty grouping are provided in Table 2. Overall, there were no significant differences in perceptions or usage of telemedicine among the subspecialty groups.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Respondents (N=620), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>512 (82.6)</td>
</tr>
<tr>
<td>Female</td>
<td>101 (16.3)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (0.3)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>5 (0.8)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>23 (3.7)</td>
</tr>
<tr>
<td>30-39</td>
<td>183 (29.5)</td>
</tr>
<tr>
<td>40-49</td>
<td>183 (29.5)</td>
</tr>
<tr>
<td>50-59</td>
<td>129 (20.8)</td>
</tr>
<tr>
<td>≥60</td>
<td>102 (16.5)</td>
</tr>
<tr>
<td><strong>Years of experience</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td>144 (23.2)</td>
</tr>
<tr>
<td>5-10</td>
<td>119 (19.2)</td>
</tr>
<tr>
<td>11-15</td>
<td>98 (15.8)</td>
</tr>
<tr>
<td>16-20</td>
<td>73 (11.8)</td>
</tr>
<tr>
<td>&gt;20</td>
<td>186 (30.0)</td>
</tr>
<tr>
<td><strong>Subspecialty</strong></td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>156 (25.2)</td>
</tr>
<tr>
<td>Oncology</td>
<td>259 (41.8)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>42 (6.8)</td>
</tr>
<tr>
<td>Nononcology</td>
<td>163 (26.3)</td>
</tr>
<tr>
<td><strong>Continent</strong></td>
<td></td>
</tr>
<tr>
<td>Africa</td>
<td>25 (4.0)</td>
</tr>
<tr>
<td>Asia</td>
<td>65 (10.5)</td>
</tr>
<tr>
<td>Australia</td>
<td>25 (4.0)</td>
</tr>
<tr>
<td>Europe</td>
<td>102 (16.5)</td>
</tr>
<tr>
<td>North America</td>
<td>340 (54.8)</td>
</tr>
</tbody>
</table>
### Table 2. Subspecialty grouped data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total, n (%)</th>
<th>General, n (%)</th>
<th>Oncology, n (%)</th>
<th>Pediatrics, n (%)</th>
<th>Nononcologists, n (%)</th>
<th>( P ) value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinic-anticipated inpatient consultation need</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25%</td>
<td>144 (23.2)</td>
<td>33 (21.3)</td>
<td>59 (22.8)</td>
<td>9 (21.4)</td>
<td>43 (26.4)</td>
<td>.49</td>
</tr>
<tr>
<td>25%-49%</td>
<td>119 (19.2)</td>
<td>31 (19.9)</td>
<td>55 (21.2)</td>
<td>10 (23.8)</td>
<td>23 (14.1)</td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td>98 (15.8)</td>
<td>23 (14.7)</td>
<td>41 (15.8)</td>
<td>10 (23.8)</td>
<td>24 (14.7)</td>
<td></td>
</tr>
<tr>
<td>51%-75%</td>
<td>73 (11.8)</td>
<td>14 (9.0)</td>
<td>32 (12.4)</td>
<td>5 (11.9)</td>
<td>22 (13.5)</td>
<td></td>
</tr>
<tr>
<td>&gt;75%</td>
<td>186 (30)</td>
<td>55 (35.3)</td>
<td>72 (27.8)</td>
<td>8 (19.0)</td>
<td>51 (31.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Surrogate use of telemedicine before COVID-19</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.57</td>
</tr>
<tr>
<td>Have you ever used telemedicine?</td>
<td>620 (100)</td>
<td>81 (51.9)</td>
<td>121 (46.7)</td>
<td>24 (57.1)</td>
<td>76 (46.6)</td>
<td>.47</td>
</tr>
<tr>
<td><strong>Clinic appointment using telemedicine prior to COVID-19</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.57</td>
</tr>
<tr>
<td>&lt;25%</td>
<td>83 (84.7)</td>
<td>17 (77.3)</td>
<td>36 (83.7)</td>
<td>8 (88.9)</td>
<td>22 (91.7)</td>
<td></td>
</tr>
<tr>
<td>25%-49%</td>
<td>7 (7.1)</td>
<td>2 (9.1)</td>
<td>4 (9.3)</td>
<td>0 (0)</td>
<td>1 (4.2)</td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td>4 (4.1)</td>
<td>2 (9.1)</td>
<td>2 (4.7)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>51%-75%</td>
<td>1 (1.0)</td>
<td>1 (4.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>&gt;75%</td>
<td>3 (3.1)</td>
<td>0 (0)</td>
<td>1 (2.3)</td>
<td>1 (11.1)</td>
<td>1 (4.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Interest in using telemedicine for clinic appointments before COVID-19</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.11</td>
</tr>
<tr>
<td>Not at all interested</td>
<td>65 (20.5)</td>
<td>23 (30.7)</td>
<td>20 (14.4)</td>
<td>2 (11.1)</td>
<td>20 (23.5)</td>
<td></td>
</tr>
<tr>
<td>Not very interested</td>
<td>72 (22.7)</td>
<td>17 (22.7)</td>
<td>37 (26.6)</td>
<td>6 (33.3)</td>
<td>12 (14.1)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>42 (13.2)</td>
<td>7 (9.3)</td>
<td>22 (15.8)</td>
<td>3 (16.7)</td>
<td>10 (11.8)</td>
<td></td>
</tr>
<tr>
<td>Somewhat interested</td>
<td>86 (27.1)</td>
<td>19 (25.3)</td>
<td>34 (24.5)</td>
<td>6 (33.3)</td>
<td>27 (31.8)</td>
<td></td>
</tr>
<tr>
<td>Very interested</td>
<td>52 (16.4)</td>
<td>9 (12)</td>
<td>26 (18.7)</td>
<td>1 (5.6)</td>
<td>16 (18.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Surrogate use telemedicine since COVID-19</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.68</td>
</tr>
<tr>
<td>Have you ever used telemedicine?</td>
<td>301 (100)</td>
<td>76 (93.8)</td>
<td>113 (95)</td>
<td>24 (100)</td>
<td>73 (94.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Percentage of conversion to telemedicine since COVID-19</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.39</td>
</tr>
<tr>
<td>&lt;25%</td>
<td>86 (30.1)</td>
<td>25 (32.9)</td>
<td>36 (31.9)</td>
<td>10 (41.7)</td>
<td>15 (20.5)</td>
<td></td>
</tr>
<tr>
<td>25%-49%</td>
<td>57 (19.9)</td>
<td>20 (26.3)</td>
<td>21 (18.6)</td>
<td>3 (12.5)</td>
<td>13 (17.8)</td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td>42 (14.7)</td>
<td>8 (10.5)</td>
<td>18 (15.9)</td>
<td>4 (16.7)</td>
<td>12 (16.4)</td>
<td></td>
</tr>
<tr>
<td>51%-75%</td>
<td>34 (11.9)</td>
<td>9 (11.8)</td>
<td>12 (10.6)</td>
<td>4 (16.7)</td>
<td>9 (12.3)</td>
<td></td>
</tr>
<tr>
<td>&gt;75%</td>
<td>67 (23.4)</td>
<td>14 (18.4)</td>
<td>26 (23.0)</td>
<td>3 (12.5)</td>
<td>24 (32.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Interest to continue telemedicine as surrogate after experience</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.497</td>
</tr>
<tr>
<td>Not at all interested</td>
<td>11 (3.9)</td>
<td>4 (5.3)</td>
<td>2 (1.8)</td>
<td>1 (4.2)</td>
<td>4 (5.6)</td>
<td></td>
</tr>
<tr>
<td>Not very interested</td>
<td>25 (8.8)</td>
<td>7 (9.2)</td>
<td>12 (10.8)</td>
<td>1 (4.2)</td>
<td>5 (6.9)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>18 (6.4)</td>
<td>5 (6.6)</td>
<td>7 (6.3)</td>
<td>3 (12.5)</td>
<td>3 (4.2)</td>
<td></td>
</tr>
<tr>
<td>Somewhat interested</td>
<td>82 (29)</td>
<td>29 (38.2)</td>
<td>27 (24.3)</td>
<td>7 (29.2)</td>
<td>19 (26.4)</td>
<td></td>
</tr>
<tr>
<td>Very interested</td>
<td>147 (51.9)</td>
<td>31 (40.8)</td>
<td>63 (56.8)</td>
<td>12 (50.0)</td>
<td>41 (56.9)</td>
<td></td>
</tr>
<tr>
<td>Telemedicine for interaction with hospital inpatients prior to COVID-19</td>
<td>37 (12.4)</td>
<td>13 (16.0)</td>
<td>15 (12.8)</td>
<td>2 (8.3)</td>
<td>7 (9.2)</td>
<td>.001</td>
</tr>
<tr>
<td>Telemedicine for interaction with hospital inpatient since COVID-19</td>
<td>55 (19.4)</td>
<td>16 (20.5)</td>
<td>24 (20.7)</td>
<td>7 (29.2)</td>
<td>8 (12.3)</td>
<td>.29</td>
</tr>
<tr>
<td><strong>Percentage of conversion to telemedicine for inpatient visits</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>&lt;25%</td>
<td>19 (35.2)</td>
<td>9 (56.3)</td>
<td>8 (33.3)</td>
<td>0 (0)</td>
<td>2 (25)</td>
<td></td>
</tr>
<tr>
<td>Variable</td>
<td>Total, n (%)</td>
<td>General, n (%)</td>
<td>Oncology, n (%)</td>
<td>Pediatrics, n (%)</td>
<td>Nononcologists, n (%)</td>
<td>P value&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>-------------------------</td>
<td>--------------</td>
<td>----------------</td>
<td>-----------------</td>
<td>-------------------</td>
<td>-----------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>25%-49%</td>
<td>11 (20.4)</td>
<td>2 (12.5)</td>
<td>5 (20.8)</td>
<td>3 (50)</td>
<td>1 (12.5)</td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td>7 (13.0)</td>
<td>2 (12.5)</td>
<td>2 (8.3)</td>
<td>2 (33.3)</td>
<td>1 (12.5)</td>
<td></td>
</tr>
<tr>
<td>51%-75%</td>
<td>8 (14.8)</td>
<td>2 (12.5)</td>
<td>4 (16.7)</td>
<td>1 (16.7)</td>
<td>1 (12.5)</td>
<td></td>
</tr>
<tr>
<td>&gt;75%</td>
<td>9 (16.7)</td>
<td>1 (6.3)</td>
<td>5 (20.8)</td>
<td>0 (0)</td>
<td>3 (37.5)</td>
<td></td>
</tr>
</tbody>
</table>

**Interested in using telemedicine before?**

<table>
<thead>
<tr>
<th></th>
<th>Not at all interested</th>
<th>Not very interested</th>
<th>Neutral</th>
<th>Somewhat interested</th>
<th>Very interested</th>
</tr>
</thead>
<tbody>
<tr>
<td>25%-49%</td>
<td>25 (11.4)</td>
<td>37 (16.9)</td>
<td>41 (18.7)</td>
<td>66 (30.1)</td>
<td>50 (22.8)</td>
</tr>
<tr>
<td>50%</td>
<td>7 (11.7)</td>
<td>13 (21.7)</td>
<td>12 (20.0)</td>
<td>14 (23.3)</td>
<td>14 (23.3)</td>
</tr>
<tr>
<td>51%-75%</td>
<td>8 (9.1)</td>
<td>12 (13.6)</td>
<td>18 (20.5)</td>
<td>28 (31.8)</td>
<td>22 (25.0)</td>
</tr>
<tr>
<td>&gt;75%</td>
<td>2 (11.8)</td>
<td>4 (23.5)</td>
<td>2 (11.8)</td>
<td>7 (41.2)</td>
<td>2 (11.8)</td>
</tr>
</tbody>
</table>

**Interested in using telemedicine after experience**

<table>
<thead>
<tr>
<th></th>
<th>Not at all interested</th>
<th>Not very interested</th>
<th>Neutral</th>
<th>Somewhat interested</th>
<th>Very interested</th>
</tr>
</thead>
<tbody>
<tr>
<td>25%-49%</td>
<td>3 (5.6)</td>
<td>2 (3.7)</td>
<td>9 (16.7)</td>
<td>20 (37.0)</td>
<td>20 (37.0)</td>
</tr>
<tr>
<td>50%</td>
<td>0 (0)</td>
<td>1 (6.3)</td>
<td>4 (25.0)</td>
<td>7 (43.8)</td>
<td>4 (25.0)</td>
</tr>
<tr>
<td>51%-75%</td>
<td>3 (12.5)</td>
<td>1 (4.2)</td>
<td>2 (8.3)</td>
<td>9 (37.5)</td>
<td>9 (37.5)</td>
</tr>
<tr>
<td>&gt;75%</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (66.7)</td>
<td>4 (66.7)</td>
</tr>
</tbody>
</table>

**Location of telemedicine**

<table>
<thead>
<tr>
<th></th>
<th>At home</th>
<th>In office</th>
<th>At other places</th>
</tr>
</thead>
<tbody>
<tr>
<td>25%-49%</td>
<td>108 (38.2)</td>
<td>169 (59.7)</td>
<td>6 (2.1)</td>
</tr>
<tr>
<td>50%</td>
<td>27 (35.1)</td>
<td>50 (64.9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>51%-75%</td>
<td>36 (32.4)</td>
<td>71 (64)</td>
<td>4 (3.6)</td>
</tr>
<tr>
<td>&gt;75%</td>
<td>12 (52.2)</td>
<td>11 (47.8)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

**Interested in interacting with future patients with telemedicine after experience**

<table>
<thead>
<tr>
<th></th>
<th>Not at all interested</th>
<th>Not very interested</th>
<th>Neutral</th>
<th>Somewhat interested</th>
<th>Very interested</th>
</tr>
</thead>
<tbody>
<tr>
<td>25%-49%</td>
<td>7 (2.2)</td>
<td>12 (3.8)</td>
<td>41 (13.1)</td>
<td>122 (39.1)</td>
<td>130 (41.7)</td>
</tr>
<tr>
<td>50%</td>
<td>3 (4)</td>
<td>4 (5.3)</td>
<td>9 (12)</td>
<td>36 (48)</td>
<td>23 (30.7)</td>
</tr>
<tr>
<td>51%-75%</td>
<td>2 (1.5)</td>
<td>4 (3)</td>
<td>20 (14.9)</td>
<td>58 (43.3)</td>
<td>50 (37.3)</td>
</tr>
<tr>
<td>&gt;75%</td>
<td>0 (0)</td>
<td>2 (11.1)</td>
<td>0 (0)</td>
<td>9 (50)</td>
<td>7 (38.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Chi-squared test.

**Barriers to Telemedicine Use**

Approximately half (n=318, 51.2%) of the urologists surveyed have never used telemedicine. When assessing the barriers to telemedicine use, the top three reasons urologists gave were patients’ lack of technological comprehension, patients’ lack of access to required technology, and reimbursement concerns (Table 3). Another barrier of significance was lack of administrative support, which was the fourth most frequently mentioned barrier to telemedicine use. Of note, the question regarding barriers to usage had a “check all that apply” option, which explains why the percent of cases exceeds 100% in Table 3.
Table 3. Barriers to telemedicine use.

<table>
<thead>
<tr>
<th>Reasons</th>
<th>Responses, n (%)</th>
<th>Cases (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients lack technological comprehension to use it</td>
<td>183 (18.8)</td>
<td>58.3</td>
</tr>
<tr>
<td>Patients lack access to necessary technology</td>
<td>174 (17.9)</td>
<td>55.4</td>
</tr>
<tr>
<td>Insurance reimbursement concerns</td>
<td>163 (16.7)</td>
<td>51.9</td>
</tr>
<tr>
<td>Lack of administrative support</td>
<td>142 (14.6)</td>
<td>45.2</td>
</tr>
<tr>
<td>Legal concerns</td>
<td>118 (12.1)</td>
<td>37.6</td>
</tr>
<tr>
<td>Practice lacks technology for telemedicine</td>
<td>118 (12.1)</td>
<td>37.6</td>
</tr>
<tr>
<td>Practice lacks finances for telemedicine</td>
<td>54 (5.5)</td>
<td>17.2</td>
</tr>
<tr>
<td>Other</td>
<td>22 (2.3)</td>
<td>7.0</td>
</tr>
<tr>
<td>Total</td>
<td>974 (100.0)</td>
<td>310.2</td>
</tr>
</tbody>
</table>

Telemedicine Use During the COVID-19 Pandemic

Prior to COVID-19, only 15.8% (n=98) of urologists surveyed were using telemedicine in their clinical practices. During the pandemic, however, 46.1% (n=283) of all urologists surveyed were using telemedicine in their clinical practices. Since the start of COVID-19, 50% (n=143) of participating urologists converted at least half of their originally scheduled in-person clinic visits to telemedicine. Despite this increase in usage, 68% (n=421) of all urologists surveyed believed that at least half of their clinic appointments required an in-person visit. Urologists with prior telemedicine experience were less likely to believe that 50% of their patients required in-person visits when compared to those without telemedicine experience (43.0% [n=130] vs 52.8% [n=168], P=0.015). In the inpatient setting, 6% (n=37) of surveyed urologists had used telemedicine prior to COVID-19 to interact with urology hospital inpatients. During the pandemic, 8.9% (n=55) of participating urologists utilized telemedicine in the inpatient setting.

Among the participating urologists without telemedicine experience, interest in usage of telemedicine increased from 43.7% (n=139) to 80.8% (n=257) during COVID-19. After using telemedicine during the pandemic, 80.9% (n=244) of urologists surveyed were interested in continuing to use it in their practice. About half of participating urologists (n=116, 52.9%) were interested in utilizing telemedicine in the inpatient hospital setting. The majority of sampled urologists who had experienced inpatient telemedicine use during the pandemic were interested in continuing its usage (n=308, 74%), and about half (n=29, 53%) of the urologists who had not used it in that setting were interested in doing so.

Assessment of Telemedicine Platforms

The 5 most common platforms used by participating urologists for telemedicine visits were Zoom, Doxy.me, Epic, WhatsApp, and Skype. Telemedicine was mostly done either in the office (n=169, 59.7%) or at home (n=108, 38.2%). We compared the scores of the 3 most commonly used platforms (Zoom, Doxy.me, Epic) by usefulness, ease of use and learnability, interface quality, interaction quality, and reliability. There were no significant differences between the platforms in any category (Table 4).
Table 4. Usability scores of different telemedicine platforms.

<table>
<thead>
<tr>
<th>Score and platform</th>
<th>Mean (SD)</th>
<th>F</th>
<th>F&lt;sub&gt;critical&lt;/sub&gt;</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Usefulness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>5.05 (1.24)</td>
<td>1.82</td>
<td>3.10</td>
<td>2</td>
<td>.17</td>
</tr>
<tr>
<td>Zoom</td>
<td>4.89 (1.31)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doxy.me</td>
<td>4.95 (1.28)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epic</td>
<td>5.67 (0.57)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Ease of use and learnability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>5.46 (1.20)</td>
<td>2.12</td>
<td>3.10</td>
<td>2</td>
<td>.12</td>
</tr>
<tr>
<td>Zoom</td>
<td>5.51 (1.00)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doxy.me</td>
<td>5.04 (1.31)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epic</td>
<td>5.61 (0.76)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Interface quality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>4.98 (1.17)</td>
<td>0.03</td>
<td>3.10</td>
<td>2</td>
<td>.97</td>
</tr>
<tr>
<td>Zoom</td>
<td>4.99 (1.11)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doxy.me</td>
<td>4.93 (1.23)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epic</td>
<td>4.93 (0.93)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Interaction quality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>5.04 (1.14)</td>
<td>0.86</td>
<td>3.10</td>
<td>2</td>
<td>.43</td>
</tr>
<tr>
<td>Zoom</td>
<td>5.07 (1.11)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doxy.me</td>
<td>4.74 (1.26)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epic</td>
<td>5.07 (0.98)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Reliability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>3.93 (1.16)</td>
<td>0.76</td>
<td>3.10</td>
<td>2</td>
<td>.47</td>
</tr>
<tr>
<td>Zoom</td>
<td>3.95 (1.25)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doxy.me</td>
<td>3.63 (1.17)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epic</td>
<td>3.73 (1.05)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Assessment of individual TUQ questions provided insight into participating urologists’ attitudes toward telemedicine use (Table 5). The majority of the urologists using telemedicine agreed that it improves patient access (n=223, 78.5%), saves physician travel time to the hospital (n=168, 55.6%), and addresses patients’ health care needs (n=229, 80.6%). Evaluating ease of use, the majority of surveyed urologists found telemedicine simple to use (n=220, 77.5%), easy to learn (n=253, 89.1%), and felt they could be productive using it (n=213, 75%). Overall, 75.4% (n=214) of sampled urologists said they liked using telemedicine, but 57% (n=162) felt that telemedicine visits were not the same as in-person visits and 47.6% (n=135) did not think they could see their patients as well as if they were in person.
Table 5. Telehealth Usability Questionnaire survey data (N=284 responses).

<table>
<thead>
<tr>
<th>Question</th>
<th>Strongly disagree, n (%)</th>
<th>Disagree, n (%)</th>
<th>Somewhat disagree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Somewhat agree, n (%)</th>
<th>Agree, n (%)</th>
<th>Strongly agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q25. TM(^a) improves patient access to me</td>
<td>10 (3.5)</td>
<td>11 (3.9)</td>
<td>9 (3.2)</td>
<td>31 (10.9)</td>
<td>66 (23.2)</td>
<td>96 (33.8)</td>
<td>61 (21.5)</td>
</tr>
<tr>
<td>Q26. TM saves me traveling time to the hospital or clinic</td>
<td>18 (6.3)</td>
<td>47 (16.5)</td>
<td>11 (3.9)</td>
<td>50 (17.6)</td>
<td>44 (15.5)</td>
<td>71 (25)</td>
<td>43 (15.1)</td>
</tr>
<tr>
<td>Q27. TM provides for patient healthcare needs</td>
<td>6 (2.1)</td>
<td>10 (3.5)</td>
<td>20 (7.0)</td>
<td>19 (6.7)</td>
<td>82 (28.9)</td>
<td>110 (38.7)</td>
<td>37 (13)</td>
</tr>
<tr>
<td>Q28. TM was simple to use</td>
<td>8 (2.8)</td>
<td>14 (4.9)</td>
<td>25 (8.8)</td>
<td>17 (6.0)</td>
<td>49 (17.3)</td>
<td>113 (39.8)</td>
<td>58 (20.4)</td>
</tr>
<tr>
<td>Q29. TM was easy to learn to use</td>
<td>4 (1.4)</td>
<td>4 (1.4)</td>
<td>8 (2.8)</td>
<td>15 (5.3)</td>
<td>38 (13.4)</td>
<td>137 (48.2)</td>
<td>78 (27.5)</td>
</tr>
<tr>
<td>Q30. I could become productive quickly using TM</td>
<td>6 (2.1)</td>
<td>14 (4.9)</td>
<td>19 (6.7)</td>
<td>32 (11.3)</td>
<td>58 (20.4)</td>
<td>101 (35.6)</td>
<td>54 (19)</td>
</tr>
<tr>
<td>Q31. Interaction with TM is pleasant</td>
<td>7 (2.5)</td>
<td>2 (0.7)</td>
<td>17 (6.0)</td>
<td>26 (9.2)</td>
<td>71 (25)</td>
<td>115 (40.5)</td>
<td>41 (14.1)</td>
</tr>
<tr>
<td>Q32. I like using TM</td>
<td>6 (2.1)</td>
<td>13 (4.6)</td>
<td>26 (9.2)</td>
<td>25 (8.8)</td>
<td>57 (20.1)</td>
<td>109 (38.4)</td>
<td>48 (16.9)</td>
</tr>
<tr>
<td>Q33. TM is simple and easy to understand</td>
<td>4 (1.4)</td>
<td>7 (2.5)</td>
<td>4 (1.4)</td>
<td>25 (8.8)</td>
<td>54 (19)</td>
<td>141 (49.6)</td>
<td>49 (17.3)</td>
</tr>
<tr>
<td>Q34. TM is able to do everything I want it to do</td>
<td>31 (10.9)</td>
<td>52 (18.3)</td>
<td>55 (19.4)</td>
<td>26 (9.2)</td>
<td>62 (21.8)</td>
<td>42 (14.8)</td>
<td>16 (5.6)</td>
</tr>
<tr>
<td>Q35. I can easily talk with patients on TM</td>
<td>1 (0.4)</td>
<td>11 (3.9)</td>
<td>19 (6.7)</td>
<td>29 (10.2)</td>
<td>63 (22.2)</td>
<td>110 (38.7)</td>
<td>51 (18)</td>
</tr>
<tr>
<td>Q36. I can hear patient easily on TM</td>
<td>2 (0.7)</td>
<td>9 (3.2)</td>
<td>18 (6.3)</td>
<td>28 (9.9)</td>
<td>68 (23.9)</td>
<td>113 (39.8)</td>
<td>46 (16.2)</td>
</tr>
<tr>
<td>Q37. I was able to express myself effectively on TM</td>
<td>1 (0.4)</td>
<td>10 (3.5)</td>
<td>15 (5.3)</td>
<td>19 (6.7)</td>
<td>62 (21.8)</td>
<td>130 (45.8)</td>
<td>47 (16.5)</td>
</tr>
<tr>
<td>Q38. I can see the patient as well as if we met in person</td>
<td>24 (8.5)</td>
<td>49 (17.3)</td>
<td>62 (21.8)</td>
<td>25 (8.8)</td>
<td>59 (20.8)</td>
<td>44 (15.5)</td>
<td>21 (7.4)</td>
</tr>
<tr>
<td>Q39. Visits over TM are the same as in-person visits</td>
<td>44 (15.5)</td>
<td>73 (25.7)</td>
<td>45 (15.8)</td>
<td>25 (8.8)</td>
<td>59 (20.8)</td>
<td>24 (8.5)</td>
<td>14 (4.9)</td>
</tr>
<tr>
<td>Q40. I can recover quickly and easily from mistakes I made using TM</td>
<td>3 (1.1)</td>
<td>14 (4.9)</td>
<td>21 (7.4)</td>
<td>80 (28.5)</td>
<td>57 (20.1)</td>
<td>81 (28.5)</td>
<td>28 (9.9)</td>
</tr>
<tr>
<td>Q41. TM gave error signals that told me how to fix the problem</td>
<td>23 (8.1)</td>
<td>68 (23.9)</td>
<td>25 (8.8)</td>
<td>105 (37)</td>
<td>34 (12)</td>
<td>24 (8.5)</td>
<td>5 (1.8)</td>
</tr>
</tbody>
</table>

\(^a\)TM: telemedicine.

**Discussion**

**Principal Findings**

The COVID-19 pandemic has resulted in policies that have limited direct human interactions on a global scale. These limitations have drastically modified social and professional practices, especially within medicine. In an attempt to reduce transmission of COVID-19, there has been a large push for expansion of telemedicine usage throughout the medical field, including within urology. We wanted to explore how practicing urologists are adapting to using telemedicine during COVID-19, the usability of the telemedicine platforms, and the potential barriers to its use. Our results indicate that telemedicine was readily adopted during the pandemic as its usage among surveyed urologists almost tripled from 15.8% to 46.1%. Experiences during COVID-19 dramatically increased interest in telemedicine use among those participating urologists without access to telemedicine (43.7% to 80.8%), and 80.9% of participating urologists using telemedicine were interested in continuing its usage. Despite the increased usage and interest in the continued usage of telemedicine during COVID-19, approximately half (51.2%) of the urologists surveyed had never used telemedicine, and the majority of urologists still believed that at least half of their clinic appointments require an in-person visit.

Prior to the pandemic, few urologists were using telemedicine due to lack of technological literacy, concerns over reimbursement, and resistance to changes in the workplace [3]. Our data confirms that the majority of urological practices were not utilizing telemedicine prior to the pandemic, as only 15.8% of sampled urologists were employing it in their practices. Despite the push for increased use of telemedicine during the pandemic, it is concerning that approximately half of participating urologists were still not using telemedicine.
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Evaluating the top three barriers for telemedicine use, the main obstacle appears to be the technology itself. Technological issues, including disparities in internet access and poor audio quality in patients who speak non-English languages, have been described as barriers to telemedicine care during the pandemic [14]. A systematic review assessing the barriers to telemedicine adoption worldwide also confirmed that technology-specific issues were the main barriers to telemedicine use, with the most frequently cited barrier as technically challenged staff [15]. One possible way to help overcome some of these barriers could be through novel approaches using social media. Twitter-based journal clubs have been shown to be efficient means of disseminating information in a free and time-efficient manner [16]. Twitter-based educational strategies that educate health care providers, administrators, and patients on telehealth could facilitate previous apprehensions with the use of the technology and promote further usage. As telemedicine continues to play a major role in medical practices, hopefully health care systems and providers will invest more time and effort into educating patients on and providing better access to telemedicine.

Although only half of surveyed urologists were using telemedicine during the pandemic, those urologists with experience in telemedicine successfully incorporated it into their practices during quarantine. Health care systems were able to accommodate an increased telemedicine load since approximately 50% of participating urologists converted half of their originally scheduled in-person clinic visits to remote ones. A systematic review of telehealth in urology showed that telehealth can be successfully implemented in urology patients with prostate cancer, urinary incontinence, pelvic organ prolapse, uncomplicated urinary stones, and uncomplicated urinary tract infections, but the pandemic has forced urologists to assimilate virtually all urological conditions to telemedicine [17]. This rapid pivot to telemedicine in the outpatient setting is encouraging, demonstrating that urologists, patients, and health care systems alike are willing to provide and accept care over telemedicine. The prompt assimilation to telemedicine during the pandemic was well documented by the urology department at the tertiary academic center Charleston Area Medical Center. They demonstrated that quick telemedicine adoption was feasible; by day 5 of their transition, more patients were participating in audiovisual video encounters than any other modality. Just as important, no office staff found the introduction of telemedicine stressful, and more than 80% of telemedicine patients were interested in future encounters [18]. Despite these successes, our data still showed that lack of administrative support was a major barrier for many urologists to adopt telemedicine into their practice. With almost 15% of participating urologists citing it as a barrier, we need to acknowledge that there are overarching health system issues, not just patient and physician issues, that are preventing many from gaining access to telemedicine.

The success of transitioning to telemedicine is also dependent on patient acceptance of the technology. Data prior to COVID-19 already suggested patients are embracing telemedicine, but in the face of the pandemic, desire for telemedicine consultations as a replacement for in-person visits among urology patients was very high [19,20]. There are concerns about telemedicine and how it may introduce additional stressors to already vulnerable patients, especially the elderly who may lack technical knowledge or have disabilities such as hearing loss. In these cases, it is up to the urologist to accommodate these patients accordingly and ensure through their best practices that patients are engaging in clearly communicated encounters that includes shared decision making [21]. Although there is still significant room for improvement, the successful transition to telemedicine during the pandemic demonstrated health care systems can change rapidly and effectively when there is consensus between physicians, health care administrators, and patients.

Overall, telemedicine experiences during COVID-19 appear to have changed urologists’ interest in future telemedicine usage. Urologists’ experiences with telemedicine during the pandemic appears to have been positive with most participating urologists (80.9%) now interested in continuing to incorporate it in their practices. The majority of surveyed urologists using telemedicine agreed that it improves patient access (78.5%), saves physician travel time to the hospital (55.6%), and provides patients with their health care needs (80.6%). Most participants found telemedicine simple to use (77.5%), easy to learn (89.1%), and felt they could be productive using it (75%). Overall, 75.4% of urologists said they liked using telemedicine. The pandemic demonstrated the many benefits of telemedicine, which include reduced spread of COVID-19, reduced contamination of uninfected persons, reduced transmission to hospital workers and hospital surfaces, increased appointment convenience for patients, increased patient satisfaction, and provided physicians the opportunity to work from home [9]. Even though the majority of surveyed urologists wanted to incorporate telemedicine in their practice, 68% of participating urologists still believed that at least half of their clinic appointments required an in-person visit. Subanalysis of this population, however, demonstrated more acceptance of telemedicine as a replacement for in-person visits among those urologists using telemedicine. Urologists with prior telemedicine experience were less likely to believe that 50% of their patients required in-person visits when compared to those without telemedicine experience. Grouping participating urologists into general, oncology, pediatrics, and nononcology groups showed no significant differences in telemedicine practices or opinions. Our data suggest that even though participating urologists have experienced success with telemedicine, they still believed that most patients benefit from in-person visits. Further studies are needed to assess the advantages and disadvantages of telemedicine compared to in-person visits.

A major factor in the success of telemedicine is the platform itself. There is no universally accepted platform at this time, with different institutions adopting different programs. Our study was the first to investigate what telemedicine platforms were most commonly being used among urologists and to compare the usability of these platforms based on a modified version of the TUQ. The 3 most commonly used telemedicine platforms by our participants were Zoom, Doxy.me, and Epic. There were no significant differences between the platforms in any category. Of note, of the top 5 most used platforms, Zoom, WhatsApp, and Skype are not designed for telemedicine despite
being used for this purpose. Prior to COVID-19, all telemedicine platforms had to adhere to strict Health Insurance Portability and Accountability Act (HIPAA) specifications. With COVID-19 and the push for telemedicine, emergency provisions allowed for the usage of non-HIPAA compliant technologies like Facetime by Apple and WhatsApp. It is still recommended that when possible urologists utilize reliable and secure platforms that meet HIPAA standards [22]. Telemedicine is still fairly new, and although there are many upsides to its use, our data suggest that there is still much room for improvement for the technology to better accommodate current health care practices.

Limitations and Conclusion

There are several limitations to our study. As this study was distributed partly through social media, participation may be skewed to urologists who are more comfortable with computer technologies and therefore are more likely to use telemedicine in their practice. Although we were able to capture data on over 600 urologists, it is only a small fraction of the entire urology community and therefore may not be an accurate representation of the community. It also must be noted that the majority of participants were from North America and Europe, which share similar Western socioeconomic qualities compared to the less represented urologists from Asia, South America, and Africa. Therefore, our study may be considered a more accurate representation of telemedicine usage in Western countries. In addition, our use of telemedicine as defined by video calls may have excluded a large portion of health care provided by urologists that was performed over the phone. Video calls may not be well established in many countries and the role of telephone consultations was not assessed in our study. Strategies to improve the responses in online survey studies include sending reminders to respond, offering incentives to respond, and keeping the surveys short. Despite these limitations, this is the first study to quantify the use, usability, and pervading interest in telemedicine among urologists during the COVID-19 pandemic. In the face of this pandemic, urologists have demonstrated the ability to adopt and adapt telemedicine into their practices, but barriers involving the technology itself are preventing many from utilizing it despite increasing interest.
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Abstract

Background: Often promoted as a way to address increasing demands, improve patient accessibility, and improve overall efficiency, electronic consultations are becoming increasingly common in primary care, particularly in light of the current COVID-19 pandemic. However, despite their increasing use, a theoretically informed understanding of the factors that support and inhibit their effective implementation is severely limited.

Objective: With this scoping review, we sought to identify the factors that support and inhibit the implementation of electronic consultations in primary care.

Methods: In total, 5 electronic databases (PubMed, Medline, Embase, CINAHL, and PsycINFO) were systematically searched for studies published in 2009-2019 that explored the impact and/or implementation of electronic consultations in primary care. Database searches were supplemented by reference list and grey literature searches. Data were analyzed using inductive thematic analysis and synthesized using Normalization Process Theory (NPT).

Results: In total, 227 articles were initially identified and 13 were included in this review. The main factors found to hinder implementation included awareness and expectations; low levels of engagement; perceived suitability for all patient groups, conditions, and demographics; cost; and other contextual factors. Reports of information technology reliability and clinical workload duplication (as opposed to reduction) also appeared detrimental. Conversely, the development of protocols and guidance; patient and staff education; strategic marketing; and patient and public involvement were all identified as beneficial in facilitating electronic consultation implementation.

Conclusions: This review highlights the need for proactive engagement with patients and staff to facilitate understanding and awareness, process optimization, and delivery of coherent training and education that maximizes impact and success. Although the necessity to use online methods during the COVID-19 pandemic may have accelerated awareness, concerns over workload duplication and inequality of access may remain. Future research should explore health inequalities in electronic consultations and their economic impacts from multiple perspectives (eg, patient, professional, and commissioner) to determine their potential value. Further work to identify the role of meaningful patient involvement in digital innovation, implementation, and evaluation is also required following the rapid digitization of health and social care.

(J Med Internet Res 2020;22(11):e19375) doi:10.2196/19375
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Introduction

With a 16% increase in the number of general practitioner (GP) consultations between 2007-2014 in England alone, primary care is considered to be at “saturation point” [1]. General practice is often described as facing increasing demand, reduced accessibility, and heightened patient dissatisfaction [2,3]. As a result, primary care providers are being increasingly encouraged to adopt alternative, more digitally focused methods of care.
provision [4], particularly in light of the recent COVID-19 outbreak. This drive toward digital platforms is reflected on an international scale [5–8], with digital platforms often promoted as a way to relieve pressures on existing services and improve accessibility, efficiency, and cost-effectiveness while simultaneously promoting self-management and patient-centered care [1,3,4,9]. However, critical exploration of these assumptions is severely limited.

Within the United Kingdom, prior to the COVID-19 pandemic, there were two main electronic consultation providers: askmyGP and eConsult, the latter of which was previously known as WebGP [10,11]. These systems are online triage tools designed to provide patients with an alternative way of contacting their GP practice [4]. For the purposes of this article, we define the term electronic consultations as an online service that enables patients to access advice and care from a primary care practitioner or staff member by combining preliminary health issues and symptom checking with appointment booking. These products are distinct from video-based consultations that a doctor might use, such as Babylon, AccuRx, or LIVI. In the United Kingdom, electronic consultations are also distinct from their use in North America as a video system to communicate between family doctors and specialists in hospitals.

While some research has explored the benefits of electronic consultations and the experiences of health care professionals using them, such work is often critiqued for its overreliance on pilot studies [3,4]. Other criticisms of existing literature also include a limited understanding of the cost implications for both health care professionals and patients [12–14], and a predominate focus on professional perspectives [1,15], with limited exploration of patient experiences and expectations [3,6,11]. Furthermore, of the limited research conducted, the majority of it has focused on the experience of using electronic consultations, as opposed to the practicalities of implementing such technology. Finally, in spite of their increasing use, a theoretically informed understanding of the factors that support or inhibit the implementation of electronic consultations is severely limited [4,5,8,11], particularly in a UK setting [16]. This review seeks to address this gap by identifying the factors that support and inhibit the implementation of electronic consultations in primary care using Normalization Process Theory (NPT) as a theoretical framework. This scoping review is well-timed given the rapidly increasing use of electronic consultations to provide patients with an alternative way of contacting their primary care practitioner or staff member by combining preliminary health issues and symptom checking with appointment booking. These consultations and the experiences of health care professionals using them, such work is often critiqued for its overreliance on pilot studies [3,4].

Screening and Eligibility

All identified articles were screened using a two-stage process. First, the title and abstract of all identified articles were reviewed. Any disagreements were resolved through the inclusion of a third researcher. Database searches were also supplemented by reference list searches of included studies.

Methods

Design

A scoping review was conducted due to their ability to map existing evidence in an emerging field (such as electronic consultations), identify gaps in existing understanding, and incorporate different study designs that can be grouped together to evaluate a particular topic of interest [17,18].

Search Strategy

As advised by an information specialist, 5 databases (PubMed, Medline, Embase, CINAHL, and PsycINFO) were systematically searched using the search terms “econsult” OR “electronic consultation” OR “WebGP” OR “non face-to-face consultations” OR “technology mediated consultations” AND “primary care” OR “GP” OR “general practice.” Search terms were designed and reviewed using the Peer Review of Electronic Search Strategies (PRESS) guidance [19].

A grey literature search was also conducted to ensure sufficient inclusivity and coverage. Grey literature was defined as “that which is produced on all levels of government, academics, business and industry in print and electronic formats, but which is not controlled by commercial publishers” [20]. The peer-reviewed search strategy was also used in Google Scholar.

Inclusion and Exclusion Criteria

Research studies that explored the impact or implementation of electronic consultation platforms designed to be used by a primary care clinician and patient, published in the English language, of any study design (including opinion pieces and editorial letters) were included. Research studies that were not published in the English language or focused on electronic consultation platforms outside of primary care (eg, between non–primary care specialties) were excluded to retain a relevant focus of interest.

While the researchers aimed to be inclusive, due to limited resources, a sensitive translation of non-English texts could not be provided. Finally, to ensure only the most contemporary literature was included, a time limit was applied (January 1, 2009, to January 31, 2019). Literature searches were conducted on February 1, 2019.

Analysis

Included studies were initially coded independently by two reviewers using inductive thematic analysis as outlined by Braun and Clarke [22]. Identified themes were then synthesized using NPT as outlined below by the same two reviewers.

Synthesis

Data was synthesized using NPT [23] as an analytical framework. NPT was originally developed to understand the
embedding of new, particularly complex technologies in health care systems [23], providing a clear rationale for its inclusion in this research. As outlined by Murray [23], NPT is underpinned by four constructs that often operate simultaneously:


For the purposes of this article, we report findings on the first three domains of NPT (coherence, participation, and collective action). As previously mentioned, of the limited research previously conducted, most has focused on professional experiences (eg, reflexive monitoring). We therefore focus on the three remaining domains of NPT to avoid duplication.

Quality Appraisal
In line with scoping review practice [18], included studies were not quality appraised.

Ethical Approval
Participation in this research was entirely voluntary. All participants gave full informed consent. The University of Plymouth, Faculty of Health and Human Sciences (Reference number 18/19-1060) provided ethical approval.

Results
Overview
From the 227 articles initially identified, 13 were included for the purposes of this review (Figure 1). Table 1 summarizes the characteristics of the included studies.

Figure 1. PRISMA diagram of included studies. PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-analyses.
Table 1. Characteristics of included studies.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Country</th>
<th>Study type</th>
<th>Intervention</th>
<th>Setting</th>
<th>Participants and databases</th>
<th>Analysis method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atherton et al, 2018</td>
<td>England and Scotland</td>
<td>Mixed methods case design</td>
<td>Alternatives to face-to-face consultations</td>
<td>General practices with varied experience of implementing alternatives to face-to-face consultations</td>
<td>Patients and practice staff</td>
<td>Descriptive statistics, multivariate analysis, and coding of qualitative data from EMIS Health</td>
</tr>
<tr>
<td>Banks et al, 2018</td>
<td>West of England</td>
<td>Qualitative</td>
<td>eConsult</td>
<td>General practices that piloted an e-consultation system for 15 months during 2015 and 2016</td>
<td>23 semistructured interviews with staff members</td>
<td>Thematic analysis of interview data</td>
</tr>
<tr>
<td>Cowie et al, 2018</td>
<td>Scotland</td>
<td>Mixed methods</td>
<td>eConsult</td>
<td>11 general practices piloting eConsult</td>
<td>44 semistructured practice staff interviews, 1 focus group (4 staff), and 291 patient survey responses</td>
<td>Health economics, thematic analysis and coding, patient survey, descriptive statistics</td>
</tr>
<tr>
<td>Carter et al, 2018</td>
<td>South West England</td>
<td>Mixed methods</td>
<td>WebGP</td>
<td>6 GP practices in Devon</td>
<td>Six practices provided consultations data; 20 GPs completed case reports (regarding 61 e-consults); 81 patients completed questionnaires; 5 GPs and 5 administrators were interviewed</td>
<td>Statistical analysis of surveys, thematic analysis of interview data</td>
</tr>
<tr>
<td>Farr et al, 2018</td>
<td>South West England</td>
<td>Mixed methods</td>
<td>eConsult</td>
<td>6 general practices</td>
<td>23 practice staff interviews, patient survey data for 756 e-consultations from 36 practices</td>
<td>Economic analysis on usage and costs, Normalization Process Theory, inductive thematic analysis, patient survey and record data statistical analysis</td>
</tr>
<tr>
<td>Ogden, 2018</td>
<td>N/A</td>
<td>Opinion piece</td>
<td>Online consulting</td>
<td>N/A</td>
<td>N/A</td>
<td>Descriptive statistics</td>
</tr>
<tr>
<td>Marshall et al, 2018</td>
<td>N/A</td>
<td>Opinion piece</td>
<td>Online consulting</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Casey et al, 2017</td>
<td>N/A</td>
<td>Mixed methods case study</td>
<td>Online consultation system</td>
<td>Inner-city general practice</td>
<td>Information technology developers, clinicians, and administrative staff</td>
<td>Thematic and discourse analysis of interview data</td>
</tr>
<tr>
<td>Edwards et al, 2017</td>
<td>South West of England</td>
<td>Observational study</td>
<td>eConsult</td>
<td>South West of England</td>
<td>eConsult data obtained from 36 general practices</td>
<td>Economic analysis, website analytics, survey-based statistical analysis</td>
</tr>
<tr>
<td>Wise, 2017</td>
<td>N/A</td>
<td>Opinion piece</td>
<td>Online consultations</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Hanna et al, 2012</td>
<td>Scotland</td>
<td>Qualitative</td>
<td>Non–face-to-face consultations</td>
<td>Scotland</td>
<td>20 semistructured interviews with general practitioners</td>
<td>Thematic analysis of interviews</td>
</tr>
<tr>
<td>Mair et al, 2012</td>
<td>N/A</td>
<td>Systematic review</td>
<td>eHealth systems (only information pertaining to online consultations recorded)</td>
<td>N/A</td>
<td>N/A</td>
<td>Evidence synthesis</td>
</tr>
</tbody>
</table>
As demonstrated in Table 1, most of the research published in the last two years has used a mixed methods design. There has been a particular focus on the introduction of electronic consultations in South West England and Scotland. Our results are presented in line with the three selected domains of NPT as outlined above. We begin by presenting the factors that inhibit implementation, followed by those that facilitate implementation.

Factors That Inhibit Electronic Consultation Implementation

Coherence: What Factors Inhibit the Understanding of Electronic Consultations?

Awareness and Expectations

A lack of understanding and awareness about the purpose of electronic consultation systems appears particularly problematic in their implementation and impact [24]. Patient understanding and awareness was reportedly mixed, with the effectiveness of electronic consultation advertising often called into question [16,25]. Patients were often not aware of alternative methods available to them, and how to access or operate such services [16,24]. Atherton suggests this is a matter for individual practices rather than policy directives [24].

A difference in staff and patient expectations regarding the appropriate use of electronic consultations was also reported [3]. This primarily related to the inappropriate use of electronic consultations to get a timelier face-to-face appointment as later discussed.

Cognitive Participation: What Factors Inhibit How People Engage With Electronic Consultations?

Low Uptake

Studies identified a low uptake as a further barrier to electronic consultation implementation [1,3,4,6,11,16,24]. Engagement levels were often reported to be much lower than expected [3]. For example, Banks et al [4] reported that only around 6% of practices used some form of electronic consultation. Similarly, Edwards et al [16] concluded that of the 36 practices reviewed, there was an average of 2 electronic consultations per 1000 patients per month. Such findings mirrored calculations by Cowie and colleagues [11]; the highest submission rate reported was almost 0.1 consultations per patient per year.

Suitability for Certain Patient Groups, Conditions, and Demographics

The suitability of electronic consultations for certain patient groups, conditions, and demographics was also called into question. Electronic consultations were considered more suitable for certain patient groups with discrete, “straightforward,” or familiar ongoing treatment queries [1,3,24,27]. In comparison, face-to-face consultations were reportedly preferred for new, acute, or complex cases that required physical examination and/or regular monitoring [3,4,16,24,26]. As a result, some health care professionals expressed concern that patient groups including those with long-term conditions, multimorbidity, and/or mental health problems would be disadvantaged or unintentionally excluded from electronic consultation opportunities [8,24]. Some GPs repeatedly expressed concerns that introducing a new technology could create or widen existing inequalities in access to health care [3,27,29]. Atherton acknowledged the purposeful selection of patients by health care professionals, including receptionists and administrators, based on their assumptions of who they felt would be able to use electronic consultations appropriately [24], highlighting further concerns regarding unintentional or intentional exclusion.

In regard to demographics, included articles also suggested that women are almost twice as likely to use electronic consultation systems than men [6,11,16]. Younger patients are also more likely to engage with electronic consultation systems, with levels of engagement typically declining with age [3,6,11,16,24]. Levels of education, language [3], and employment were also shown to influence electronic consultation use [6,24,27].

Contextual Factors: Practice Size, Deprivation, and Geographical Location

Following this, a range of contextual factors including practice size, deprivation, and geographical location appeared to influence electronic consultation implementation and effect [29]. Hanna et al [29] suggested that the bigger the practice size, the more support available, including a website, an information technology (IT) manager, and a triage team, thereby influencing implementation efforts and sustainability [29].

Cost

Finally, cost was reported as a significant barrier to electronic consultation engagement and implementation [3,4], with limited evidence available to justify its associated expense [4,11]. As suggested by Farr et al [3], costs often prohibited long-term engagement with electronic consultation systems.


Additional Time and Increased Workload

In regard to how people work with electronic consultations (collective action), the majority of included studies reported an increase in clinician workload. This was often attributed to additional follow-up and/or face-to-face consultations due to a lack of sufficient information being provided [1,4,6,11,16,27,28]. Although one study acknowledged a potential benefit of having the clinical issue documented prior to a face-to-face appointment [4], this conclusion was
contradicted by another article that found that follow-up appointments were typically longer than the national average (14.5 minutes versus 9.2 minutes for face-to-face) [16]. However, it is important to note that this disparity may be a result of a lack of GP continuity between electronic and follow-up consultations [3].

GPs also reported significant difficulties in establishing a patient’s primary concern, following an inability to probe for further information [3,4,16]. Where reported, most electronic consultations resulted in either follow-up phone calls or face-to-face appointments, leading GPs to report a duplication in their workload, as opposed to a desired reduction [1,3,6]. The relatively low uptake of electronic consultation systems as previously described appeared to exacerbate this concern [11].

An increase in administrative workload was also reported, particularly the frequent need to contact patients regarding their electronic consultation outcome or to arrange a face-to-face or telephone appointment [11]. Cowie et al [11] reported that most practices made at least three attempts to contact patients, frequently reporting that contact could not be made. The use of a withheld number was suggested as a possible explanation. Some practices have developed methods to facilitate email contact as a solution to this problem, although issues of data security and protection remained a concern [11].

Medicolegal Concerns
Linked to concerns of data security and protection, medicolegal issues were also identified as a barrier to electronic consultation implementation and use. Concerns about the negotiation of clinical risk and diagnosis uncertainty were repeatedly expressed within the context of an increasingly litigious culture [8,27,29].

Potential to “Game” the System
As previously mentioned, some practice staff members expressed concern regarding “patients gaming the system” [4], with some reportedly using the system to achieve a timelier face-to-face appointment [3,4,6,11]. As reported by Banks et al [4] and others, staff often felt patients could get an appointment quicker using electronic consultation methods by circumventing traditional, often telephone-based appointment systems. The responsibility of the practice to contact the patient within a specified time frame, often by the end of the next working day [4,6], as well as the content of marketing material [11], appeared to influence this perception.

IT Reliability
Finally, the reliability of technology was seen as a potential barrier to electronic consultation implementation and use. As reported by Hanna et al [29], some interviewees felt new IT systems were highly reliable, while others expressed concern about network availability and speed [27,29]. The interoperability of IT systems was also identified as influential in electronic consultation implementation [3,11], with competing or conflicting IT systems proving to be problematic.

Factors That Facilitate Implementation
In addition to the barriers outlined above, a number of facilitating factors were also identified in regard to electronic consultation implementation and use. Each are discussed in turn below.

Coherence: What Factors Facilitate the Understanding of Electronic Consultations?

Protocols and Strategies
First, the provision of protocols, strategies, and/or guidance including medicolegal advice was considered integral to the effective implementation of electronic consultations [11,26-28]. As identified by Cowie et al [11], the development of a clear strategy for introducing electronic consultations prior to any implementation was considered fundamental. Such protocols should be developed in collaboration with staff, patients, and electronic consultation champions (as discussed below) [11].

Education
Following this, quality patient and staff education on what electronic consultations are, what they are not, and when to use them was widely encouraged [3,6,11]. Cowie et al [11] recommended the construction of practice process diagrams along with clear objectives to facilitate staff understanding and awareness. An exploration of staff expectations was also considered integral [11].

Focused Marketing
Linked to the provision of education was a desire for more focused marketing [6,11,26]. Identified ways of promoting and marketing electronic consultations included leaflets, clear website positioning, posters, and recorded telephone messages [26]. As suggested by Ogden et al [26], recorded messages appeared particularly influential when recorded by a doctor.

Patient and Public Involvement and Wider Network Development
Combining the development of protocols, education, and marketing, patient and public involvement was also considered integral prior to and during any electronic consultation implementation to ensure acceptability and understanding [3,11]. Despite this, few practices reported engaging with patients in electronic consultation design, implementation, or evaluation [3]. This may explain some of the issues identified regarding patient understanding and awareness. Patient participation groups (PPGs) were identified as a beneficial resource for facilitating patient engagement, as were patient and public involvement workshops to provide feedback on electronic consultation systems, protocols, and experiences [11].


Staff Training
Moving on to cognitive participation, how stakeholders engaged with electronic consultations, adequate staff training that addressed how electronic consultations operate, how electronic consultations fit with existing practice processes, and individual responsibilities were considered essential for successful implementation [8,11,26-28].
eConsultation Champions

An electronic consultation champion was also considered helpful in ensuring effective implementation and engagement by promoting its use among patients and more reticent staff members [11,28]. However, the risk of jeopardizing staff and patient commitment by recruiting a critical champion was also acknowledged [28].

Collective Action: What Factors Facilitate How Stakeholders Work With Electronic Consultations?

Strategic Marketing

With regard to collective action (how stakeholders work with electronic consultations), strategic marketing or signposting was identified as a facilitating factor [3,6,11]. For example, signposting patients to use electronic consultations in certain situations where only remote GP access was likely to be required, including follow-up appointments, general administrative queries, repeat prescriptions, and general advice [11]. A more focused marketing strategy was considered to help improve overall efficiency, ensuring patients who might benefit from the service most were directly encouraged to engage with it [11].

Notification Alerts

In response to concerns of engaging in telephone “ping-pong,” a desire for the development of an alerting system to inform patients of an incoming call following an electronic consultation request was also expressed [6,11]. Some practices already provide an estimated time for patient call-backs, clearly informing the patient that this may be from an unavailable or unknown number [11]. The development and effective incorporation of email contact was also expressed as a desirable solution to improving electronic consultation implementation and effectiveness [11], although this is reliant on the smooth integration of electronic consultations into existing IT systems as described below [28].

Integration of Technology and Adequate Resourcing

Mair et al [28] suggested clinicians may be deterred or become resistant to working with a system that adds complexity or requires additional effort and time. IT support was therefore considered integral to implementation [27], as was adequate resourcing, particularly financial support [28].

Pairing of GPs With Patients

Finally, the possibility of allocating electronic consultations to GPs who had had previous contact with the patient was seen as an effective way to facilitate implementation [3]. Table 2 provides a visual representation of the barriers and facilitators outlined in this review, according to the relevant domains of NPT.

Table 2. Identified barriers and facilitators to electronic consultation implementation and use.

<table>
<thead>
<tr>
<th>Normalization Process Theory domain</th>
<th>Barriers</th>
<th>Facilitators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coherence</td>
<td>Lack of understanding regarding its purpose and intended use</td>
<td>Development of protocols, strategies, and guidance, including medicolegal advice</td>
</tr>
<tr>
<td>Participation</td>
<td>Low uptake</td>
<td>Patient and staff education</td>
</tr>
<tr>
<td></td>
<td>Mainly administrative requests</td>
<td>Focused marketing</td>
</tr>
<tr>
<td></td>
<td>Suitability for certain patient groups and conditions</td>
<td>Wider consultation with patients and staff members prior to implementation</td>
</tr>
<tr>
<td></td>
<td>Contextual factors including practice size, deprivation, and geographical location</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cost</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Limited patient involvement</td>
<td></td>
</tr>
<tr>
<td>Action</td>
<td>Purposeful patient selection.</td>
<td>Staff training</td>
</tr>
<tr>
<td></td>
<td>Additional time or increased workload</td>
<td>Strategic/targeted patient use for those most likely to benefit from electronic consultations</td>
</tr>
<tr>
<td></td>
<td>Medicolegal concerns</td>
<td>Electronic consultation champion</td>
</tr>
<tr>
<td></td>
<td>The potential to “game” the system</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Information technology reliability</td>
<td>Effective signposting informing patients of when to use electronic consultation and when not</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Notification alerts to alleviate administrative issues related to contacting patients</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Integration of technology and adequate resourcing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pairing of general practitioner with prior patient contact</td>
</tr>
</tbody>
</table>

Discussion

Summary

This review addressed an identified gap in existing literature by developing a theoretically informed understanding of the factors that support and inhibit the practical implementation of electronic consultations in primary care [4,5,8,11,16]. Review findings suggest limited staff and patient awareness and understandings; low levels of engagement; perceived suitability for all patient groups, conditions, and demographics; cost; and other contextual factors including practice size, levels of deprivation, and geographical location are the main inhibitory factors of effectively implementing electronic consultations. As a result, the majority of included studies reported an increase in clinician and admin time, with many GPs reporting a duplication in workload, as opposed to the desired reduction. Findings from our review also identified a number of factors.
that could help facilitate the effective implementation of electronic consultations. These primarily focused on the provision of staff training, protocols, strategies, and guidance; enhanced patient awareness and education; strategic marketing; notification alerts, and patient and public involvement in the innovation, implementation, and evaluation stages.

Comparison With Existing Literature

Similar to existing research, the included articles reported a shortcoming of electronic consultations in their current form [4], with expressed skepticism regarding their financial investment [3]. Furthermore, many health care professionals expressed concern that electronic consultation duplicated administrative and clinical workloads. Such findings have been widely reported by a number of studies [1,3,4,6,16]. However, it is important to note that this may be due to the absence of supporting factors identified in this review and the relatively new emergence of electronic consultations. Further exploration of whether the presence of facilitating factors improves electronic consultation would be beneficial. Finally, we found a limited amount of research exploring electronic consultation experiences and impact from a patient perspective [3,6,11], identifying a further area for future research.

Strengths and Limitations

Strengths of this review include its exploration of both peer-reviewed and grey literature and novel application of a theoretical framework in the context of general practice and electronic consultations. However, its limitations must also be acknowledged. In line with scoping review practice, included articles were not quality appraised. The exclusion of non–English language texts may also have introduced research bias. Future research may benefit from a wider range of bibliographic databases, including technical databases such as IEEE. Exploration of any differences between private and free at the point of access service implementations/commissioning would also be beneficial.

Implications for Practice

With these in mind, the implications from this review are clear. First, the implementation of electronic consultations appears most effective when both patients and staff members are involved in the design, implementation, and evaluation of their processes and outcomes. Second, the rationale, purpose, and intended use of electronic consultations needs to be effectively communicated to both patients and staff members to ensure appropriate use and implementation. This could be best achieved through targeted marketing as well as meaningful patient involvement to facilitate patient understanding and acceptability. Third, marketing materials should reflect the reality of the product proposed to effectively manage people’s expectations (ie, electronic consultation may not reduce workload to the extent originally promised). Efforts should also be made wherever possible to incorporate the factors identified as beneficial in electronic consultation implementation to achieve maximum success and impact. Finally, further work is required to explore the potential inequalities in electronic consultations, with evidence to suggest some patient groups may be disadvantaged or unintentionally excluded from electronic consultation opportunities [8,23]. Further exploration of the economic costs and benefits of electronic consultations from the perspective of patients, professionals, and commissioners would also be beneficial in informing current debates.

Conclusion

In conclusion, the implementation of electronic consultations in primary care can be facilitated by the development of protocols and strategies, patient and staff education, accurate and targeted education, and meaningful patient and public involvement. Efforts should be made wherever possible to incorporate factors identified as beneficial in facilitating electronic consultations to ensure maximum impact and success. Further research exploring the economic impacts of electronic consultations would be beneficial from a patient, professional, and commissioner perspective.
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Abstract

Background: Telemonitoring studies in chronic heart failure are characterized by mixed mortality and hospitalization outcomes, which have deterred the uptake of telemonitoring in clinical practice. These mixed outcomes may reflect the diverse range of patient management strategies incorporated in telemonitoring. To address this, we compared the effects of different telemonitoring strategies on clinical outcomes.

Objective: The aim of this systematic review and subgroup meta-analysis was to identify noninvasive telemonitoring strategies attributing to improvements in all-cause mortality or hospitalization outcomes for patients with chronic heart failure.

Methods: We reviewed and analyzed telemonitoring strategies from randomized controlled trials (RCTs) comparing telemonitoring intervention with usual care. For each strategy, we examined whether RCTs that applied the strategy in the telemonitoring intervention (subgroup 1) resulted in a significantly lower risk ratio (RR) of all-cause mortality or incidence rate ratio (IRR) of all-cause hospitalization compared with RCTs that did not apply this strategy (subgroup 2).

Results: We included 26 RCTs (N=11,450) incorporating 18 different telemonitoring strategies. RCTs that provided medication support were found to be associated with a significantly lower IRR value than RCTs that did not provide this type of support (P=.01; subgroup 1 IRR=0.83, 95% CI 0.72-0.95 vs subgroup 2 IRR=1.02, 95% CI 0.93-1.12). RCTs that applied mobile health were associated with a significantly lower IRR (P=.03; IRR=0.79, 95% CI 0.64-0.96 vs IRR=1.00, 95% CI 0.94-1.06) and RR (P=.01; RR=0.67, 95% CI 0.53-0.85 vs RR=0.95, 95% CI 0.84-1.07).

Conclusions: Telemonitoring strategies involving medication support and mobile health were associated with improvements in all-cause mortality or hospitalization outcomes. These strategies should be prioritized in telemonitoring interventions for the management of patients with chronic heart failure.
Introduction

Chronic heart failure (CHF) is a severe chronic disease [1] affecting over 26 million people worldwide [2]. Despite advances in modern medical therapy [3] and multidisciplinary clinical care [4], CHF continues to manifest a poor quality of life [5], frequent hospitalizations [6,7], low survival rates [8], and high healthcare expenditure [2]. Telemonitoring has been extensively studied as an innovative approach to enable care providers to remotely monitor patients at home and provide timely intervention in the event of clinical deterioration. Over the past two decades, many enabled care programs have been developed and evaluated, and several reviews have demonstrated the potential of using telemonitoring interventions to reduce mortality [9-11] and hospitalizations [9,11] in CHF care. However, the outcomes from individual randomized controlled trials (RCTs) are heterogeneous, with nonsignificant effects obtained in several large and well-designed RCTs [12-14]. Owing to these mixed outcomes, the use of telemonitoring in CHF care has been questioned [15,16] and has not yet been embraced in clinical recommendations [17,18].

Mixed outcomes in telemonitoring studies have been attributed to insufficient support from cardiologists, unsatisfactory patient compliance [19,20], low predictive power for clinical deterioration [14], and improvements in usual care [14,18]. However, these findings were limited to narrative analyses of individual telemonitoring studies. Several reviews have evaluated specific approaches to CHF care, including mobile health (mHealth) [21-23]; structured telephone [11,18], videophone, and interactive voice response devices [24]; education alone; pharmacist interventions; and clinical support by various care providers [25]. These reviews provide valuable insight into the effectiveness of specific types of interventions, but do not explain the mixed outcomes across telemonitoring interventions involving different components of care.

To address the existing knowledge gap, we conducted a systematic review and meta-analysis using a novel approach of evaluating the effect of different noninvasive telemonitoring strategies on reduced all-cause mortality and hospitalization to identify which strategies were associated with these outcomes.

Methods

Literature Search

This review was performed according to the Cochrane Collaboration methodological guidelines [26]. We conducted a literature search in the PubMed, EMBASE, CINAHL, and Cochrane Library databases, covering the publication period from January 1990 to February 2020. The publications were required to be (1) relevant to telehealth, telemedicine, telemonitoring, telecare, internet, mobile, smartphone, remote monitoring, or home monitoring; (2) involving patients with CHF; and (3) in the English language. An information specialist officer at the Commonwealth Scientific and Industrial Research Organization (Brisbane, Australia) and an expert librarian at Curtin University, Western Australia, Australia helped develop the bibliographies and conduct the database search (for a more complete description of our search strategy, see Multimedia Appendix 1).

Two investigators (HD and SC) independently reviewed the articles obtained. Disagreements between the two investigators were resolved by a third reviewer (AM or IE).

Scope of Telemonitoring

In this review, we employed a hierarchical structure considering that telehealth encompasses telemonitoring, as well as eHealth care processes and communication, telemedicine, and mHealth [27]. We then defined the scope of telemonitoring as “the use of information technology to monitor patients at a distance,” as described by Meystre [28]. Finally, we included a telemonitoring intervention in the analysis if it involved “the transfer of physiological data such as blood pressure, weight, electrocardiographic signals, or oxygen saturation through technology such as telephone lines, broadband, satellite, or wireless networks” [27].

Inclusion and Exclusion Criteria

This review focused on noninvasive telemonitoring interventions evaluated through an RCT. The inclusion criteria were: (1) studies evaluating telemonitoring for CHF for at least 3 months, (2) prospective RCTs comparing telemonitoring-based care with usual care, and (3) full peer-reviewed journal articles reporting outcomes of all-cause mortality or all-cause hospitalization. The exclusion criteria were: (1) articles reporting preliminary analysis outcomes; (2) studies with a sample size less than 50 (Multimedia Appendix 2), because, compared with large studies, small studies are often associated with a lower level of reporting quality [29], are more likely to be heterogeneous [30], and overestimate outcome effects [31]; and (3) telemonitoring via implantable devices, as these interventions often involve a different care paradigm to noninvasive devices and have been the subject of dedicated reviews [32,33].

Telemonitoring Strategies Extracted

We extracted 18 telemonitoring strategies according to three categories: technology applications (6 strategies), care objectives (7 strategies), and care support methods (5 strategies) (Table 1).
Table 1. Extracted telemonitoring strategies for the subgroup meta-analysis on telemonitoring interventions for chronic heart failure (CHF).

<table>
<thead>
<tr>
<th>Strategies</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technology applications</strong></td>
<td>An mHealth system was used in the telemonitoring program, and the system involved a set of software apps mainly designed for mobile devices such as smartphones, personal digital assistants, and tablet computers.</td>
</tr>
<tr>
<td>mHealth system (or combining with mHealth apps)</td>
<td>A PC-based system was used in the telemonitoring program, which involved a set of software apps mainly designed for PCs.</td>
</tr>
<tr>
<td>PC-based system</td>
<td>A device enabling participants to measure body weight and transfer the data to care providers in the telemonitoring program.</td>
</tr>
<tr>
<td>Weight scale</td>
<td>A device enabling participants to measure blood pressure and transfer the data to care providers in the telemonitoring program.</td>
</tr>
<tr>
<td>Blood pressure monitor</td>
<td>A device enabling participants to record ECG and transfer the data to care providers in the telemonitoring program.</td>
</tr>
<tr>
<td>ECG monitoring device</td>
<td>A device enabling participants to measure heart rate and transfer the data to care providers in the telemonitoring program.</td>
</tr>
<tr>
<td>Heart rate monitor</td>
<td>Care objectives</td>
</tr>
<tr>
<td>Education</td>
<td>The telemonitoring program included a care objective/component involving CHF education. The education content could be provided via video clips, animation, or text messages.</td>
</tr>
<tr>
<td>Daily weight monitoring</td>
<td>The telemonitoring program contained a care objective/component to assist the participants in daily weight monitoring. The assistance was delivered predominantly via automated messages and telephone calls.</td>
</tr>
<tr>
<td>Diet</td>
<td>The telemonitoring program contained a care objective/component for improving dietary behavior recommended for CHF.</td>
</tr>
<tr>
<td>Medication support</td>
<td>Clinical support was provided to optimally adjust medication therapy or support participants to adhere to the medication recommendations for CHF.</td>
</tr>
<tr>
<td>Exercise</td>
<td>Exercise was monitored or assessed via electronic questionnaires in the program. Clinical interventions such as automated messages and telephone calls were provided to assist participants in conducting exercises according to clinical recommendations.</td>
</tr>
<tr>
<td>Depression and anxiety</td>
<td>A care objective/component was specifically provided to address depression and anxiety in participants through the telemonitoring program.</td>
</tr>
<tr>
<td>Monitoring symptoms</td>
<td>Participants used telemonitoring apps to record their CHF-related symptoms. Accordingly, care providers reviewed the recorded symptoms and provided interventions.</td>
</tr>
<tr>
<td><strong>Care support methods</strong></td>
<td>Care support methods</td>
</tr>
<tr>
<td>Collaborative care</td>
<td>Interventions and support for collaborative care were provided in the telemonitoring program, such as collaborative reviews, referrals, and communication for follow up.</td>
</tr>
<tr>
<td>Physician support</td>
<td>Physicians were included in the telemonitoring program to provide clinical intervention to the participants.</td>
</tr>
<tr>
<td>Nurse support</td>
<td>Nurses were included in the telemonitoring program to provide clinical intervention to the participants.</td>
</tr>
<tr>
<td>Call center support</td>
<td>A call center was included in the telemonitoring program to provide support to the participants.</td>
</tr>
<tr>
<td>Automated system</td>
<td>Automated systems were used to automatically monitor the participants' data and provide reminders, alerts, and notifications to the participants.</td>
</tr>
</tbody>
</table>

---

Review Outcomes

The risk ratio (RR) of all-cause mortality and the incidence rate ratio (IRR) of all-cause hospitalization in the RCTs were analyzed. The RR and IRR values in each RCT were calculated from the event counts of mortality and hospitalization. For each strategy, we divided the RCTs into two subgroups: RCTs that applied the strategy in the telemonitoring intervention (subgroup 1) and RCTs that did not apply the strategy (subgroup 2). We then compared the two subgroups (subgroup 1 vs subgroup 2), and examined whether the difference between the two groups in the RR and IRR outcomes was statistically significant.

**Meta-Analysis**

In the meta-analysis, we used a random-effects model with the DerSimonian–Laird estimator [34,35], and report the RR, IRR, and 95% CI for each group. For RCTs with no events in one arm, we applied a continuity correction of 0.5. The heterogeneity
of RCTs in each subgroup was examined by the $Q$ test and $I^2$ statistic [36,37]. The statistical significance of heterogeneity was determined by a relaxed $P$ value of .10 ($P_{H}<.10$) [38]. The $I^2$ values of 25%, 50%, and 75% were used to reflect a low, moderate, and high level of heterogeneity, respectively [37]. To evaluate the risk of bias, a regression test was used to analyze the asymmetry of a funnel plot of the RR or IRR results in a subgroup [36]. The regression test was used to examine whether the outcomes of individual RCTs were related to the corresponding sampling variances [39]. A significant regression ($P_F<.05$) indicated a significant risk of bias. The difference between the two groups (subgroup 1 vs subgroup 2) was evaluated by a Wald-type test [36], and statistical significance was determined if the corresponding two-sided $P$ value was less than .05 ($P_C<.05$). A mixed-effects model [36] was also used to evaluate the effects of potential confounders, including sex, age, or the severity measure of left ventricular ejection fraction (LVEF). The meta-analysis methods and tests were performed using RStudio Version 1.1.383 [40] associated with the “metafor” meta-analysis package (version 2.0) [36].

Risk of Bias

A summary of the methodological risk of bias of the included studies was conducted in accordance with the Cochrane Handbook for Systematic Reviews of Interventions [26] by two investigators (HD, SC) using the risk of bias tool in the Cochrane Collaboration’s review-writing software RevMan 5.3. This involved reporting the following individual elements for the included RCTs: random sequence generation, allocation sequence concealment, blinding of participants and personnel, blinding of outcome assessment, completeness of outcome data, and selective outcome reporting. Each item was judged as being at a high, low, or unclear risk of bias. Studies were deemed to be at the highest risk of bias if they were scored at a high or unclear risk of bias for either the sequence generation or allocation concealment domains [26].

Results

Search Results

The literature search results are presented in Figure 1. We found 3870 records from the bibliographic search and 56 records from three existing systematic reviews [9,11,41] and a manual search, resulting in a total of 3926 records. After removing duplicates, we obtained 1632 articles for screening. In the screening process, we excluded 1553 articles because of absence of inclusion criteria and consequently obtained 79 articles for a full-text assessment. We then excluded 53 articles according to the inclusion and exclusion criteria, and one article because of its poor completion rate recognized by the authors [42]. Finally, this review included 26 RCTs. Among them, 25 RCTs provided all-cause hospitalization events and 21 RCTs provided mortality events.

Among the assessment elements of bias risk, the blinding of participants and personnel was the least used method in the RCTs included (Figure 2). There were 11 RCTs that did not blind participants and personnel (Figure 3). Nine RCTs did not report their blinding status and only six RCTs used a blinding approach. The blinding of outcome assessment was the least reported element, and 14 RCTs (54%) had “unclear risk of bias.”
Figure 1. Flow diagram of study selection.

- Records identified through database searching (n=3870)
- Additional records identified through other sources (n=556)

- Total records for screening (n=3926)
  - Duplicates removed (n=2294)
  - Records excluded because of absence of the inclusion criteria (n=1553)

- Records screened (n=1632)
  - Full-text articles assessed for eligibility (n=79)
    - Full-text articles excluded (n=53)
      - Selection criteria (n=52)
      - Other reasons (n=1)

- Studies included in qualitative synthesis (n=26)

- Total studies included in the review (n=26)
  - Studies in meta-analysis of all-cause mortality (n=21)
  - Studies in meta-analysis of all-cause hospitalization (n=25)

Figure 2. Risk of bias assessment. Authors' judgments about each methodological quality item are presented as percentages across all included studies.
Participant Characteristics

The 26 RCTs included 11,450 participants. The participants’ characteristics are shown in Table 2. The median age was 67.4 years and the median rate of male participants was 73.15% (8376/11,450). The participants generally had a significantly reduced (<40%) LVEF, with a median LVEF of 29.6%, and they experienced mild to moderate levels of symptoms, with a median New York Heart Association functional class score of 2.6. The median trial size of the RCTs was 290 participants and the median follow-up duration was 12 months.
Table 2. Participants’ characteristics in 26 randomized controlled trials included in the subgroup meta-analysis.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>67.40 (65.08-72.75)</td>
</tr>
<tr>
<td>Trial size (N)</td>
<td>290 (180-675)</td>
</tr>
<tr>
<td>Follow-up duration (months)</td>
<td>12 (6-12)</td>
</tr>
<tr>
<td>Male (%)</td>
<td>73.15 (66.00-79.95)</td>
</tr>
<tr>
<td>LVEF(^a) (%)</td>
<td>29.60 (27.00-35.93)</td>
</tr>
<tr>
<td>NYHA(^b) class score</td>
<td>2.6 (2.3-2.8)</td>
</tr>
</tbody>
</table>

\(^a\)LVEF: left ventricular ejection fraction.
\(^b\)NYHA: New York Heart Association.

**Telemonitoring Strategies**

We extracted 18 telemonitoring strategies from the 26 RCTs, as shown in Table 3. Some strategies were commonly used, such as telemonitoring weight scales (26/26, 100% RCTs), call-center support (24/26, 92%), and daily weight monitoring (25/26, 96%). Strategies that were not commonly used included nurse support (2/26, 8%), intervention for depression and anxiety (3/26, 12%), and exercise (3/26, 12%). The telemonitoring programs in the RCTs generally contained multiple strategies, with a mean of 8.7 strategies per care program.
Table 3. Telemonitoring strategies and randomized controlled trials included in the meta-analysis.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Alerts</th>
<th>Nurse</th>
<th>Call Center</th>
<th>Physician</th>
<th>Collaborative</th>
<th>Ed</th>
<th>Weight</th>
<th>Diet</th>
<th>Meds</th>
<th>Ex</th>
<th>Da</th>
<th>Symptons</th>
<th>PC</th>
<th>mHealth</th>
<th>Scale</th>
<th>BP</th>
<th>HR</th>
<th>ECG</th>
</tr>
</thead>
<tbody>
<tr>
<td>[43] 384</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[44] 216</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[45] 156</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[46] 133</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[12] 1653</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[47] 248</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[48] 178</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[49] 182</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[50] 160</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[51] 460</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[52] 280</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[53] 72</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[54] 1360</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[55] 1538</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[13] 710</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[56] 181</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[57] 319</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[58] 72</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[59] 261</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[60] 339</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[14] 1437</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[61] 100</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[62] 315</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[63] 80</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[64] 316</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>[65] 300</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>11,450</td>
<td>7</td>
<td>3</td>
<td>24</td>
<td>21</td>
<td>7</td>
<td>12</td>
<td>25</td>
<td>6</td>
<td>16</td>
<td>3</td>
<td>2</td>
<td>17</td>
<td>2</td>
<td>13</td>
<td>26</td>
<td>20</td>
<td>14</td>
</tr>
</tbody>
</table>

aEd: education.
bMeds: medication.
cEx: exercise.
dD/A: depression and anxiety.
ePC: personal computer.
fmHealth: mobile health.
gBP: blood pressure.
hHR: heart rate.
iECG: electrocardiogram.

**Overall Effectiveness of Telemonitoring**

There were 21 RCTs (n=10,536) with event counts of all-cause mortality and 25 RCTs (n=9912) with event counts of all-cause hospitalization. The outcomes of mortality (RR) and hospitalization (IRR) with 95% CIs are shown in Figure 4 and Figure 5, respectively. Overall, telemonitoring interventions were found to be more effective than usual care on reducing
all-cause mortality (RR=0.85, 95% CI 0.76-0.94, \( P = 0.01 \)) and all-cause hospitalizations (IRR=0.90, 95% CI 0.81-0.99, \( P = 0.04 \)). The outcomes of both RR and IRR were heterogeneous (\( P_H = 0.01 \)), with a low-to-moderate level of heterogeneity (\( I^2 = 35.3\% \)) in the RR outcomes and a moderate-to-high level of heterogeneity (\( I^2 = 73.2\% \)) in the IRR outcomes. In the funnel plot–based test, the risk of bias was significant for both RR (\( z = 1.89, P = 0.001 \)) and IRR (\( z = 3.33, P = 0.001 \)) outcomes. We also used the mixed-effects model to adjust for sex, age, or LVEF, but did not find significant differences in these results.

**Figure 4.** Event counts and effectiveness of telemonitoring interventions on all-cause mortality. There were 20 randomized controlled trials (N=10,263) with mortality event counts in the subgroup meta-analysis. RR: relative risk.

**Figure 5.** Event counts and effectiveness of telemonitoring interventions on all-cause hospitalization. There were 24 randomized controlled trials (N=9612) with hospitalization event counts in the subgroup meta-analysis. IRR: incidence rate ratio.

### Subgroup Comparison of Telemonitoring Strategies

The subgroup of RCTs that provided medication support (subgroup 1, 15 RCTs, \( n = 4563, \) IRR=0.83, 95% CI 0.72-0.95) was found to be associated with a significantly (\( P = 0.01 \)) lower IRR of all-cause hospitalization than the comparison subgroup of RCTs that did not apply this strategy (subgroup 2, 10 RCTs, \( n = 5349, \) IRR=1.02, 95% CI 0.93-1.12), as shown in Tables 4-6 and Multimedia Appendix 3. Within the subgroup of RCTs that provided medication support, the telemonitoring interventions were found to be more effective than usual care on reducing hospitalizations (15 RCTs, \( n = 4563, \) IRR=0.83, 95% CI 0.72-0.95, \( P = 0.01 \)). The IRR outcomes in both subgroups were heterogeneous (Multimedia Appendix 3 and Multimedia Appendix 4). The outcomes in the comparison subgroup of RCTs that did not apply this strategy were associated with the risk of bias.

Similarly, the subgroup of mHealth (subgroup 1, 12 RCTs, \( n = 2662, \) IRR=0.79, 95% CI 0.64-0.96) was associated with a significantly (\( P = 0.03 \)) lower IRR of all-cause hospitalization than the comparison subgroup (subgroup 2, 13 RCTs, \( n = 7250, \) IRR=1.00, 95% CI 0.94-1.06), as shown in Tables 4-6 and Multimedia Appendix 5. Within the mHealth subgroup, the telemonitoring interventions were found to be significantly more effective than usual care on reducing all-cause hospitalizations (subgroup 1, 12 RCTs, \( n = 2662, \) IRR=0.79, 95% CI 0.64-0.96, \( P = 0.03 \)). The IRR outcomes in the mHealth subgroup were heterogeneous and were associated with a risk of bias.
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Table 4. Subgroup meta-analysis to examine the effect of telemonitoring strategies on all-cause hospitalization for randomized controlled trials (RCTs) that applied the strategy in the telemonitoring intervention (subgroup 1).

<table>
<thead>
<tr>
<th>Strategies</th>
<th>RCTs (N participants)</th>
<th>Effect</th>
<th>Heterogeneity</th>
<th>Funnel test Z (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>IRR a (95% CI)</td>
<td>P value</td>
<td>Q (P value)</td>
</tr>
<tr>
<td>Technology application</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC b-based system</td>
<td>2 (1493)</td>
<td>0.54 (0.16-1.81)</td>
<td>.32</td>
<td>25.07 (&lt;.001)</td>
</tr>
<tr>
<td>Blood Pressure Monitor</td>
<td>19 (7201)</td>
<td>0.87 (0.77-0.98)</td>
<td>.02</td>
<td>72.50 (&lt;.001)</td>
</tr>
<tr>
<td>ECG Monitor</td>
<td>7 (2198)</td>
<td>0.91 (0.73-1.12)</td>
<td>.37</td>
<td>27.56 (&lt;.001)</td>
</tr>
<tr>
<td>Telemonitoring Weight Scale</td>
<td>25 (9912)</td>
<td>0.90 (0.83-0.99)</td>
<td>.03</td>
<td>74.67 (&lt;.001)</td>
</tr>
<tr>
<td>Heart Rate Monitor</td>
<td>13 (5353)</td>
<td>0.85 (0.74-0.97)</td>
<td>.02</td>
<td>44.39 (&lt;.001)</td>
</tr>
<tr>
<td>Mobile Health System</td>
<td>12 (2662)</td>
<td>0.79 (0.64-0.96)</td>
<td>.02</td>
<td>64.40 (&lt;.001)</td>
</tr>
<tr>
<td>Care objective</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>10 (5103)</td>
<td>0.86 (0.72-1.02)</td>
<td>.10</td>
<td>39.11 (&lt;.001)</td>
</tr>
<tr>
<td>Daily Weight Monitoring</td>
<td>24 (9696)</td>
<td>0.91 (0.83-1.00)</td>
<td>.05</td>
<td>71.77 (&lt;.001)</td>
</tr>
<tr>
<td>Monitoring Symptoms</td>
<td>16 (6617)</td>
<td>0.86 (0.74-0.99)</td>
<td>.04</td>
<td>68.81 (&lt;.001)</td>
</tr>
<tr>
<td>Medication</td>
<td>15 (4563)</td>
<td>0.83 (0.72-0.95)</td>
<td>.01</td>
<td>47.71 (&lt;.001)</td>
</tr>
<tr>
<td>Diet</td>
<td>6 (2569)</td>
<td>0.75 (0.56-1.02)</td>
<td>.07</td>
<td>31.76 (&lt;.001)</td>
</tr>
<tr>
<td>Exercise</td>
<td>3 (609)</td>
<td>0.67 (0.35-1.29)</td>
<td>.24</td>
<td>24.38 (&lt;.001)</td>
</tr>
<tr>
<td>Depression and Anxiety</td>
<td>2 (464)</td>
<td>0.77 (0.42-1.40)</td>
<td>.39</td>
<td>2.47 (.11)</td>
</tr>
<tr>
<td>Care support method</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Call Center Support</td>
<td>23 (9532)</td>
<td>0.91 (0.83-1.00)</td>
<td>.06</td>
<td>71.15 (&lt;.001)</td>
</tr>
<tr>
<td>Physician Support</td>
<td>20 (7384)</td>
<td>0.88 (0.78-0.99)</td>
<td>.03</td>
<td>72.83 (&lt;.001)</td>
</tr>
<tr>
<td>Automated Alerts</td>
<td>7 (1174)</td>
<td>0.72 (0.53-0.96)</td>
<td>.03</td>
<td>23.59 (&lt;.001)</td>
</tr>
<tr>
<td>Collaborative Care Support</td>
<td>6 (2697)</td>
<td>0.89 (0.75-1.07)</td>
<td>.22</td>
<td>12.32 (.03)</td>
</tr>
<tr>
<td>Nurse Support</td>
<td>3 (920)</td>
<td>0.80 (0.61-1.03)</td>
<td>.08</td>
<td>3.99 (.13)</td>
</tr>
</tbody>
</table>

a IRR: incidence rate ratio.
b PC: personal computer.
c ECG: electrocardiogram.
Table 5. Subgroup meta-analysis to examine the effect of telemonitoring strategies on all-cause hospitalization for randomized controlled trials (RCTs) that did not apply the strategy in the telemonitoring intervention (subgroup 2).

<table>
<thead>
<tr>
<th>Strategies</th>
<th>RCTs (N participants)</th>
<th>Effect</th>
<th>Heterogeneity</th>
<th>Funnel test Z (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>IRR(^a) (95% CI)</td>
<td>(P) value</td>
<td>(Q) ((P) value)</td>
</tr>
<tr>
<td><strong>Technology application</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC(^b)-based System</td>
<td>23 (8419)</td>
<td>10.94 (0.86-1.01)</td>
<td>.13</td>
<td>48.12 (&lt;.001)</td>
</tr>
<tr>
<td>Blood Pressure Monitor</td>
<td>6 (2711)</td>
<td>1.00 (0.91-1.10)</td>
<td>.99</td>
<td>1.78 (.87)</td>
</tr>
<tr>
<td>ECG(^c) Monitor</td>
<td>18 (7714)</td>
<td>0.90 (0.81-0.99)</td>
<td>.05</td>
<td>45.19 (&lt;.001)</td>
</tr>
<tr>
<td>Heart Rate Monitor</td>
<td>12 (4559)</td>
<td>0.96 (0.85-1.08)</td>
<td>.55</td>
<td>26.57 (&lt;.001)</td>
</tr>
<tr>
<td>Mobile Health System</td>
<td>13 (7250)</td>
<td>1.00 (0.94-1.06)</td>
<td>.99</td>
<td>7.90 (.79)</td>
</tr>
<tr>
<td><strong>Care objective</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>15 (4809)</td>
<td>0.93 (0.84-1.03)</td>
<td>.21</td>
<td>34.76 (&lt;.001)</td>
</tr>
<tr>
<td>Daily Weight Monitoring</td>
<td>1 (216)</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Monitoring Symptoms</td>
<td>9 (3295)</td>
<td>0.97 (0.91-1.04)</td>
<td>.44</td>
<td>5.85 (.66)</td>
</tr>
<tr>
<td>Medication</td>
<td>10 (5349)</td>
<td>1.02 (0.93-1.12)</td>
<td>.67</td>
<td>15.72 (.07)</td>
</tr>
<tr>
<td>Diet</td>
<td>19 (7343)</td>
<td>0.96 (0.88-1.04)</td>
<td>.35</td>
<td>37.33 (&lt;.001)</td>
</tr>
<tr>
<td>Exercise</td>
<td>22 (9303)</td>
<td>0.94 (0.86-1.01)</td>
<td>.12</td>
<td>48.04 (&lt;.001)</td>
</tr>
<tr>
<td>Depression and Anxiety</td>
<td>23 (9448)</td>
<td>0.91 (0.83-0.99)</td>
<td>.05</td>
<td>71.60 (&lt;.001)</td>
</tr>
<tr>
<td><strong>Care support method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Call Center Support</td>
<td>2 (380)</td>
<td>0.74 (0.47-1.16)</td>
<td>.19</td>
<td>1.59 (.20)</td>
</tr>
<tr>
<td>Physician Support</td>
<td>5 (2528)</td>
<td>0.98 (0.90-1.06)</td>
<td>.65</td>
<td>1.78 (.77)</td>
</tr>
<tr>
<td>Automated Alerts</td>
<td>18 (8738)</td>
<td>0.98 (0.91-1.05)</td>
<td>.61</td>
<td>33.10 (.01)</td>
</tr>
<tr>
<td>Collaborative Care Support</td>
<td>19 (7215)</td>
<td>0.90 (0.81-1.01)</td>
<td>.08</td>
<td>61.24 (&lt;.001)</td>
</tr>
<tr>
<td>Nurse Support</td>
<td>22 (8992)</td>
<td>0.92 (0.84-1.01)</td>
<td>.10</td>
<td>64.19 (&lt;.001)</td>
</tr>
</tbody>
</table>

\(^a\)IRR: risk ratio of mortality. 
\(^b\)PC: personal computer. 
\(^c\)ECG: electrocardiogram. 
\(^d\)N/A: not applicable due to insufficient data.
Table 6. Comparison of the effect of telemonitoring strategies on all-cause hospitalization and all-cause mortality between subgroup 1 and subgroup 2.

<table>
<thead>
<tr>
<th>Strategies</th>
<th>All-cause hospitalization P value</th>
<th>All-cause mortality P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technology application</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood Pressure Monitor</td>
<td>.08</td>
<td>.46</td>
</tr>
<tr>
<td>ECG\textsuperscript{a} Monitor</td>
<td>.98</td>
<td>.89</td>
</tr>
<tr>
<td>Heart Rate Monitor</td>
<td>.19</td>
<td>.92</td>
</tr>
<tr>
<td>Mobile Health System</td>
<td>.03</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Care objectives</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>.45</td>
<td>.92</td>
</tr>
<tr>
<td>Monitoring Symptoms</td>
<td>.13</td>
<td>.40</td>
</tr>
<tr>
<td>Medication</td>
<td>.02</td>
<td>.59</td>
</tr>
<tr>
<td>Diet</td>
<td>.13</td>
<td>.33</td>
</tr>
<tr>
<td>Exercise</td>
<td>.33</td>
<td>.28</td>
</tr>
<tr>
<td>Depression and Anxiety</td>
<td>N/A\textsuperscript{b}</td>
<td>.09</td>
</tr>
<tr>
<td><strong>Care support method</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Call Center Support</td>
<td>.37</td>
<td>.73</td>
</tr>
<tr>
<td>Physician Support</td>
<td>.14</td>
<td>.35</td>
</tr>
<tr>
<td>Automated Alerts</td>
<td>.05</td>
<td>.99</td>
</tr>
<tr>
<td>Collaborative Care Support</td>
<td>.92</td>
<td>.28</td>
</tr>
<tr>
<td>Nurse Support</td>
<td>.29</td>
<td>.66</td>
</tr>
</tbody>
</table>

\textsuperscript{a}ECG: electrocardiogram.  
\textsuperscript{b}N/A: not applicable due to insufficient data for comparison.

In analysis of all-cause mortality, the mHealth subgroup (subgroup 1, 10 RCTs, n=3711, RR=0.67, 95% CI 0.53-0.85) was also associated with a significantly (P=.01) lower RR than the comparison subgroup (subgroup 2, 11 RCTs, n=6852, RR=0.95, 95% CI 0.84-1.07), as shown in Tables 6-8 and Multimedia Appendix 6. Within the mHealth subgroup, the telemonitoring interventions were significantly more effective than usual care on reducing all-cause mortality (subgroup 1, 10 RCTs, n=3711, RR=0.67, 95% CI 0.53-0.85, P<.001). No significant heterogeneity was detected in both the mHealth subgroup and comparison subgroup. A significant risk of bias (P=0.01) was found in the comparison subgroup.

In the subgroup comparison of RR and IRR outcomes, we also used the mixed-effects model to adjust for sex, age, or LVEF, but did not find significant improvements in these RR and IRR analysis results.
Table 7. Subgroup meta-analysis to examine the effect of telemonitoring strategies on mortality in randomized controlled trials (RCTs) that applied the strategy in the telemonitoring intervention (subgroup 1).

<table>
<thead>
<tr>
<th>Strategies</th>
<th>RCTs (N participants)</th>
<th>Effect</th>
<th>RR(^a) (95% CI)</th>
<th>(P) value</th>
<th>Heterogeneity ((P) value)</th>
<th>Funnel Test Z ((P) value)</th>
<th>(I^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology application</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC(^b)-based System</td>
<td>2 (1493)</td>
<td></td>
<td>1.05 (0.90-1.21)</td>
<td>.52</td>
<td>0.52 (.47)</td>
<td>0.0%</td>
<td>0.00 (&lt;.001)</td>
</tr>
<tr>
<td>Blood Pressure Monitor</td>
<td>16 (7924)</td>
<td></td>
<td>0.83 (0.71-0.98)</td>
<td>.03</td>
<td>24.22 (.06)</td>
<td>38.1%</td>
<td>−1.03 (.30)</td>
</tr>
<tr>
<td>ECG(^c) Monitor</td>
<td>7 (3475)</td>
<td></td>
<td>0.82 (0.66-1.01)</td>
<td>.07</td>
<td>7.88 (.24)</td>
<td>23.8%</td>
<td>0.66 (.51)</td>
</tr>
<tr>
<td>Telemonitoring Weight Scale</td>
<td>21 (10563)</td>
<td></td>
<td>0.82 (0.71-0.94)</td>
<td>.005</td>
<td>30.89 (.05)</td>
<td>35.3%</td>
<td>−1.89 (.06)</td>
</tr>
<tr>
<td>Heart Rate Monitor</td>
<td>11 (6258)</td>
<td></td>
<td>0.82 (0.67-1.00)</td>
<td>.05</td>
<td>19.66 (.03)</td>
<td>49.1%</td>
<td>−1.69 (.09)</td>
</tr>
<tr>
<td>Mobile Health System</td>
<td>10 (3711)</td>
<td></td>
<td>0.67 (0.53-0.85)</td>
<td>.001</td>
<td>11.58 (.23)</td>
<td>22.3%</td>
<td>−0.27 (.78)</td>
</tr>
<tr>
<td>Care objectives</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>9 (6308)</td>
<td></td>
<td>0.81 (0.70-0.93)</td>
<td>.004</td>
<td>7.00 (.53)</td>
<td>0.0%</td>
<td>−1.37 (.17)</td>
</tr>
<tr>
<td>Daily Weight Monitoring</td>
<td>21 (10563)</td>
<td></td>
<td>0.82 (0.71-0.94)</td>
<td>.005</td>
<td>30.89 (.05)</td>
<td>35.3%</td>
<td>−1.89 (.06)</td>
</tr>
<tr>
<td>Monitoring Symptoms</td>
<td>14 (7640)</td>
<td></td>
<td>0.78 (0.66-0.92)</td>
<td>.004</td>
<td>17.33 (.18)</td>
<td>25.0%</td>
<td>−0.48 (.63)</td>
</tr>
<tr>
<td>Medication</td>
<td>12 (5475)</td>
<td></td>
<td>0.77 (0.60-0.98)</td>
<td>.04</td>
<td>18.60 (.06)</td>
<td>40.9%</td>
<td>0.12 (.90)</td>
</tr>
<tr>
<td>Diet</td>
<td>6 (2569)</td>
<td></td>
<td>0.67 (0.43-1.03)</td>
<td>.07</td>
<td>12.60 (.02)</td>
<td>60.3%</td>
<td>−3.05 (.002)</td>
</tr>
<tr>
<td>Exercise</td>
<td>3 (609)</td>
<td></td>
<td>0.56 (0.28-1.13)</td>
<td>.11</td>
<td>2.49 (.28)</td>
<td>19.5%</td>
<td>1.57 (.12)</td>
</tr>
<tr>
<td>Depression and Anxiety</td>
<td>2 (464)</td>
<td></td>
<td>0.48 (0.26-0.90)</td>
<td>.02</td>
<td>0.12 (.73)</td>
<td>0.0%</td>
<td>0.00 (&lt;.001)</td>
</tr>
<tr>
<td>Care support method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Call Center Support</td>
<td>19 (10183)</td>
<td></td>
<td>0.81 (0.70-0.93)</td>
<td>.005</td>
<td>28.23 (.05)</td>
<td>36.2%</td>
<td>−2.52 (.01)</td>
</tr>
<tr>
<td>Physician Support</td>
<td>17 (8191)</td>
<td></td>
<td>0.78 (0.66-0.92)</td>
<td>.005</td>
<td>28.47 (.02)</td>
<td>43.8%</td>
<td>−2.43 (.01)</td>
</tr>
<tr>
<td>Automated Alerts</td>
<td>6 (1102)</td>
<td></td>
<td>0.82 (0.48-1.39)</td>
<td>.46</td>
<td>5.68 (.33)</td>
<td>11.9%</td>
<td>1.67 (.09)</td>
</tr>
<tr>
<td>Collaborative Care Support</td>
<td>7 (4235)</td>
<td></td>
<td>0.70 (0.48-1.01)</td>
<td>.06</td>
<td>18.75 (&lt;.001)</td>
<td>68.0%</td>
<td>−1.14 (.26)</td>
</tr>
<tr>
<td>Nurse Support</td>
<td>3 (920)</td>
<td></td>
<td>0.69 (0.29-1.67)</td>
<td>.42</td>
<td>5.76 (.05)</td>
<td>65.3%</td>
<td>0.23 (.81)</td>
</tr>
</tbody>
</table>

\(^a\)RR: risk ratio.  
\(^b\)PC: personal computer.  
\(^c\)ECG: electrocardiogram.
Table 8. Subgroup meta-analysis to examine the effect of telemonitoring strategies on mortality in randomized controlled trials (RCTs) that did not apply the strategy in the telemonitoring intervention (subgroup 2).

<table>
<thead>
<tr>
<th>Strategies</th>
<th>RCTs (N participants)</th>
<th>Effect</th>
<th>Heterogeneity</th>
<th>Funnel test Z (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RR (95% CI)</td>
<td>P value</td>
<td>Q (P value)</td>
<td>I²</td>
</tr>
<tr>
<td><strong>Technology application</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC-based System</td>
<td>19 (9070)</td>
<td>0.79 (0.68-0.91)</td>
<td>.002</td>
<td>23.55 (.17)</td>
</tr>
<tr>
<td>Blood Pressure Monitor</td>
<td>5 (2639)</td>
<td>0.71 (0.49-1.03)</td>
<td>.08</td>
<td>6.08 (.19)</td>
</tr>
<tr>
<td>ECG Monitor</td>
<td>14 (7088)</td>
<td>0.80 (0.66-0.97)</td>
<td>.03</td>
<td>21.59 (.06)</td>
</tr>
<tr>
<td>Heart Rate Monitor</td>
<td>10 (4305)</td>
<td>0.81 (0.65-0.99)</td>
<td>.04</td>
<td>10.50 (.31)</td>
</tr>
<tr>
<td>Mobile Health System</td>
<td>11 (6852)</td>
<td>0.95 (0.84-1.07)</td>
<td>.40</td>
<td>11.01 (.35)</td>
</tr>
<tr>
<td><strong>Care objectives</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>12 (4255)</td>
<td>0.82 (0.65-1.04)</td>
<td>.11</td>
<td>20.66 (.03)</td>
</tr>
<tr>
<td>Monitoring Symptoms</td>
<td>7 (2923)</td>
<td>0.89 (0.69-1.13)</td>
<td>.35</td>
<td>8.88 (.18)</td>
</tr>
<tr>
<td>Medication</td>
<td>9 (5088)</td>
<td>0.84 (0.70-1.01)</td>
<td>.07</td>
<td>12.11 (.14)</td>
</tr>
<tr>
<td>Diet</td>
<td>15 (7994)</td>
<td>0.84 (0.73-0.96)</td>
<td>.02</td>
<td>16.50 (.28)</td>
</tr>
<tr>
<td>Exercise</td>
<td>18 (9954)</td>
<td>0.83 (0.72-0.96)</td>
<td>.01</td>
<td>26.24 (.07)</td>
</tr>
<tr>
<td>Depression and Anxiety</td>
<td>19 (10099)</td>
<td>0.84 (0.73-0.96)</td>
<td>.02</td>
<td>26.97 (.07)</td>
</tr>
<tr>
<td><strong>Care support method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Call Center Support</td>
<td>2 (380)</td>
<td>1.01 (0.29-3.54)</td>
<td>.98</td>
<td>2.63 (.10)</td>
</tr>
<tr>
<td>Physician Support</td>
<td>4 (2372)</td>
<td>0.90 (0.71-1.13)</td>
<td>.37</td>
<td>2.42 (.49)</td>
</tr>
<tr>
<td>Automated Alerts</td>
<td>15 (9461)</td>
<td>0.81 (0.70-0.94)</td>
<td>.008</td>
<td>25.03 (.03)</td>
</tr>
<tr>
<td>Collaborative Care Support</td>
<td>14 (6328)</td>
<td>0.87 (0.77-0.99)</td>
<td>.04</td>
<td>11.76 (.54)</td>
</tr>
<tr>
<td>Nurse Support</td>
<td>18 (9643)</td>
<td>0.85 (0.74-0.96)</td>
<td>.02</td>
<td>23.23 (.14)</td>
</tr>
</tbody>
</table>

aRR: relative risk.
bPC: personal computer.
cECG: electrocardiogram.

Discussion

Principal Findings

In this systematic review and meta-analysis, we evaluated 18 telemonitoring strategies in 26 RCTs. In addition to a traditional meta-analysis for overall effectiveness, we used a subgroup comparison method to analyze the effects of different telemonitoring components on clinical outcomes. We found that the telemonitoring strategy of providing medication support was associated with reduced all-cause hospitalization, whereas mHealth systems were associated with both reduced all-cause hospitalization and reduced all-cause mortality. Therefore, our review provides unique insight into specific telemonitoring strategies associated with improved clinical outcomes, which will help inform future telemonitoring interventions.

The positive findings related to the medication support strategy underscore the importance of medication therapy in telemonitoring interventions for CHF care. Strong evidence supports the role of modern pharmacological therapy in CHF management for delaying CHF deterioration [66,67], and reducing mortality and hospitalizations [18,67]. However, the therapeutic benefits are often limited by suboptimal patient adherence [68] and this limitation is not addressed by traditional face-to-face consultations [25]. Our findings suggest that the use of telemonitoring improves the efficacy of medication therapy, possibly through frequent reinforcement of compliance, leading to reduced episodes of clinical deterioration requiring hospitalization. Further research on optimizing medication therapy and underlying care processes in telemonitoring interventions is warranted to improve clinical outcomes in CHF care.

Using the subgroup comparison method, we also found that the strategy of providing telemonitoring interventions through an mHealth system was associated with a significant improvement in both all-cause mortality and hospitalization (or corresponding RR and IRR) outcomes. These positive findings could be supported by several unique advantages of using mHealth for general chronic disease care, including ease of use, portability, and real-time communication [69-71]. These advantages have been shown to improve the underlying care processes of patients’ self-management [72], care engagement [73,74], and medication adherence in CHF [75]. Therefore, our positive findings support delivering telemonitoring interventions through
mHealth platforms, consistent with the increasing trend in using smartphones and computer tablets for the primary and secondary prevention of chronic disease [76,77].

Three recent reviews of mHealth in CHF management have resulted in inconsistent outcomes and, consequently, were unable to conclude significant clinical benefits [21,23,78]. In contrast to these traditional reviews, each intervention program in our mHealth subgroup combined both telemonitoring and mHealth interventions. Our positive finding indicates that simple mHealth apps without telemonitoring (enabling care providers to provide timely clinical intervention), such as apps only focusing on self-management or education, were insufficient to improve clinical outcomes. Similarly, this finding suggests that telemonitoring programs focusing on clinical assessment and intervention, but not delivered through an mHealth environment, fail to engage patients with CHF in self-management to the same extent as those provided via mHealth. Therefore, our finding warrants future research on comprehensive care programs combining telemonitoring and mHealth to improve both timely clinical intervention and patient engagement in CHF care.

As a part of our evaluation, we also conducted a traditional meta-analysis to evaluate the overall effectiveness of all of the telemonitoring interventions in the RCTs included in this review. We found that telemonitoring interventions were more effective than usual care on reducing both all-cause mortality and all-cause hospitalizations. This finding adds evidence to support telemonitoring interventions for CHF care generally. In our review, invasive telemonitoring interventions and small RCTs were excluded. These exclusions may have refined the selection of telemonitoring studies, leading to the significant findings, in contrast to the three previous mHealth reviews with inconclusive findings [21,23,78].

It is also important to note that several strategies such as daily weight monitoring, call center support, and exercise contained limited numbers of RCTs in the subgroup or comparison group. The evaluation of these strategies was therefore limited by our subgroup comparison method. However, these strategies should not be overlooked, and further research on their contributions to CHF care, such as improving patient adherence to daily weight monitoring and level of exercise, remains essential to continuously improve telemonitoring outcomes in future studies.

Limitations
Because the objective of our review was to evaluate different telemonitoring strategies, our meta-analysis did not rigorously exclude RCTs with risk of bias, although we did exclude studies with small sample sizes. In addition, this review was an exploratory study, and hence we did not adjust the P value in the multiple comparisons of the telemonitoring strategies.

Conclusions
The issues of mixed mortality and hospitalization outcomes have deterred the adoption of telemonitoring in CHF care. To address this issue, this review extensively investigated strategy-related factors associated with improvements in the outcomes, and found that the strategies of (1) providing medication support and (2) combining telemonitoring interventions through mHealth were associated with a significant improvement in all-cause mortality or hospitalizations. Importantly, these findings emphasize the importance of prioritizing medication therapy and patient engagement through mHealth apps in future telemonitoring interventions for CHF care.
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Abstract
Telemedicine refers to the delivery of medical care and provision of general health services from a distance. Telemedicine has been practiced for decades with increasing evidence proving its potential for enhanced quality of care for patients, reduction in hospital readmissions, and increase in savings for both patients and providers. The COVID-19 pandemic has resulted in a significant increase in the reliance on telemedicine and telehealth for provision of health care services. Developments in telemedicine should be structured as complements to current health care procedures, not with the goal of completely digitizing the entire health care system, but rather to use the power of technology to enhance areas that may not be working at their full potential. At the same time, it is also clear that further research is needed on the effectiveness of telemedicine in terms of both financial and patient benefits. We discuss the current and rapidly increasing knowledge about the use of telemedicine in the United States, and identify the gaps in knowledge and opportunities for further research. Beginning with telemedicine’s origins in the United States to its widespread use during the COVID-19 pandemic, we highlight recent developments in legislation, accessibility, and acceptance of telemedicine.
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Introduction
The World Health Organization (WHO) defines digital health as the use of digital technologies for health purposes, a category that encompasses the increasing use of technologies for health services [1]. Related to digital health is telemedicine; telemedicine seeks to harness the growing role of technology to create more effective health care, and is part of a larger movement of digital health services. Table 1 [1,2] provides definitions of various terms used under the broad scope of digital health and their relationship to each other. These terms have some minor differences, but are important to recognize as relevant to the overall discussion of digital health. Our focus in this paper, however, is specifically telemedicine: its history, its uses, and its importance.
In the United States, 76% of hospitals connect with patients using some form of telemedicine [3]. Kane and Gillis identified physicians practicing in radiology (39.5%), psychiatry (27.8%), and cardiology (24.1%) as the most frequent users of telemedicine [3]. Telemedicine not only is effective for provider-patient interactions but also creates a more connected network between health care professionals. The specialties reported to most commonly use telemedicine to communicate with other health care professionals were emergency medicine (38.8%), pathology (30.4%), and radiology (25.5%) [3]. With increasing need for a multidisciplinary approach to care and patient-provider partnerships, telemedicine has helped further strengthen connections between patients, health care providers, and other stakeholders. In the face of the COVID-19 pandemic, the relevance of telemedicine has become even more acute. Use of telemedicine has been rapidly promoted, and laws on its coverage are rapidly changing.

Here we provide a background of the increasing use of telemedicine in the United States and emphasize its relevance for medical students and residents. Beginning with telemedicine’s origins in the United States to its widespread use during the COVID-19 pandemic, we highlight developments in legislation, accessibility, and acceptance of telemedicine. Omitted from this review are comprehensive descriptions of the technical aspects of telemedicine, as well as newer developments in technology such as artificial intelligence. This review is meant to be a starting point for students, and thus we omit more technical information for the sake of brevity and focus.

History of Telemedicine in the United States

In the United States, one of the early uses of telemedicine was established by the National Aeronautics and Space Association (NASA) in 1960, for monitoring astronauts in flight by physicians and medical teams during their mission Project Mercury [4]. NASA designated “medical monitors” to become well-versed in the astronauts’ medical history, while conducting research on the effect of the environment of outer space on the human body. Teams of medical observers were positioned at 18 sites across North America, Europe, Africa, and Australia. Their role was to observe and preserve the health of the astronauts by providing medical advice when needed and consistently evaluating their condition [4]. As NASA demonstrated, using telecommunications to establish contact between health care providers and patients can allow for greater availability of, and access to, health care beyond what was previously conceived as possible. Understanding this great potential that telemedicine holds for increased connectivity, the US National Library of Medicine, in 1966, designated US $42 million for multiple telemedicine projects spanning over 19 years targeted to medically isolated—rural, inner city, and suburban—areas [3].

Approaches to Telemedicine

In the United States there are several successful and active models of telemedicine and telehealth, demonstrating their potential. In 2013, there were approximately 4 neurologists per 100,000 people in the country, caring for over 700,000 strokes per year [6]. To deal with the shortage of neurologists, several hospitals and offices implemented telemedicine measures specifically for stroke treatment, or telestroke. Telestroke refers to a common method used in emergency departments to access specialist neurologists, reducing the need for in-house experts. Using telemedicine, neurologists can communicate remotely with emergency physicians and patients with stroke and recommend treatment faster than previously available [6]. This is especially helpful for smaller, rural hospitals that do not have specific specialists for a vast range of conditions compared with larger urban medical centers [7]. Hospitals’ use of telestroke enables patients to go to their nearest hospital while still receiving the specialized emergency care they require, and thus all patients are given equal chances of survival [6].

Telemedicine has also been particularly useful in radiology, since nearly all radiology examinations produce digital content, known as teleradiology. In 2014, teleradiology was reported to account for more than half of all telemedicine services performed in the United States [8]. Images and reports collected from either in-person or telemedicine examinations can be transmitted to a remote radiologist, whose report can be sent to the patient’s physician or other health care providers. Particularly in areas where there is a shortage of radiologists, teleradiology supplements that shortage by eliminating the
in-person meeting between patient and radiologist, as well as providing quicker readings and results to patients [9].

Even fields that traditionally have depended on face-to-face communications, such as psychiatry, have been able to provide care of comparable quality using telemedicine. As of 2016, a mere 43.1% of the 44.7 million Americans with any sort of mental illness had used mental health services in the United States [10]. Being able to provide care to more Americans with mental illness through telepsychiatry could have a profound effect. The University of Rochester in Rochester, NY, USA created a telepsychiatry program that is available from 8:30 AM to 5:00 PM, Monday through Friday, and is performing about 2000 telepsychiatry consultations per year [10]. A provider simply sends a request for a visit with a patient by computer, and the query is answered by a specialist at the university. The interface of communication is extremely simple, consisting of an iPad on a rolling stand for providers and a video camera for the patient. Nurses are also able to use the interface to record videos of patients in agitated states and securely send the videos to specialists, who can use a patient’s video and medical record to recommend treatment and calming techniques [10].

**Telemedicine for Patients at Home**

The implementation of certain at-home monitoring telemedicine and telehealth systems has also been successful. For example, Columbia University in New York, NY, USA created a home telemedicine unit through its Informatics for Diabetes Education and Telemedicine initiative [11]. This home telemedicine unit is capable of videoconferencing, medical data acquisition, sharing of collected data with physicians, web-based access to clinical data, and web access tailored to diabetes education. Data are transmitted through the existing telephone lines of each household, meaning no extra technological installment was needed. Each home telemedicine unit includes glucose and blood pressure monitors, alerts patients if any of their recorded values are abnormal, and indicates whether they should contact a physician [11]. Long-term outcome data are awaited to determine its full success.

At-home telehealth monitoring, especially for patients with chronic diseases, has proven to be beneficial for not only patients but also hospitals. The Patient Protection and Affordable Care Act requires the US Centers for Medicare & Medicaid Services to penalize readmissions to hospitals that occur within 30 days after discharge [12]. This provision incentivizes hospitals to find another way to communicate with and treat patients who may not require readmission, but simply medical attention. A study conducted by Partners HealthCare in 2014 [13] provided in-home monitoring to over 3000 patients with congestive heart failure. Their personal data—blood pressure, weight, heart rate, pulse—were recorded and uploaded daily to a monitoring system that used decision support software to alert patients and nurses of which patients needed attention. The data were transmitted securely through a telephone service to the internet. Over 6 years, hospital readmissions dropped by 44% for these patients, and the program generated savings of over US $10 million. This program led to a more efficient use of health human resources, as it allowed 3 to 4 nurses to care for 250 patients rather than the 4 to 6 patients they would be assigned to in a traditional hospital setting [13]. This example demonstrates the potential of telehealth to reduce health care costs, as well as unnecessary hospital admissions for patients, while also benefiting hospitals through reduced readmission penalties. In addition, this study highlights that telemedicine does not benefit one part of the system over another, but ideally works to create overall improvement in the health care system.

Similar results were seen in the implementation of a home health program for veterans, which used telemonitoring to help manage veterans with chronic illnesses, such as diabetes and depression. The Care Coordination/Home Telehealth program yielded high satisfaction from patients and produced a 19% reduction in the number of hospital visits as compared with their usual care [14]. The program generated savings of nearly US $2000 per patient, and even facilitated independent living of 36% of patients, who otherwise would have qualified for long-term residential care [14]. Through this increased access to knowledge, the goal of health care could be shifted from intervention to prevention, as increased education can promote healthier self-management.

**Telemedicine as an Emergency Tool During the COVID-19 Pandemic**

As COVID-19 continues to spread, many hospitals and physician practices have transitioned to telemedicine to conduct nonessential appointments [15]. A study of trends at NYU Langone Health (New York, NY, USA) showed an 80% decline in in-person visits and a 683% increase in telemedicine visits between March 2 and April 14, 2020 [15]. Most routine consultations could be conducted over the phone with both the patient and the physician at home, which is particularly useful for quarantined physicians. Telemedicine can also play an instrumental role in treating patients in hospitals. For example, Aurora Health, based in Wisconsin, modified emergency department procedures to allow for remote patient intake, which can accommodate faster testing [16]. As the number of COVID-19–infected patients increases, using computers and tablets for telemedicine can also reduce staff exposure in both ambulances and hospitals. Tablets can be effectively disinfected and allow patients to be safely isolated [16]. Electronic intensive care units (e-ICUs) dramatically increase the number of patients that health care workers can monitor at once, and as the numbers of hospitalized patients increase, e-ICU systems can help clinicians manage the load. Finally, developers Avera Health, based in South Dakota, are working on mobile home health care units for sick patients who are able to return home [16]. At-home systems provide patient evaluation without overwhelming an emergency room, allow physicians to assign sick patients to hospital beds through telemedicine, and even potentially facilitate at-home testing [16]. Great advancements in telemedicine are being made to help cope with this global pandemic and demonstrate how the emergence of telemedicine can shift the preparedness infrastructure of the health care system.
**Health System Issues for Telemedicine**

**Reimbursement and the Interest of Health Care Payors and Insurance Providers**

The increasing use of telemedicine has led to increasing interest among payors to cover such services. Several insurance companies, and certain government-funded programs, have expanded their policies adjusting for telemedicine services. In 2018, Medicaid in several states broadened the scope of telehealth and telemedicine services for which they reimburse, thus reducing barriers for their use. For example, California approved reimbursement for substance use disorder services delivered through telehealth; Kentucky prohibited the requirement that a physician must be present with the recipient of health care for reimbursement; and Colorado expanded reimbursement to teledentistry [17].

In light of the current opioid epidemic in the United States, telemedicine can provide a newer and quicker avenue for crisis intervention, which is being recognized by payor groups. For example, Connecticut had previously prohibited prescription of controlled substances through telemedicine, but as of 2018 the state has made an exception for the prescription of drugs that treat opioid use disorder or substance use disorder [17]. Additionally, outside of government-funded health care, 31 states and the District of Columbia have enacted parity laws, requiring private insurers to reimburse providers for telehealth services [18]. This shows the impact telemedicine is making on the health care system. Furthermore, legislation currently being proposed is working toward making the practical use of telemedicine and telehealth even more accessible for patients nationwide. Insurance reimbursement poses a large determinant in the acceptance of, and attitude toward, telemedicine. Government insurance reimbursement policies, in particular, have been shown to influence telemedicine adoption.

A survey conducted by the American Telemedicine Association in 2014 found that hospitals were not billing for telemedicine services because government payers would not pay for them, and neither would major private payers [19]. Furthermore, administrative rules differed for in-person versus telemedicine care, another barrier to reimbursement, and insurance companies ultimately followed the guidelines of their individual states, further hindering standardization of telemedicine billing. This study concluded that, if government payers change their policies to include reimbursement for telemedicine services, private payers are also more likely to change their policies [19]. Insurance reimbursement incentivizes telemedicine adoption for hospitals, and thus administrative and state-level rules would likely adjust as well. Finally, billing and coding processes for telemedicine services must also be better understood in order to enact change [19].

State governments have the power to decide whether they will cover telemedicine practices; and states are not required to submit an amendment to Medicaid if they decide to reimburse for telemedicine (in the same way as they do for in-person services). As of 2015, Medicaid reimbursed for telemedicine services in 46 of the 50 states [20]. Medicare, however, has created strict guidelines and instances for which it will reimburse telemedicine practices. To be eligible for Medicare reimbursement for a telemedicine service, a case must conform to a set of national guidelines; namely, the receiver of telemedicine service must be in a rural geographical location defined as either a Health Professional Shortage Area or a county outside of a Metropolitan Statistical Area [20]. These areas are defined by the Health Resources & Services Administration and can be found on their Medicare Telehealth Payment Eligibility Analyzer on their website [21]. As of July 2019, a small number of exceptions to this geographical requirement were enacted, including treating end-stage renal disease, stroke, and substance use disorder [22]. Since Medicare, in particular, serves elderly and disabled populations, telemedicine could alleviate the stress of needing to meet with a physician in person, but the lack of reimbursement deprives these populations of the benefits of telemedicine and telehealth.

In response to COVID-19, Medicare has temporarily expanded its services to cover telemedicine services outside of the prior designated sites and platforms through which one could qualify for reimbursement. As of March 6, 2020, Congress waived the Medicare requirements that limited provision of telehealth care to rural areas [23]. These services can be conducted from any hospital, office, or place of residence—a promising change in policy [24]. Finally, certain Medicare plans cover the cost of COVID-19 testing. These temporary expansions of coverage can, hopefully, become permanent and further promote the use of telemedicine.

**Licensing and Use of Telemedicine**

In the United States, there is not one standardized license a physician receives that is valid throughout the country, but rather a physician’s medical license is issued only for their state of practice. This poses an issue for interstate telemedicine practices, but in 2014 the Federation of State Medical Boards passed the Interstate Medical Licensure Compact to help facilitate interstate practice [20]. The compact allows a physician to apply through their home state medical board for eligibility of a medical license in another state. If the application is approved by their home state, no further verification is required and, after paying a fee to the requested state, they will be issued a medical license [20]. Such legal changes can allow telemedicine to become a “usual” part of the health system in the future. Given the enormity of the COVID-19 health care crisis, many state governments are reducing the licensing restrictions to ensure more effective use of physicians.

**Technology and Usability**

Concerns about the quality and security of medical records have previously hampered the adoption of telemedicine. In a study conducted by Resneck et al in 2016, medical residents posed as patients and submitted internet pictures to direct-to-consumer telemedicine websites and apps treating skin diseases. In terms of security concerns, they found that none of the websites asked for the patients’ ID to prove the photographs were not false [25]. Often clinicians were randomly assigned to patients, depriving patients of any autonomy in their choice of health care provider. In some cases patients were assigned to an international physician who did not have a license to practice...
medical care for their state. Even though the services diagnosed the conditions accurately based on images only, diagnoses were incorrect and missed major dermatologic conditions when a more detailed medical history was required for conditions such as secondary syphilis and eczema [25]. Maintaining quality is critical while attempting to expand access to care, and similar standards apply to care provided through telemedicine and to in-person care.

Important aspects of telemedicine and telehealth adoption are the ease of use and lack of technical prerequisites on the part of both patients and health care facilities, as well as reliability of new technologies. If telephone calls are not adequate as a means of making telemedicine visits, access to videoconferencing poses an accessibility barrier both for patients and for health care providers. On the patient side, access to the internet, video cameras, and software poses an issue; and for health care systems, installation of certain videoconferencing software may breach privacy governance policies [25]. In dealing with COVID-19, there is need for immediate conversion to telemedicine, and the time needed to develop new telemedicine platforms that mirror health care workflows is limited. Therefore, videoconference appointments must be monitored and controlled accordingly until access to more appropriate telemedicine software is available [26]. Keeping this in mind, COVID-19 testing must be integrated into telemedicine systems, so that after telemedicine appointments such patients are not immediately sent to the emergency room, further overwhelming hospital systems. For example, testing sites outside of the emergency room should be set up to accommodate telemedicine workflow, whether it be in other office spaces, in tents, or at the patient’s home with take-home tests [16].

Finally, despite significant improvement in the reliability and ease of use of technology, there remain a few of limitations, such as some loss of nonverbal communication between physician and patient. This includes, for example, a reassuring touch from a physician or a physician’s ability to smell alcohol on a patient’s breath and address alcohol consumption during the visit. These limitations could compromise the quality of health care in some cases from both the patient’s and physician’s point of view [27].

**Acceptability by Patients and Providers**

For telemedicine to ultimately be successful, it must be accepted by both patients and physicians. In 2016, a survey conducted in Austria asked patients and health professionals to rank what they perceived as the highest- and lowest-ranked benefit of and barrier to eHealth and telemedicine. With a demographic of 43.2% working in health professions and 56.8% in non–health professions, the overall highest-ranked benefit of eHealth was location-independent access to health care services, and the lowest-ranked benefit was better financing of health care. The highest-ranked barrier to eHealth was data security, and the lowest-ranked barrier was increase of administrative burden [28]. The highest-ranked benefit of telemedicine specifically was location-independent access to health care services, and the lowest-ranked benefit was better relationships between doctors and patients. For telemedicine, the highest- and lowest-ranked barriers were the same as those for eHealth [28].

This study also showed that acceptance of telemedicine may vary depending on socioeconomic factors. Participants were categorized by education level, gender, health profession or non–health profession, and digital age group. Digital age group was defined as 2 groups: digital natives, those who grew up in a digital world (defined by age ≤35 years); and digital immigrants, those who did not grow up in a digital world, but adopted the culture [28]. Participants were asked to evaluate their opinion on their knowledge of telemedicine, reliability of health information, reasonability of data exchange, consistent monitoring of patients with chronic disease, and consistent monitoring of all patients. Non–health professionals were 40% less likely to report high knowledge on telemedicine, but having a university degree led to 64% higher odds for high knowledge on telemedicine. The study also found that digital age was a determinant in evaluating the reliability of online health information: digital immigrants were 44% more likely than digital natives to find online information reliable [28]. These findings demonstrated that education on eHealth is crucial for widespread acceptance of eHealth among diverse populations. Since several digital natives were less likely to trust online information or telehealth services as reliable, education is needed even for digital users on not only general definitions of telemedicine and telehealth, but also their practical implementation and reliability.

For telemedicine and telehealth to be implemented successfully, patients must be educated about and comfortable with their use. Systems of informed consent are an essential part of this process, allowing patients to change their consent as they learn more about the technology being used and implemented—especially those with unintended but potential consequences. For example, a study implementing a voice-response telephone counseling system affected some participants in an unanticipated manner. Participants in this study were asked to call a telephone line daily and report their diet and exercise behavior, and most participants spent around 5 minutes per week speaking with the system [25]. Over the course of the study, patients began to form a relationship with the voice, referring to it with gender pronouns, or even naming their relationship as a friend, doctor, or mentor. Some reported the voice of the phone-line as condescending, leaving them with feelings of guilt after their call. After the study ended, some participants reported that they “missed the voice” of the system and continued to call the line [27]. Had patients been informed of the possibility that they could form a relationship—even if subconsciously—with this telephone line prior to the study, they would have been able to make an informed choice of whether to participate. This example helps elucidate the need for education about eHealth not only for medical professionals but also for those who will be interacting with it in order to promote acceptability.
Telemedicine and Telehealth in Special Groups

Patients With Chronic Illnesses

Telemedicine and telehealth can play a large role in care for those with chronic diseases, if approved by both patient and provider. A study conducted in an amyotrophic lateral sclerosis (ALS) clinic held appointments with patients over live videoconferences in place of their regular visit and measured satisfaction surveys from both the patients and care providers. Patients had an overall high level of satisfaction with videoconferencing checkups. They commented that such specialized-care videoconferencing eliminated the need to drive long distances and allowed appointments to be conducted that would have ordinarily been missed or canceled due to bad weather [29]. A symptom of several chronic diseases, including ALS, is fatigue, and thus one of the most popular remarks about the appointments was that videoconferencing was less taxing for patients than their regular in-person visits. Overall, patients felt they received good and high-quality care comparable with an in-person visit. When asked for negative factors of the videoconference appointment, patients stated that they missed the personal physical gestures of reassurance from physicians, such as hugs, during their visits [29].

Elderly Patients

For elderly patients, doctor’s appointments often provide an outing; the videoconferencing appointment kept these patients at home, depriving them of an opportunity to mobilize [29]. Suggestions made by the patients included better coordination between clinical care and home care, and thus including a briefing between physician and home caregivers in the videoconference. Additionally, patients commented that the technology and software used may require improvements or replacements, as several patients experienced audio lags during their appointments [29].

Acceptance by Physicians

Geronimo et al [29] also surveyed physicians treating ALS patients for their perspective on the videoconferencing appointments. The most common remark was that patients seemed more comfortable throughout the visit. Additionally, the videoconferencing appointments increased the physicians’ understanding of their patients’ daily life and the kind of home care they were receiving [29]. The main concern, however, was the lack of physical examination, as well as physical contact for reassurance. This study indicated that, although telemedicine provides a convenient avenue for health care, it cannot completely replace the current system. Both patients and physicians felt comfortable and satisfied after their visits, but certain crucial elements of an in-person visit are irreplaceable, such as physical examinations and gestures. Acceptance of and attitudes toward this form of telemedicine also varied by geographical location. Rural clinicians especially appreciated the monitoring function of e-ICU systems, as it allowed them to be involved in providing care without being physically present [30].

Acceptance by Nurses

Acceptance depends not only on physicians and patients, but also on the other health care providers interacting with these systems, such as nurses. Health care providers working through various e-ICU systems were surveyed for their general attitudes toward its efficacy and sustainability. The survey found that providers who used the e-ICU more frequently had positive reactions, whereas those who used it less were more likely to have a negative view and to suggest that it imposes a greater burden on nurses [30]. Nurses—who often are responsible for monitoring a large load of patients, as well as coordinating inpatient and outpatient matters—felt the monitoring capabilities of telemedicine helped alleviate some of their stress and to dedicate their time effectively [30]. As this study illustrated, if used effectively, telemedicine can maintain high-quality health care while decentralizing stress on providers.

Future Directions

Table 2 outlines the key future strategies for improving the availability and quality of telemedicine and telehealth services based on a framework from the WHO [1].

Public policy must be compatible with increased eHealth implementation for telemedicine to be practiced regularly. Despite the exceptions to Medicare’s telehealth reimbursement policy, the current regulations prevent widespread adoption and use of eHealth and set a precedence for other large private insurers. The Creating Opportunities Now for Necessary and Effective Care Technologies (CONNECT) Act was introduced to the US Senate in 2017, but has yet to make progress. This act proposes the removal of the geographical restrictions under Medicaid and, if passed, would expand coverage of telemedicine services [18]. As a result, telemedicine services would be given the legitimacy of in-person visits in terms of Medicaid and may inspire other insurers to change their private policies.
Table 2. Summary of key strategies for advancement of telemedicine.

<table>
<thead>
<tr>
<th>Domains of World Health Organization framework</th>
<th>Key strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leadership and governance</td>
<td>Advocating for interstate medical licensure</td>
</tr>
<tr>
<td></td>
<td>Promoting a universal reimbursement mechanism for telemedicine in all 50 states for</td>
</tr>
<tr>
<td></td>
<td>Creating public-private telemedicine leadership groups</td>
</tr>
<tr>
<td>Strategy and investment</td>
<td>Directing investments for telemedicine programs</td>
</tr>
<tr>
<td></td>
<td>Engaging private health insurance companies</td>
</tr>
<tr>
<td>Services and applications</td>
<td>Educating patients</td>
</tr>
<tr>
<td>Standards and interoperability</td>
<td>Standardizing informed consent</td>
</tr>
<tr>
<td></td>
<td>Creating a standardized medical licensing system or equivalency system between certain states</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>Implementing interoperable systems across health systems</td>
</tr>
<tr>
<td></td>
<td>Developing patient-friendly technologies for home use</td>
</tr>
<tr>
<td>Legislation, policy, and compliance</td>
<td>Removing geographic restrictions for Medicaid reimbursement</td>
</tr>
<tr>
<td></td>
<td>Enacting state legislation to require private insurers to reimburse for telemedicine services</td>
</tr>
<tr>
<td>Workforce</td>
<td>Training a specific telemedicine health workforce across specialties</td>
</tr>
<tr>
<td></td>
<td>Educating future health professionals in telemedicine</td>
</tr>
</tbody>
</table>

Based on World Health Organization recommendations [1].

State legislation is one of the largest determining factors in telemedicine adoption, and it has been shown that, in states that require private insurers to reimburse for telemedicine, adoption rates have increased [31]. For telemedicine to provide genuine and effective location-independent health care, a standardized licensing system or an equivalency system must also be established in the United States as a whole, or between states. There are several approaches to dealing with interstate licensing other than standardization across the country [20]. State governments can review each other’s board examinations and agree to mutually approve medical licensing between them. This solution gives states autonomy in controlling which physicians are eligible to practice telemedicine within their area, while also creating connections between physicians across the country. If legislation is passed legitimizing the role of telemedicine and telehealth in the American health care system, increased education and research on the area can lead to telemedicine being a prominent daily practice for physicians and patients alike.

Conclusions

We have reviewed the definitions, challenges, and potential future directions for telemedicine in the United States. It is no longer a question of whether eHealth has a role to play in health care delivery, rather it is a matter of making it happen. As we are learning during this COVID-19 pandemic, telemedicine and telehealth are critical to ensuring public health and are poised to become reliable and acceptable methods of seeking care for many conditions.
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Abstract

Background: The COVID-19 crisis has drastically changed care delivery with teleconsultation platforms experiencing substantial spikes in demand, helping patients and care providers avoid infections and maintain health care services. Beyond the current pandemic, teleconsultation is considered a significant opportunity to address persistent health system challenges, including accessibility, continuity, and cost of care, while ensuring quality.

Objective: This study aims at identifying the determinants of patients’ intention to continue using a teleconsultation platform. It extends prior research on information technology use continuance intention and teleconsultation services.

Methods: Data was collected in November 2018 and May 2019 with Canadian patients who had access to a teleconsultation platform. Measures included patients’ intention to continue their use; teleconsultation usefulness; teleconsultation quality; patients’ trust toward the digital platform, its provider, and health care professionals; and confirmation of patients’ expectations toward teleconsultation. We used structural equation modeling employing the partial least squares component-based technique to test our research model and hypotheses.

Results: We analyzed a sample of 178 participants who had used teleconsultation services. Our findings revealed that confirmation of expectations had the greatest influence on continuance intention (total effects=0.722; P<.001), followed by usefulness (total effects=0.587; P<.001) and quality (total effects=0.511; P<.001). Usefulness (β=.60; P<.001) and quality (β=.34; P=.01) had direct effects on the dependent variable. The confirmation of expectations had direct effects both on usefulness (β=.56; P<.001) and quality (β=.75; P<.001) in addition to having an indirect effect on usefulness (indirect effects=0.282; P<.001). Last, quality directly influenced usefulness (β=.34; P=.002) and trust (β=.88; P<.001). Trust does not play a role in the context under study.

Conclusions: Teleconsultation is central to care going forward, and it represents a significant lever for an improved, digital delivery of health care in the future. We believe that our findings will help drive long-term teleconsultation adoption and use, including in the aftermath of the current COVID-19 crisis, so that general care improvement and greater preparedness for exceptional situations can be achieved.

(J Med Internet Res 2020;22(11):e22081) doi:10.2196/22081
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Introduction

Background
The COVID-19 pandemic has heightened the urgency of delivering health care through digital technologies [1,2], contributing momentum to existing efforts of transitioning to models of digitally mediated health care provision. As people are encouraged to avoid public places and institutions, telemedicine appears particularly attractive for limiting the propagation of the virus while ensuring the continued care of
patients deemed at risk [1,3-5]. One especially promising telemedicine technology is teleconsultation, which has been considered “capable of reducing emergency room visits, conserving health care resources, and avoiding the spread of COVID-19 by treating patients remotely” [2].

Although the current crisis has induced a high demand, we focus on postpandemic use of teleconsultation and recognize its value for normal conditions. Teleconsultation, or a virtual visit, allows patients to consult with their health care providers online through devices that support text chat and videoconferencing [6]. This type of care delivery is often considered an opportunity to increase accessibility, continuity, and efficiency of care; achieve higher patient satisfaction; and reduce costs [6-9]. At the same time, teleconsultation is potentially comparable, or even preferable, to in-person visits within appropriate medical contexts [9,10].

Prior to the current public health crisis, teleconsultation’s general rate of adoption remained low [11-13]. The current situation has caused a profound spike in demand for digitally mediated consultation, and policy makers are breaking down several barriers to foster widespread adoption [14]. As a result, demand for teleconsultation has soared around the world. For instance, the number of teleconsultations in France increased approximately 50-fold in the weeks after it was hit by the pandemic [15].

With the increased demand for teleconsultation observed over the past months, it is an open question whether this momentum will lead to continued adoption in the long term, or whether patients are likely to abandon teleconsultation platforms once the crisis has passed. Previous research has investigated the initial adoption and use of teleconsultation (eg, [12,13,16,17]) but fails to provide explanations of patients’ continuance behavior of teleconsultation (ie, the “long-term or sustained use of an IT [information technology] by individual users over a period of time” [18]). Our lack of understanding of the postadoption behaviors of teleconsultation users is troubling since consumers often abandon the use of digital health apps and smart devices shortly after they first use them [19-21]. Given that materialization of the benefits of a technology relies on its effective and continuous use [22], this dearth of literature is significant in the context of teleconsultation platforms.

Considering these factors, this study aims to answer the following research question: What factors influence a patient’s intention to continue using a teleconsultation platform? To address this question, we draw on theories of information systems (IS) adoption and factors specific to teleconsultation services. We empirically tested our research model by surveying employees of two major Canadian companies who have access to the Dialogue teleconsultation platform.

Research Model and Hypotheses Development

To develop our research model (see Figure 1), we draw inspiration from IS research on continuance intention (CI) [23]. We searched the CI literature of the last three years (2015-2017) for peer-reviewed papers [23,24] through three databases: ABI/INFORM, Science Direct, and Web of Science. The search terms were: (“information systems” OR “IS” OR “information technology” OR “IT”) AND (“continuance intention”). We identified 221 papers matching our criteria. Specifically, our search of the literature and the descriptive literature review by Nabavi et al [23] resulted in five constructs relevant to the study of teleconsultation continuance by patients: CI, usefulness, quality, trust, and expectations confirmation. In a nutshell, our model contends that users’ initial expectations toward an IT are either confirmed or disconfirmed through the user experience [22]. This assessment is captured through the confirmation expectations construct. If the perceived performance of the teleconsultation platform exceeds users’ initial expectations, confirmation is said to be positive. In contrast, expectations that are higher than perceived performance produce a negative confirmation. This assessment influences users’ expectations toward their future experiences (ie, usefulness, quality, and trust), further affecting their intention to continue using the system [22]. As we aim to explore patients’ motivations to continue using teleconsultation, this approach enabled us to focus on the postadoption stage while capturing the preadoption effects of patients’ expectations within the use assessment phase of our model.
Using CI as a proxy to the actual continuous use behavior is a common practice in IT postadoption research [23]. This is in accordance with research on reasoned and plan behaviors in social psychology [18]. Hence, using CI as our dependent variable is consistent with past work and with our goal of identifying continuous teleconsultation use determinants. In this regard, the perceived usefulness of an IT, described as users’ perceptions of the benefits associated with its use [22], has been considered as one of the principal attitudinal beliefs explaining CI [23]. This relationship has been confirmed extensively in the extant literature and in health IT contexts related to teleconsultation such as mobile health (mHealth) [19,25,26]. Considering this, our first hypothesis (H) is as follows:

- **H1**: Patients’ intention to continue using teleconsultation is positively influenced by its usefulness.

IT users’ behavioral intentions have also been shown to depend on users’ level of trust with a technology and its provider [26-29]. Trust is defined as a party’s willingness to be vulnerable to the actions of a second party, whereas the latter is expected to act in the interests of the former, regardless of the former’s ability to monitor or control the latter [30]. In other words, trust is the expectation that a teleconsultation provider (ie, the Dialogue company), the health professional who assists the patient during the teleconsultation session, and the teleconsultation application can all be counted on. This factor is particularly critical in a virtual environment with high privacy and security risks [28]. These risks are present when users of medical teleconsultation systems disclose information about their physical or mental health, especially since they depend on and have no control over the health care provider [31]. As demonstrated in previous empirical studies, the usefulness of a technology is shaped by other expectations toward it, such as ease of use [32,33]. Therefore, we postulate that trust in a teleconsultation system and its provider affects its usefulness (ie, a teleconsultation service that is deemed untrustworthy is bound to be perceived as having little utility). Hence, we propose the following hypotheses:

- **H2**: Patients’ intention to continue using teleconsultation is positively influenced by their trust in it.
- **H3**: Usefulness of teleconsultation is positively influenced by patients’ trust in it.

Previous empirical evidence indicates that the overall quality of a health care service is of primary importance in shaping the behavioral intent of its users [26,34,35]. Teleconsultation quality is defined here as a patient’s judgment of the overall excellence of a teleconsultation. If virtual care is perceived as being of poor quality, it may discourage patients from using it and lead them toward other alternatives such as in-person health services [26]. Much like the assumption that a system that is difficult to use is perceived to be of little usefulness [32], and along with our rationale endorsing the positive influence of trust on usefulness, we postulate usefulness is also affected by the quality of the teleconsultation. In other words, a teleconsultation service perceived as being of poor quality is likely to be regarded as having little utility. In addition, empirical findings demonstrate that users’ trust is influenced by the perceived overall quality of the IT service (eg, [26,36]). Hence, we formulate the following hypotheses:

- **H4**: Patients’ intention to continue using teleconsultation is positively influenced by its overall quality.
- **H5**: Usefulness of teleconsultation is positively influenced by its overall quality.
- **H6**: Patients’ trust in teleconsultation is positively influenced by its overall quality.

Dagger et al [34] found that “customers evaluate service quality at an overall level, a dimensional level, and at sub-dimensional level and that each level drives perceptions at the level above.” As a result, the operationalization of this construct should be multidimensional and its measurement formative. Quality has also been theorized as a multidimensional construct in IS research (eg, [37,38]), and we, therefore, look to this field for inspiration to define service quality, system security and confidentiality, and ease of use as first-level dimensions of a teleconsultation quality. Service quality reflects the importance of the service provided to patients [38]. Confidentiality is the
degree to which patients’ personal information will not be shared or used against their wishes [39]. Security is defined as patients’ perception of another party’s ability to protect their private information against loss and unwarranted access [40]. Prior studies have integrated security with constructs like privacy (eg, [41]), and thus, we combined security and confidentiality in a single construct. Ease of use, the degree to which an individual believes that an IT system can be used effortlessly [32], was also incorporated as a formative dimension of quality. Hence, we argue that an increase in the aforementioned dimensions would elevate the perception of the teleconsultation quality for its users and not the opposite. Accordingly, we defined a teleconsultation quality as a second-order construct composed of service quality, system security and confidentiality, and ease of use.

Following findings from the expectation confirmation model (ECM), we included the confirmation of expectations construct in our model. This construct refers to the perceived congruence between the user’s initial expectations of the IT use and its actual performance [22]. Its inclusion aims at enabling the comparison of users’ initial expectations regarding teleconsultation against the perceived performance resulting from its use. Since usefulness, quality, and trust are expectations toward medical teleconsultation, we posit the following hypotheses:

- **H7:** Quality of teleconsultation is positively influenced by the confirmation of patients’ initial expectations.
- **H8:** Usefulness of teleconsultation is positively influenced by the confirmation of patients’ initial expectations.
- **H9:** Patients’ trust in teleconsultation is positively influenced by the confirmation of their initial expectations.

Given the possibility that various demographic characteristics may influence the attitudes and use behaviors of health IT users (eg, [20,26]), the patients’ gender, age, and education level were included as control variables in the research model. Note that socioeconomic variables were not included in the research model given that all employees in the surveyed companies had free access to Dialogue’s teleconsultation services as part of their employment insurance benefits. Our research model is presented in Figure 1, and the definitions of the variables included in the model are provided in Multimedia Appendix 1.

**Methods**

**Empirical Setting**

The technology studied is the Dialogue teleconsultation platform, which was launched in spring 2016. This teleconsultation service, which is distributed to organizational clients, provides remote health care services to their employees and their employees’ relatives (ie, spouse and children). The platform allows patients to communicate with various health care professionals through chat or video calls. Health care professionals can refill prescriptions remotely, refer patients to an external specialist, assist them in navigating the public health care system, and provide medical follow-up from the Dialogue team. During a session, the patient first interacts with an artificial intelligence–based system that carries out an initial assessment of their needs and redirects the query accordingly. If the system does not refer the patient to another health service, a registered nurse continues the process and discusses the patient’s state of health in more depth. This step has three outcomes: immediate diagnosis of the patient, transfer of the patient to a Dialogue physician or nurse for consultation (via chat or video call), or redirection of the patient to a physical examination provided by another health care provider. Ultimately, the patient can either be diagnosed by a Dialogue nurse or physician, or recommended to another health provider that is more suitable to their needs.

The research model was empirically tested with a sample of Dialogue users at two large Canadian companies. The first one is a financial institution with approximately 2000 employees, most of whom are in Quebec. The second company specializes in marketing and advertising, and has close to 500 employees located in different provinces across Canada. At the time of the survey, the 2370 employees (1875 for the first company and 495 for the second) in these two companies had free access to Dialogue teleconsultation services. Both organizations are known for their innovative workplace health management practices, and their staff had access to the teleconsultation platform for over a year before data collection started.

**Data Collection**

Given our main objectives, we conducted a cross-sectional survey study. The questionnaire was developed and administered using Qualtrics online survey software. The survey was administered in both French and English. Following the design of the questionnaire instrument, a pretest was conducted with 6 users of the teleconsultation system (4 French-speaking and 2 English-speaking users). As a result of the pretest, a few minor changes were made to the questionnaire, and an open-ended question about expectations confirmation was added. All study procedures were approved by the HEC Montreal’s research ethics committee.

**Operationalization of the Research Variables**

The operationalization of the research variables was based on the extant literature. Given the maturity of the research stream, this approach benefits from previous empirical validations and, thus, ensures the validity and reliability of the selected measurement items. Indeed, all the selected items demonstrated appropriate psychometric qualities in prior studies. All items were based on a 5-point Likert scale, ranging from “totally disagree” to “totally agree.” Multimedia Appendix 2 presents the items for each construct and their source.

**Sample Characteristics**

Data were collected between November 1 and November 16, 2018 (first company), and between May 15 and May 28, 2019 (second company). The invitation letters and secure hyperlink to the online questionnaire were posted on the intranet (first company) and sent via email (second company). Reminders to participate in the survey were posted in the middle of the data collection periods. Out of 2370 employees, 354 participated in the survey, representing a response rate of 15%. Of these answers, 44 were excluded due to missing data, resulting in a final sample size of 310 responses. In our sample, 178 (57%)
participants had used the teleconsultation platform at least once. The remainder of this paper is, therefore, based exclusively on their responses, whereas those employees who have not experienced Dialogue (n=132) by the time of the survey could not contribute toward studying continuance.

Results

Profile of the Users and Their Use of the Teleconsultation Platform

The sociodemographic profile of the sampled users is presented in Table 1. Our data set showed that users consulted with Dialogue 3 times on average since registration. Out of the 178 participants, about 43% (n=76) reported using the Dialogue teleconsultation platform three times or more since it became available to them. Such statistics were consistent with the participants’ positive health status, as 68% (n=121) of them rated their health as very good or excellent. Frequency analyses and descriptive statistics of the research variables showed a generally positive perception of Dialogue. For instance, user experience was better than expected for 73% (n=130) of patients, and a majority (n=120, 67%) said that using Dialogue provided more benefits than initially expected. In this regard, saving time and gaining better access to health care resources were the main reasons for using Dialogue, as confirmed by 87% (n=154) and 83% (n=147) of patients, respectively. Unsurprisingly, 79% (n=140) of patients reported that Dialogue met their health needs, and 75% (n=133) said they quickly resolved a health concern using teleconsultation. Furthermore, most patients (n=142, 80%) believed Dialogue helped avoid time away from work.

Table 1. Profile of the participants (n=178).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>47 (26.4)</td>
</tr>
<tr>
<td>Female</td>
<td>129 (72.5)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>8 (4.5)</td>
</tr>
<tr>
<td>25-34</td>
<td>47 (26.4)</td>
</tr>
<tr>
<td>35-44</td>
<td>66 (37.1)</td>
</tr>
<tr>
<td>45-54</td>
<td>44 (24.7)</td>
</tr>
<tr>
<td>≥55</td>
<td>12 (6.7)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>6 (3.4)</td>
</tr>
<tr>
<td>College</td>
<td>40 (22.5)</td>
</tr>
<tr>
<td>Certificate</td>
<td>23 (12.9)</td>
</tr>
<tr>
<td>Undergraduate level</td>
<td>74 (41.6)</td>
</tr>
<tr>
<td>Graduate level</td>
<td>33 (18.5)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>2 (1.1)</td>
</tr>
</tbody>
</table>

Assessment of the Measurement Model

We used structural equation modeling (SEM) to validate the research model and test the research hypotheses, employing the partial least squares (PLS) component-based technique for this purpose. PLS-SEM was chosen because of its robustness and lower requirements regarding the distribution of residuals when compared to covariance-based techniques such as EQS and Amos, in addition to being particularly appropriate when the goal is to explain variance [42]. PLS is also able to handle measurement models that include endogenous formative constructs [43].

Table 2 presents the descriptive statistics and reliability coefficients of the research variables. The first step in the SEM analysis is to simultaneously evaluate the measurement model and the structural model with PLS. One must first note in this regard that a single research construct, namely, the quality of the medical teleconsultation, is modeled as being formative due to the composite and multidimensional nature of its conceptualization [44], whereas the other four constructs are reflective [45]. The measurement model also includes another formative construct, patient characteristics, made up of the three control variables, namely, gender, age, and education level.
Table 2. Descriptive statistics and reliability coefficients of the research variables.

<table>
<thead>
<tr>
<th>Research variable</th>
<th>Items, n</th>
<th>Mean (SD)</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Cronbach alpha</th>
<th>VIF&lt;sup&gt;c,d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expectation confirmation</td>
<td>3</td>
<td>3.9 (1.0)</td>
<td>1.0</td>
<td>5.0</td>
<td>.92</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Ease of use</td>
<td>3</td>
<td>4.6 (0.5)</td>
<td>2.3</td>
<td>5.0</td>
<td>.93</td>
<td>1.27</td>
</tr>
<tr>
<td>Service quality</td>
<td>3</td>
<td>4.3 (0.8)</td>
<td>1.0</td>
<td>5.0</td>
<td>.92</td>
<td>1.51</td>
</tr>
<tr>
<td>Security and confidentiality</td>
<td>4</td>
<td>4.2 (0.7)</td>
<td>2.5</td>
<td>5.0</td>
<td>.95</td>
<td>1.43</td>
</tr>
<tr>
<td>Trust</td>
<td>3</td>
<td>4.3 (0.7)</td>
<td>2.1</td>
<td>5.0</td>
<td>.91</td>
<td>N/A</td>
</tr>
<tr>
<td>Usefulness</td>
<td>4</td>
<td>4.1 (1.0)</td>
<td>1.0</td>
<td>5.0</td>
<td>.94</td>
<td>N/A</td>
</tr>
<tr>
<td>Continuance intention</td>
<td>3</td>
<td>4.4 (0.9)</td>
<td>1.0</td>
<td>5.0</td>
<td>.95</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup> All variables were measured on 5-point Likert scales (totally disagree to totally agree).

<sup>b</sup> Cronbach alpha coefficient of reliability.

<sup>c</sup> VIF: variance inflation factor.

<sup>d</sup> VIF = 1 / (1 – R<sup>i</sup><sup>2</sup>), where R<sup>i</sup><sup>2</sup> is the unadjusted R<sup>2</sup> obtained when variable <i>i</i> is regressed against all other variables forming a construct.

<sup>e</sup> N/A: not applicable.

The psychometric properties of the measurements were evaluated in the context of the structural model by assessing the unidimensionality and reliability of the research constructs. First, as presented in Table 2, the Cronbach α values of the research variables varied from .91 to .95, all above the .80 threshold and, thus, confirming their internal consistency. Second, the reflective constructs’ item loadings (λ) varied from 0.90 to 0.97, well above the 0.70 threshold and, thus, indicating the unidimensionality of these four constructs. Moreover, the weights (γ) of the three formative variables of the quality construct were all positive and strong enough to be retained in the measurement model [46].

As the usual validity criteria for reflective constructs are inapplicable to a formative construct, one must instead verify that there is no multicollinearity among the formative construct’s indicators. One uses the variance inflation factor (VIF) statistic to do so, a common rule being that a variable’s VIF value be less than 3.3, or in other words, that less than 70% of the variance in the variable be jointly explained by the other variables [47]. As shown in Table 2, the outer VIF values estimated by PLS for the three formative indicators of the quality construct varied from 1.27 to 1.51, well below the 3.3 threshold. In similar fashion, the three formative indicators of the patient characteristics construct had VIF values varying from 1.01 to 1.13, thus indicating the absence of multicollinearity.

In Table 3, one also finds that the composite reliability coefficient of the reflective constructs varied from 0.94 to 0.97, above the 0.70 threshold and, thus, confirming these constructs’ reliability. Their convergent validity was also confirmed, as the average variance extracted (AVE) varied from 0.84 to 0.91, above the 0.50 threshold. The last property to be analyzed in the measurement model, discriminant validity, indicates the extent to which a construct differs from other constructs in the model. In the case of reflective constructs, the shared variance between such a construct and other constructs must be less than the AVE from its indicators, as confirmed in Table 3. In the case of the two formative constructs, quality and patient characteristics, the fact that they shared less than 70% variance with any other related construct in the measurement model, and thus correlated less than perfectly with these constructs, was an indication of such validity [48].
Table 3. Reliability, unidimensionality, and discriminant validity of the research and control constructs.

<table>
<thead>
<tr>
<th>Construct</th>
<th>CR&lt;sup&gt;a,b&lt;/sup&gt;</th>
<th>AVE&lt;sup&gt;c,d&lt;/sup&gt;</th>
<th>Items’ loading on their respective construct</th>
<th>Interconstruct correlations&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Item 1</td>
<td>Item 2</td>
<td>Item 3</td>
<td>Item 4</td>
</tr>
<tr>
<td>1. Expectation confirmation</td>
<td>0.95</td>
<td>0.86</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>2. Quality</td>
<td>—</td>
<td>—</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>3. Trust</td>
<td>0.94</td>
<td>0.84</td>
<td>0.92</td>
<td>0.90</td>
</tr>
<tr>
<td>4. Usefulness</td>
<td>0.96</td>
<td>0.86</td>
<td>0.92</td>
<td>0.91</td>
</tr>
<tr>
<td>5. Continuance intention</td>
<td>0.97</td>
<td>0.91</td>
<td>0.95</td>
<td>0.94</td>
</tr>
<tr>
<td>6. Patient characteristics</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>CR: composite reliability.  
<sup>b</sup>CR = (∑λ<sub>i</sub>)² / ((∑λ<sub>i</sub>)² + ∑(1 – λ<sub>i</sub>)²).  
<sup>c</sup>AVE: average variance extracted.  
<sup>d</sup>AVE = ∑λ<sub>i</sub>² / n.  
<sup>e</sup>Subdiagonals: correlation = (shared variance)¹/².  
<sup>f</sup>N/A: not applicable.  
<sup>g</sup>Diagonal: (AVE)¹/² = (∑λ<sub>i</sub>²/n)¹/².  
<sup>h</sup>Inappropriate for formative constructs.

Hypothesis Testing

The research model was tested by evaluating the path coefficients (β) that linked the constructs in the research model (using the SmartPLS software, SmartPLS GmbH), as shown in Figure 2. The model’s fit was first assessed by the strength and significance of the path coefficients and the proportion of explained variance in view of PLS’s concern with generalization and focus on prediction [49]. The goodness of fit was also assessed by the standardized root mean squared residual index, whose value was 0.06, well below the 0.08 threshold [43].

![Figure 2. Research findings.](http://www.jmir.org/2020/11/e22081/)

Hypothesis 1: Confirmed  
As seen in Figure 2, a positive and highly significant path coefficient (β=.60, P<.001) confirmed that patients who perceive a medical teleconsultation platform to have greater usefulness will have a stronger intention to continue using such a platform. In other words, CI is primarily determined by the benefits patients perceive to have obtained from using teleconsultation. This initial finding confirms Bhattacherjee’s [22] postulate that mHealth IT use is essentially a “means-end” behavior, and this use will continue only if the desired end is achieved.

Hypothesis 2: Unconfirmed  
A negative and nonsignificant path coefficient (β=.06, P=.27) disconfirmed the hypothesis that patients who place greater trust in a medical teleconsultation platform will have a stronger intention.
to continue using such a platform. It would thus appear that, in the absence of benefits, patients will not necessarily pursue their use of medical teleconsultation technology even though they trust the technology, its provider, and the medical professionals consulted through it.

**Hypothesis 3: Unconfirmed**

A positive and nonsignificant path coefficient ($\beta=.05, P=.27$) did not confirm the hypothesis that patients who place greater trust in a medical teleconsultation platform will perceive such a platform to have greater usefulness. Again, it would appear that the patients’ trust in the teleconsultation technology, notwithstanding its presumed criticality in mHealth IT environments, bears no direct consequences upon the personal health benefits obtained from using this technology, nor indirect consequences upon the continuance of such use.

**Hypothesis 4: Confirmed**

The hypothesis that patients who perceive a medical teleconsultation platform to be of greater quality will have a stronger intent to continue using such a platform was confirmed, as the corresponding path coefficient was shown to be positive and significant ($\beta=.34, P=.01$). Looking at the weights of the three components of quality as conceptualized here, this finding highlights the primary importance of the quality of the support services rendered by the platform’s provider and the teleconsultation exchanges with the platform’s medical professionals ($\gamma=0.85, P<.001$). Less important but nonetheless determinant are the patients’ perceptions as to the security of the medical teleconsultation platform and the confidentiality of their personal health data ($\gamma=0.17, P=.01$), as well as their perceptions of the platform as being easy to learn, use, and master ($\gamma=0.10, P=.07$).

**Hypothesis 5: Confirmed**

A positive and significant path coefficient ($\beta=.34, P=.002$) confirmed the hypothesis that patients who perceive a medical teleconsultation platform to be of greater quality will perceive such a platform to have greater usefulness. In line with the ECM [18], this finding demonstrates that the personal benefits obtained from using teleconsultation accrue in part from the quality of the remote health services. The security and confidentiality aspects of the medical teleconsultation technology as well as its ease of use also comes into play, however, less importantly.

**Hypothesis 6: Confirmed**

A positive and highly significant path coefficient ($\beta=.88, P<.001$) confirmed the hypothesis that patients who perceive a medical teleconsultation platform to be of greater quality will place greater trust in such a platform. In line with Akter et al’s [26] findings, it appears that it is the quality of the teleconsultation services that are paramount in gaining the patients’ trust, with the security and confidentiality of the information transmitted through the teleconsultation being of secondary importance in this regard.

**Hypothesis 7: Confirmed**

A positive and highly significant path coefficient ($\beta=.75, P<.001$) supported the hypothesis that the more the patients’ initial expectations related to using a medical teleconsultation platform are confirmed, the better their perception of the quality of such a platform. The patients’ perceptions of the platform’s quality are deemed to be highly indicative of their affect level [50]. Hence, in line with expectation confirmation theory [18], we found that when confirmation of the patients’ initial expectations increases, so does their appreciation of the quality of mHealth IT and, in turn, their appreciation of their IT use experience.

**Hypothesis 8: Confirmed**

A positive and highly significant path coefficient ($\beta=.56, P<.001$) supported the hypothesis that the more the patients’ initial expectations related to using a medical teleconsultation platform are confirmed, the better their perception of the usefulness of such a platform. This result is fully in line with a basic proposition of the ECM with regard to the continuance of IT use [22].

**Hypothesis 9: Unconfirmed**

A nonsignificant and negative path coefficient ($\beta=-.12, P=.15$) did not support the hypothesis that the more the patients’ initial expectations related to using a medical teleconsultation platform are confirmed, the greater the patients’ trust is in such a platform. However, given the preceding results related to hypotheses 7 and 6, it appears that the confirmation of patients’ initial expectations has a significant indirect effect upon their trust in the platform, that is, an effect mediated by their perceptions of the platform’s quality. Thus, notwithstanding the extent to which their expectations are confirmed, patients would not lose trust in a teleconsultation platform if they perceive the platform to be of enough quality.

Returning to Figure 2, the expectation confirmation and quality constructs were shown to jointly explain more than 70% of the variance in usefulness, a large effect size [51]. Similarly, quality and usefulness were shown to jointly explain a large proportion of the variance in CI. Moreover, the three control variables were found to provide no added explanation of the patients’ perceptions of the usefulness of the teleconsultation platform nor of their intent to continue using it. Our research model, thus, performed rather well in the nomological integration of the five research constructs. Furthermore, using tests of joint significance of indirect effects [52], we found significant ($P<.001$) and important (percentage of total effects) indirect effects of expectation confirmation on usefulness, that is, through quality (see Table 4). There were also important indirect effects of quality on patients’ CI through usefulness. Finally, we found sizable indirect effects of expectation confirmation on CI, through both quality and usefulness. These last results of the PLS-SEM analysis highlight the “mediating” role played by the patients’ assessment of the medical teleconsultation platform’s usefulness in explaining their decision to pursue or not pursue their use of such a platform.
Table 4. Breakdown of the total effects of the research constructs.

<table>
<thead>
<tr>
<th>Relationships between research constructs</th>
<th>Direct effects</th>
<th>Indirect effects</th>
<th>Total effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usefulness → continuance intention</td>
<td>0.587</td>
<td>0.000</td>
<td>0.587</td>
</tr>
<tr>
<td>Trust → continuance intention</td>
<td>-0.060</td>
<td>0.028</td>
<td>-0.032</td>
</tr>
<tr>
<td>Quality → continuance intention</td>
<td>0.339</td>
<td>0.172</td>
<td>0.511</td>
</tr>
<tr>
<td>Expectation confirmation → continuance intention</td>
<td>0.000</td>
<td>0.722</td>
<td>0.722</td>
</tr>
<tr>
<td>Trust → usefulness</td>
<td>0.048</td>
<td>0.000</td>
<td>0.048</td>
</tr>
<tr>
<td>Quality → usefulness</td>
<td>0.340</td>
<td>0.043</td>
<td>0.383</td>
</tr>
<tr>
<td>Quality → trust</td>
<td>0.875</td>
<td>0.000</td>
<td>0.875</td>
</tr>
<tr>
<td>Expectation confirmation → usefulness</td>
<td>0.571</td>
<td>0.282</td>
<td>0.853</td>
</tr>
<tr>
<td>Expectation confirmation → trust</td>
<td>-0.118</td>
<td>0.657</td>
<td>0.539</td>
</tr>
<tr>
<td>Expectation confirmation → quality</td>
<td>0.751</td>
<td>0.000</td>
<td>0.751</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

We examined the influence of usefulness, quality, trust, and expectations confirmation on the CI of a teleconsultation platform in use in Canada. PLS analyses were conducted to test 9 research hypotheses, 6 of which were supported. Based on our findings, the main predictor of teleconsultation CI is perceived usefulness. This is consistent with the extant literature presenting this construct as one of the principal expectations explaining IT continuance [23]. As teleconsultation is exclusively a utilitarian system aiming to provide instrumental value to patients, this finding is also coherent with previous IT use research, which “suggests that utilitarian system-use behaviors are mainly driven by the perceived relevance and usefulness of the system” [53]. Our findings indicate that patients emphasize time savings and quick access to health care professionals as the main benefits. Conversely, the impossibility of remote diagnosis and prolonged waiting times were often presented as the leading causes of low perceived usefulness. In other words, what matters most to patients is that teleconsultation helps them resolve their health issues in an efficient manner.

The inclusion of quality in the research model emerges as an important contribution to the understanding of teleconsultation continuance, considering its significant influence on CI and usefulness. This finding is aligned with extant literature, as several authors observed the influence of quality on users’ behavioral intents [26,34,35]. Along with the quantitative results of this study, the qualitative data obtained through an open-ended question indicated that the leading dimension of perceived quality is service quality rather than confidentiality and security, and ease of use. The high level of interactivity and the object of medical teleconsultations cause patients to be concerned with the quality of their interactions and the medical advice received [54]. Hence, service quality, especially in cases involving patients’ health status, allows for a more sophisticated understanding of the general concept of quality. The operationalization of quality also benefits from the security and confidentiality construct. As argued by Demiris et al [55], “the ethical issues involved with the application of mobile IT to health care are many and complex,” which makes data security and confidentiality a mandatory requirement for teleconsultation systems. Thus, even if it plays a lesser role than the aspect of service, patients perceive a teleconsultation service to be of high quality if their data is protected from theft, loss, and unauthorized use. Finally, the increased ease people experience when using mobile technologies [19] could explain the relatively low importance of perceived ease of use in building a sense of quality. This construct may prove valuable for the study of populations with lower digital literacies than the one covered by this study.

Confirmation of patients’ initial expectations directly influenced teleconsultation usefulness, as expected. Simply put, it is central to determining the usefulness level, especially since it fully accounts for its second drivers (ie, quality) in addition to being its strongest direct predictor. This is captured by the direct and indirect influences of the confirmation of expectations on perceived usefulness reported in Table 4. In addition, expectations confirmation’s role in shaping patients’ intents should not be underestimated in view of its large indirect effect on CI (Table 4). Indeed, it solely explains the variance in quality and usefulness, which were the only two direct significant predictors of our dependent variable. This is critical, as some users did not seem to fully grasp the possibilities and limitations of the teleconsultation platform, as reflected by many of their comments. For instance, some were surprised at being referred for an in-person examination, given the impossibility of remote diagnosis. In view of the novelty of the service under study and the resulting misunderstanding of its constraints, patients’ initial expectations were sometimes unrealistic. Under circumstances where the user experience fell short, usefulness was adversely affected. Therefore, understanding the opportunities and boundaries of online medical consultations is essential for fulfilling expectations, attaining positive levels of usefulness, and sustaining use behavior over time.

Last, in contrast with prior research [26-29], trust was not a significant factor in our model. To explain this unexpected finding, it may be relevant to consider how sensitive the information disclosed by Dialogue users is and how severe the health issues addressed through Dialogue are. Indeed, the data transmitted may not appear sensitive to patients, given the health issues addressed through Dialogue are. Indeed, the data transmitted may not appear sensitive to patients, given the health issues addressed through Dialogue are. Indeed, the data transmitted may not appear sensitive to patients, given the health issues addressed through Dialogue are. Indeed, the data transmitted may not appear sensitive to patients, given the health issues addressed through Dialogue are.
relatively minor nature of the health issues that can be diagnosed through the type of teleconsultation we studied. Nevertheless, trust may be a significant factor, depending on patients’ health issues. For example, it could be relevant in cases of consultation for severe chronic diseases or psychological problems.

**Limitations and Suggestions for Future Research**

The results of this study should be interpreted with caution, given some methodological limitations. The size of our sample was relatively small. The context-specific nature of this study requires exercising caution about the generalizability of its findings. Organizations providing similar services to their employees may obtain a different picture than the ones presented here. The same applies to teleconsultations offered to patients by hospitals or clinics. Thus, the advancement of knowledge could benefit from similar studies carried out in other contexts. Use context is partially defined by the technology [56], so other teleconsultation technologies are also worth investigating. Should different teleconsultation contexts be studied, we recommend adapting the operationalization of quality (second-order construct) since dimensions of IS success, like system quality, must be anchored in an empirical context [38].

Given the intrinsic limitations of survey research, there may yet remain biases related to the perceptual nature of the research variables’ measures. In particular, a measurement model based on a self-administered questionnaire answered by a single respondent may pose a risk of common method bias (CMB) and lead to an overestimation of the relationships between variables [57]. We thus used three post hoc techniques to detect the presence of such bias in our data. First, we used the Harman single factor test [57], that is, we made a principal component factor analysis of all scale items, finding that no single component accounted for 50% or more of the aggregate variance in the research variables and, thus, did not detect any moderate to high levels of CMB. Second, we looked at the correlation matrix between the research and control constructs [58], finding all fifteen correlations to be less than 0.90 and, thus, not showing any major sign of CMB. Third, we used Lindell and Whitney’s [59] marker variable approach by looking at a variable not assumed to be theoretically linked to any of the research variables. Using the patients’ education level for such a purpose, we found the average correlation of this variable with the seven research variables to be −0.065 (with a minimum of −0.09 and a maximum of 0.04) and, thus, not signaling the presence of CMB in our data.

Another limitation of our study was related to its cross-sectional nature, as causality cannot be inferred. We thus encourage future studies on teleconsultation use continuance to employ longitudinal approaches instead. When undertaken in national health care contexts in which teleconsultation services are not free, future studies should also include socioeconomic variables such as patients’ income, employment, and place of residence [60]. Finally, our results should be interpreted in view of remote health care contexts that could be altered following the resolution of the COVID-19 crisis.

**Contributions of the Study**

From a research perspective, our study contributes to the advancement of knowledge by identifying important drivers of patients’ intention to continue using teleconsultation (ie, usefulness, quality, trust, and expectations confirmation). We have also demonstrated that it is appropriate to conceptualize quality as a multidimensional second-order construct, reinforcing previous findings (eg, [34]).

Providers of medical teleconsultation and employers interested in them can benefit from this study. This paper identifies the main predictors of continued use for this type of technology, which is crucial to achieving the expected benefits [22]. Given its key role in developing patients’ CI, usefulness should be monitored frequently through the measurement of actual or perceived benefits arising from teleconsultation use. In this respect, determinants of usefulness should likewise be monitored. Moreover, as usefulness directly and indirectly relies on confirmation of expectations, patients should be provided with clear information about the possibilities, limitations, and potential benefits of online consultations. Patients surveyed in this study expected to have easier access to physicians via teleconsultation, and a few seemed to be frustrated and disappointed that they could not be remotely diagnosed and were referred to in-person services. The deployment of such a system should include establishing an effective communication plan and involving employers, health care providers, and policy makers, depending on the scale of the deployment.

Teleconsultation providers should also try to reduce waiting times and optimize their customers’ health care path since users hope to save time through online medical visits. This is particularly important, as several patients who were instructed to schedule physical examinations felt that the teleconsultation session was a waste of their time. More broadly, our research points to the benefits of focusing on service quality since it is the most important dimension of a teleconsultation’s quality. Some users unable to benefit from remote diagnosis suggested that Dialogue could make the appointments they need for them, so the inconveniences associated with an unsuccessful teleconsultation could give way to a simplification of the appointment scheduling process for other health services. The speed and scope of services and the commitment of providers are appealing avenues for sustaining patients’ continuous use, regardless of their health status.

**Conclusion**

This study investigates a technology proving itself to be suitable for public health crisis management [2] as well as being capable of positively addressing challenges of health care systems under normal conditions. We believe that our data set—collected before the COVID-19 pandemic—is more indicative of postcrisis continuance since survey responses collected during the crisis are unlikely to be representative for behavior under normal conditions. We concur that “telemedicine is central to care going forward, not just through this crisis” [14], and is a significant lever for an improved digital delivery of health care in the future. Hence, we hope that our findings will help drive long-term teleconsultation adoption and use, including in the aftermath of the COVID-19 crisis, so that general care
improvement and greater preparedness for exceptional situations can be achieved. The teleconsultation service investigated in this study is particularly relevant in this regard as “[i]ncorporating mHealth in health insurance schemes can help solve the cost and payment barriers and encourage not only clinicians’ adoption but also patients’ use” [61]. As the current public health crisis has revealed that it is possible to address some of the challenges related to remote health care services, we feel hopeful for the materialization of teleconsultation expected benefits in the long run. Future research efforts should continue focusing on virtual care and teleconsultation systems, and investigate how such technologies contribute to collective well-being.
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<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVE</td>
<td>average variance extracted</td>
</tr>
<tr>
<td>CI</td>
<td>continuance intention</td>
</tr>
<tr>
<td>CMB</td>
<td>common method bias</td>
</tr>
<tr>
<td>ECM</td>
<td>expectation confirmation model</td>
</tr>
<tr>
<td>H</td>
<td>hypothesis</td>
</tr>
<tr>
<td>IS</td>
<td>information systems</td>
</tr>
<tr>
<td>IT</td>
<td>information technology</td>
</tr>
<tr>
<td>mHealth</td>
<td>mobile health</td>
</tr>
<tr>
<td>PLS</td>
<td>partial least squares</td>
</tr>
<tr>
<td>SEM</td>
<td>structural equation modeling</td>
</tr>
<tr>
<td>VIF</td>
<td>variance inflation factor</td>
</tr>
</tbody>
</table>
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Abstract

Background: Longitudinal follow-up of older persons living with HIV is essential for the ascertainment of aging-related clinical and behavioral outcomes, and self-administered questionnaires are necessary for collecting behavioral information in research involving persons living with HIV. Web-based self-reported data collection results in higher data quality than paper-and-pencil questionnaires in a wide range of populations. The option of remote web-based surveys may also increase retention in long-term research studies. However, the acceptability and feasibility of web-based data collection in clinical research involving older persons living with HIV have never been studied.

Objective: This study aims to assess the acceptability and feasibility of a web-based survey to collect information on sexual, substance use, and physical activity behaviors; compare the data quality of the web-based survey with that of a paper-and-pencil questionnaire; and summarize web-based survey metrics.

Methods: This pilot study took place within the AIDS Clinical Trials Group A5322 study, a longitudinal cohort of men and women living with HIV (aged ≥40 years), followed at 32 clinical sites in the United States and Puerto Rico. A total of 4 sites participated in this study. A web-based survey was created using self-administered questionnaires typically completed in A5322 via paper and pencil. Pilot study participants completed these questionnaires via web-based survey at one research visit in lieu of paper-and-pencil administration. Two questions were added to assess feasibility, defined as participants’ perception of the ease of web-based survey completion (very hard, hard, easy, very easy), and their preferred format (computer or tablet, paper and pencil, no preference) for completing the questions in the future (acceptability). Feasibility and acceptability were summarized overall and by demographic and clinical characteristics; the proportion of evaluable data by web-based survey versus previously administered paper-and-pencil questionnaires (data quality) was compared for each question.

Results: Acceptability and feasibility were high overall: 50.0% (79/158) preferred computer or tablet, 38.0% (60/158) reported no preference, and 12.0% (19/158) preferred paper and pencil; 93.0% (147/158) reported survey completion easy or very easy. Older age was associated with lower odds of preferring computer or tablet to paper and pencil (odds ratio per 1-year increase in age: 0.91, 95% CI 0.85-0.98). Individuals who found the survey hard or very hard had a lower median neurocognitive test score than those who found it easy or very easy. Data quality with web-based survey administration was similar to or higher than that with paper-and-pencil administration for most questions.

Conclusions: Web-based survey administration was acceptable and feasible in this cohort of older adults living with HIV, and data quality was high. Web-based surveys can be a useful tool for valid data collection and can potentially improve retention in long-term follow-up studies.
Introduction

Maintaining sustained research participation is a critical challenge for longitudinal epidemiologic studies [1,2]. Factors that can negatively affect retention include study fatigue, work and personal commitments, and relocation away from the site of a research clinic. These factors may particularly affect studies designed to have extended follow-up durations. For older study participants and those with chronic health conditions, additional factors such as health limitations and difficulty traveling can make attendance at research study visits problematic [3].

Web-based data collection methods that allow the flexibility of remote survey completion may help improve retention in long-term studies [1]. These methods allow for data collection wherever a participant has access to a secure internet connection and ensure confidentiality of responses to potentially sensitive questions, and the embedding of skip patterns and out-of-range response checks and prompts can improve data quality. Data completeness has also been shown to be superior with web-based versus paper-and-pencil data collection [4], and data entry keying errors are reduced because this process is automated [5]. To achieve these data quality advantages, however, surveys must be perceived by study participants as acceptable and easy to complete. This is particularly true with older study participants, who may not be comfortable or familiar with web-based technologies. In 2017, 42% of US individuals aged ≥65 years owned a smartphone, with this proportion decreasing to 31% for those aged 75-79 years and 17% for those aged ≥80 years. In addition, 82% of those aged 65-69 years used the internet, a proportion similar to that of the overall population, but this decreased to 44% for those aged ≥80 years [6]. Particularly among older adults with certain disabilities or activity-limiting impairments, the use of email, texting, and the internet is lower than for those without these impairments [7]. Web-based technologies for research data collection have been used successfully with older adult study populations [8-11], and among older persons living with HIV, web-based and mobile apps have been evaluated for their usefulness and acceptability in health care settings [12-14]. However, to our knowledge, few studies have assessed the feasibility, acceptability, and data quality of web-based technologies for clinical research with older persons living with HIV [15], who may be living with physical and neurocognitive deficits because of their long-term HIV infection [16-20].

The AIDS Clinical Trials Group (ACTG) A5322 study is examining a wide range of clinical and behavioral end points in individuals aging with HIV. Data collection methods include interviews, physical examinations, and chart abstraction as well as self-administered questionnaires that are completed by hand (paper-and-pencil format). Once completed, these questionnaires are handed to research clinic staff in sealed envelopes and mailed to a data management center where responses are keyed. This process can result in incomplete, missed, or lost questionnaires. In addition, although these forms were designed for ease of completion, they do contain free-text responses as well as specific instructions, including those for skip patterns. Participants may have difficulty following the instructions, and the resulting data can be of poor quality because of issues such as skipping questions inappropriately and entering out-of-range free-text responses. Opportunities to clean these data are inherently limited, as data managers cannot query site staff or participants regarding their responses, and as a result, some information in these forms cannot be used.

We piloted a web-based survey that adapted 3 paper-and-pencil questionnaires administered in ACTG A5322. Our overall objective is to determine whether behavioral data collected via paper-and-pencil format could be successfully collected using web-based surveys. This was designed as the initial step of a longer-term goal of incorporating web-based surveys into the study’s regular schedule of evaluations, including potential expansion into remote data collection. Our specific aims are to (1) assess the acceptability and feasibility of the web-based survey and identify demographic and health characteristics associated with these measures; (2) compare the data quality of the web-based survey with that of the paper-and-pencil questionnaire; and (3) summarize web-based survey metrics, including frequency of and reasons for survey noncompletion and frequency of rather not answer responses.

Methods

Study Population

The A5322 study is an ongoing, long-term observational study following older men and women living with HIV for characterization and evaluation of age-related outcomes. Participants had previously been followed in ACTG A5001, another long-term observational study of participants who had received either their initial HIV antiretroviral treatment medication (treatment naive) or a salvage therapy through an ACTG randomized clinical trial. When the A5001 follow-up ended, participants who had been treatment naive at the time of enrollment in their initial ACTG clinical trial and were aged ≥40 years were eligible to enroll in the A5322 study. Altogether, 1035 participants were enrolled between November 2013 and July 2014 at 32 clinical research sites across the United States, including Puerto Rico. Participants were previously evaluated semiannually (now annually) for immunologic, virologic, and clinical parameters and annually for behavioral parameters. All participants provided written informed consent before enrollment into A5322, and the study was approved by the local institutional review board at each site.

Study Design

A total of 4 sites were chosen for this pilot study based on the number of participants they had enrolled into A5322, the proportion of participants who spoke English as their first language, and the availability of a laptop or desktop with wired...
internet and access to a private space in which to complete the survey. All participants at the 4 sites whose primary language was English were eligible to participate in the pilot study. The web-based survey was administered during a single visit, which took place at the 4 sites, in place of the paper-and-pencil questionnaires typically administered.

Survey Development
The survey was developed using Illume, a commercial software tool designed by DatStat (DatStat, Incorporated). The survey was developed only in English and consisted of 3 questionnaires on recent sexual behaviors, current and past substance use, and physical activity (the latter using the International Physical Activity Questionnaire Short Form [21]). At the end of the survey, we included 2 questions to assess acceptability and feasibility (perceived ease of completion). Automatic skip patterns and prompts for participants to re-enter responses that were out-of-range were included. All questions were worded to match the phrasing of the 3 paper-and-pencil questionnaires, except when modifications were necessary to accommodate embedded skip patterns. All questions, except for acceptability and feasibility, included rather not answer response options so that participants would not be forced to answer questions and to make preferences for not answering questions transparent.

Outcomes
Frequency of and reasons for noncompletion of the survey were collected on a tracking form completed by the clinic staff. Acceptability was assessed with a three-category variable from the question, “In the future, I would prefer to complete the survey by computer/tablet, paper/pencil, no preference.” Feasibility was assessed with a four-category variable (very hard, hard, easy, and very easy).

The data quality of the web-based survey and paper-and-pencil responses was assessed by comparing the proportion of evaluable responses to each question in the web-based survey with that obtained from previously administered paper-and-pencil questionnaires. Evaluable data were defined as any valid response, excluding rather not answer. Nonevaluable data were defined as missing, rather not answer responses, and out-of-range responses for free-text questions. An example of an out-of-range free-text response would be missing, rather not answer responses by any valid response, excluding rather not answer. Evaluable data were defined as missing, rather not answer responses, and out-of-range responses for free-text questions. An example of an out-of-range free-text response would be "In the 27 days, on how many days did you do vigorous exercise?" Logically missing data that resulted from appropriate responses to prior questions were not considered missing (eg, if no vigorous exercise was reported, questions on the number of days and time spent doing vigorous exercise were skipped).

Covariates
Demographic and functional fitness characteristics were assessed at the visit closest to the survey administration unless otherwise indicated. The variables included age, race/ethnicity, sex, education (assessed during A5001 follow-up), history of comorbidities (diabetes, kidney disease, liver disease, cardiovascular disease, stroke, hepatitis C–positive serology, and cancer [within 5 years]), frailty, disability; and neurocognitive function and impairment. Frailty was assessed using the Fried Frailty assessment, which includes 4-m walk speed; grip strength; and self-reported unintentional weight loss, exhaustion, and low activity [22]. Individuals meeting 3 to 5 components are categorized as frail, those meeting 1 to 2 components are categorized as prefrail, and those meeting 0 components are categorized as nonfrail. For this analysis, we used a two-category frailty variable (frail vs nonfrail/prefrail). Disability was assessed with the Lawton-Brody Instrumental Activities of Daily Living (IADL) questionnaire using self-reported limitations in performing 8 tasks: housekeeping, money management, cooking, transportation, telephone use, shopping, laundry, and medication management [23]. We defined IADL disability as ≥1 limitation. We assessed neurocognitive function using the Trail-Making Tests A and B and the Wechsler Adult Intelligence Scale-Revised Digit Symbol subtest. The raw scores from these 3 evaluations were standardized by age, sex, race/ethnicity, and education and combined into one summary z-score (NPZ-3 score). Neurocognitive impairment was defined as having at least one z-score ≥2 SDs below the mean or at least two z-scores ≥1 SD below the mean. Raw scores were normalized only for participants who were Black, White, or Hispanic.

Statistical Analysis
Survey Metrics
To compare the frequency of rather not answer responses by acceptability and feasibility, the total number of rather not answer responses given by each participant across all survey questions was summed, and this summed value was then dichotomized to 0 or ≥1 rather not answer responses. Chi-square tests were used for comparisons.

Acceptability and Feasibility
We compared the distribution of acceptability by demographic and health characteristics using chi-square tests for categorical variables and the Kruskal-Wallis test for continuous variables. Multinomial logistic regression models were fit to evaluate the association of these variables with acceptability as a three-category variable, paper and pencil as the reference category in one model, and no preference as the reference in the second model. Univariate models were first fit with each individual variable. All variables with a P value of less than .10 in the univariable model were then included in a multivariable model. Feasibility was compared by age and neurocognitive score using the Wilcoxon test. As only a few individuals reported that the survey was hard or very hard, feasibility was evaluated as a dichotomous variable (easy/very easy vs hard/very hard).

Data Quality
We compared the proportion of evaluable responses to each question by survey format using chi-square tests. The first comparison was between pilot study participants’ web-based responses and their responses to the most recently completed paper-and-pencil questionnaire. A second comparison was between pilot study participants’ web-based responses and responses of all A5322 participants on their most recently completed paper-and-pencil questionnaire. Chi-square tests were used for these comparisons instead of a matched approach because the number of responses to many of the questions...
differed by mode of administration. Therefore, it was not possible to use a matched approach that would take into account within-person correlations.

Finally, we compared the proportion of evaluable data for all questions within the web-based survey by age and neurocognitive impairment.

SAS 9.4 was used for all analyses (SAS Institute).

**Results**

**Survey Metrics**

A total of 180 participants at the 4 sites were eligible to participate in the pilot study. Of these 180 participants, 159 (88.3%) completed the web-based survey; for the 21 eligible participants who did not complete the survey, the following reasons were provided: participant declined (8/180, 4.4%), clinic error (7/180, 3.9%), technical difficulties (3/180, 1.7%), time constraints (2/180, 1.1%), and cognitive impairment (1/180, 0.6%).

Of the 35 questions in the web-based survey that included a rather not answer response option, 18 questions (51%) received at least one (range 1-4) rather not answer response. Multimedia Appendix 1 lists the questions that had one or more rather not answer responses. Of 159 participants, 24 (15.1%) responded rather not answer to one or more of the survey questions, with 16 responding rather not answer to 1 question, 6 responding to 2 questions, and 2 responding to 3 questions.

**Acceptability and Feasibility**

Table 1 summarizes the participant characteristics, overall and by acceptability. Most participants were men, and the median age was 54 years (IQR 49-61). Most participants had more than a high school education, and the majority reported no IADL limitations.

![Table 1](https://www.jmir.org/2020/11/e18588)

Overall, 50.0% (79/158) of participants indicated that they would in the future prefer to answer the questionnaires via computer or tablet, 12.0% (19/158) said they would prefer the paper-and-pencil format, and 38.0% (60/158) had no preference. The median (IQR) age of participants who preferred the paper-and-pencil questionnaire was 59 years (IQR 52-56), compared with 53 years (IQR 48-60) for those who preferred computer or tablet and 55 years (IQR 50-61.5) for those who indicated no preference. Those with ≥1 IADL limitation were more likely to prefer the computer or tablet option (19/25, 76%).
than either paper and pencil (2/25, 8%) or no preference (4/25, 16%), whereas those with no self-reported limitations were similarly as likely to prefer computer or tablet (60/131, 45.8%) or have no preference (55/131, 42.0%). There were no differences in acceptability by other characteristics.

In an adjusted multinomial logistic regression model including age and IADL, with paper and pencil as the reference group, older age was associated with lower odds of preferring the computer or tablet format (odds ratio [OR] per 1-year increase in age 0.91, 95% CI 0.85-0.98; Table 2). With no preference as the reference group, those with ≥1 IADL were more likely to prefer the computer or tablet (OR 4.42, 95% CI 1.40-13.9; Table 3).

<table>
<thead>
<tr>
<th>Variable and outcome</th>
<th>OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at survey completion, years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer/tablet</td>
<td>0.91 (0.85-0.98)</td>
<td>.01</td>
</tr>
<tr>
<td>No preference</td>
<td>0.95 (0.89-1.02)</td>
<td>.14</td>
</tr>
<tr>
<td>IADL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer/tablet</td>
<td>2.72 (0.55-13.5)</td>
<td>.22</td>
</tr>
<tr>
<td>No preference</td>
<td>0.62 (0.1-3.74)</td>
<td>.60</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable and outcome</th>
<th>OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at survey completion, years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer/tablet</td>
<td>0.96 (0.92-1.01)</td>
<td>.11</td>
</tr>
<tr>
<td>Paper-and-pencil questionnaire</td>
<td>1.05 (0.98-1.13)</td>
<td>.14</td>
</tr>
<tr>
<td>IADL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer/tablet</td>
<td>4.42 (1.4-13.9)</td>
<td>.01</td>
</tr>
<tr>
<td>Paper-and-pencil questionnaire</td>
<td>1.62 (0.27-9.87)</td>
<td>.60</td>
</tr>
</tbody>
</table>

Most participants (147/158, 93.0%) reported that the web-based survey was easy or very easy to complete. Individuals who found the survey hard or very hard had a lower median NPZ-3 score than did those who found it easy or very easy; age was not associated with feasibility (Table 4).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Hard/very hard (n=10)</th>
<th>Easy/very easy (n=148)</th>
<th>Total (N=158)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPZ-3 score</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum to maximum</td>
<td>−1.10 to 3.00</td>
<td>−2.00 to 3.20</td>
<td>−2.00 to 3.20</td>
<td></td>
</tr>
<tr>
<td>Median (Q1-Q3)</td>
<td>−0.30 (−1.00 to 0.20)</td>
<td>0.70 (0.00 to 1.20)</td>
<td>0.60 (−0.10 to 1.20)</td>
<td>.02</td>
</tr>
<tr>
<td>Age at survey completion</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum to maximum</td>
<td>44 to 77</td>
<td>44 to 79</td>
<td>44 to 79</td>
<td></td>
</tr>
<tr>
<td>Median (Q1 to Q3)</td>
<td>49.5 (48.0 to 52.0)</td>
<td>54.5 (49.5 to 61.0)</td>
<td>54.0 (49.0 to 61.0)</td>
<td>.16</td>
</tr>
</tbody>
</table>

Participants who thought the web-based survey was easy or very easy to complete were more likely to prefer to answer future questions via computer or tablet than those who found it hard or very hard (data not shown). There were no differences in acceptability or feasibility between participants with ≥1 versus no rather not answer responses (Multimedia Appendix 2).
Data Quality

Comparisons of evaluable responses by questionnaire administration are summarized in Table 5. Although overall data quality was high for both formats, for most questions, the web-based survey yielded a proportion of evaluable data that was similar to or greater than for the paper-and-pencil questionnaire. Data quality was higher with the web-based survey for most of the sexual behavior questions and all the physical activity questions; the greatest difference in the latter was for questions about the length of time performing various physical activities. The only 2 questions for which data quality was low in both formats were anal sex with women with condom and oral sex with women with condom. These were endorsed by a few individuals (N=14, web-based survey; N=8, paper-and-pencil questionnaire) such that the number of missed responses resulted in very low proportions of evaluable responses. Almost all substance use behavior responses were similarly evaluable in both formats. The results were similar when comparing the responses of those who completed the web-based survey with the paper-and-pencil responses of all A5322 participants (Multimedia Appendix 3). We found no differences in data quality when we examined the proportion of evaluable data within the web-based survey by age and neurocognitive impairment (data not shown).
Table 5. Evaluable responses by questionnaire format (N=159).

<table>
<thead>
<tr>
<th>Question</th>
<th>Paper and pencil: proportion of evaluable responses</th>
<th>Web-based survey: proportion of evaluable responses</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>N</td>
<td>n (%)</td>
</tr>
<tr>
<td><strong>Sexual behavior</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any sexual partners</td>
<td>140 (88.1)</td>
<td>159</td>
<td>155 (97.5)</td>
</tr>
<tr>
<td>Number of sexual partners</td>
<td>67 (73)</td>
<td>92</td>
<td>75 (90)</td>
</tr>
<tr>
<td>Oral sex with a man</td>
<td>81 (88)</td>
<td>92</td>
<td>65 (71)</td>
</tr>
<tr>
<td>Oral sex with a man with condom</td>
<td>59 (82)</td>
<td>72</td>
<td>57 (90)</td>
</tr>
<tr>
<td>Oral sex with a woman</td>
<td>73 (79)</td>
<td>92</td>
<td>77 (93)</td>
</tr>
<tr>
<td>Oral sex with a woman with condom</td>
<td>8 (28)</td>
<td>29</td>
<td>7 (54)</td>
</tr>
<tr>
<td>Vaginal sex</td>
<td>75 (82)</td>
<td>92</td>
<td>78 (94)</td>
</tr>
<tr>
<td>Vaginal sex with condom</td>
<td>22 (54)</td>
<td>41</td>
<td>23 (79)</td>
</tr>
<tr>
<td>Anal sex with a man</td>
<td>76 (83)</td>
<td>92</td>
<td>79 (95)</td>
</tr>
<tr>
<td>Anal sex with a man with condom</td>
<td>40 (69)</td>
<td>58</td>
<td>41 (91)</td>
</tr>
<tr>
<td>Anal sex with a woman</td>
<td>69 (75)</td>
<td>92</td>
<td>79 (95)</td>
</tr>
<tr>
<td>Anal sex with a woman with condom</td>
<td>1 (4)</td>
<td>24</td>
<td>3 (43)</td>
</tr>
<tr>
<td>Any new sexual partners</td>
<td>83 (90)</td>
<td>92</td>
<td>79 (95)</td>
</tr>
<tr>
<td>Number of partners who know your HIV status</td>
<td>84 (91)</td>
<td>92</td>
<td>75 (90)</td>
</tr>
<tr>
<td>Number of partners with known HIV status</td>
<td>86 (93)</td>
<td>92</td>
<td>77 (93)</td>
</tr>
<tr>
<td><strong>Substance use</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How often drink alcohol</td>
<td>159 (100.0)</td>
<td>159</td>
<td>158 (99.4)</td>
</tr>
<tr>
<td>How many drinks containing alcohol</td>
<td>99 (98.0)</td>
<td>101</td>
<td>96 (96.0)</td>
</tr>
<tr>
<td>How often binge drink alcohol</td>
<td>101 (100.0)</td>
<td>101</td>
<td>99 (99.0)</td>
</tr>
<tr>
<td>Not getting things done because of alcohol</td>
<td>98 (97.0)</td>
<td>101</td>
<td>99 (99.0)</td>
</tr>
<tr>
<td>Emotional problems from alcohol</td>
<td>96 (95.0)</td>
<td>101</td>
<td>100 (100.0)</td>
</tr>
<tr>
<td>Last time used tobacco</td>
<td>156 (98.1)</td>
<td>159</td>
<td>157 (98.7)</td>
</tr>
<tr>
<td>Last time used marijuana</td>
<td>157 (98.7)</td>
<td>159</td>
<td>158 (99.4)</td>
</tr>
<tr>
<td>Last time used cocaine</td>
<td>157 (98.7)</td>
<td>159</td>
<td>158 (99.4)</td>
</tr>
<tr>
<td>Last time used heroin</td>
<td>156 (98.1)</td>
<td>159</td>
<td>159 (100.0)</td>
</tr>
<tr>
<td>Last time used amphetamines</td>
<td>154 (96.9)</td>
<td>159</td>
<td>159 (100.0)</td>
</tr>
<tr>
<td>Last time used other nonprescribed substance</td>
<td>152 (95.6)</td>
<td>159</td>
<td>159 (100.0)</td>
</tr>
<tr>
<td>Not getting things done because of substance use</td>
<td>86 (97)</td>
<td>89</td>
<td>98 (98.0)</td>
</tr>
<tr>
<td>Emotional problems from substance use</td>
<td>85 (96)</td>
<td>89</td>
<td>98 (98.0)</td>
</tr>
<tr>
<td><strong>Physical activity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How many days spent doing vigorous activities</td>
<td>153 (96.2)</td>
<td>159</td>
<td>159 (100.0)</td>
</tr>
<tr>
<td>How much time spent doing vigorous activities</td>
<td>79 (90)</td>
<td>88</td>
<td>85 (98)</td>
</tr>
<tr>
<td>How many days spent doing moderate activities</td>
<td>149 (93.7)</td>
<td>159</td>
<td>159 (100.0)</td>
</tr>
<tr>
<td>How much time spent doing moderate activities</td>
<td>91 (82.7)</td>
<td>110</td>
<td>102 (99.0)</td>
</tr>
<tr>
<td>How many days spent walking ≥10 min</td>
<td>148 (93.1)</td>
<td>159</td>
<td>159 (100.0)</td>
</tr>
<tr>
<td>How much time spent walking</td>
<td>119 (87.5)</td>
<td>136</td>
<td>140 (99.3)</td>
</tr>
<tr>
<td>How much time spent sitting</td>
<td>126 (79.2)</td>
<td>159</td>
<td>156 (98.1)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

To our knowledge, this is one of the first studies on the feasibility and acceptability of web-based data collection for clinical research purposes among older adults living with HIV, and our findings indicate that web-based surveys can successfully be implemented in research with this population. The perceived acceptability and feasibility of the web-based survey were high, and almost all participants found the survey to be easy or very easy to complete. The data quality of responses via the web-based survey was similar to or higher than that for the same questions in the paper-and-pencil questionnaires.

Although overall acceptability and feasibility were high, there were differences by demographic and clinical factors that need to be taken into account when deciding how to incorporate web-based data collection. Younger adults were more likely than older adults to prefer a web-based format. Although the adoption of web-based technologies has steadily increased in recent years among older adults in the United States, it continues to lag behind those of younger adults, as does confidence in one’s ability to use these technologies [6]. Although age was not associated with the feasibility of web-based survey completion, neurocognitive function was; participants with lower neurocognitive test scores were less likely to report that the survey was easy or very easy to complete.

Although data quality within the web-based format was not affected by either age or neurocognitive function, the fact that participant preference did depend on these factors has to be considered when determining how to incorporate web-based surveys in a clinical research study. A mixed mode study design is likely needed, with participants given the option of either web-based or paper-and-pencil administration [24]. This option will become increasingly important, as participants continue to age and perhaps experience impairments in neurocognitive function. A growing body of literature indicates the equivalence of paper and pencil and electronic methods of patient-reported outcomes, particularly when care has been taken to minimize the differences between modes with respect to wording, interpretation, and response options [25,26]. Providing choice via a mixed mode study design has been shown to increase motivation among some participants [27] as well as lead to higher response rates [28] and a more representative study sample makeup [29].

Web-based survey acceptability was not affected by the presence of frailty or health comorbidities. Frailty was also not associated with preference or interest in technology use in a previous study of older adults [30]. Indeed, we observed that participants who reported one or more limitations in IADL were much more likely to prefer completing the questions in the future using a computer or tablet than to report no preference. A study that evaluated older adults’ use of technology for personal or health-related tasks found a higher prevalence of use among those with certain health issues (pain and breathing problems) that limited activities of daily living. They concluded that technology might be useful to enhance communication and completion of tasks by removing some barriers associated with completing these tasks offline [7]. However, other research on older adults who report not using or discontinuing the use of web-based technologies cite functional impairments such as arthritis and visual deficits as reasons for nonuse [6,31]. Although future research is needed, it appears that web-based technology may facilitate research data collection for older adults with specific health-related limitations.

The findings of this pilot study indirectly inform a longer-term goal of incorporating remotely completed web-based assessments into A5322. In addition to age- or cognitive-based limitations with completing web-based assessments, remote completion also requires internet-smartphone access at home as well as the skills needed to independently access and submit web-based surveys. Given these caveats, the option of remote data completion may increase retention among participants who find it difficult to maintain regular clinic visits because of time, travel, or health restrictions. Although studies that rely solely on remote data collection are likely to have high attrition rates [32,33], a study design that incorporates remote web-based data collection while retaining the option of in-person study visits has been suggested as a method that can improve long-term retention [1].

Limitations

This pilot study was limited to participants whose primary language was English, and the design required that the web-based questionnaires be completed on site. Therefore, the results might not be generalizable to non-English-speaking individuals or to those without adequate computer or tablet or internet access. We were unable to have participants complete the web-based and paper-and-pencil questionnaires at the same time and therefore were not able to compare frequencies of behaviors by format because we could not assume that the frequency of these behaviors would be stable over time. We did not take within-person correlations into account when comparing the proportion of evaluable responses across survey administration types. Many of the questions were designed to be answered only by participants who endorsed a leading question that triggered another question (eg, the leading question “in the past 6 months, have you had sex with another person?” would trigger subsequent questions on the type of partners and condom use). The number of participants answering each question differed by mode of administration because they were asked at different points in time, with different frequencies of behaviors reported. Therefore, a matched approach was not possible for all comparisons. However, we were able to use McNemar test for a subset of questions (those asked of all participants) to account for within-person correlations. In these situations, the McNemar P values were consistent with the chi-square P values (Multimedia Appendix 4).

Conclusions

We found that in a group of older adults living with HIV being followed in a longitudinal observational study, completion of a web-based survey of questionnaires assessing sexual, substance use, and physical activity behaviors was perceived to be highly acceptable and feasible, with data quality on average being higher with the web-based versus paper-and-pencil format.
As persons living with HIV continue to age, often with comorbidities and disabilities, long-term participation in research will become more challenging, even as the need to understand their health-related outcomes continues to grow [34]. Web-based technologies can be a useful tool for valid data collection and may be a way to optimize the retention of these individuals.
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Abstract

Background: Consistent with young adults' penchant for digital communication, young adults living with HIV use digital communication media to seek out health information. Understanding the types of health information sought online and the characteristics of these information-seeking young adults is vital when designing digital health interventions for them.

Objective: This study aims to describe characteristics of young adults living with HIV who seek health information through the internet. Results will be relevant to digital health interventions and patient education.

Methods: Young adults with HIV (aged 18-34 years) self-reported internet use during an evaluation of digital HIV care interventions across 10 demonstration projects in the United States (N=716). Lasso (least absolute shrinkage and selection operator) models were used to select characteristics that predicted whether participants reported seeking general health and sexual and reproductive health (SRH) information on the internet during the past 6 months.

Results: Almost a third (211/716, 29.5%) and a fifth (155/716, 21.6%) of participants reported searching for general health and SRH information, respectively; 26.7% (36/135) of transgender young adults with HIV searched for gender-affirming care topics. Areas under the curve (>0.70) indicated success in building models to predict internet health information seeking. Consistent with prior studies, higher education and income predicted health information seeking. Higher self-reported antiretroviral therapy adherence, substance use, and not reporting transgender gender identity also predicted health information seeking. Reporting a sexual orientation other than gay, lesbian, bisexual, or straight predicted SRH information seeking.
Conclusions: Young adults living with HIV commonly seek both general health and SRH information online, particularly those exploring their sexual identity. Providers should discuss the most commonly sought SRH topics and the use of digital technology and be open to discussing information found online to better assist young adults with HIV in finding accurate information. Characteristics associated with health information-seeking behavior may also be used to develop and tailor digital health interventions for these young adults.

(J Med Internet Res 2020;22(11):e18309) doi: 10.2196/18309
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Introduction

Interventions for young adults living with HIV (YALH) increasingly capitalize on the popularity and integration of digital communication media into daily routines. Social media use has saturated the information landscape in the United States, with near-ubiquitous social media platform use among those younger than 30 years [1]. Consistent with their heavy use of digital forms of communication, youth and young adults use digital communication media to seek out personalized and pertinent health information [2]. Though an income-based digital divide persists [3], reliance on electronic health information is common among youth from marginalized populations, including those living with HIV [4] and unstably housed [5]. In fact, almost half (47%) of runaway and homeless youth sought information about HIV or other STIs, and 40% sought information about sex or sexuality from online sources [5].

While the penchant for digital communication among youth and young adults can be harnessed to develop digital health interventions (eg, interventions that provide health information through online sources, social media, and text messages), these strategies are challenged by the growing levels of health misinformation available from digital sources [6]. Younger people often need guidance engaging with accurate health information designed for them. Understanding the types of health information sought online and the characteristics of these information-seeking young adults, especially vulnerable or stigmatized populations, is vital when designing digital health interventions to reach these communities.

Prior studies on internet health information seeking have focused on the general population and patient populations not living with HIV, mostly adults. These studies demonstrated that certain characteristics, including greater socioeconomic stability [7,8], more internet experience [9], female gender [8], less perceived social support [10], better health care provider relationships, and greater health engagement are associated with greater online health information seeking [11]. Behavioral characteristics, including poorer mental or physical health and alcohol and tobacco use also correlate with internet health information seeking [7,8,12]. Importantly, Mitchell et al [13] found that sexual minority youth are more likely to use the internet to seek sexual health information than their heterosexual counterparts.

In one notable addition to the literature, Calvert et al [14] evaluated adults living with HIV and found that greater socioeconomic stability was associated with greater engagement with online health information seeking. Studies focused specifically on how YALH seek health information are needed because the stigma associated with HIV is a known barrier to care [15]. Stigma and the intersectionality of multiple marginalized identities (racial/ethnic minority, gender identity, sexual orientation) of many YALH may represent opportunities for safe exploration and information seeking through digital spaces [16]. Furthermore, a robust examination of predictive models of internet health-seeking behaviors will provide valuable information for tailoring digital interventions to YALH.

To address this goal, analyses for this paper applied machine learning (ML) methods to data from a digital health intervention initiative for YALH to identify salient characteristics that predict internet health-seeking behaviors. The comprehensive model of information seeking [17] and correlates of online health seeking from prior studies provided a framework for selecting candidate predictors. An individual’s sociodemographic characteristics were conceptualized as preceding, and even influencing, where people seek information [18]. Information seeking refers to intentional efforts made by individuals to satisfy their information needs or goals [18], such as HIV-related health care needs. As a secondary aim, the study evaluated individual predictors selected by ML methods and compared these findings with extant literature.

Methods

Participants

Data used for this analysis were collected as part of an initiative funded by the Health Resources and Services Administration to evaluate digital health interventions targeting young people living with HIV (aged 13 to 34 years) across 10 demonstration sites in the United States. Digital interventions were developed by each site and varied in content and delivery format, which included automated text messaging, mobile apps, and social media. Common intervention elements included health promotion messages, enhanced communication with intervention staff using digital communication tools, and HIV medication and medical care appointment reminders. All interventions targeted HIV care continuum outcomes and were evaluated over 18 months.

Young people living with HIV were recruited in the following cities from October 2016 through May 2018: Chicago, Illinois; Cleveland, Ohio; Corpus Christi, Texas; Hershey, Pennsylvania; Los Angeles, California; New York, New York; Philadelphia, Pennsylvania; San Francisco, California; St Louis, Missouri;
and Winston-Salem, North Carolina. Recruitment took place through community and university clinics, health departments, a hospital system, and a community research site. Eligibility for study enrollment required young people to have a confirmed HIV diagnosis, be between the ages of 13 and 34 years, be capable of filling out audio computer-assisted self-interview (ACASI) assessments administered in English or Spanish, and meet at least one of the following criteria based on the US Department of Health and Human Services (HHS) common core indicators for monitoring HHS-funded HIV care services: (1) newly diagnosed with HIV within the last year upon enrollment, (2) not newly diagnosed and not currently engaged in HIV care, (3) never linked to HIV medical care, regardless of the duration of HIV infection, and (4) not virally suppressed, defined as having a viral load of 200 copies/mL or greater. Demonstration sites had additional eligibility criteria, such as being a patient at the site’s clinic or owning a smartphone, if required by their digital health intervention. Participants from all genders, races and ethnicities, and sexual orientations were included in the initiative. Details on the initiative and the intervention typology across sites are described in Medich et al [19].

Figure 1 shows the process used to select participants for analysis. Analyses in this paper incorporated predictors measured at baseline and outcomes measured at 6 months post enrollment (N=720 participants). Participants with missing baseline or 6-month assessments were excluded. Missing data occurred from errors saving electronic assessment files or missing assessments (eg, due to attrition after the baseline assessment). There were only 4 participants younger than 18 years old, making it difficult to model health-seeking behaviors in this group. Moreover, the younger participants represented a different patient population in terms of clinical practice. Therefore, they were excluded, and the final analytical sample contained 716 YALH.

Figure 1. Sample selection process for analyses using baseline data to predict internet health information–seeking behaviors assessed 6 months after baseline. YALH: young adults living with HIV.

Procedure
All data collection procedures for the cross-site evaluation were approved by the institutional review board at the University of California, Los Angeles (UCLA; No. 15-001625), the institution that was responsible for collecting and evaluating data across the sites. At enrollment, each site screened, consented, and administered a baseline ACASI assessment to participants using Questionnaire Design Studio software (Nova Research Company). Sites also collected participants’ medical chart data, either by hand abstraction or from administrative records associated with the receipt of Ryan White HIV/AIDS Program funds. ACASI assessments were administered and medical chart data were obtained by sites every 6 months over the 18-month follow-up period. Sites submitted deidentified ACASI and medical chart data to the UCLA evaluation center through a web-based secure portal.

Measures
Measures treated as predictors were assessed at baseline. After baseline assessment began, measures that better captured evolving trends in technology usage among lesbian, gay, bisexual, transgender, and queer or questioning youth than baseline measures were developed and added to the 6-month
follow-up assessment. These measures are treated as outcomes in the analyses.

**Predictors Measured at Baseline**

**Sociodemographic Characteristics**  
Age was calculated from the self-reported month and year of birth. Participants were asked to specify the race with which they identified and indicate whether they were Hispanic or Latinx. They designated their current gender identity with categories for male, female, transgender man, transgender woman, genderqueer or nonconforming, or other gender identity. Participants were also asked to categorize their sexual orientation as straight, lesbian or gay, bisexual, queer, other, or don’t know/not sure; responses indicating “other” varied, included pansexual, noneual, and refusals to answer. Participants specified whether they were currently in school and the highest level of education they had completed. They were also asked to report monthly income “from all sources combined” and their current employment status (eg, full-time, part-time, student, or disabled). Housing stability was assessed by asking participants to indicate which type of place they stayed in the most in the past week (eg, a house or homeless shelter).

**Region**  
Most transgender women were recruited in Los Angeles, since the Los Angeles site intervention targeted transgender women. Collinearity that would have resulted by including site and gender identity as predictors was addressed by replacing site with a predictor based on Census Bureau regions for the United States. Categories were created for the West (Los Angeles and San Francisco, California), Midwest (Chicago, Illinois; Cleveland, Ohio; and St Louis, Missouri), South (Corpus Christi, Texas, and Winston-Salem, North Carolina), and Northeast regions (Hershey and Philadelphia, Pennsylvania, and New York, New York).

**Health Insurance**  
Participants were asked what type of health insurance they had. Insurance status was dichotomized as being insured versus not being insured or not knowing one’s insurance status.

**Time Since HIV Diagnosis**  
Time since HIV diagnosis was calculated as the number of years between the self-reported HIV diagnosis date and the baseline assessment date.

**Antiretroviral Therapy Adherence**  
Antiretroviral therapy (ART) adherence was assessed using the self-rating scale item [20,21]. Categories were collapsed to indicate low (“very poor” or “poor”), neutral (“fair”), or high adherence (“good”, “very good”, or “excellent”).

**Viral Load**  
Viral load data were obtained via abstraction from patient medical records. Viral load was categorized as suppressed (at less than 200 copies/mL), unsuppressed, or missing. A missing data category was included because sites were unable to obtain medical chart data on all participants.

**Doctor’s Office Visitation**  
Similar to viral load, HIV-related ambulatory care visit attendance was obtained from medical record data. Attendance was categorized as having had an HIV medical visit in the past 6 months, not having had an HIV visit in the past 6 months, or missing.

**Health Engagement**  
Health engagement was also assessed through the youth engagement with health services (YEHS) survey [22]. Responses were summed across 2 YEHS subscales for health access literacy (5 items; Cronbach $\alpha=.81$) and health self-efficacy (5 items; Cronbach $\alpha=.89$).

**Provider Empathy**  
The consultation and relational empathy measure was used to assess participants’ perceptions of health care provider empathy (10 items; Cronbach $\alpha=.98$) [23].

**Substance Use**  
Participants were asked to indicate any nonprescribed substances they used but did not inject in the past 6 months from a checklist (ie, recent use). Both proper names and street names of substances were presented in the checklist, such as methamphetamine and “Tina.” Indicator variables were created to denote use (1) or nonuse (0) for alcohol, tobacco, marijuana, and other substances, such as synthetic marijuana, methamphetamine, cocaine, heroin, and painkillers. Other substances were not modeled separately due to self-reported rates of use that were less than 10%, except for methamphetamines (118/720, 16.3%), inhalants (113/720, 15.7%), and powder cocaine (88/720, 12.2%). Participants were asked about lifetime and recent injection drug use, excluding prescribed medications.

**Perceived Confidence in Receiving Social Support From Family and Friends**  
Perceived social support availability from family and friends was assessed through 3 social support items from the coping self-efficacy scale (3 items; Cronbach $\alpha=.83$) [24], in which participants were asked about confidence in receiving support from family and friends on a scale from 0 (not confident at all) to 10 (very confident).

**HIV Status Disclosure**  
HIV status disclosure was dichotomized as disclosure to one or more individuals or to none based on the participant response to having ever told anyone that they have HIV. If they had disclosed their status, they were asked to indicate types of individuals to whom they disclosed their HIV status (eg, partners and family members).

**HIV-Related Stigma**  
HIV-related stigma was assessed through the revised HIV stigma scale (10 items; Cronbach $\alpha=.89$) [25]. Using a scale from 1 (strongly disagree) to 4 (strongly agree), respondents were asked to rate their agreement with statements about experiencing HIV stigma.
**General Physical and Mental Health**

General physical and mental health quality of life was assessed with 4 questions from the 12-item Short-Form Health Survey [26]. Participants were asked if they “felt calm and peaceful,” had “a lot of energy,” or “felt downhearted and blue” over the past 4 weeks. The 3 items were summed to create a mental health measure (Cronbach $\alpha=.66$). Participants were also asked how often their physical health or emotional problems interfered with social activities.

**The Media and Technology Usage and Attitudes Scale**

The Media and Technology Usage and Attitudes Scale (MTUAS) subscales [27] were administered to assess the frequency of digital communication use, including emailing (4 items; Cronbach $\alpha=.88$), texting (4 items; Cronbach $\alpha=.67$), smartphone use (9 items; Cronbach $\alpha=.90$), internet searching (4 items; Cronbach $\alpha=.91$), and general social media use (9 items; Cronbach $\alpha=.92$). Subscales on positive attitudes toward technology (6 items; Cronbach $\alpha=.88$), anxiety about being without technology or dependence on technology (3 items; Cronbach $\alpha=.88$), and negative attitudes toward technology (3 items; Cronbach $\alpha=.81$) were also administered.

**Outcomes Measured at 6 Months Post Enrollment**

Participants were asked what types of digital media and communication tools they used and what types of information were sought and discussed. For this analysis, the focus centered on questions that queried the types of information that were sought through the internet. Sexual health information (eg, practicing safer sex and HIV information) discussed or sought through text messaging, email, private messaging, and social networking applications is also presented to describe the sample. Two binary outcome measures were created for (1) having looked up general health (GH) information on the internet in the past 6 months and (2) having looked up sexual and reproductive health (SRH) information on the internet in the past 6 months. Transgender health information seeking (eg, gender-affirming hormone information) was also assessed, but rates were too low to analyze using ML models.

**Statistical Analysis**

All analyses were conducted using R software (version 3.5.3; R Project for Statistical Computing) [28]. Data were randomly split into training (537/720, 74.6%) and testing data sets (197/720, 24.9%). A ML approach was chosen to meet the aims of the paper to build a predictive model and evaluate individual predictors selected by the model. In this vein, we used lasso (least absolute shrinkage and selection operator) regression as the ML approach because it fits a model to all candidate predictors and shrinks regression coefficients to zero for predictors that do not adequately contribute to error minimization. In other words, lasso regression provides a distinguishable subset of predictors, in contrast to ridge regression, which does not constrain regression coefficients to be zero, or to other ML approaches that provide less interpretable parameter estimates, such as random forest algorithms. The glmnet R package [29] was used to fit lasso logistic regression models to the training data set using 10-fold validation to select predictors for seeking general health information and SRH information via the internet.

Accuracy of the lasso models was gauged by using parameter estimates to predict internet health information seeking in the test data and comparing predictions to observed outcome values. Receiver operating curves (ROCs) were plotted to evaluate the sensitivity and specificity of predictions over a range of probability thresholds. Areas under the ROC curve (AUCs) are presented to gauge the accuracy of predictions. An AUC of 0.50 indicates a model that performs no better than chance.

Traditional logistic regressions were fit to the training data using predictors selected by lasso models to aid interpretation of associations between predictors and internet health seeking. Odds ratios (ORs) are reported. Statistical significance levels are not presented due to difficulties interpreting regression coefficient $P$ values for subsets of predictors selected using ML algorithms.

**Results**

**Sample Characteristics**

Tables 1 and 2 show variables that were evaluated as candidate predictors of seeking health information on the internet across the 10 demonstration sites (N=716). Two-thirds of the participants were aged 25 to 34 years (483/716, 67.5%). Half of the participants reported a non-Latinx African American racial/ethnic identity (362/716, 50.6%); 27.9% (200/716) reported Latinx ethnicity. Most participants reported male gender (506/716, 70.7%). Nearly one-fifth (130/716, 18.2%) of participants identified as transgender women, and 5 of the 716 participants identified as transgender men (.01%). Approximately half of the participants identified as gay or lesbian (393/716, 54.9%), and half reported having no more than a high school education and access to stable housing (368/716, 51.4% and 363/716, 50.7%, respectively). The median monthly income was US $800 (IQR US $200 to $1500).
Table 1. Sociodemographic and HIV-related health care measures entered into lasso models as internet health-seeking predictors.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Site, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Chicago</td>
<td>84 (11.7)</td>
</tr>
<tr>
<td>Cleveland</td>
<td>82 (11.5)</td>
</tr>
<tr>
<td>Corpus Christi</td>
<td>86 (12.0)</td>
</tr>
<tr>
<td>Hershey</td>
<td>36 (5.0)</td>
</tr>
<tr>
<td>Los Angeles</td>
<td>110 (15.4)</td>
</tr>
<tr>
<td>New York</td>
<td>30 (4.2)</td>
</tr>
<tr>
<td>Philadelphia</td>
<td>28 (3.9)</td>
</tr>
<tr>
<td>St Louis</td>
<td>84 (11.7)</td>
</tr>
<tr>
<td>San Francisco</td>
<td>88 (12.3)</td>
</tr>
<tr>
<td>Winston-Salem</td>
<td>88 (12.3)</td>
</tr>
<tr>
<td><strong>Age group (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>233 (32.5)</td>
</tr>
<tr>
<td>25-34</td>
<td>483 (67.5)</td>
</tr>
<tr>
<td><strong>Race/ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Latinx</td>
<td>200 (27.9)</td>
</tr>
<tr>
<td>Non-Latinx African American</td>
<td>362 (50.6)</td>
</tr>
<tr>
<td>Non-Latinx White</td>
<td>121 (16.9)</td>
</tr>
<tr>
<td>Other racial/ethnic identity</td>
<td>33 (4.6)</td>
</tr>
<tr>
<td><strong>Gender identity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male (ie, cisgender man)</td>
<td>506 (70.7)</td>
</tr>
<tr>
<td>Female (ie, cisgender woman)</td>
<td>57 (8.0)</td>
</tr>
<tr>
<td>Transgender-identified</td>
<td>135 (18.9)</td>
</tr>
<tr>
<td>Other gender identity</td>
<td>18 (2.5)</td>
</tr>
<tr>
<td><strong>Sexual orientation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Straight</td>
<td>168 (23.5)</td>
</tr>
<tr>
<td>Gay or lesbian</td>
<td>393 (54.9)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>99 (13.8)</td>
</tr>
<tr>
<td>Other sexual orientation</td>
<td>56 (7.8)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High school/GED&lt;sup&gt;a&lt;/sup&gt; or less</td>
<td>368 (51.4)</td>
</tr>
<tr>
<td>Some college education</td>
<td>220 (30.7)</td>
</tr>
<tr>
<td>College degree or trade certification</td>
<td>128 (17.9)</td>
</tr>
<tr>
<td><strong>Current residence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Stable housing</td>
<td>363 (50.7)</td>
</tr>
<tr>
<td>Unstable housing&lt;sup&gt;b&lt;/sup&gt;</td>
<td>353 (49.3)</td>
</tr>
<tr>
<td><strong>Monthly income, median (IQR)&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td>800 (200-1500)</td>
</tr>
<tr>
<td><strong>Health insurance status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Insured</td>
<td>489 (68.3)</td>
</tr>
<tr>
<td>Not insured or don’t know</td>
<td>227 (31.7)</td>
</tr>
<tr>
<td><strong>HIV diagnosis, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Characteristic</td>
<td>Values</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>Within past 12 months</td>
<td>229 (32.0)</td>
</tr>
<tr>
<td>&gt;12 months</td>
<td>483 (67.5)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>4 (0.6)</td>
</tr>
</tbody>
</table>

**ART**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>362 (50.6)</td>
</tr>
<tr>
<td>Neutral</td>
<td>67 (9.4)</td>
</tr>
<tr>
<td>Low</td>
<td>57 (40.1)</td>
</tr>
<tr>
<td>Not on ART</td>
<td>230 (32.1)</td>
</tr>
</tbody>
</table>

**Viral suppression**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recent doctor’s office visit</td>
<td>557 (86.9)</td>
</tr>
</tbody>
</table>

**Youth health engagement, mean (SD)**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health access literacy (1-16)</td>
<td>12.0 (3.5)</td>
</tr>
<tr>
<td>Health self-efficacy (2-20)</td>
<td>16.8 (4.0)</td>
</tr>
<tr>
<td>Provider empathy (10-50), mean (SD)</td>
<td>42.6 (9.8)</td>
</tr>
</tbody>
</table>

---

**GED**: general education development.

**Unstably housed group includes 6 participants who reported being hospitalized or in prison.**

**N=655 due to “don’t know/not sure” responses.**

**ART**: antiretroviral therapy.

**Viral suppression information obtained from medical chart data (N=638).**

**HIV doctor’s visit information obtained from medical chart data (N=641).**

**Minimum and maximum values for scales are shown in parentheses.**

Two-thirds of the participants reported being diagnosed with HIV for over a year (483/716, 67.5%) and having health insurance (489/716, 68.3%). Based on medical chart data, most participants had visited a doctor’s office for HIV in the past 6 months (557/641, 86.9%), but less than half of the participants were virally suppressed (270/641, 42.1%). Most participants disclosed their HIV status to someone (654/716, 91.3%), including partners (444/716, 62.0%) and friends or family (551/716, 77.0%). Two-thirds of the participants drank alcohol (490/716, 68.4%) and a little over half used marijuana (422/716, 58.9%) and tobacco (373/716, 52.1%) within the past 6 months. Less than half of the participants reported using other noninjected substances (320/716, 44.7%). Most participants used alcohol or at least one noninjectable substance within the past 6 months (598/716, 83.5%). A total of 16.2% (115/711) of the participants reported injection drug use.

Almost a third of the participants reported searching for GH topics on the internet over the past 6 months (211/716, 29.5%), followed by SRH information (155/716, 21.6%). In regard to discussing or seeking SRH through other digital communication tools, rates were 20.0% (143/716) for text messaging, 10.2% (73/716) for email, 8.7% (62/716) for social networking apps (eg, Facebook or Instagram), and 7.8% (56/716) for private messaging. Nearly a quarter of transgender participants reported searching for transgender-specific topics (36/135, 26.7%), including hormone therapy (30/135, 22.2%) and surgeries (24/135, 17.8%).

---
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Table 2. Substance use, HIV-related disclosure and stigma, physical and mental health, and Media and Technology Usage and Attitudes Scale measures entered into lasso models as internet health-seeking predictors.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Recent substance use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Alcohol</td>
<td>490 (68.4)</td>
</tr>
<tr>
<td>Tobacco</td>
<td>373 (52.1)</td>
</tr>
<tr>
<td>Marijuana</td>
<td>422 (58.9)</td>
</tr>
<tr>
<td>Other noninjected drugs</td>
<td>320 (44.7)</td>
</tr>
<tr>
<td>Lifetime injection drug use&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td>115 (16.2)</td>
</tr>
<tr>
<td>HIV status disclosure, n (%)</td>
<td>654 (91.3)</td>
</tr>
<tr>
<td>HIV-related stigma (10-40&lt;sup&gt;b&lt;/sup&gt;), mean (SD)</td>
<td>24.5 (7.5)</td>
</tr>
<tr>
<td>Perceived social support (0-30&lt;sup&gt;b&lt;/sup&gt;), mean (SD)</td>
<td>21.0 (7.7)</td>
</tr>
<tr>
<td><strong>Physical and mental health, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Mental health (3-18&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>9.4 (3.6)</td>
</tr>
<tr>
<td>Mental and physical health (1-6&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>4.0 (1.7)</td>
</tr>
<tr>
<td><strong>MTUAS&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Email usage (0-36&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>19.8 (11.0)</td>
</tr>
<tr>
<td>Text messaging (0-27&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>21.4 (6.0)</td>
</tr>
<tr>
<td>Smartphone usage (0-81&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>62.1 (18.3)</td>
</tr>
<tr>
<td>Internet searching (0-81&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>27.2 (9.8)</td>
</tr>
<tr>
<td>General social media usage (0-81&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>49.1 (25.0)</td>
</tr>
<tr>
<td>Positive technology attitudes (6-30&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>24.0 (5.1)</td>
</tr>
<tr>
<td>Anxiety without or dependent on technology (3-15&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>10.9 (3.4)</td>
</tr>
<tr>
<td>Negative technology attitudes (3-15&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>9.4 (3.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>N=711 for injected drugs due to refusal responses.

<sup>b</sup>Minimum and maximum values for scales shown in parentheses.

<sup>c</sup>MTUAS: Media and Technology Usage and Attitudes Scale.

### Predictors of Internet Health Information Seeking

Figure 2 shows the ROCs for lasso-based predictions of GH and SRH information seeking in the test data. Curves above the 45° line indicate a degree of predictability beyond chance. AUCs for lasso models fit to GH information–seeking and SRH information–seeking outcomes are 0.76 and 0.73, respectively. To aid interpretation, we describe the accuracy of the model for a probability threshold of 0.50, where we classified participants as having searched the internet for health information if the predicted probability was greater than 0.50. A total of 32.4% (58/179) of the participants in the test data sought GH information on the internet. We correctly classified 16 as having sought GH information and correctly classified 112 of the 121 participants who did not seek GH information. Based on a 0.50 threshold, the accuracy of the GH model was (16 + 112) / 179 = 71.5%. Using the same formula, the accuracy of the SRH model at the 0.50 threshold was 70%.

Table 3 and 4 show ORs from logistic models fit to internet GH information–seeking and SRH information–seeking outcomes. Covariates are predictors selected from each lasso model. Mostly consistent with our hypotheses, having a high school degree or less was associated with lower odds of seeking GH and SRH information on the internet relative to having a higher degree (OR 0.49 and 0.68, respectively). Reporting high monthly income was associated with higher odds of seeking SRH information on the internet relative to having a lower degree (OR 0.49 and 0.68, respectively). Reporting high monthly income was associated with higher odds of seeking SRH information on the internet relative to no, low, or unreported monthly income. In a contradictory fashion, reporting low monthly income was associated with lower odds of seeking SRH information on the internet relative to no or unreported monthly income (OR 0.59). Participants reporting recent use of alcohol, tobacco, and marijuana had higher odds of seeking GH and SRH information (OR 1.29-1.70).
**Figure 2.** Receiver operating curves showing performance of lasso-selected predictors to predict general health information (left) and sexual and reproductive health information seeking (right) for different probability thresholds. Lasso: least absolute shrinkage and selection operator.

**Table 3.** Odds ratios from logistic regressions of general health information seeking through the internet over the past 6 months. Predictors were selected by lasso regression models.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>OR(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.19</td>
</tr>
<tr>
<td>Transgender-identified</td>
<td>0.41</td>
</tr>
<tr>
<td>Female (cisgender woman) or other(^b)</td>
<td>N/A(^c)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>0.49</td>
</tr>
<tr>
<td>Some college, college degree, or trade certificate(^b)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Monthly income</strong></td>
<td></td>
</tr>
<tr>
<td>Low (under median)</td>
<td>0.66</td>
</tr>
<tr>
<td>None, don’t know, or high (median or above)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>ART(^d) adherence</strong></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>1.62</td>
</tr>
<tr>
<td>Not using, low, or neutral</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Substance use(^e)</strong></td>
<td></td>
</tr>
<tr>
<td>Alcohol</td>
<td>1.47</td>
</tr>
<tr>
<td>Tobacco</td>
<td>1.36</td>
</tr>
<tr>
<td>Marijuana</td>
<td>1.45</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.

\(^b\)Reference category.

\(^c\)N/A: not applicable.

\(^d\)ART: antiretroviral therapy.

\(^e\)Reference category was none for each substance.
Table 4. Odds ratios from logistic regressions of sexual and reproductive health information seeking through the internet over the past 6 months. Predictors were selected by lasso regression models.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>OR²</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.26</td>
</tr>
<tr>
<td>Transgender-identified</td>
<td>0.50</td>
</tr>
<tr>
<td>Female (cisgender woman) or otherᵇ</td>
<td>N/Aᶜ</td>
</tr>
<tr>
<td><strong>Sexual orientation</strong></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2.48</td>
</tr>
<tr>
<td>Straight, gay, lesbian, or bisexualᵇ</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1.68</td>
</tr>
<tr>
<td>Latinx, non-Latinx, Black, or Otherᵇ</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>0.68</td>
</tr>
<tr>
<td>College degree or trade certificate</td>
<td>1.45</td>
</tr>
<tr>
<td>Some collegeᵇ</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Monthly income</strong></td>
<td></td>
</tr>
<tr>
<td>Low (under median)</td>
<td>0.59</td>
</tr>
<tr>
<td>High (median or above)</td>
<td>1.18</td>
</tr>
<tr>
<td>None or don’t knowᵇ</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>ARTᵈ adherence</strong></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>1.51</td>
</tr>
<tr>
<td>Not using, low, or neutralᵇ</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Substance use⁵</strong></td>
<td></td>
</tr>
<tr>
<td>Alcohol</td>
<td>1.29</td>
</tr>
<tr>
<td>Tobacco</td>
<td>1.62</td>
</tr>
<tr>
<td>Marijuana</td>
<td>1.70</td>
</tr>
</tbody>
</table>

²OR: odds ratio.
ᵇReference category.
ᶜN/A: not applicable.
ᵈART: antiretroviral therapy.
⁵Reference category was none for each substance.

Self-reported high ART adherence was associated with higher odds of seeking GH and SRH information versus low adherence or not being on ART (OR 1.62 and 1.51, respectively). White ethnicity was associated with higher odds of seeking SRH information versus other racial/ethnic groups (OR 1.68). Male gender identity was associated with higher odds of seeking GH and SRH information (OR 1.9 and 1.26, respectively) and transgender gender identity was associated with lower odds of seeking GH and SRH information (OR 0.41 and 0.50, respectively) relative to other gender identities. The odds of seeking SRH information online were approximately twice as high for those reporting “other” as their sexual orientation (ie, excluding those identifying as gay, lesbian, bisexual, or straight) (OR 2.48).

**Discussion**

**Principal Findings**

This study is among the first to report internet health information-seeking behaviors among YALH. We found that a significant minority of YALH used the internet to find GH (211/716, 29.5%) and SRH information (155/716, 21.6%). The rates of technology use and health information seeking were similar in this population to previous reports of predominantly...
racial/ethnic minority samples of homeless youth, who may face many similar challenges [30].

Patterns of seeking health information were associated with several demographic factors. As reported in the general population [8], YALH in this sample with higher socioeconomic status (ie, education, income) were more likely to go online to seek information regarding both GH and SRH. Interestingly, reporting a sexual orientation of “other” as opposed to gay, straight, or bisexual was also associated with increased SRH information seeking. This may reflect that adolescents and young adults who are exploring their sexuality may feel more comfortable finding health information online [31] as opposed to seeking health information from a person (eg, provider) due to perceived or enacted stigma in the health care setting [32].

Also consistent with general population findings [2], health-related information seeking in the sample was most likely to be directed toward GH topics, like diet and exercise. This focus likely stems from progress in HIV treatment and care [33] and highlights the importance of providers focusing on holistic health. Fewer YALH searched for SRH, most commonly to explore STI symptoms, testing, and treatment. Among transgender individuals (mostly transgender women), nearly a quarter searched for information about hormones, surgery, or other procedures. This is particularly important given poor access to gender-affirming services experienced by this population [34] and underscores the need for integration of gender-affirming care with HIV prevention and treatment services.

Limitations
Several study limitations should be noted. We attempted to engage young HIV-positive individuals who were struggling with adherence and engagement in care. However, this sample did not include those who are disengaged or lost to care, possibly due to syndemic health issues. This group may have very different internet health information–seeking patterns. It is also important to acknowledge that our sample was recruited to participate in digital HIV interventions, suggesting a higher proportion of YALH who seek health information on the internet than the general population of YALH. Further, while youth were recruited from 10 sites across the United States, regional differences in service options and HIV-related stigma may differentially affect YALH (ie, youth living in more rural areas). Region was not retained as a predictor in the final model, but regional differences may not have been adequately captured by study site locations or the regional predictor variable that we created.

Conclusions
Despite these limitations, this is one of the first studies to address internet health information–seeking behaviors among a marginalized group of youth living with a chronic disease. High rates of internet use among YALH and nearly one-quarter of participants seeking health information online have important implications for clinicians and health educators working with YALH and other marginalized populations. Health care providers should receive training in how to engage in open discussions with patients about their technology use, the SRH topics they search for, and ways of ensuring the information being accessed online is reputable. These direct discussions may help reduce stigma and be particularly useful in supporting transitional age youth. Transitioning from pediatric to adult HIV care is commonly associated with poor retention in care [35]; leveraging eHealth literacy support represents an opportunity to improve care outcomes during this period.

While measures related to eHealth literacy (ie, YEHS and MTUAS subscales) were not retained in models, interventions to build transactional eHealth literacy skills (ie, skills to locate and understand, exchange, evaluate, and apply health information [36]) among YALH may still strengthen their engagement in care and increase access to high-quality health information via trusted communication channels (eg, governmental organizations), even through social networking platforms [37,38]. Though user-generated health information content shared on social networking platforms may not be as accurate or trustworthy as scientific or governmental sources, there is value in social networking platforms and tools regarding reach and engagement. Widening disparities in the quality of health information online, particularly on popular social media, may compromise the adoption of these platforms by trusted creators of online health information. For example, though the CDC maintains accounts on legacy social media networks (eg, Instagram), newer technologies can quickly lure younger adults away from carefully crafted messaging. To meet this growing need for trustworthy health information online that serves YALH, creators of digital health information need to be innovative in developing strategies for meeting YALH where they are online.
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Abstract

Background: Growing individualization within the past decades has been described as a fundamental shift in society. Studies have reported how the digital age promotes new forms of individualism with self-tracking technologies and self-presentation in social networks. Potential harmful effects on the mental health of young adults have already been at the forefront of research. However, 2 questions that remain unanswered are how emotional experiences and expressions of self-relatedness differ among generations in their usage of the internet and social media, and if an increasing individualism can be observed by this.

Objective: The aim of this study is to examine whether the use of the internet and social media has led people to be more concerned about themselves than former generations. The potential consequences of mental and emotional distress among different age groups are analyzed.

Methods: A focus-group approach was chosen to study the following age groups: Baby Boomers (those born in 1950-1965), Generation X (those born in 1966-1980), and Digital Natives (those born in 1981-2000). We organized 6 focus groups with 36 participants who discussed their private usage of the internet and social media, different devices, platforms and functions, communication behavior, and self-tracking. We applied inductive category formation and followed the Standards for Reporting Qualitative Research (SRQR) checklist.

Results: We found differences in the 3 studied generations regarding the reasons for their use of the internet and social media, the effects of this use, personal feelings and experiences, expressions of self-relatedness, and social relationships. The Baby Boomers voiced a wish to stay autonomous while being in contact with their personal network. Generation X included enthusiastic members who appreciate self-tracking for curiosity and fascination, as well as people who felt fears about data surveillance. The Digital Natives reported a wish to optimize their own body by self-tracking while being faced with norms and expectations that were communicated via the internet and social media.

Conclusions: All generations expressed self-relatedness, yet by different means. The Baby Boomers expressed less individualism than Generation X and the Digital Natives, who felt the highest strain due to social comparisons. However, all generations reported specific, potentially problematic consequences for their mental health. Age-specific coping strategies are necessary to promote a mentally healthy way of using the internet and social media.

(J Med Internet Res 2020;22(11):e20528) doi:10.2196/20528
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Introduction

Background

Individualization is considered to be a major transformation of postmodern society, and many efforts have been made to describe its reasons, preconditions, and consequences [1-3]. The beginning of its development started much earlier (likely with the courtly society of the Age of the Enlightenment [4]); however, most social science research focuses on the rise of individualization after World War II, characterized by an unprecedented number of choices opening up to individuals due to growing economic prosperity. Yet this freedom came along with uncertainty due to a loss of tradition, fragile norms, family structures, and gender roles [5]. The individual faced new challenges, such as having to plan one’s own personal life in the realms of education, marriage, or residence, which was formerly decided upon by one’s family or community [6]. This burden of choices has been linked to mental distress, with depression as its severest form [7].

Adolescents facing a modern paradigm of being as individualistic as possible have to cope with the increasing pressure of growing responsibilities. Being less tied to traditionally demarcated ways, they are now forced to make their own decisions at earlier ages than were former generations. Identity formation has become more than just a developmental step—it is a valuable resource needed for coping with the demands of individualization in a successful life [8,9].

Despite many theoretical approaches, a joint definition of the terms individualization and identity, as well as their interrelationships, is often missing. In this study, individualization is defined as an orientation of action that moves away from social or collective rules and toward person-based choices [10]. The precondition of this development is a stable and continuous feeling of being an individual, respectively, a self with an identity [11]. Role-theory describes the twofold nature of identity, with a social identity on the one hand, and a self-referential, personal identity on the other hand [12]. While personal identity results from one’s own experienced biography and gives one a feeling of uniqueness, social identity is built on affiliations and relationships with the social environment [13]. In turn, a constant sense of not fulfilling the expectations of others leads to an effort, which has been called self-optimization [14,15].

Identity in the Digital Age

In the past 2 decades, mobile devices have allowed people to stay connected with others more than ever before. People are now interrelated in groups (eg, via apps such as WhatsApp) and permanently available at any place and time. This development impacts our identity in 2 ways: First, there is a technological acceleration of formerly long-lasting processes, whereby time pressure prevents us from keeping permanent, reliable relationships. As relationships are a constituting precondition of building up a stable, healthy identity, formerly lasting identities are transformed into “open, experimental, and fragmentary self-designs” [16]. Secondly, staying connected via electronic devices becomes part of our self-definition: “I share, therefore I am” [17] is the new credo, observed by clinical psychologist Sherry Turkle. However, in our real, nonvirtual relationships, valuable and real human interactions are lacking [18].

Microblogging services such as Twitter, Reddit, Tumblr, and audiovisual platforms like Instagram have opened up new perspectives on presenting oneself and being seen by the digital, generalized Other. A recent development of storytelling via Instagram and Snapchat, where the user presents a short collection of photos and videos in a narrative context by adding captions to the visual material [19], emphasizes this short-lived, quick, and anecdotal view on an otherwise small detail of a user’s life, as presented to one’s followers.

Research on these online services has focused primarily on mental health aspects, with some studies suggesting that social networking sites can be addictive [20]. Problematic internet use and addictive behavior have been related to loneliness [21,22], but there is a lack of differentiated data on individual social media services. A survey among German students also showed positive correlations with mental health variables, which were interpreted as a consequence of the positive effects of sharing photos with a community. In contrast, the “interaction on Twitter seems to be more impersonal and less likely to enhance a person’s social capital” [23] and thus correlates negatively with extraversion and self-esteem.

Despite a growing body of literature in this field, studies aimed explicitly at individualization are scarce and are mostly discussed within the context of narcissism [24], which is a psychopathological issue [25]. Many studies focus on the potentially harmful effects on young adults’ mental health, and few include participants beyond the age of 30 years (such as in Chow and Wan’s study on Facebook depression [26]). Age-specific results are needed in order to give personalized recommendations for preventive measures regarding the mental health of a cross-linked, social-media–using population.

The Quantified Self: Self-tracking and Self-optimization

Individualization has been reshaped recently due to a rising trend in the acquisition of personalized health information by wearable devices such as fitness trackers. This trend, which is often called quantified-self movement or lifelogging, is widespread, even beyond athletes. In 2016, the worldwide market reached up to 125 million devices, with estimates suggesting 237 million in 2020 [27]. Up to 69% of the US population regularly tracks at least 1 health indicator [28]. In Canada, a recent study found this number to be more than 66% [29]. The reasons for using self-tracking are, in most cases, increasing wellbeing or fitness, and sometimes, curiosity or the wish to question advice or a diagnosis delivered by a physician [30].

Individualization and Internet Usage

Studies on the self and social identity run into the danger of remaining theoretical at the expense of personal experiences [31]. The concept of generational change is one possible way out of this situation, using the context of societal generations coined by sociologist Karl Mannheim in the 1920s [32]. This perspective encourages a focus on the shared cultural imprinting...
of a certain age group or cohort on the one hand and a differentiated look at single representatives of these groups at a psychological level on the other hand [33].

The Baby Boomer generation is characterized by "self-development, creativity, and pleasure of life" [34]. Regarding their usage of the internet at the beginning of social media development, Baby Boomers had the reputation of not understanding nonverbal cues in online communications such as emoticons [35]. However, Baby Boomers are now more familiar with social media and especially prefer forums and blogs for intellectual debates, entertainment, or sharing their own expertise [24].

The generation that followed the Baby Boomers, Generation X, is described as the "don't bother me" generation, which has withdrawn into private life [34] after the political turbulence of the 1960s, which were run by the generation before. Research considered this generation to be the "driving force behind" new media developments, especially the internet [36]. Nevertheless, research focusing on the social media use of this generation remains scarce [37].

Following the "X," the prominent Generation Y (also known as Millennials or Digital Natives, born between 1985 and 2000) are not committed to the values of former generations any longer, as they follow the mechanisms of "egotactics" [34]. This principle helps them "make flexible decisions in everyday life at any time. They use a mix of self-reference and a sensitive, strictly opportunistic, tactile, and tactical behavior, exploring opportunities and developmental potential. Ideals, norms, and principles are of little help here" [34]. This generation already grew up with the internet and does not remember a time before digitalization.

Many studies have described the changes caused by the internet and social media with respect to different age groups; however, how different generations experience the challenges and possibilities of the digital age, and whether there are any associations with different levels or degrees of individualization, has not yet been investigated.

**Research Questions**

This study aims to determine whether or not the younger generation is more concerned about individualization, with self-optimization at its strongest form, and if the internet and social media have further promoted this development. A secondary objective is to detect potential consequences of mental and emotional distress among different age groups due to the permanent availability of information about others that allows for social comparisons. We look for generational differences in the usage of the internet and social media that go along with the emotional experiences and expressions of self-relatedness.

**Methods**

**Study Design and Recruitment**

This qualitative study employed focus group discussions for data collection. Focus groups were originally developed in media research to measure the influence of a certain stimulus, a "focus," on an uninfluenced group [38]. This instrument has increased in popularity, especially in health research [39]. The reason lies in the ease of getting access to the perspectives of participants. Especially, "not entirely encapsulated," nonreasonable responses can emerge in this unique form of communication [40].

We organized 6 focus groups, with at least 4 and a maximum of 8 participants from 3 consecutive generations of Baby Boomers, Generation X, and Digital Natives. We conducted 2 focus groups for each generation to collect adequate contributions for comparisons between the different age groups. We did not mix participants from different age groups since we wanted to facilitate a more relaxed and unbiased discussion flow [41]. All participants were of legal age. Although the literature sets different limits for generations, we defined Baby Boomers as people born between 1950 and 1965, Generation X as those born between 1966 and 1980, and Digital Natives as those born between 1981 and 2000, following the definition of Palfrey and Gasser [42] in their famous publication, *Born Digital*.

The participants were recruited in Heidelberg University Hospital via public announcements, social networks (Facebook), and personal contact networks. They received a small monetary compensation for their participation. Ethical approval for the study was granted by the Ethics Commission of the Medical Faculty of Heidelberg (S-039-2018) prior to recruitment. The Standards for Reporting Qualitative Research (SRQR) checklist was followed [43].

**Procedure of the Focus Group Discussions**

All focus group discussions followed a standardized procedure. First, the moderator presented 5 pictures on a flipchart titled "Me and My Devices." The pictures were of a smartphone, a tablet, a notebook, a desktop computer, and a smartwatch. The participants were asked to answer the question, "Which of these devices do you use regularly in your private, everyday life?"

The first question had to be answered by every participant. The following questions could be discussed spontaneously in any order.

In the subsequent discussion, participants were initially asked about the importance they attached to the internet and mobile devices in their everyday life, how much time they spent with online media, and which platforms they usually visited. Further questions focused on communication, with whom and which groups it takes place, and if the usage of social media has changed communication and their respective social relationships in any way. The discussion flow was then directed to self-care and self-observation practices (ie, activities for self-tracking purposes, such as fitness apps, nutrition intake logs, or diaries with or without digital devices). The focus group guidelines are presented in Multimedia Appendix 1.

The first author (GM) moderated the focus groups, interfering only when the discussion lost its topic focus. The length of group discussions was between 76 and 82 minutes each.
Data Analysis

All discussions were transcribed manually and analyzed by using MAXQDA (version 12; Verbi GmbH) [44]. Coding was carried out by the first author (GM), a psychologist with a background in medical sociology and experience in research on eMental health, and was supported by advice from a colleague with a background in psychosomatics.

The analysis followed the methodology of inductive category formation in order to identify patterns of experiences and interpretations [45,46], whereby the categories are not built on theoretical considerations but directly from the data itself, which allows for an unprejudiced assessment. The first step was to find a deductive criterion of selection to build categories and to define the abstraction level “in a manner that fits best to the research question” [46]. We chose a low abstraction level to get the best approximate of the feelings and personal observations of the participants. The deductive criterion of selection focused on personal experiences of the internet and social media and every expression of self-relatedness, which could provide information about individualization. For example, self-tracking was considered to be a subcategory of self-relatedness. Multiple codings were possible in order to respect the complexity of single expressions. The categories were built up step by step while working through the whole transcription. As a rule of thumb, 10-30 categories were recommended, and 10%-50% through the text, the category system was built, redundant categories were summarized, and the material was reviewed.

All main codes, their definitions, subcodes, and supporting quotes are listed in Multimedia Appendix 2. In the text, we have provided the frequencies of main codes and subcodes of all participants in brackets behind the respective category in order to illustrate the main differences regarding the relevance of the respective code in comparison to other codes. To maintain textual readability, we have not presented the differences between the generations in the text; however, they are displayed in Multimedia Appendix 2. Descriptive statistics were calculated for the data on participants’ characteristics and their internet-capable devices. We report means and standard deviations regarding the age of the sample. In all other data types, we present frequencies and percentages.

German Clinical Trials Register

This work is part of the study “Between self-care and self-optimization: The impact of the internet and social media on the identity of mentally burdened and unburdened people in the different generations,” which was registered by the DRKS with ID DRKS00014815.

Results

Participant Characteristics

The sample consisted of 36 participants born between 1955 and 1998: 11 Baby Boomers, 10 members of Generation X, and 15 Digital Natives. The mean age for the Baby Boomers was 60.55 (SD 2.66) years, 47.40 (SD 3.13) years for the members of Generation X, and 23.80 (SD 3.19) years for the Digital Natives (Table 1).

Nearly all participants owned a smartphone, except for 1 member of Generation X. A desktop computer was owned by the majority of Baby Boomers, while the other generations were more likely to own a notebook or a tablet. Of the 36 participants, only 4 had a wristband: 1 in the group of Baby Boomers and 3 members of Generation X (Table 2).

Table 1. Baseline characteristics of the participants (N=36).

<table>
<thead>
<tr>
<th>Participant Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>40.46 (16.33)</td>
</tr>
<tr>
<td>Generation X (born in 1967-1976)</td>
<td>47.40 (3.13)</td>
</tr>
<tr>
<td>Baby Boomer (born in 1955-1962)</td>
<td>60.55 (2.66)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>17 (47.2)</td>
</tr>
<tr>
<td>Female</td>
<td>19 (52.8)</td>
</tr>
</tbody>
</table>

Table 2. Participant ownership of internet-capable devices (N=36).

<table>
<thead>
<tr>
<th>Device</th>
<th>Baby Boomers, n (%)</th>
<th>Generation X, n (%)</th>
<th>Digital Natives, n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Desktop computer</td>
<td>7 (64)</td>
<td>3 (30)</td>
<td>3 (20)</td>
<td>13 (100)</td>
</tr>
<tr>
<td>Notebook</td>
<td>5 (45)</td>
<td>8 (80)</td>
<td>14 (93)</td>
<td>27 (100)</td>
</tr>
<tr>
<td>Tablet</td>
<td>5 (45)</td>
<td>7 (70)</td>
<td>6 (40)</td>
<td>18 (100)</td>
</tr>
<tr>
<td>Smartphone</td>
<td>11 (100)</td>
<td>9 (90)</td>
<td>15 (100)</td>
<td>35 (100)</td>
</tr>
<tr>
<td>Wristband</td>
<td>1 (9)</td>
<td>3 (30)</td>
<td>0 (0)</td>
<td>4 (100)</td>
</tr>
<tr>
<td>Total number of devices owned by each generational group</td>
<td>29 (2.64)</td>
<td>30 (3.00)</td>
<td>38 (2.53)</td>
<td>97 (2.69)</td>
</tr>
</tbody>
</table>
Focus Group Discussions
By means of inductive category formation, 5 main themes of information were found: (1) reasons for the use of the internet and social media, (2) effects of the use of the internet and social media, (3) personal feelings and experiences, (4) self-relatedness, and (5) social relationships.

Reasons for the Use of the Internet and Social Media
During the course of the discussions, all participant statements that provided insight into the causes and occasions of internet and social media use in daily life were coded with the main code, Reasons for the use of the internet and social media. This category was found in 329 cases. The most important reasons were communication (122/329), organization of daily affairs (55/329), and information search (53/329). Other causes related to job or study (45/329), entertainment (41/329), creativity (9/329), and pastime (4/329).

Baby Boomers put the most emphasis on communication, job/study, and information search. Entertainment was a minor issue for them, and while they organized their daily affairs online, they did not do so as often as the younger generations. A typical quote of one individual from the Baby Boomer group was,

In a conversation, I can ask Dr. Google or Wikipedia. At our last family reunion, I was very proud. Our city guide ... said something, that and that. And I was so sure that this couldn't be right, and then I checked, and it was me who was right! [Baby Boomer, male, 64, group BB1]

In contrast, Generation X reported the importance of the online organization of daily affairs even more often than communication, followed by information search. Job/study and entertainment was important to them to a certain extent, and this generation reported somewhat creative activities as a reason to be online. A typical quote of a Gen X member was,

I don't have an alarm clock either. Only the smartphone does that. Of course, I don't write letters anymore either... what for? There is mail for that. And WhatsApp groups are very, very important, also to keep in touch with the family. And, of course, apps, so there are apps like “sand by the sea.” No matter if ... if you ... so if I want to cook something, I get a recipe via app ... [Generation X, male, 48, group X1]

This quote reflects the subcode “entertainment,” which was a relevant issue to this generation.

... what I like to do on the internet is watching YouTube videos. Different fail-videos from time to time, where people fall down and so, sometimes that is quite funny. [Generation X, male, group X1]

The youngest generation, the Digital Natives, put the strongest focus on communication in comparison with the other groups, followed by entertainment and the organization of daily affairs. As well, they often look for quick information and use the internet for their study. In some cases, they use their mobile phones for mere pastime.

Well, I also use Instagram, but more when I'm bored or when I think, I've got about 15 minutes left before I have to leave the house and it's not worth the effort to start something. Then I scroll down a bit ... [Digital Native, female, 20, group DN1]

Effects of the Use of the Internet and Social Media
The code Effects of the use of the internet and social media summarized discussion contributions that referred to the observed effects of the use of the internet and social media on the participants’ daily lives or on society. In total, 501 codings were found. The most important issues in this category were described by comparison of generations (100/501), followed by communication (92/501) and societal changes (77/501). Next, relevant aspects were simplification (54/501), outdated technology (eg, VHS; 43/501), language (27/501), and writing letters or postcards (25/501). Minor topics the participants talked about were financial issues (23/501), telephoning (20/501), loss of abilities (15/501), health (12/501), help/sharing (9/501), and environment (4/501).

The Baby Boomer groups placed emphasis on the comparison of generations, societal changes, and changes in communicative behavior. Further, they discussed outdated, formerly “new” technologies like VHS tapes, and they talked about writing letters or postcards, which they fear will become obsolete as well. They often observe changes in language.

In the WhatsApp group ...sometimes I get the impression that I am the only one in my family who still knows something like punctuation. [Baby Boomer, 62, male, group BB1]

Members of Generation X attached the highest importance to how new technologies simplified their daily affairs. In this context, they draw many comparisons between generations, talking about changes in communication and language. At the same time, they see a potential loss of abilities. Finally, financial issues seem important to them.

I also have my Payback card in my cell phone. I no longer have a plastic card. Download the app, and then you have a bar code and put it on their device, and then you have your Payback card. [Generation X, female, 51, group X1]

While talking about the effects of the internet and social media, the Digital Natives had a tight focus on communication, societal changes, and comparisons of generations. They often talked about staying connected with members of the Baby Boomer generation, who were their parent generation. Further aspects were financial issues, health topics, and telephoning. Typical quotes regarding changes in communication referred to social relationships.

I think that maybe the WhatsApp and etcetera have made friendships a bit deeper, that you just get a lot more from each other. [Digital Native, female, group DN1]

Another quote illustrates the subcoding Comparison of generations in the context of communication as well.

I think it’s also a completely different writing style, how we write among each other and how I write with
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my parents. So, my mother just writes with dots and capitalization and so on. We really do not have that anymore. [Digital Native, female, 20 years, group Y1]

Personal Feelings and Experiences

The code Personal feelings and experiences were given in statements that expressed intimate observations of the participants regarding their emotions after or during the usage of the internet and social media. All groups expressed this in various forms, with 381 codings in total. The predominating subcategory was challenges (173/381), further differentiated into solitude, the feeling of permanent availability, norms and expectations felt by others, dissatisfaction, liability, time pressure, and acceleration. The second important domain of feelings were fears (123), which were expressed as fear of commercial interests, fear of surveillance, distrust and uncertainty, and feeling overstrained. Positive emotions (47) were expressed by talking about feeling anonymous, not having to go back to being without the internet, enjoying offline time, and curiosity and fascination. Some group members felt risks (31), especially the risk of addiction or loss of reality. Additionally, the participants showed indifferent emotions (7) (eg, by dismissing potential surveillance as unimportant). Further details are presented in Multimedia Appendix 2.

The feelings of the Baby Boomer generation were dominated by fears. Mistrust or feeling insecure regarding the quality of information provided by the internet and the fear of potential surveillance due to a lack of data security were expressed in many cases. Feeling overstrained and the fears of commercial interests were both topics of discussion.

The second important group of feelings related to challenges; the Baby Boomers often felt pressure from feelings of liability and being forced to stay permanently available with their mobile devices. Indifference was not shown at all. Positive emotions and risks were both present, but to a small degree.

I think something is slipping away, that’s the danger … What actually happens to the data that I have entered there? Where do they end up? And what might be done with it? [Baby Boomer, female, 61, group BB2]

Fears and challenges were expressed in the Generation X group as well. If they talked about fears, their concerns related to potential surveillance and mistrust or insecurity. Potential risks were felt by losing contact with reality. Positive emotions played the most important role in comparison to the other age groups. If positive, their emotions were described by the subcode curiosity and fascination.

Yes, but I find it exciting. I think that’s interesting. And there you can make a data comparison, women my age, menopause and so on. You can just watch everything a bit. I think that’s exciting. [Generation X, female, 51, group X1]

The Digital Natives put the most emphasis on challenges that they experienced in the usage of the internet and social media. They felt pressured by the norms and expectations of others, such as the necessity to be online, to quickly respond to a message, and to be available all the time. If they expressed fears, these were related to potential surveillance, but in this group, some members voiced feelings of indifference at the same time. They accepted the fact of surveillance because they were aware that, otherwise, most functions would be useless if the terms of use of, for example, Facebook, were rejected. Positive emotions related to curiosity and fascination. Some members reported the feeling of risks regarding addiction or loss of reality. A typical example regarding norms and expectations are reflected in the following quote:

Yes, because it is such a social filter. Because everyone knows, he knows the rules of Instagram. I know I have to jazz everything up and somehow say, ”Wow, it’s so cool what you posted there.” So this is such a love culture there, isn’t it? Where to exaggerate … [Digital Native, male, 28, group DN2]

Self-relatedness

The main category, Self-relatedness, included expressions that showed an orientation towards person-based and individual choices. This code was used in all cases in which the behavior with the internet and social media was related to the individual (eg, to the surveillance of personal health, to self-presentation in a network or forum, or to personal organizing like calendars or diaries). In sum, 330 codings were found. Subcodes were distancing (114/330; ie, the conscious decision against being permanently available or following a specific internet trend), self-tracking (62/330), self-reflection (44/330), self-control (39/330), self-optimization (22/330), autonomy (11/330), and self-presentation (9/330). These aspects all referred to one’s own person. Self-relatedness observed in others (29/330) was also found in this domain.

The Baby Boomers expressed the least self-relatedness in comparison to the other generations, and they hardly talked about individual, person-based issues. They often expressed the wish to distance themselves from several developments of the internet and social media that they consider to be useless or even dangerous to them. Attempts of self-control refer to self-organization by using calendar apps or messaging to oneself, and self-reflection was sometimes done in an ironic way in the course of distancing from new technologies (eg, ”I’m not ready for that yet”). If self-tracking was present, it was used for health care reasons. Self-optimization was no issue at all, nor was self-presentation in most cases.

I had a good feeling, for I could say, “I won’t join to do that” (regarding Facebook). [Baby Boomer, male, 64, group BB2]

Regarding expressions of self-relatedness, Generation X also talked a lot about distancing, especially as far as self-presentation in platforms was concerned. Self-tracking was often done for several reasons; however, self-optimization was mostly not an issue, nor was the presentation of one’s own self in networks a matter of discussion. Self-reflection, seeking autonomy, and self-control measures were minor topics that referred to calendar apps, date reminders and notifications for self-organization, etc.
Yes, so I go running regularly. Do the Runtastic, which is also an app. But I have to say, what bothered me again, massively, that I could upload it to Facebook by pushing a button. So that everyone can see it, too. I thought that was stupid again. [Generation X, male, 47, group X1]

Self-presentation was observed in others in a critical way.

It is a self-presentation. I was here on vacation, I have this, I have this, I have that, I was always eating. I have a lot of friends... [Generation X, female, 48, group X1]

To the youngest generation, self-tracking was the most important subcategory in the context of self-relatedness. In tracking their behavior, sports activities or nutrition tracking were done, in many cases, explicitly for reasons of self-optimization. As well, the Digital Natives reported attempts to distance themselves from single forms of media usage; however, these attempts often fail. Self-reflection and self-presentation were a frequent issue of discussion as well.

I often notice that I am just grabbing it (the smartphone) relatively unconsciously and looking at something, ... if you are walking alone through the city, in order to seem engaged ... just take it and pretend to continue your education or something (laugh). That's quite ... a bit scary. [Digital Native, male, 21, group DN2]

Another example shows the subcategory of self-relatedness observed in others, which was another common topic of discussion among the Digital Natives.

Many do this to compare themselves with friends. For example, I also know one who always posts that on Instagram, that she is the best, and that she walked most of the time or so (laugh) ... I think that's a bit silly. Posting such things is really just pushing yourself. [Digital Native, female, 22, group DN2]

Social Relationships

Statements that referred to online communication with others via the internet and social media (eg, with friends, colleagues, or family members) were titled Social relationships. In all generations, 214 codings referred to the main category Social relationships. The most often used subcode referred to social comparisons (70/214), followed by the relationship of the participants to their partners/friends (68/214) and family (53/214). Minor issues discussed in the groups were conflicts (8/214), gender stereotypes (6/214), associations/engagement (5/214), and social inequities (4/214).

The Baby Boomers described maintaining close relationships with their children or grandchildren with the help of their mobile devices. Staying connected to partners/friends was important to them as well. In this generation, few participants were members of the specific associations with which they were engaged. Social comparisons and conflicts were mostly not an issue. Gender stereotypes and social inequities were not discussed.

I'm in a WhatsApp group that only affects my ... core family, and since my 2 adult children have moved out, that's important, too, to maintain some social contact. [Baby Boomer, male, 62, group BB1]

Members of the Generation X group cared for their relationships, especially with partners and friends. Social comparisons were often made. Only then, in third place, staying connected to family was a matter of discussion. Gender stereotypes and social inequities were not discussed, and conflicts and memberships in associations and respective engagement were discussed to a small degree. The following example illustrates the kind of contact a Gen X woman described with her friends:

There's a lack of personal contact; it has become less. In the past, you just took the phone or you met somebody, and today you quickly write a message. If it is someone's birthday, I avoid sending only a WhatsApp message: I actually call and congratulate. [Generation X, female, 44, group X2]

The Digital Natives often addressed social comparisons directly and described their relationship to friends and partners as being shaped by online activities. In some cases, the Digital Natives talked openly about conflicts that emerged from misunderstandings due to social media messages. As well, potential gender stereotypes and social inequalities that manifest on Instagram were discussed.

For me personally, I find social comparisons much more difficult if they are people I know and ... if they post a picture every day, but I have to stay in the library, I think to myself. Okay, why do they manage that and I don't? [Generation Y, male, 28 years, group DN2]

Discussion

Principal Findings

This study aimed to investigate the thesis of an ongoing individualization process [1,2,4] and how the internet and social media have contributed to this development. We looked for generational differences in the usage of the internet and social media that go along with emotional experiences and expressions of self-relatedness. We analyzed 6 age-specific focus group discussions, with 3 consecutive generations of Baby Boomers (born in 1950-1965), Generation X (born in 1966-1980), and Digital Natives (born in 1981-2000). If the ongoing individualization process is promoted by the use of the internet and social media, data should reveal that the generation of Digital Natives uses the internet in a more individualized, self-presenting, and self-optimizing way in comparison to older age groups. Moreover, if growing individualization can be attributed to the use of the internet and social media, we investigated which potential emotional and mental health consequences might be traced back to this development. Given the fact that psychological strain due to individualization cannot be observed directly, we regarded this issue by analyzing the expressions of feelings and experiences in the context of statements of self-relatedness.
Our findings suggest that the Digital Natives expressed more tendencies toward self-relatedness than the Baby Boomers, but less than the next recent generation, Generation X. The usage of self-tracking technology for fitness and health parameters was obvious in both younger generations. However, these 2 generations explained their choice for tracking technologies in a substantially different way. Generation X showed curiosity and fascination for the possibility of tracking personalized data, but not desires for self-optimization. In contrast, the Digital Natives reported making use of calorie-tracking apps or fitness apps with the aim of optimizing their own bodies. A previous study had investigated predictors of fitness and weight loss websites and found a close relationship between the internalization of beauty ideals, being female, and a high frequency of internet use in a population with a median age of 24 years [47].

Social networking played an important role for both younger generations but, again, for different reasons. While Generation X presented themselves as critical about posting vacation pictures or private information online, they were often members of Facebook or other social networking sites. Meanwhile, the Digital Natives were more inclined to present themselves regularly on microblogging-services like Instagram. They felt the need to stay visible and often reported observing this behavior in others.

Among Baby Boomers, the self-presentation of younger generations on social networking sites was observed with a sense of alienation. This generation expressed more reluctance and was not used to talking about personal issues in a group. In contrast, the Digital Natives talked openly about their personal entertainment, their fitness, and forthcoming events. This does not necessarily mean that the elders did not care about themselves, as this behavior might just be a communicative style. In another study carried out in a different cultural and communicative context (Hong Kong), similar generations were investigated regarding their social media use, and many facets of narcissism were found amongst Baby Boomers [24]. Future research could integrate both concepts: individualization as a kind of self-care on the one end of a potential continuum, and narcissism on the other end.

Generation Profiles

As generations cannot be characterized entirely without expressions of self-relatedness, generation profiles regarding the characteristics of internet and social media use in each age group were used to contribute to a deeper understanding of the relationship between internet usage and individualization for each group. Also, the possible mental and emotional strains that may lead to a mental disorder must be reflected in each generation separately.

Baby Boomers

The Baby Boomers presented themselves as open-minded but were critical about their use of the internet and social media. Many of them used the internet as a “paperless newspaper” with a desktop computer or a smartphone, which was switched on and off at a certain time of the day. They appreciated the possibility of staying connected with their children and grandchildren but, at the same time, expressed feelings of distrust regarding the provenience of information or being overwhelmed by technical requirements. Baby Boomers are sometimes called “digital immigrants” [48] to describe the fact that many Baby Boomers have still not mastered computerization; for example, the use of emoticons is not common to every member of this generation [35]. Research on self-tracking of health-related data points in a similar direction: not all self-tracking is digital self-tracking. A substantial part of the self-trackers are “traditional” trackers (ie, do tracking manually by writing medical data on a sheet or in a booklet). While digital trackers are mainly men, young, and of higher income, the traditional trackers are often women, older than 55 years, and have lower income or are retired [29].

In our study, this generation aimed at autonomy and self-determination to a certain extent. Even when distancing themselves from certain unappreciated internet trends, they were concerned about their own development, often making person-based choices against the use of the newest trendy platform or messaging service. They wanted to stay connected to their own network and family members. Our result goes along with an earlier investigation of generational differences in social media networking virtual needs [48], which highlighted that the Baby Boomers especially, but also Generation X, show needs for competency and a sense of being effective. In regard to possible mental and emotional strains, our results show that while the Baby Boomers have to cope with the need to stay updated and feel the pressure of social-environmental expectations, they lack a deeper understanding of the online activities of their children and grandchildren. Psychosomatic research supports this observation: If still employed, Baby Boomers feel a high pressure in competing with younger colleagues [49]. Targeted coping strategies are needed for this generation, regardless of whether they are still employed or not.

Generation X

Our Generation X participants showed a great variety of internet and social media usage. This generation possessed the highest number of internet-capable devices per person, followed by the Baby Boomers and Digital Natives. Some members of this generation were technophiles (ie, curious to try wearable devices and used many apps to simplify their daily affairs). Consequently, the possibility of data surveillance was accepted as an unavoidable circumstance. This observation that Generation X is interested in forming their own identity in a positive, open-minded way was made by a cross-cultural study among German, Japanese, and US participants [36]. In our study, some of the Generation X group members appreciated personalized advertising, which is normally discussed as a harmful form of surveillance [50]. This reveals an inherent desire for personalized services geared toward the accommodation of individual wishes. Some participants presented themselves as rather restrictive due to fears of data surveillance. Nonetheless, they expressed this in a highly self-focused way by talking about concerns about their own health or regarding various risks, like the commercial interests of app developers.
Generation X reported being especially active on Facebook. Numerous studies have pointed to mental health, personality factors, and narcissism as predictors for the excessive use of Facebook. Several diverging results regarding the usage of Facebook show that a simple "Facebook is harmful for mental health" statement is not possible. A meta-analysis found associations between the use of social networking sites like Facebook and depression. The authors show that this association can be explained by the users' social comparisons and not by the mere time spent on the sites [51], which hints at the same underlying mechanisms found in our study. Other studies reveal that the correlation of depressive symptoms with the excessive use of Facebook can be explained with high degrees of neuroticism [26]. Facebook users, in comparison to nonusers, tend to show more narcissism and self-esteem, as well as higher degrees of life-satisfaction [23]. Resilience factors like self-esteem and curiosity should be strengthened in this generation while taking data surveillance fears seriously.

Digital Natives
The youngest generation, the Digital Natives, were not always as self-focused as they are reputed to be in a previous German survey study [34]. Satisfied with owning a smartphone alone and sometimes a notebook, they expressed intentions of adequately communicating with their parents or grandparents' generation. Additionally, they showed a high level of reflection about their own behavior on the internet and social media. They were critical observers of others' self-presentation, especially regarding the use of platforms like Instagram or Snapchat.

It is noteworthy that the youngest generation felt significantly more pressured by the norms and expectations of their social environment (eg. by having to answer immediately to a text message, staying on Instagram every few hours, or posting personal updates regularly). Furthermore, they drew many social comparisons based on information delivered by the internet ("My colleagues are having fun; I have to study, and this means that there is something wrong with me"). Not surprisingly, "enjoying offline time" was a particular matter of discussion in this generation.

Future Implications
Social comparisons are a natural part of social exchange and play an important role in identity formation and thus are a necessary step in growing up and reaching adulthood [9]. The Digital Natives in our study were adults but may still be undergoing identity formation, which, according to the renowned psycho-analytical researcher, Erikson [11], is a life-long process. The question arises, then, as to whether the comparisons felt by psycho-analytical researcher, Erikson [11], is a life-long process. The definition for age groups of specific generations varies significantly in the literature. Hurrelmann [34], for example, defines a generation in 15-year periods, with Generation X starting in 1970 and ending in 1985. While other studies agree that this generation started in 1965, the ending year ranges from 1976 [24], 1978 [36], 1982 [33], and even to 1983 [48]. However, we used the definitions provided by Palfrey and Gasser [34] regarding Digital Natives and went back in increments of 15 years, which may or may not be the universally accepted age groups.

Studies that concentrate on patients with mental disorders show contradictory results. Patients with mental health disorders feel negatively affected by social media applications but believe that health care apps and calendaring can positively influence their mental health [54]. However, patients with severe mental illnesses reportedly benefited from social media usage, which helped them participate in social life [55]. New methodological instruments like the social media disorder scale have emerged and will provide a more differentiated view on the topic [56].

Previous research on mental health and social media tended to focus on the apparent and strong effects of internet addiction due to extensive gaming [21] or eating disorders [57]. There is a strong need to promote age-specific investigations on more subtle associations, like performance pressure due to social comparisons among younger generations, or feelings of mistrust and overwhelm among older generations. The categories found in this study might serve as a template for the development of age-specific questionnaires after integrating further results of other cultures. This study design could be part of an exploratory design, which normally starts with an in-depth qualitative analysis and leads to a broader, epidemiologic perspective [58].

Limitations
The definition for age groups of specific generations varies significantly in the literature. Hurrelmann [34], for example, defines a generation in 15-year periods, with Generation X starting in 1970 and ending in 1985. While other studies agree that this generation started in 1965, the ending year ranges from 1976 [24], 1978 [36], 1982 [33], and even to 1983 [48]. However, we used the definitions provided by Palfrey and Gasser [34] regarding Digital Natives and went back in increments of 15 years, which may or may not be the universally accepted age groups.

This study followed all principles of good scientific practice; however, the most challenging limitation was the issue of age effects versus cohort effects, which is a recognized problem in social sciences. As Schröder [59] remarked, it is not possible to carve out differences between generations without controlling for age as a variable. This problem might only be resolved by choosing a longitudinal study design.

Moreover, the qualitative coding and interpretative work were done by the author alone, so no interrater reliability can be provided. In addition, our participants were recruited in a predominantly academic environment at the University of Heidelberg in Germany; it is understood that these people may use the internet and their social networks in more ambitious ways than might be generalizable to people of other professions or countries.

Conclusions
The Digital Natives and Generation X participants expressed more individualistic behaviors, like self-tracking, self-optimization, and self-presenting in social networks, than Baby Boomers. They also often observed self-presenting behavior in friends and colleagues. In contrast, the Baby Boomers were less driven by individualization but seemed very interested in taking advantage of the possibility of staying informed and connected while not following every new
technological trend. They kept a critical distance from the internet and social media but also did not want to be left behind the developments.

The most striking difference among the generations was the high pressure of norms and expectations of the social environment and the social comparisons felt by the Digital Natives. It remains unclear if this is a sign or a precondition of individualization, but it is known that social comparisons may result in mental distress. Further investigations on this association are necessary to promote a mentally healthy way of using the internet and social media.
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Factors Related to the Behavior of People Who Have Never Used the Internet for Voluntary Reasons: Cross-Sectional Survey Study

Keeho Park, MD, PhD
Graduate School of Cancer Science and Policy, National Cancer Center, Goyang, Republic of Korea

Abstract

Background: If there are people who do not want to use the internet despite having the circumstances and conditions for using it, another policy consideration will be needed.

Objective: The purpose of this study was to explore the factors related to the behavior of people who do not voluntarily use the internet.

Methods: A cross-sectional survey was conducted in 2018. It used a proportional quota random sampling design to select a representative sample of Koreans. Accordingly, 6150 participants were included in the study. Multiple logistic regression methods were used to explore the predicting factors of the act of voluntarily not using the internet.

Results: Age, education level, bonding and bridging social capitals, and daily life satisfaction for health status were found to be factors related to the behavior of not voluntarily using the internet. However, gender, household income, occupation, family size, and community type were not related to voluntary nonuse of the internet.

Conclusions: It was found that sociodemographic factors, such as age and education level, which are difficult to modify, along with psychosocial factors located deeper than the visible living conditions, such as social capital and life satisfaction, are involved in voluntary internet nonuse. These results also suggest that it is not desirable to proceed with policies related to information and communications technology on a separate track, but rather that they should be comprehensively approached with other social policies that design various social interventions in order to enhance equity within the society.
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Introduction

The internet is now an essential part of life. However, this may not be the case in countries where internet infrastructure is not available nationwide or in countries where there are few people who can pay for internet services. Even if people do not live in such a country, there may be variations in the available digital life within the country or community from a digital divide caused by various factors.

In countries with advanced information and communications technology (ICT), attempts are underway to actively utilize these technologies for providing social services [1]. Notably, even if internet access is improved for those who are targeted for social welfare services, such efforts will not be effective unless the fundamental social vulnerabilities that interfere with the intention to use the internet are addressed.

When it comes to the internet, its use is very common in South Korea, where there is a good environment that allows it to be effective. South Korea is the 12th largest country in the world according to gross domestic product (GDP) [2]. As of 2018, the internet access rate was the highest in South Korea at 99.5% (including wired and wireless), followed by Iceland (99.2%),
the Netherlands (98.0%), Norway (96.0%), the United Kingdom (94.8%), Germany (94.8%), and Finland (94.3%) [3]. Studies of people who do not use the internet on a voluntary basis, even though they live in a country with well-developed ICT, may be useful policy material for not only those countries but also ones that currently lack ICT.

When discussing the social problem of internet use, researchers have mainly talked about vulnerability related to various factors on the premise that the internet should be available to anyone if they want it. Nevertheless, if there are people who do not want to use the internet despite having the circumstances and conditions for using it, another policy consideration will be needed. According to the Pew Research Center’s report on the five factors related to internet nonuse, 15% of Americans do not use the internet and 92% of adults do not use the internet said that they were not interested in using the internet or email in the future [4]. In the survey, the following factors were related to digital divide: age, income and educational attainment, community type, disability, and Spanish-speaking preference. Previous studies that analyzed factors related to internet use have reported age, disability, income, and education level as related factors [5-8].

However, it can be said that the factors that impede the use of the internet and the factors related to the nonuse of the internet due to voluntary intention have different meanings. As shown in the findings above, it is likely that people who are not willing to use the internet, especially those who have various conditions to use the internet, may have different contexts in the matter of digital divide.

This attitude toward internet use may be a sign of a more fundamental social vulnerability and not just about the internet. For those who have uncommon behaviors for voluntary reasons like this, it is necessary to examine the social and psychological situations they face.

High subjective well-being is associated with many desirable outcomes [9], such as positive development among young adults [10], healthier and longer lives [10], and democratic attitudes [11]. In a longitudinal study [12], the authors suggested that life satisfaction is prospectively associated with the occurrence of several major events in work and family life. Because life satisfaction is a trait-like construct [12,13], persons with higher satisfaction are more likable and more socially active [14] and are therefore more likely to have satisfying social relationships [12]. Additionally, there are research findings suggesting that life satisfaction motivates a greater willingness to engage in preventive health care, and these behaviors have been reported [15-18]. As such, life satisfaction not only has meaning as a result of certain life events, but also is a factor influencing an individual’s attitude and behavior.

Social capital is a source of empowerment [19,20] and interacts with policy implementation [21]. Social capital can affect individuals’ risk for negative health outcomes and their engagement in risk behaviors [22]. Putnam [23] has explained the distinction between bridging and bonding social capitals. Bonding social capital is inward looking and tends to reinforce exclusive identities and homogeneous groups. On the other hand, bridging social capital is outward looking and encompasses people across diverse social cleavages. A study that was conducted to explore the relationship between social capital and willingness to join a community-based health insurance program found that social capital was a key determinant of willingness to join the program, and that people with a high level of bonding capital would be reluctant to cooperate with others [24]. In a study that explored the literature on social capital, human capital, and social learning theory, the author raised the hypothesis that the decline in social capital is negatively influencing recent college graduates’ formation of soft skills. It was also suggested that college students gain the cultural and behavioral information and sensitivity they need to learn soft skills through the process of building social capital [25]. Additionally, social capital has a significant effect on information-related behaviors, particularly on the choice of source [26].

Thus, it can be assumed that regardless of the abundance of material resources, a poor level of subjective well-being or social capital can lead to a vicious cycle that inhibits universal and positive social behaviors. This study aimed to find out how life satisfaction and social capital act on voluntary nonusers of the internet, who live in South Korea.

Methods

Study Participants

We used data from the 2018 Survey on the Actual Condition of the Digital Divide conducted in South Korea. Since 2002, this survey has been annually conducted by the Ministry of Science and ICT along with the National Information Society Agency (NIA). It is done in order to check the annual performance of the digital information disparity policy through time-series research and analysis, as well as to provide the basic data necessary for future effective policy implementation. The survey consists of the following two parts: (1) digital informatization level and (2) attitudes toward information use. The data for each year of the survey were collected via a cross-sectional and nationally representative survey using a multistage stratified sampling design. After obtaining informed consent from participants, the health interview was performed by trained interviewers of the research corporation Kantar Korea. The survey was approved by the institutional review board at the NIA.

This survey can also be found in another research paper [27]. The survey data for 2018 included information for 7000 individuals. After the exclusion of those who were aged ≤18 years, 6150 participants remained in the study.

Assessment

Age, gender, education, occupation, household income, family size, and community type were included as sociodemographic variables (Table 1). The variables were categorized as follows: age (19-29, 30-39, 40-49, 50-59, or ≥60 years); education level (elementary school or lower, middle school, high school, or college graduate or higher); occupation (office/sales/technical/professional, agriculture/forestry/fishery, simple labor, housewife, student, or not employed); average monthly household income (≤0.99, 1-1.99, 2-2.99, 3-3.99,
4-4.99, 5-5.99, or ≥6.0 million Korean won [KRW]/month (1 KRW = 0.00089 USD); family size (single-person household or multi-person household); and community type (urban or rural). In the questionnaire for disability, whether the respondent was a registered disabled person was investigated.

To investigate the respondents’ internet usage, the question, “When was the last time you recently used the internet?” was asked. The factors involved with this question included the use of PCs, mobile phones, tablet PCs, Internet Protocol televisions, etc, regardless of location. In response, respondents were asked to choose one of the following: “Within the last month,” “I have not used the internet for more than a month,” and “I have never used the internet.” The respondents were asked to choose one of the following reasons why they did not use the internet: “I am willing to use it, but I am not able to because I am not able to use it (expensive rates, no digital devices to use, physical disabilities, difficulties in how to use it, etc)” or “I can use it, but I do not feel the need to use it, so I do not use it.” For those who responded “I can use it, but I do not feel the need to use it, so I do not use it,” the following additional question was asked: “What is the main reason you do not use the internet?.” In response, respondents were asked to choose one of the following: “Because there is no inconvenience without using the internet,” “I have a negative thought about using the internet (wasting time, not very helpful, etc),” “Because of the reluctance to learn and use new things,” “Because most people who are close to me do not use the internet,” and “I am concerned about spam mail, personal information leakage, illegal information distribution, internet addiction, etc.”

Social capital was measured using the Internet Social Capital Scale (ISCS) [28], which was developed based on the conceptualization of bonding and bridging social capital by Putnam [23]. The ISCS consists of 10 items for bonding social capital and 10 items for bridging social capital. A 4-point Likert scale instead of the original 5-point scale was used for each of the measurement items, ranging from 1 (strongly disagree) to 4 (strongly agree). The Cronbach alpha coefficient for this scale was .898.

In order to investigate satisfaction in various aspects of daily life, satisfaction was examined in the following eight areas: leisure and cultural life, economic conditions, social activities (community, gathering, community participation, etc), interpersonal relationships, family relationships, what I do (such as academic or work activities), health status, and politics or government policy. The daily life satisfaction was measured by having respondents choose “not satisfied at all,” “unsatisfied,” “satisfied,” or “very satisfied” as an answer to the question, “How satisfied are you with the items below in your daily life?.” The Cronbach alpha coefficient for this scale was .797.

Life satisfaction was assessed using the Satisfaction with Life Scale (SWLS), which was developed by Diener et al [29]. The SWLS consists of five items that measure satisfaction with one’s life. Participants were asked to rate each item on a 5-point Likert scale ranging from 1 (strongly disagree) to 7 (strongly agree), and the total score could range from 5 to 35. The total scores of the scale can be interpreted as: “extremely dissatisfied” (5-9), “dissatisfied” (10-14), “slightly below average in life satisfaction” (15-19), “average score” (20-24), “high score” (25-29), or “very high score (highly satisfied with life)” (30-35). The Korean version was obtained from the public database of the original author [30]. The Cronbach alpha coefficient for this scale was .887.
Table 1. Characteristics of the sample (N=6150).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%) or mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender (missing: 99, 1.61%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3075 (50.82)</td>
</tr>
<tr>
<td>Female</td>
<td>2976 (49.18)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>19-29</td>
<td>1033 (16.80)</td>
</tr>
<tr>
<td>30-39</td>
<td>864 (14.05)</td>
</tr>
<tr>
<td>40-49</td>
<td>1015 (16.50)</td>
</tr>
<tr>
<td>50-59</td>
<td>1531 (24.89)</td>
</tr>
<tr>
<td>≥60</td>
<td>1707 (27.76)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Elementary school or lower</td>
<td>452 (7.35)</td>
</tr>
<tr>
<td>Middle school</td>
<td>725 (11.79)</td>
</tr>
<tr>
<td>High school</td>
<td>3000 (48.78)</td>
</tr>
<tr>
<td>College or higher</td>
<td>1973 (32.08)</td>
</tr>
<tr>
<td><em><em>Household income (million KRW</em>/month</em>)**</td>
<td></td>
</tr>
<tr>
<td>≤0.99</td>
<td>226 (3.67)</td>
</tr>
<tr>
<td>1-1.99</td>
<td>706 (11.48)</td>
</tr>
<tr>
<td>2-2.99</td>
<td>1025 (16.67)</td>
</tr>
<tr>
<td>3-3.99</td>
<td>1496 (24.33)</td>
</tr>
<tr>
<td>4-5.99</td>
<td>2254 (36.65)</td>
</tr>
<tr>
<td>≥6</td>
<td>432 (7.02)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Office, sales, technical, or professional</td>
<td>3935 (63.98)</td>
</tr>
<tr>
<td>Agriculture, forestry, or fishery</td>
<td>175 (2.85)</td>
</tr>
<tr>
<td>Simple labor</td>
<td>189 (3.07)</td>
</tr>
<tr>
<td>Student</td>
<td>390 (6.34)</td>
</tr>
<tr>
<td>Housewife</td>
<td>1107 (18.00)</td>
</tr>
<tr>
<td>Not employed</td>
<td>354 (5.76)</td>
</tr>
<tr>
<td><strong>Family size</strong></td>
<td></td>
</tr>
<tr>
<td>Single-person household</td>
<td>516 (8.39)</td>
</tr>
<tr>
<td>Multi-person household</td>
<td>5634 (91.61)</td>
</tr>
<tr>
<td><strong>Community type</strong></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>4642 (75.48)</td>
</tr>
<tr>
<td>Rural</td>
<td>1508 (24.52)</td>
</tr>
<tr>
<td>Disability (yes)</td>
<td>70 (1.14)</td>
</tr>
<tr>
<td><strong>Internet usage</strong></td>
<td></td>
</tr>
<tr>
<td>Voluntary nonuser</td>
<td>346 (5.63)</td>
</tr>
<tr>
<td>Others</td>
<td>5804 (94.37)</td>
</tr>
<tr>
<td>Bonding social capital score, mean (SD)</td>
<td>27.09 (4.61)</td>
</tr>
<tr>
<td>Bridging social capital score, mean (SD)</td>
<td>27.85 (5.44)</td>
</tr>
<tr>
<td><strong>Satisfaction in various aspects of daily life</strong></td>
<td></td>
</tr>
<tr>
<td>Leisure and cultural life (satisfied)</td>
<td>4442 (72.23)</td>
</tr>
</tbody>
</table>
Statistical Analysis

In this study, a voluntary nonuser of the internet was defined as a person who answered in the questionnaire that he or she had never used the internet and responded that he or she had the condition or ability to use the internet but did not feel the need to use it.

The daily life satisfaction categories of “not satisfied at all” and “unsatisfied” were grouped as “not satisfied,” and the categories of “satisfied” and “very satisfied” were grouped as “satisfied.” Accordingly, they were used as binary variables for the chi-square test and multiple logistic regression.

The SWLS categories of “extremely dissatisfied” (5-9), “dissatisfied” (10-14), and “slightly below average in life satisfaction” (15-19) were categorized as “lower than average,” and the categories of “average score” (20-24), “high score” (25-29), and “very high score or highly satisfied with life” (30-35) were categorized as “equal or higher than average.” Accordingly, they were used as binary variables for the chi-square test and multiple logistic regression.

To explore crude associations between potentially explanatory variables, such as sociodemographic variables, disability, daily life satisfaction, life satisfaction, and the act of voluntarily not using the internet, the Pearson chi-square test was conducted. A Student t test was used to compare the mean of bonding social capital and bridging social capital between the two groups based on whether individuals were not voluntarily using the internet. Multiple logistic regression explored the predicting factors of the act of voluntarily not using the internet. Variables with a significance level of $P<.05$ in the bivariate analysis were entered into the multivariate model. The analysis was performed using IBM SPSS Version 16 software (IBM Corp).

Ethics Approval

This study was approved by the NIA Institutional Review Board. All of the participants provided written informed consent for the survey. The funding source had no role in writing or submitting this research paper.

Results

Table 1 shows the general characteristics of the participants. A total of 346 respondents (N=6150, 5.63%) represented voluntary nonusers of the internet. In most cases, the education level was above middle school. Overall, 69.90% (4299/6150) of respondents were employed and 18.00% (1107/6150) were housewives. Moreover, 24.52% (1508/6150) of the respondents were living in rural areas and 1.14% (70/6150) were registered as being disabled.

The mean score of bonding social capital was similar to that of bridging social capital. In terms of satisfaction in various aspects of daily life, the fraction of those satisfied was the highest for family relationships (5516/6150, 89.69%) and the lowest for politics or government policies (2999/6150, 48.76%). Regarding the SWLS score, 66.33% (4079/6150) of respondents had an “equal or higher than average” score.

For the question, “What is the main reason you do not use the internet?,” the frequencies of responses were as follows: “Because there is no inconvenience without using the internet,” 82.1%; “I have a negative thought about using the internet (wasting time, not very helpful, etc),” 5.5%; “Because of the reluctance to learn and use new things,” 7.8%; “Because most people who are close to me do not use the internet,” 3.2%; “I am concerned about spam mail, personal information leakage, illegal information distribution, internet addiction, etc,” 1.2%; and “other,” 0.2%.

When the association between various factors and internet usage was assessed, the variables that showed statistical significance were gender, age, education, household income, occupation, family size, community type, disability, bonding social capital, bridging social capital, daily life satisfaction (in every aspect), and life satisfaction (SWLS) (Table 2).

Although there are limitations in interpretation because the approach is a univariate analysis, the percentage of people who did not voluntarily use the internet was higher among women, elderly people, less educated people, people with low income, unemployed people, agriculture/forestry/fishery workers, simple laborers, housewives, people in single-person households, and disabled people.
For people who did not voluntarily use the internet, the bonding social capital and bridging social capital scores were lower and the score difference was greater for bridging social capital. Among those who were not satisfied in various aspects of life, the percentage of people who did not voluntarily use the internet was higher. This trend was the same in the case of life satisfaction measured by the SWLS.

A multivariate logistic regression analysis was conducted to explore the predictors of the behavior of not voluntarily using the internet (Table 3). We reviewed the odds ratio (OR) and CI of each calculation. Age, education level, bonding and bridging social capitals, and daily life satisfaction for health status were found to be factors related to the behavior of not voluntarily using the internet. However, gender, household income, occupation, family size, and community type were not related to voluntary internet nonuse.

As age increased by 1 year, the likelihood of not voluntarily using the internet increased 1.14 times (OR 1.14, 95% CI 1.12-1.17). A higher level of education was associated with less likelihood that people would not voluntarily use the internet. The likelihood that a person with a higher education level than a university degree would not voluntarily use the internet was 0.14 times the likelihood for a person with a lower education level than middle school (OR 0.14, 95% CI 0.05-0.45). In the case of social capital, bonding social capital and bridging social capital showed different directions for internet use behavior. As the score of bonding social capital increased by 1, the likelihood of not voluntarily using the internet increased by 1.04 times (OR 1.04, 95% CI 1.01-1.08). On the other hand, the likelihood of not using the internet voluntarily decreased by 0.93 times as the score of bridging social capital increased by 1 (OR 0.93, 95% CI 0.91-0.96). Among the many aspects of everyday life, those who were not satisfied with their health status were 1.38 times more likely to not voluntarily use the internet than those who were satisfied (OR 1.38, 95% CI 1.01-1.87).
Table 2. Association between various factors and life satisfaction.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Internet usage, n (%) or mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Voluntary nonuser</td>
<td>Others</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male (n=3075)</td>
<td>114 (3.7)</td>
<td>2961 (96.3)</td>
</tr>
<tr>
<td>Female (n=2976)</td>
<td>223 (7.5)</td>
<td>2753 (92.5)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19-29 (n=1033)</td>
<td>0 (0.0)</td>
<td>1033 (100.0)</td>
</tr>
<tr>
<td>30-39 (n=864)</td>
<td>0 (0.0)</td>
<td>864 (100.0)</td>
</tr>
<tr>
<td>40-49 (n=1015)</td>
<td>0 (0.0)</td>
<td>1015 (100.0)</td>
</tr>
<tr>
<td>50-59 (n=1531)</td>
<td>12 (0.8)</td>
<td>1519 (99.2)</td>
</tr>
<tr>
<td>≥60 (n=1707)</td>
<td>334 (19.6)</td>
<td>1373 (80.4)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elementary school or lower (n=452)</td>
<td>160 (35.4)</td>
<td>292 (64.6)</td>
</tr>
<tr>
<td>Middle school (n=725)</td>
<td>121 (16.7)</td>
<td>604 (83.3)</td>
</tr>
<tr>
<td>High school (n=3000)</td>
<td>61 (2.0)</td>
<td>2939 (98.0)</td>
</tr>
<tr>
<td>College or higher (n=1973)</td>
<td>4 (0.2)</td>
<td>1969 (99.8)</td>
</tr>
<tr>
<td>Household income (million KRWb/month)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤0.99 (n=226)</td>
<td>85 (37.6)</td>
<td>141 (62.4)</td>
</tr>
<tr>
<td>1-1.99 (n=706)</td>
<td>141 (20.0)</td>
<td>565 (80.0)</td>
</tr>
<tr>
<td>2-2.99 (n=1025)</td>
<td>61 (6.0)</td>
<td>964 (94.0)</td>
</tr>
<tr>
<td>3-3.99 (n=1496)</td>
<td>33 (2.2)</td>
<td>1463 (97.8)</td>
</tr>
<tr>
<td>4-5.99 (n=2254)</td>
<td>22 (1.0)</td>
<td>2232 (99.0)</td>
</tr>
<tr>
<td>≥6 (n=432)</td>
<td>4 (0.9)</td>
<td>428 (99.1)</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Office, sales, technical, or professional (n=3935)</td>
<td>78 (2.0)</td>
<td>3857 (98.0)</td>
</tr>
<tr>
<td>Agriculture, forestry, fishery (n=175)</td>
<td>24 (13.7)</td>
<td>151 (86.3)</td>
</tr>
<tr>
<td>Simple labor (n=189)</td>
<td>19 (10.1)</td>
<td>170 (89.9)</td>
</tr>
<tr>
<td>Student (n=390)</td>
<td>0 (0.0)</td>
<td>390 (100.0)</td>
</tr>
<tr>
<td>Housewife (n=1107)</td>
<td>139 (12.6)</td>
<td>968 (87.4)</td>
</tr>
<tr>
<td>Not employed (n=354)</td>
<td>86 (24.3)</td>
<td>268 (75.7)</td>
</tr>
<tr>
<td>Family size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single-person household (n=516)</td>
<td>88 (17.1)</td>
<td>428 (82.9)</td>
</tr>
<tr>
<td>Multi-person household (n=5634)</td>
<td>258 (4.6)</td>
<td>5376 (95.4)</td>
</tr>
<tr>
<td>Community type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban (n=4642)</td>
<td>241 (5.2)</td>
<td>4401 (94.8)</td>
</tr>
<tr>
<td>Rural (n=1508)</td>
<td>105 (7.0)</td>
<td>1403 (93.0)</td>
</tr>
<tr>
<td>Disability</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=70)</td>
<td>12 (17.1)</td>
<td>58 (82.9)</td>
</tr>
<tr>
<td>No (n=6080)</td>
<td>334 (5.5)</td>
<td>5746 (94.5)</td>
</tr>
<tr>
<td>Bonding social capital score, mean (SD)</td>
<td>25.07 (4.81)</td>
<td>27.21 (4.57)</td>
</tr>
<tr>
<td>Bridging social capital score, mean (SD)</td>
<td>23.25 (6.17)</td>
<td>28.12 (5.27)</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Internet usage, n (%) or mean (SD)</td>
<td></td>
</tr>
<tr>
<td>----------------------------------------------------</td>
<td>-----------------------------------</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>Voluntary nonuser</td>
<td>Others</td>
</tr>
<tr>
<td><strong>Satisfaction in various aspects of daily life</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Leisure and cultural life</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied (n=4442)</td>
<td>149 (3.4)</td>
<td>4293 (96.6)</td>
</tr>
<tr>
<td>Dissatisfied (n=1708)</td>
<td>197 (11.5)</td>
<td>1511 (88.5)</td>
</tr>
<tr>
<td><strong>Economic conditions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied (n=3592)</td>
<td>111 (3.1)</td>
<td>3481 (96.9)</td>
</tr>
<tr>
<td>Dissatisfied (n=2558)</td>
<td>235 (9.2)</td>
<td>2323 (90.8)</td>
</tr>
<tr>
<td><strong>Social activities (community, gathering, community participation, etc)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied (n=4099)</td>
<td>163 (4.0)</td>
<td>3936 (96.0)</td>
</tr>
<tr>
<td>Dissatisfied (n=2051)</td>
<td>183 (8.9)</td>
<td>1868 (91.1)</td>
</tr>
<tr>
<td><strong>Interpersonal relationships</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied (n=5149)</td>
<td>244 (4.7)</td>
<td>4905 (95.3)</td>
</tr>
<tr>
<td>Dissatisfied (n=1001)</td>
<td>102 (10.2)</td>
<td>899 (89.8)</td>
</tr>
<tr>
<td><strong>Family relationships</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied (n=5516)</td>
<td>289 (5.2)</td>
<td>5227 (94.8)</td>
</tr>
<tr>
<td>Dissatisfied (n=634)</td>
<td>57 (9.0)</td>
<td>577 (91.0)</td>
</tr>
<tr>
<td><strong>What I do (such as academic and work activities)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied (n=4439)</td>
<td>172 (3.9)</td>
<td>4267 (96.1)</td>
</tr>
<tr>
<td>Dissatisfied (n=1711)</td>
<td>174 (10.2)</td>
<td>1537 (89.8)</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied (n=4602)</td>
<td>139 (3.0)</td>
<td>4463 (97.0)</td>
</tr>
<tr>
<td>Dissatisfied (n=1548)</td>
<td>207 (13.4)</td>
<td>1341 (86.6)</td>
</tr>
<tr>
<td><strong>Politics or government policy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied (n=2999)</td>
<td>104 (3.5)</td>
<td>2895 (96.5)</td>
</tr>
<tr>
<td>Dissatisfied (n=3151)</td>
<td>242 (7.7)</td>
<td>2909 (92.3)</td>
</tr>
<tr>
<td><strong>Life satisfaction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equal or higher than average (n=4079)</td>
<td>159 (3.9)</td>
<td>3920 (96.1)</td>
</tr>
<tr>
<td>Lower than average (n=2071)</td>
<td>187 (9.0)</td>
<td>1884 (91.0)</td>
</tr>
</tbody>
</table>

\(^a\)P value determined using the Pearson chi-square test.  
\(^b\)KRW: Korean won.  
\(^c\)P value determined using Student t test.
Table 3. Multiple logistic regression results examining the factors associated with the act of voluntarily not using the internet.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Voluntary nonusers</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adjusted OR(^a)</td>
<td></td>
</tr>
<tr>
<td>Gender (female)</td>
<td>1.14</td>
<td>0.78-1.66</td>
</tr>
<tr>
<td>Age (continuous)</td>
<td>1.14</td>
<td>1.12-1.17</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elementary school or lower</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Middle school</td>
<td>0.82</td>
<td>0.59-1.15</td>
</tr>
<tr>
<td>High school</td>
<td>0.43</td>
<td>0.28-0.66</td>
</tr>
<tr>
<td>College or higher</td>
<td>0.14</td>
<td>0.05-0.45</td>
</tr>
<tr>
<td>Household income (million KRW(^c)/month)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤0.99</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>1-1.99</td>
<td>0.85</td>
<td>0.55-1.33</td>
</tr>
<tr>
<td>2-2.99</td>
<td>0.73</td>
<td>0.43-1.24</td>
</tr>
<tr>
<td>3-3.99</td>
<td>0.73</td>
<td>0.39-1.36</td>
</tr>
<tr>
<td>4-5.99</td>
<td>0.58</td>
<td>0.29-1.15</td>
</tr>
<tr>
<td>≥6</td>
<td>0.64</td>
<td>0.20-2.08</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Office, sales, technical, or professional</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Agriculture, forestry, fishery</td>
<td>1.06</td>
<td>0.57-1.97</td>
</tr>
<tr>
<td>Simple labor</td>
<td>1.01</td>
<td>0.56-1.83</td>
</tr>
<tr>
<td>Student</td>
<td>__d,e</td>
<td>__d,e</td>
</tr>
<tr>
<td>Housewife</td>
<td>1.20</td>
<td>0.80-1.82</td>
</tr>
<tr>
<td>Not employed</td>
<td>1.25</td>
<td>0.81-1.94</td>
</tr>
<tr>
<td>Family size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single-person household</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Multi-person household</td>
<td>0.88</td>
<td>0.58-1.33</td>
</tr>
<tr>
<td>Community type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Rural</td>
<td>0.91</td>
<td>0.66-1.27</td>
</tr>
<tr>
<td>Disability</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>0.76</td>
<td>0.35-1.66</td>
</tr>
<tr>
<td>Bonding social capital score (continuous)</td>
<td>1.04</td>
<td>1.01-1.08</td>
</tr>
<tr>
<td>Bridging social capital score (continuous)</td>
<td>0.93</td>
<td>0.91-0.96</td>
</tr>
<tr>
<td>Satisfaction in various aspects of daily life</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leisure and cultural life</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td>1.22</td>
<td>0.88-1.68</td>
</tr>
<tr>
<td>Economic conditions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td>1.16</td>
<td>0.82-1.64</td>
</tr>
<tr>
<td>Social activities (community, gathering, community participation, etc)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characteristic</td>
<td>Voluntary nonusers</td>
<td>Adjusted OR&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>----------------</td>
<td>--------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td></td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Satisfied</td>
<td></td>
<td>0.85</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td></td>
<td>1.10</td>
</tr>
<tr>
<td><strong>Interpersonal relationships</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td></td>
<td>1.10</td>
</tr>
<tr>
<td><strong>Family relationships</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td></td>
<td>1.00</td>
</tr>
<tr>
<td><strong>What I do (such as academic and work activities)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td></td>
<td>0.85</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td></td>
<td>1.38</td>
</tr>
<tr>
<td><strong>Politics or government policy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td></td>
<td>0.96</td>
</tr>
<tr>
<td><strong>Life satisfaction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equal or higher than average</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Lower than average</td>
<td></td>
<td>1.20</td>
</tr>
</tbody>
</table>

<sup>a</sup>OR: odds ratio.
<sup>b</sup>N/A: not applicable.
<sup>c</sup>KRW: Korean won.
<sup>d</sup>For students, the number of voluntary internet nonusers is zero.
<sup>e</sup>Not available.

**Discussion**

The purpose of this study was to explore the factors related to the behavior of people who do not voluntarily use the internet, regardless of conditions. As factors related to such voluntary behavior regardless of conditions, age and education level, which were previously reported to be related to internet use, have been reaffirmed. However, household income and disability were not related to the act of voluntarily not using the internet regardless of the circumstances. These results suggest that spontaneity related to the nonuse of the internet is not related to income or disability; yet, spontaneity is affected when age increases or the level of education is low. These results mean that countries or communities that promote an informatized society should help the elderly or less educated to easily understand the benefits of the internet that they have never experienced and increase their ability to use it. Interestingly, it can be seen that social capital exerts different influences on the voluntary nonuse of the internet, depending on its attributes. The finding that a higher bonding social capital is associated with higher voluntary nonuse of the internet suggests that the unmet needs are somewhat being met by the support or help of others, even if the individuals do not use the internet in their own group. On the other hand, the finding that a higher bridging social capital is associated with lower voluntary internet nonuse can be seen as a natural result reflecting the interest and willingness in communicating with other groups outside of their own group. As a strategy for voluntary internet nonusers who are reluctant to use the internet, it can be considered to promote campaigns targeting existing internet users in order to ensure that changes in attitudes and behaviors of people with low bridging social capital can occur owing to the influence of people with high levels of ICT use in the groups.

In terms of life satisfaction, only satisfaction with health status was related to voluntary internet nonuse. It may not be something to be taken lightly that a person who is not satisfied with his or her health does not want to use the internet. Those who are not satisfied with their health owing to poor objective or subjective health conditions may find various communication or participation activities, and internet use annoying. For these people, quality of life can worsen by entering a vicious circle. In this study, it was found that sociodemographic factors, such as age and education level, which are difficult to modify, and psychosocial factors located deeper than the visible living
conditions, such as social capital and life satisfaction, are involved in voluntary internet nonuse. These results also suggest that it is not desirable to proceed with ICT-related policies on a separate track, but rather that they should be comprehensively approached together with other social policies that design various social interventions in order to enhance equity within the society. The results of this study suggest that in order to fully extract the roots of the weed called digital divide, it is necessary to consider the sociopsychological soil that can sustain the roots. The recent COVID-19 pandemic of 2019 has led many countries to consider the activation of telemedicine or telehealth [31,32]. Compared with the rapidly changing global health care situation and the development of ICT, it is time to carefully review whether the social welfare infrastructure of each country can keep pace.

This study has several strengths. First, it used nationally representative data gathered by a professional research firm using random probability allocation. Second, relatively diverse variables related to internet usage were investigated and used for multivariate analysis. Third, this study was conducted in a country with well-equipped ICT infrastructure. This research environment is suitable for investigating relevant factors for voluntary internet users regardless of conditions, and it can provide useful information to many countries that have built or are building a similar level of ICT infrastructure. On the other hand, this study has some limitations. This study is a cross-sectional study (not a longitudinal one), and so, there are limitations regarding the interpretation of the study results. Moreover, no detailed psychological investigations were carried out to determine which psychological mechanisms exist between low satisfaction with health status and voluntary internet nonuse. In the future, it seems necessary to produce more thorough evidence utilizing community intervention studies targeting the vulnerable groups of the internet, including voluntary internet nonusers.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICT</td>
<td>Information and communications technology</td>
</tr>
<tr>
<td>ISCS</td>
<td>Internet Social Capital Scale</td>
</tr>
<tr>
<td>NIA</td>
<td>National Information Society Agency</td>
</tr>
<tr>
<td>OR</td>
<td>Odds ratio</td>
</tr>
<tr>
<td>SWLS</td>
<td>Satisfaction with Life Scale</td>
</tr>
</tbody>
</table>
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Abstract

Background: The internet has the potential to foster healthy lifestyles and to support chronic disease management. Older adults could benefit from using the internet and other information and communication technology to access health-related information and interventions available online.

Objective: The aim of this study was to investigate factors influencing internet use in older and oldest age groups and to determine the frequency of internet use for health-related purposes.

Methods: Using data from a nationally representative telephone survey of older adults aged 75 years and over, a sample of 999 people was assessed using structured clinical interviews. Descriptive and binary logistic regression analyses were performed.

Results: Overall, 42.6% (418/999) of participants used the internet. Among those, 55.7% (233/417) searched the internet for health-related information. Regression analyses revealed that internet use was significantly associated with younger age (odds ratio [OR] 0.89, 95% CI 0.85-0.92; P<.001), male gender (OR 2.84, 95% CI 2.02-4.00; P<.001), higher education levels (OR 6.69, 95% CI 4.48-9.99; P<.001), a wider social network (OR 1.04, 95% CI 1.01-1.07; P=.01), higher health-related quality of life (OR 1.02, 95% CI 1.00-1.03; P=.06), lower levels of depressive symptoms (OR 0.89, 95% CI 0.80-0.99; P=.04), and higher rates of chronic illness (OR 1.12, 95% CI 1.04-1.21; P<.004).

Conclusions: This study provides population-representative data on internet use in old age in Germany. People in the older and oldest age groups participate in online activities. Understanding the factors that are associated with older adults internet use can contribute to developing tailored interventions and eHealth (electronic health) services to improve well-being in older adults.

(J Med Internet Res 2020;22(11):e15543) doi:10.2196/15543
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Introduction

Background

Aging is often associated with major changes and stressful life transitions (eg, shrinking social network, relocation, retirement) that have a big impact on well-being, health, and everyday life [1]. Researchers have highlighted the enormous benefits of internet and information and communication technology (ICT) use for the aging population. For instance, these benefits include enhancement of social connectivity [2], prevention or reduction of social isolation [3], increased information about offline leisure and recreational activities [4,5], and increased empowerment through access to information (eg, health-related issues) [6,7]. Various studies have explored factors at the individual level as well as factors of the social context that predict internet use in older age. Results have consistently shown that factors that are positively associated with internet use over 65 are younger age,
male gender, higher educational level, married or living with someone else, specifically partners or family members [2,8-12].

However, some researchers have found fault with these findings, arguing that many studies aggregated people of a certain age together into 1 homogenous category [13], or that they did not include older age groups (eg, 70+) [12]. Few studies that focus on older adults (75+) [4,8,12,13] have analyzed sociodemographic correlates, health determinants, and social context correlates of internet use. They did, however, confirm previous results, for example, with regard to age, gender, education, and marital status. Importantly, the authors found that adults aged 75 and older use the internet less frequently than younger seniors, which led them to conclude that the “digital divide” between this age group and other population groups is more pronounced [12,14]. Because of the benefits of digital technologies for older adults, especially for maintaining a healthy lifestyle [15,16], the digital divide by age is worrying. In order to enable future planning of the health care system, reliable information on internet usage behavior and its predictors in the older and oldest age groups is becoming increasingly important. In Germany, apart from continuous surveys on general internet use [17,18] and few studies on internet use for health-related purposes [19,20], there is a lack of research investigating the internet use of the older and oldest German population.

There is a yearly survey conducted by a national television broadcaster using telephone interviews to examine internet use and communication in Germany. The 2018 survey of online behavior was conducted with a sample of 2009 German-speaking persons aged 14 and older [17]. However, this study did not examine the determinants of internet use nor did it focus on older and oldest aged individuals. Therefore, the aim of this study is to investigate the frequency of internet use and factors associated with internet use among the German older and oldest aged 75-99. Based on a German population-representative sample, this study focuses on the following research questions:

- Do older and oldest German adults use the internet?
- Do they search the internet for physical or psychological health information?
- Are there differences between internet users and nonusers in old age?
- What are the correlates of internet use in older and oldest age?

Conceptual Framework

In order to structure the results of this study, we relied on Anderson’s behavioral model of health service use [21] and applied this conceptual framework to internet usage. The behavioral model [21] contains 3 main underlying factors: (1) “Predisposing variables” which include demographic and relationship characteristics as well as health perceptions; (2) “Need variables” or the direct cause of service use including the amount and type of disease burden or strain (stressors); (3) “Enabling variables” which are both personal/social resources and community-based resources. This assumes that individuals have the resources and knowledge to know about and use appropriate services. These services must also be available.

Methods

Study Design and Sample

We analyzed data derived from the project “Needs assessment in the oldest-old: Application, psychometric examination and establishment of the adapted German version of the Camberwell Assessment of Need for the Elderly (CANE),” which was funded by the German Research Foundation (DFG). Within the project, a population-representative telephone survey was carried out on behalf of the University of Leipzig by a leading market, opinion, and social research institute (USUMA GmbH) in Germany between July and October 2016. The sampling method was based on a procedure implemented by the Association of German Market and Social Research Agency (AMD) and included registered and nonregistered telephone numbers of households throughout Germany. During the first step, individuals aged 75 years and older who lived in randomly selected households were identified as a contact person. In the case of more than 1 person aged 75 years and older living in the contacted household, the kish selection grid was applied in order to randomly select the target person within the household. This method is widely applied for selecting members within a household by using a preassigned table of random numbers to determine the target person. The landline telephone sample used to select the prospective households to be interviewed was converted into a representative population sample by weighting it according to key social demographic characteristics (age, gender, regional distribution by federal state). By applying this technique, equal probability of participation for each member of the randomly selected household, and therefore the representativeness of the sample, was ensured [22]. The detailed sample selection process is presented in Multimedia Appendix 1 and is reported in detail by Stein et al [22].

The survey conducted 1193/2823 (42.26%) telephone interviews. Interviews were excluded if dementia was suspected as assessed using the Six-item Cognitive Impairment Test (6-CIT) [23,24]. In the end, 1004 complete interviews with an average duration of 40 minutes were carried out. For the secondary analyses, the following inclusion criteria had to be met: (1) at least 75 years of age and (2) complete data on relevant variables were available. Additionally, 5 individuals were excluded from the study sample due to missing information or incomplete data on internet usage variables, resulting in an analytical sample size of 999 individuals.

Ethics Approval

The study was approved by the Ethics Committee of the Medical Faculty of the University of Leipzig. Prior to assessment, all study participants provided informed verbal consent.

Procedure and Instruments

The survey was conducted using standardized structured computer-assisted telephone interviews, which included sociodemographic variables and several standardized instruments. Prior to the survey, the instruments were tested and adapted within a pretest. Furthermore, the interviewers received comprehensive training.
Dependent Variables
The frequency of internet use was measured using a 5-point scale ranging from 1 to 5 (1=daily, 2=at least once a week, 3=at least once a month, 4=less than once a month, and 5=never). In addition, the frequency of internet searches for physical or psychological health information was assessed by using a 4-point scale ranging from 1 to 4 (1=yes, often; 2=yes, sometimes; 3=yes, but only rarely; and 4=no, never).

Independent Variables
Based on Anderson’s behavioral model [21], explanatory variables were chosen. The predisposing characteristics include age, gender, marital status (married/with spouse, married/living apart, single, divorced, widowed), education, and living situation (living alone in a private household), living with others (spouse/partner, with other relatives, in a nursing home, assisted living situation, retirement home, other).

The need factors included depressive symptoms, health-related quality of life, number of chronic diseases, loneliness, and experiences of loss. Depressive symptoms were measured using the 15-item short German language version of the Geriatric Depression Scale (GDS) [25]. The GDS is used to identify symptoms of depression in older adults (eg, the basic satisfaction with one’s life). The scale is a self-report instrument that uses a “Yes/No” format. The short version of the GDS showed good psychometric properties. Reliability coefficient estimated by Cronbach α was .81 for the GDS-15. [26]. According to Allen and Annells [27], a cut-off score on the GDS of 4/5 (noncase/case) corresponds to clinically relevant depressive symptoms and was therefore used in this study to screen participants for depression. The number of chronic diseases was measured by using a list of 22 chronic diseases (eg, high blood pressure, heart attack/coronary heart disease, lung disease, stroke, osteoporosis, diabetes, rheumatism, and cancer) with dichotomous response categories (yes/no). The participants were asked whether or not they had been recently diagnosed by a general practitioner with 1 or more of these chronic medical conditions. Health-related quality of life was assessed by using the Visual Analog Scale of the EuroQol 5-Dimensions 5-Level Questionnaire (EQ-5D-5L Questionnaire) or EQ-VAS [28]. The EQ-5D-5L Questionnaire assesses 5 dimensions of health states (mobility, self-care, usual activities, pain/discomfort, and anxiety/depression). With the vertical visual analogue scale (EQ-VAS) the participant is asked to gauge his or her current health state between best and worst imaginable. The EQ-VAS ranges from 0 (worst imaginable health state) to 100 (best imaginable health state). The EQ-VAS is frequently used as a quantitative measure of self-reported health state and has good psychometric properties in late life [29]. Psychometric properties of the German version of the EQ-5D-5L have been evaluated across different diseases [30-33]. Loneliness was assessed using the 3-item short version of the UCLA (University of California, Los Angeles) Loneliness Scale [34]. The scale captures subjective feelings of loneliness and social isolation (eg, the frequency of lack of company). Participants responded on a 3-point scale ranging from 1 (hardly ever) to 3 (often). The coefficient of reliability is .72, indicating that the 3-item scale is a reliable measure for loneliness in a telephone survey [34].

Experiences of loss were measured using the Leipziger Lebensereignis-Liste (LLL). The LLL was adapted specifically for older adults and based on previously validated scales for the assessment of stressful life events: Social Readjustment Rating Scale [35], Recent Life Changes Questionnaire [36], and Life Events and Difficulties Schedule [37]. Participants were asked if they had experienced the “death of a significant other” within the last 12 months (yes/no), and if so, who died.

The enabling variables social network/social support were measured using the 6-item Rubben Social Network Scale (LSNS-6) [38]. The LSNS-6 consists of 6 questions assessing the size of the respondent’s active social network (ie, number of relatives or friends seen or heard from ≥1 time per month), perceived social support (ie, number of relatives or friends who could be called for help), and perceived confidant network (ie, number of relatives or friends with whom the respondent could talk about private matters). Each LSNS-6 question is scored on a 0-5 scale. The total social network score is an equally weighted sum of these 6 questions, with scores ranging from 0 to 30. Higher scores indicate larger social networks or more frequent social contact. It has been demonstrated that the scale has good internal consistency (Cronbach α=.83) [38].

Statistical Analyses
Based on population statistics from the German Federal Statistics Office [39], data were weighted by USUMA in accordance with age, gender, and region. In order to obtain population-representative results, USUMA used design and adjustment weighting techniques [40]. In this study, unweighted absolute frequencies were presented, whereas any other analyses were performed and reported by using the weighting factor.

Statistical analyses were conducted using Statistical Package for the Social Sciences (SPSS) version 24.0 for Windows (SPSS Inc.). In the analysis, the variable frequency of internet use was recoded into a dichotomous variable: yes and no. Individuals who reported never using the internet were classified as noninternet users. Individuals who reported using it less than once a month or more were classified as internet users. In addition, the variable frequency of internet searches for physical or psychological health information was recoded into a binary variable yes and no. Further, marital status was recoded into a binary variable (single vs married/with partner), and a new dichotomous variable living situation (living alone/living with others) was created. According to the international education classification “CASMIN” [41], the variable educational level was created with 3 categories (low, middle, and high). Finally, the variable “chronic diseases” was computed by counting the number of chronic conditions. This criterion was met if 75% or more of the 22 items on the list of chronic conditions were checked positive. If there were more missing values on the list (>15 unanswered items), the question was considered invalid (N=1).

Descriptive statistics presented are means and corresponding SDs, absolute frequencies, and percentages, as appropriate. The 2 groups (internet users/nonusers) were compared using independent samples t tests (unpaired) or chi-square tests as appropriate. Next, binary logistic regression analyses were conducted to examine factors associated with internet use in
older adults. The dichotomized variable internet use served as the dependent variable. The predictor variables included age, gender, education, marital status, domicile, experiences of social loss, GDS score, LSNS score, loneliness score, chronic disease, and EQ-5D-5L-VAS score. Furthermore, we performed a binary logistic regression analyses to investigate if health-related conditions are associated with internet search for physical or psychological health information within older internet users. The dichotomized variable internet search for physical or psychological health information (yes/no) served as the dependent variable. The predictor variables included GDS score and number of chronic disease. The significance level was set at $P \leq 0.05$ for all analyses.

### Results

#### Participant Characteristics

Sociodemographic characteristics of the study sample and comparison between internet users and nonusers are presented in Table 1. The sample consisted of 999 individuals; 612 (61.2%) were female and 387 (40.9%) were male. The average age was 80.49, with a range of 75-99 years. More than one-third of the respondents had a low educational level (368/999, 36.3%), roughly one-third was highly educated (324/999, 31.3%), and 32.4% (307/999) had a middle educational level.

<table>
<thead>
<tr>
<th>Variables</th>
<th>All (N=999, 100%)</th>
<th>Internet use (N=999, 41.8%)</th>
<th>No (n=581, 58.2%)</th>
<th>$P$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>80.49 (4.69)</td>
<td>78.91 (3.57)</td>
<td>81.67 (5.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Range</td>
<td>75-99</td>
<td>75-92</td>
<td>75-99</td>
<td></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>387 (40.9)</td>
<td>231 (57.5)</td>
<td>156 (26.6)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>612 (59.1)</td>
<td>187 (42.5)</td>
<td>425 (73.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low</td>
<td>368 (36.3)</td>
<td>74 (17.7)</td>
<td>294 (50.1)</td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>324 (32.4)</td>
<td>142 (33.6)</td>
<td>182 (31.5)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>307 (31.3)</td>
<td>202 (48.7)</td>
<td>105 (18.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Domicile, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Alone</td>
<td>572 (55.4)</td>
<td>185 (43.3)</td>
<td>387 (65.6)</td>
<td></td>
</tr>
<tr>
<td>With spouse</td>
<td>378 (38.5)</td>
<td>218 (53.1)</td>
<td>160 (28.4)</td>
<td></td>
</tr>
<tr>
<td>With relatives</td>
<td>46 (4.5)</td>
<td>17 (4.1)</td>
<td>29 (4.9)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>14 (1.5)</td>
<td>4 (0.9)</td>
<td>10 (1.0)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.1)</td>
<td>0 (0)</td>
<td>1 (0.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Married, living together</td>
<td>353 (36.3)</td>
<td>203 (49.3)</td>
<td>150 (26.6)</td>
<td></td>
</tr>
<tr>
<td>Married, living apart</td>
<td>25 (2.6)</td>
<td>15 (3.8)</td>
<td>10 (1.8)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>74 (7.5)</td>
<td>26 (6.4)</td>
<td>48 (8.3)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>77 (7.6)</td>
<td>28 (6.4)</td>
<td>49 (8.5)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>469 (46.0)</td>
<td>145 (34.0)</td>
<td>324 (55.8)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.1)</td>
<td>1 (0.1)</td>
<td>0 (0)</td>
<td></td>
</tr>
</tbody>
</table>

*a* n: frequencies (none weight).  
*b* %: percentages (weight).  
*c* Educational classification according to the new CASMIN educational classification. Low: inadequately completed general education, general elementary education, basic vocational qualification or general elementary education, and vocational qualification; Middle: intermediate vocational qualification or intermediate general qualification and vocational qualification, intermediate general qualification, general maturity certificate, vocational maturity certificate/general maturity certificate, and vocational qualification; High: lower tertiary education—general diplomas/diplomas with vocational emphasis, higher tertiary education—lower level/higher level [41].  
*d* Multiple responses possible.
Differences Between Internet Use and Nonuse

The majority of the sample consisted of internet nonusers (581/999, 57.4% vs 418/999, 42.6%, internet users). Of those using the internet, more than one-half searched the internet for physical or psychological health information (233/417, 55.7%). Figure 1 displays the frequency of internet use in general, as well as the frequency of internet use to obtain health-related information.

Figure 1. Frequency of internet use and frequency of internet use to obtain physical or psychological health information.

On a group level, there were several differences between users and nonusers, which are shown in Table 1 for sociodemographic variables and in Table 2 for social and health-related factors. In comparison to nonusers, older adults using the internet were more likely to be male (P<.001), tended to be younger (P<.001), were more likely to be middle or highly educated (P<.001), and were more likely to be married/with partner (P<.001) as well as to be living with their partner in the same household (P<.001).

With regard to social and health-related factors, individuals using the internet tended to have better self-rated health-related quality of life (P<.001), reported fewer depressive symptoms (P<.001), fewer chronic medical conditions (P=.02), and less loneliness (P<.001). Furthermore, internet users reported having a greater and more supportive social network than nonusers (P<.001). No significant differences were found regarding experiences of social loss (P=.87).
Table 2. Social and health outcomes of the sample (N=999).

<table>
<thead>
<tr>
<th>Variables</th>
<th>All (N=999, 100%)</th>
<th>Internet use (Yes n=418, 41.8%)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health-related quality of life VAS EQ-5D-5L&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>73.46 (19.51)</td>
<td>78.02 (16.48)</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>0-100</td>
<td>10-100</td>
<td></td>
</tr>
<tr>
<td>Missing, n&lt;sup&gt;b&lt;/sup&gt;(%&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>4 (0.4)</td>
<td>1 (0.3)</td>
<td></td>
</tr>
<tr>
<td>UCLA Loneliness Scale&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>3.57 (1.02)</td>
<td>3.41 (0.80)</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>3-9</td>
<td>3-9</td>
<td></td>
</tr>
<tr>
<td>Missing, n (%)</td>
<td>15 (1.6)</td>
<td>4 (0.8)</td>
<td></td>
</tr>
<tr>
<td>Experience of social loss</td>
<td></td>
<td></td>
<td>.87</td>
</tr>
<tr>
<td>Yes, n (%)</td>
<td>297 (30.0)</td>
<td>126 (30.2)</td>
<td></td>
</tr>
<tr>
<td>No, n (%)</td>
<td>702 (70.0)</td>
<td>292 (69.8)</td>
<td></td>
</tr>
<tr>
<td>GDS&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.81 (2.07)</td>
<td>1.27 (1.58)</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>0-13</td>
<td>0-12</td>
<td></td>
</tr>
<tr>
<td>Missing, n (%)</td>
<td>10 (1.0)</td>
<td>5 (1.0)</td>
<td></td>
</tr>
<tr>
<td>LSNS&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>15.90 (5.97)</td>
<td>17.57 (5.52)</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>0-30</td>
<td>0-30</td>
<td></td>
</tr>
<tr>
<td>Missing, n (%)</td>
<td>39 (4.0)</td>
<td>12 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Chronic diseases&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>3.58 (2.33)</td>
<td>3.37 (2.13)</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>0-13</td>
<td>0-12</td>
<td></td>
</tr>
<tr>
<td>Missing, n (%)</td>
<td>1 (0.1)</td>
<td>0 (0)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>VAS EQ-5D-5L: Visual Analogue Scale of the EuroQol 5-Dimensions 5-Level Questionnaire; score ranges from 0 (worst imaginable health state) to 100 (best imaginable health state).

<sup>b</sup>n: frequencies (none weight).

<sup>c</sup>%: percentages (weight).

<sup>d</sup>UCLA: University of California, Los Angeles, Loneliness Scale; score ranges from 1 (hardly ever) to 3 (often).

<sup>e</sup>GDS: Geriatric Depression Scale; score ranges from 0 (no depression symptoms) to 15 (depression symptoms), cut-off: > 4.

<sup>f</sup>LSNS: Lubben Social Network Scale; score ranges from 0 to 30, with higher values reflecting more social networks and more social support.

<sup>g</sup>The sum score of chronic diseases ranges from 0 (no chronic conditions) to 22 (22 chronic conditions).

Predictors of Internet Use

A binary logistic regression was conducted to identify associations between several factors and internet use (Table 3). Results revealed that younger individuals had significantly higher odds for internet use than older individuals (odds ratio [OR] 0.89, 95% CI 0.85-0.92; P=.001). In addition, gender was associated with internet use in older age: men were 2.8 times more likely to use internet than women. Furthermore, a higher educational level was significantly associated with internet use among older adults (OR 6.69, 95% CI 4.48-9.99; P<.001). Individuals who reported having a greater social network showed a higher chance for internet use than individuals with a smaller social network (OR 1.04, 95% CI 1.01-1.07; P=.01). Moreover, individuals with fewer depressive symptoms were 0.9 times more likely to use internet than those with more depressive symptoms. Participants with a better self-reported health-related quality of life had significantly higher odds for internet use than participants with lower self-reported health-related quality of life (OR 1.02, 95% CI 1.00-1.03; P=.006). Finally, the number of self-reported chronic diseases was associated with a higher likelihood of internet use among older adults: individuals who had a greater number of chronic diseases had 1.1 times the odds of reporting internet use than individuals with fewer chronic diseases, adjusting for all other sociodemographic and health-related covariates. No significant
associations between experience of loneliness, experience of social loss, marital status, and domicile and internet use were found. In total, this model explained between 29.3% (Cox and Snell) and 39.3% (Nagelkerke $R^2$) of the variance in internet use, and substantially improved model predictive power (from 56.8% to 73.8%).

Table 3. Results of binary logistic regression analysis for variables predicting internet use versus nonuse in older adults (N=937).

<table>
<thead>
<tr>
<th></th>
<th>Odds ratio (95% CI)</th>
<th>$P$-value</th>
<th>Wald</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.888 (0.854-0.924)</td>
<td>&lt;.001$^b$</td>
<td>34.238</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2.842 (2.017-4.002)</td>
<td>&lt;.001$^b$</td>
<td>35.711</td>
</tr>
<tr>
<td>Female</td>
<td>Reference</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong>$^a$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>Reference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>3.813 (2.582-5.630)</td>
<td>&lt;.001$^b$</td>
<td>45.295</td>
</tr>
<tr>
<td>High</td>
<td>6.691 (4.479-9.995)</td>
<td>&lt;.001$^b$</td>
<td>86.146</td>
</tr>
<tr>
<td><strong>Marital status</strong>$^b$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>Reference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married, living in partnership</td>
<td>1.136 (0.614-2.100)</td>
<td>.685</td>
<td>0.165</td>
</tr>
<tr>
<td><strong>Domicile</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>Reference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living with others</td>
<td>1.354 (0.741-2.473)</td>
<td>.324</td>
<td>0.973</td>
</tr>
<tr>
<td>GDS$^c$</td>
<td>0.888 (0.795-0.992)</td>
<td>.036$^i$</td>
<td>4.407</td>
</tr>
<tr>
<td>LSNS$^d$</td>
<td>1.037 (1.008-1.067)</td>
<td>.014$^i$</td>
<td>6.101</td>
</tr>
<tr>
<td>Health-related quality of Life VAS EQ-5D-5L$^e$</td>
<td>1.015 (1.004-1.025)</td>
<td>.006$^j$</td>
<td>7.526</td>
</tr>
<tr>
<td>Chronic diseases$^f$</td>
<td>1.122 (1.037-1.213)</td>
<td>.004$^j$</td>
<td>8.301</td>
</tr>
<tr>
<td>UCLA Loneliness Scale$^g$</td>
<td>0.905 (0.748-1.094)</td>
<td>.303</td>
<td>1.062</td>
</tr>
<tr>
<td><strong>Experience of social loss</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.855 (0.604-1.212)</td>
<td>.379</td>
<td>0.773</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>407.376</td>
<td>.001</td>
<td>11.855</td>
</tr>
<tr>
<td><strong>Nagelkerke $R^2$</strong></td>
<td>0.393</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>953.612</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$Educational classification according to the new CASMIN educational classification. Low: inadequately completed general education, general elementary education, basic vocational qualification or general elementary education, and vocational qualification; Middle: intermediate vocational qualification or intermediate general qualification and vocational qualification, intermediate general qualification, general maturity certificate, vocational maturity certificate/general maturity certificate, and vocational qualification; High: lower tertiary education-general diplomas/diplomas with vocational emphasis, higher tertiary education—lower level/higher level [41].

$^b$Single: single, divorced, widowed; Married/living in partnership: married/with spouse, married/living apart).

$^c$GDS: Geriatric Depression Scale; score ranges from 0 (no depression symptoms) to 15 (depression symptoms), cutoff: >4.

$^d$LSNS: Lubben Social Network Scale; score ranges from 0 to 30, with higher values reflecting more social networks and more social support.

$^e$VAS EQ-5D-5L: Visual Analogue Scale of the EuroQol 5-Dimensions 5-Level Questionnaire; score ranges from 0 (worst imaginable health state) to 100 (best imaginable health state).

$^f$The sum score of chronic diseases ranges from 0 (no chronic conditions) to 22 (22 chronic conditions).

$^g$UCLA: University of California, Los Angeles, Loneliness Scale; score ranges from 1 (hardly ever) to 3 (often).

$^h$Significant on the level $\alpha=.001$.

$^i$Significant on the level $\alpha=.05$.

$^j$Significant on the level $\alpha=.01$.
In order to test the association between health-related factors and the internet use for health purposes among internet users a binary logistic regression was conducted. Neither depressive symptoms (OR 1.10, 95% CI 0.962-1.260, \( P=0.164 \)) nor the number of chronic diseases (OR 1.03, 95% CI 0.932-1.132, \( P=0.586 \)) predicted internet search for health purposes.

**Discussion**

**Principal Findings**

The aim of this study was to investigate frequency of and factors associated with internet use among individuals aged 75 plus in Germany. Our results revealed that almost half of the 75- to 99-year old reported some internet use. This is comparable to the rates for adults aged 70 plus reported by a population survey on general internet use in Germany in 2016 [17]. Taking into account the trend of internet usage among this age group, there is evidence of a rapid increase of internet users in Germany [17]. Frees and Koch [17] showed that internet usage among this age group is on the rise (up to 65% in 2018), noting that older adults have the highest increase of daily internet use (from 25% in 2016 to about 40% in 2018). Our results confirm these findings—26.8% (261/999) of the 75-99-year olds used the internet daily. At the same time, we expanded existing data by examining factors related to internet use in older and oldest age.

In sum, regression analyses showed that male gender, age, higher levels of education, a more extensive social network, higher level of health-related quality of life, fewer depressive symptoms, and a higher number of chronic diseases increased the likelihood of internet use in this age group.

**Possible Explanations and Relation to Previous Studies**

As for predisposing characteristics, the few studies that have focused on older adults (75+) [12,42-44] have shown that internet use in this age is associated with male gender, higher levels of education, being married, and reporting a better health status. In accordance therewith, our findings demonstrate that demographic and socioeconomic status variables are indeed significant predictors of internet use among this age group in Germany. Two of the strongest predictors are male gender and higher levels of education. van Deursen et al [45] showed in their (older adults) sample of internet users and nonusers in the Netherlands that women tend to not make use of the existing internet connection at home. The authors concluded that internet use among older adults seems to be a male-dominated activity. This may be due to the notion that ICT-related skills have been historically stereotypically perceived as more masculine (eg, males are good with technology). Among the older and oldest, such traditional stereotypes may play a more prominent role. However, as Baby Boomers get older, this may change [46], as younger generations of women are more familiar with using the internet and ICT (eg, smartphones).

As for the enabling factor social network/social support, previous studies that examined determinants of internet use among older adults have found that internet users also differ from nonusers with regard to their social embeddedness. Our findings are in accordance with previous research showing that internet users with a more extensive social network are more likely to use the internet [47]. However, due to the correlational nature of this study, no assertion can be made about causality. Therefore, the use of the internet might increase users’ social network as measured in this study. Thus, there are other studies which highlight the potential of internet use to enhance or maintain social networks [2] and reduce feelings of loneliness [48] and social isolation [3]. Despite this, and in line with previous studies [12,45], our study found that support from partners, family members, or friends seems to effect the likelihood of going online.

As for need factors, existing studies show associations between internet use and physical/mental health and well-being [2,8,10,14] in this age group. Our findings also reflect this and show that the self-reported health-related quality of life increases the odds for internet use. In addition, a higher number of chronic medical conditions increased the likelihood of internet use in our multivariate analysis. A possible explanation might be the increased need for information about the disease and treatment options. Dumitrul et al [19], for instance, noticed that using the internet for health-related purposes is very common (53.7%) and quickly increasing. Accordingly our findings show that more than half of the interviewees using the internet search on it for physical or psychological health information. Furthermore, findings from several studies show high rates of health-related internet use among those with multiple medical conditions or long-term illness [15,19]. However, this contrasts with our finding (ie, no link between internet use for health-related purposes and health-related factors such as the number of chronic medical conditions as well as depressive symptoms).

Age seems to be negatively associated with health-related internet use [19,49,50]. This may be due to the fact that old and very old people with multiple medical conditions in Germany prefer other sources of information about health or illness, for example, direct face-to-face contacts with physicians and other health care professionals [19].

Common critical life events in older age are social loss experiences along with grief and bereavement, which are considered as risk factors for the development of mental health problems, especially depression and loneliness [51-53]. Whereas individuals with fewer depressive symptoms are more likely to use the internet in this study, no statistically significant effect of experiences of social loss or loneliness on an intensified use of internet among older adults was found. However, this does not necessarily mean older people would not benefit from ICT, for example, internet-based mental health interventions. Research has shown that eHealth (electronic health) interventions may significantly reduce mental health problems in older adults (eg, anxiety and depression [54-56]). Further research targeting this issue is currently being conducted [57].

**Strengths and Limitations**

The main strength of this study is the gathering of data from a population-based sample of the general German population aged 75 years and older that can be generalized to other populations in old age. Representativeness was ensured by using design and adjustment weighting methods of the data according to age, gender, and region [40] based on population statistics from German Federal Statistics [46]. However, it should be noted that representativeness may be limited due to the reduction...
of the sample size for analysis and because only community-dwelling older adults with landline telephones, adequate hearing and speech comprehension, and without cognitive impairment were included in the sample. Apart from this, the study has further limitations. First, as the data from the telephone survey offer only a cross-sectional data set, no conclusion about long-term effects and causality can be drawn. Second, we aimed to incorporate many factors that may influence internet use, but, of course, it is likely that there were other unobserved variables at play, for instance, previous internet experiences or internet skills are associated with preferences in internet use in the older age group. Third, the survey is based on self-reported measures; therefore influences such as social desirability cannot be excluded. For more in-depth understanding of the use or nonuse of the internet and the underlying purposes qualitative research might be useful.

Conclusions

Today, public and private sectors commonly offer online services, which, in turn, have an influence on economic, cultural, and private life. ICT facilities include every day activities such as emailing, online banking, and information seeking, as well as increasingly eHealth services. For example, support via the internet, internet-based therapeutic interventions, and assistive technology are gaining in popularity. Hence, internet-based technologies have become a bigger part of the lives of older adults [58]. Therefore, there is a growing number of studies in this research field focusing specifically on older adults. The studies have identified factors associated with internet usage, as well as benefits and barriers. Moreover, eHealth interventions seem to be promising for promoting older people’s well-being by fostering active aging or to helping the elderly stay independent as long as possible. Most of the current research has been mainly focused on younger people or has been limited to pilot studies [59]. Therefore, further research is needed, especially research identifying the types of older adults who would benefit the most from ICT use.
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Abstract

Background: The rise of the internet and social media has boosted online crowdfunding as a novel strategy to raise funds for kick-starting projects, but it is rarely used in science.

Objective: We report on an online crowdfunding campaign launched in the context of the neuroscience project HORAO. The aim of HORAO was to develop a noninvasive real-time method to visualize neuronal fiber tracts during brain surgery in order to better delineate tumors and to identify crucial cerebral landmarks. The revenue from the crowdfunding campaign was to be used to sponsor a crowdsourcing campaign for the HORAO project.

Methods: We ran a 7-week reward-based crowdfunding campaign on a national crowdfunding platform, offering optional material and experiential rewards in return for a contribution toward raising our target of Swiss francs (CHF) 50,000 in financial support (roughly equivalent to US $50,000 at the time of the campaign). We used various owned media (websites and social media), as well as earned media (press releases and news articles) to raise awareness about our project.

Results: The production of an explanatory video took 60 hours, and 31 posts were published on social media (Facebook, Instagram, and Twitter). The campaign raised a total of CHF 69,109. Approximately half of all donations came from donors who forwent a reward (CHF 28,786, 48.74%); the other half came from donors who chose experiential and material rewards in similar proportions (CHF 14,958, 25.33% and CHF 15,315.69, 25.93%, respectively). Of those with an identifiable relationship to the crowdfunding team, patients and their relatives contributed the largest sum (CHF 17,820, 30.17%), followed by friends and family (CHF 9,288, 15.73%) and work colleagues (CHF 6,028, 10.21%), while 43.89% of funds came from donors who were either anonymous or had an unknown relationship to the crowdfunding team. Patients and their relatives made the largest donations, with a median value of CHF 200 (IQR 90).

Conclusions: Crowdfunding proved to be a successful strategy to fund a neuroscience project and to raise awareness of a specific clinical problem. Focusing on potential donors with a personal interest in the issue, such as patients and their relatives in our project, is likely to increase funding success. Compared with traditional grant applications, new skills are needed to explain medical challenges to the crowd through video messages and social media.

(J Med Internet Res 2020;22(11):e19715) doi:10.2196/19715
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Introduction

In 1897, the French scientist Gaston Contremoulins was receiving insufficient support for his work from governmental agencies and therefore turned to the crowd via the popular French newspaper “Le temps” to ask for financial help. In what was essentially the first crowdfunded neuroscience project, he and his team raised enough capital to perform the first stereotactic surgery in humans [1]. More than a century later, in response to the financial crisis of 2007 and 2008, and thanks to the rise of the internet and e-commerce, crowdfunding has emerged as an alternative method to raise funds and has been gaining popularity ever since [2,3]. Especially for high-risk projects, which are rarely supported by traditional funding agencies [4,5], crowdfunding represents a potentially more promising alternative. Crowdfunding, a term first coined in 2007 [6], can be defined as an innovative method of fundraising for a project or business, which typically involves a large number of rather small contributions from individuals following an open call through the internet [7,8]. In the health care domain, the competition for medical research funding from government sources, such as the National Institutes of Health, is continuously increasing [4,5,9], making crowdfunding an attractive alternative for clinical and scientific research funding. Unlike traditional funding mechanisms, it does not involve a rigorous peer-review process, but instead offers a way to reach more diverse audiences and to raise public awareness about scientific problems [5,10,11].

From an economic perspective, the following four different business models of crowdfunding can be distinguished, depending on what donors receive in return for their financial contributions: donation-based crowdfunding (no return on investment expected), reward-based crowdfunding (optional nonmonetary returns), lending-based crowdfunding (return of the funds, possibly with interest), and equity-based crowdfunding (future profit of the venture is shared) [7-9,12]. Crowdfunding campaigns aiming to foster medical research are often reward-based [9]. Although reward-based crowdfunding can involve prepurchasing a newly developed product, it is understood here as donating in return for nonfinancial potentially experiential rewards of little economic, but rather symbolic, nontradable value [8,9].

Since the model requires a two-sided market, almost all instances of internet-based crowdfunding fundamentally depend on crowdfunding platforms that act as intermediaries linking fundraisers to potential funders [7,13]. These platforms are essential to create a trustworthy environment in which donors feel secure enough to exchange money for rewards [14]. They also provide a space to describe the project, facilitate communication with potential donors, and help to run the campaign while ensuring standardized processes [7].

During brain tumor surgery, distinguishing tumor tissue from the surrounding healthy tissue remains a challenge. An ideal technology would noninvasively and reproducibly visualize tumor tissue, without time loss in real-time and without harming the surrounding brain. Although technologies, such as 5-aminolevulinic acid fluorescence, are useful to visualize a subset of tumors during surgery [15], as yet it has not been possible to develop a technology applicable to all intrinsic tumors of the brain. We therefore decided to shift the focus from direct identification of tumor tissue to visualization of the microstructure of the brain. Fiber tracts are a hallmark of the white matter of the brain and cannot be seen in tumor tissue. A technology that identifies fiber tracts during surgery would thus allow the surgeon to differentiate between tumor tissue and healthy brain. In order to catalyze interdisciplinary research in this field and to foster the development of an optical instrument that interfaces with current state-of-the-art microscopes to improve the visualization of brain tumor boundaries, we initiated a global, crowdsourced, scientific competition. The aim of the crowdfunding campaign described here was to raise the prize money as an incentive for the above-mentioned crowdsourcing competition.

To our knowledge, this is the first report on an internet-based crowdfunding campaign for clinical neuroscience to be published in a medical journal. Here, we describe our experience with crowdfunding to finance a neuroscience project and analyze its strengths and the challenges.

Methods

Crowdfunding Campaign

The campaign was launched on the Science Booster Channel of wemakeit, a leading Swiss crowdfunding platform, on August 3, 2017 [16] (Figure 1). The funding target was set at 50,000 Swiss francs (CHF; roughly equivalent to US $50,000 at the time of the campaign), and the duration of the campaign was 47 days. Depending on how much they donated, donors could choose from 12 different rewards or decide to forgo the reward. Material rewards included project t-shirts, thank-you cards and plasters designed explicitly for this campaign, a bestseller novel signed by the team of physicians, and a unique work of art created exclusively for the purpose of this campaign that was donated by the artist. Experiences on offer included a visit to an artist’s studio, an invitation to the scientific conference to be held at the end of the crowdsourcing competition, a guided tour of the neurosurgical department, neurosurgical training in the skills lab, a one-day visit to the neurosurgical department with the opportunity to shadow physicians, and a dinner with the team of physicians. Donors were classified according to their relationship to the crowdfunding team as (1) friends and family members, (2) work colleagues, (3) patients (and their relatives), (4) unknown, and (5) anonymous.
Media Activity

Owned (websites and social media) and earned media (press releases and news articles) were used to raise public awareness about the campaign. A website was created specifically for the purpose of this crowdfunding and the subsequent crowdsourcing campaign [17]. A 3-minute explanatory video was produced and published on wemakeit, as well as on the YouTube channel of our hospital group (Multimedia Appendix 1) [18]. The video featured three brain tumor patients and had an overall production time of 60 hours. Involvement of social media required daily attention. A total of 31 posts and tweets were published on Facebook, Instagram, and Twitter during the course of the campaign. Two press releases on August 03 and September 19, 2017, resulted in the publication of 14 media reports (print, online, and radio) at the beginning (eight reports on August 03 and six reports on August 04), and nine media reports (print and online) at the end of the campaign. During the campaign, a report was printed in the largest Swiss newspaper 20 Minuten (on August 08, 2017), supplemented by a sponsored short article that continued to be featured in the electronic version of the newspaper throughout the week of August 18 to August 24 (a pro-bono donation made by the news portal). A contribution to the newsletter of the European Association of Neurosurgical Societies was also submitted. Finally, regular updates were published on the websites of our hospital group, our university hospital, our neurosurgical department, and our cancer center.

Statistical Analysis

IBM SPSS Statistics Version 25 (IBM Corp) was used for all statistical analyses and for the creation of the graphs. A Kruskal-Wallis H test was performed to compare total donations per day across the seven campaign weeks, as well as to compare the size of individual donations between donor groups with different relationships to the crowdfunding team. Bonferroni correction was used to adjust for multiple post-hoc comparisons.
A Mann-Whitney U test was performed to investigate the effect of publicity in the newspaper 20 Minuten (August 08 to August 17 vs August 19 to August 25). A Pearson chi-squared test was performed to assess the correlation between reward type and type of relationship, while Goodman and Kruskal tau served to determine the extent of the bidirectional interdependence. Statistical significance was set at $P < .05$.

**Results**

On campaign day 30 (August 31, 2017), the funding goal of CHF 50,000 was reached (Figure 2). The crowdfunding campaign ended after the predefined duration of 47 days. A total of CHF 69,109 (contributed by 235 donors) was raised, exceeding the target of CHF 50,000 by 38.22%. Our expenditures were as follows: CHF 6911 for the crowdfunding platform (10.00% of the total revenue), CHF 4839 for the production of the video, CHF 1736 for the purchase of the material rewards, and CHF 280 for web services, resulting in a total revenue of CHF 55,443. Of this total, CHF 50,000 was used as prize money for the crowdsourcing campaign, and the rest (CHF 5,443) was used for the organization of the final crowdsourcing conference, during which the finalists described their solution to the public and competed for the prize.

![Cumulative sum of daily donations across the 7 weeks of the HORAO campaign. The dotted horizontal line indicates the funding goal of Swiss francs (CHF) 50,000 was reached on day 30, triggering the contribution of an additional CHF 10,000 by Gebert Rüf Stiftung (asterisk). The dashed vertical lines delimit the 7-day period during which an article on the project was featured in the electronic version of the newspaper 20 Minuten (days 16-22 of the campaign).](image)

Our crowdfunding campaign received CHF 10,000 in additional support from the Science Booster Channel of wemakeit thanks to a generous grant from Gebert Rüf Stiftung (Projekt-Nr. GRS-040/15) upon reaching the predetermined target. This additional prize money has been excluded from the analysis of the funding campaign (ie, 100% always refers to CHF 59,109).

Donations per day tended to be higher in the first four than in the last two weeks of the campaign (Kruskal-Wallis H test: $P = .03$). However, after adjusting for multiple comparisons, none of the differences remained statistically significant. The first week was the most successful (during which 35.84% [CHF 21,185] of the total sum of CHF 59,109 was raised), followed by the fifth week (CHF 12,171, 20.59%) (Table 1). Twenty-two percent of the total sum was raised on day 2 alone, followed by 19% on day 30 and 10% on day 3. On five of the 48 days, no donations were made, and four out of these five days were in the final three weeks. During the 7 days when our project was featured in the print version (August 19) and in the electronic version of the newspaper 20 Minuten (August 19 to August 25), the sum of total donations was approximately 50% higher (CHF 4173) than during the preceding 7 days (August 11 to August 17; CHF 12,229 vs CHF 8056). Additionally, the number of individual donations per day was higher in the second week (median 11, IQR 8 vs median 3, IQR 4; $P = .01$), although the value of total donations per day did not significantly differ between the two weeks (median CHF 1090, IQR 4426 vs median CHF 600, IQR 1660; $P = .17$). In addition, the contributions from
both anonymous donors and those whose relationship to the crowdfunding team was unknown peaked during these 7 days (August 19 to August 25; 55% of total donations). These donors had accounted for only 28% of donations in the 7 days before the publicity in 20 Minuten. The online version of the article generated a total of 25,911 views (869–5595 views per day). There was a strong correlation between the number of views per day and the total number of donations made on that day \((r=0.94, P<.001)\) (Figure 3). On average, 368 clicks generated one extra donation (average donation: CHF 61). The news portal offered this online exposure free of charge as a donation, and its commercial value was estimated at approximately CHF 20,000.

Table 1. Descriptive statistics of donations per day over the 7 weeks.

<table>
<thead>
<tr>
<th>Week</th>
<th>Median per day (CHF(^a))</th>
<th>Mean per day (CHF)</th>
<th>Maximum per day (CHF)</th>
<th>Sum per week (CHF) (N=59,109), value (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (August 03 to August 09)</td>
<td>661</td>
<td>2648</td>
<td>12,598</td>
<td>21,185 (35.84)</td>
</tr>
<tr>
<td>2 (August 10 to August 16)</td>
<td>570</td>
<td>610</td>
<td>1631</td>
<td>4272 (7.23)</td>
</tr>
<tr>
<td>3 (August 17 to August 23)</td>
<td>560</td>
<td>1432</td>
<td>4970</td>
<td>10,025 (16.96)</td>
</tr>
<tr>
<td>4 (August 24 to August 30)</td>
<td>937</td>
<td>1318</td>
<td>4097</td>
<td>9228 (15.61)</td>
</tr>
<tr>
<td>5 (August 31 to September 06)</td>
<td>230</td>
<td>1739</td>
<td>11,211</td>
<td>12,171 (20.59)</td>
</tr>
<tr>
<td>6 (September 07 to September 13)</td>
<td>125</td>
<td>183</td>
<td>500</td>
<td>1284 (2.17)</td>
</tr>
<tr>
<td>7 (September 14 to September 18)</td>
<td>100</td>
<td>129</td>
<td>320</td>
<td>644 (1.09)</td>
</tr>
</tbody>
</table>

\(^a\)CHF: Swiss francs.

Figure 3. Correlation between the number of clicks per day and the total number of donations made on that day, for the 7 days during which HORAO was featured in the electronic version of the newspaper 20 Minuten as well as the 7 days before \((r=0.94, P<.001)\). Points represent individual days. On average, 368 clicks triggered one extra donation (average value of donation: Swiss francs [CHF] 61.40), corresponding to a mean donation of CHF 0.17 per click.

Of the groups with a known relationship to the crowdfunding team, the one comprising patients (and their relatives) made the largest contribution to the funds (30.17%), followed by the groups of friends and family members, anonymous donors, and
work colleagues (Table 2). Donors whose relationship to the crowdfunding team was unknown contributed the largest proportion of all funds raised (32.04%).

The median donation value per donor was significantly higher for the group of patients (and their relatives) (CHF 200, IQR 90) than for anonymous donors (CHF 50, IQR 80; \( P = .001 \)) and for donors whose relationship to the crowdfunding team was unknown (CHF 87, IQR 140; \( P < .001 \)).

Similar percentages of the funding came from donors who selected experiences (25.33%) and those who selected material rewards (25.93%), but most funding (48.74%) came from donors who forwent a reward (Table 2). In terms of the 12 individual rewards offered, most funding came from donors who selected the neurosurgical training in the skills lab (total CHF 7215), followed by those who selected the t-shirt (total CHF 4640), the work of art (CHF 4000), and the invitation to the scientific conference to be held at the end of the crowdsourcing competition (total CHF 3750). As far as it is possible to tell, donations came from 11 countries spread across three continents (Europe, North America, and Asia) (Table 2). The vast majority of funds came from donors based in Switzerland (82.33%), while the geographic location of 29.1% of donors (68/234) contributing 12.33% of the total donation sum was unknown.

Table 2. Characteristics of donations.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Donation (CHF(^a))</th>
<th>Value, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Relationship</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients and their relatives</td>
<td>17,820.00</td>
<td>30.17%</td>
</tr>
<tr>
<td>Unknown</td>
<td>18,922.69</td>
<td>32.04%</td>
</tr>
<tr>
<td>Friends</td>
<td>9288.00</td>
<td>15.73%</td>
</tr>
<tr>
<td>Colleagues</td>
<td>6028.00</td>
<td>10.21%</td>
</tr>
<tr>
<td>Anonymous</td>
<td>7001.00</td>
<td>11.85%</td>
</tr>
<tr>
<td>Total</td>
<td>59,059.69</td>
<td>100.00%</td>
</tr>
<tr>
<td><strong>Type of reward</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Material</td>
<td>15,315.69</td>
<td>25.93%</td>
</tr>
<tr>
<td>Experiences</td>
<td>14,958.00</td>
<td>25.33%</td>
</tr>
<tr>
<td>Gift declined</td>
<td>28,786.00</td>
<td>48.74%</td>
</tr>
<tr>
<td>Total</td>
<td>59,059.69</td>
<td>100.00%</td>
</tr>
<tr>
<td><strong>Country of origin</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>48,624.00</td>
<td>82.33%</td>
</tr>
<tr>
<td>Great Britain</td>
<td>1047.00</td>
<td>1.77%</td>
</tr>
<tr>
<td>Singapore</td>
<td>876.00</td>
<td>1.48%</td>
</tr>
<tr>
<td>Germany</td>
<td>272.69</td>
<td>0.46%</td>
</tr>
<tr>
<td>United States</td>
<td>259.00</td>
<td>0.44%</td>
</tr>
<tr>
<td>Greece</td>
<td>250.00</td>
<td>0.42%</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>200.00</td>
<td>0.34%</td>
</tr>
<tr>
<td>Lebanon</td>
<td>160.00</td>
<td>0.27%</td>
</tr>
<tr>
<td>Austria</td>
<td>50.00</td>
<td>0.08%</td>
</tr>
<tr>
<td>Poland</td>
<td>20.00</td>
<td>0.03%</td>
</tr>
<tr>
<td>Liechtenstein</td>
<td>20.00</td>
<td>0.03%</td>
</tr>
<tr>
<td>Unknown</td>
<td>7281.00</td>
<td>12.33%</td>
</tr>
<tr>
<td>Total</td>
<td>59,059.69</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

\(^a\)CHF: Swiss francs.

Discussion

Principal Results

Can neuroscientists use internet-based crowdfunding to kick-start new projects? The HORAO (from ancient Greek “to see with one’s mind”) campaign was able to reach its funding goal of CHF 50,000 within a month. Ultimately, we received 138% of the target (CHF 69,109) from 235 donors. This success is somewhat contradictory to the experiences reported in the scientific literature suggesting that crowdfunding can hardly yield sums larger than US $10,000 [4,10,11] and that similar to traditional funding agencies, donors are hesitant about
supporting innovative projects [19]. What are the specific aspects of our campaign that could have contributed to its success?

**Contributors**

The principle of crowdfunding consists of a large number of individuals contributing generally small amounts each. In our campaign, the group of donors whose relationship to the crowdfunding team was unknown contributed more funding than any of the other groups. However, the efforts made to reach out to the crowd were substantial. For instance, the financial cost of the sponsored 1-week online newspaper campaign would likely have exceeded the additional donations it brought in, if we had to pay for it. Hence, while we believe that reaching out to the crowd through news media and online portals will help to attain the funding goals, it is unlikely to be profitable if market prices have to be paid.

Patients and their relatives contributed the largest amount of funds. Given that patients and their relatives might one day themselves benefit from the success of our campaign, this finding comes as no surprise. Nevertheless, our results contradict a conclusion from a crowdfunding study on more general product marketing that compared the effectiveness of different types of appeal in raising money for product development [20]. This study found that product benefits to donors do not seem to be the most effective strategy. The incentive to donate money seems to obey different laws when it comes to life-threatening diseases such as cancer. Hence, we believe that identifying potential donors with a specific personal interest in the field of research is a key step toward ensuring the success of crowdfunding campaigns for medical research. Contacting specific interest groups, such as patient organizations with an interest in brain tumor treatment, might have attracted further donations. However, in our campaign, we refrained from contacting patients and their relatives directly and from encouraging them to donate in any way to avoid raising ethical concerns. Patients might otherwise get the false impression that failure to donate could entail negative consequences for their treatment.

Most of the funds raised during the first 2 weeks came from our existing network, consisting of not only friends, family, and work colleagues, but also patients and their relatives. However, unknown donors also started to contribute from the very first week. Our findings thus agree with the general observation that the initial donations in crowdfunding campaigns typically stem from the project creators’ own social networks [21,22]. However, our findings differ somewhat from those of an eHealth study on congenital heart disease, where unknown donors only started to contribute after observing some initial funding success [21]. We believe that the continuous preliminary campaign with attention-grabbing videos on social media in the weeks preceding the start of the crowdfunding campaign was responsible for the early buy-in by unknown donors. Hence, while it takes more effort to convince unknown donors to contribute, preliminary activities on social media might prime these potential donors to recognize the quality of the campaign, prompting them to donate earlier. The fact that at least 82% of our total funding came from donors located in Switzerland reconfirms the “home bias,” which is characteristic of crowdfunding transactions, that is, the crowd tends to support funders located in proximity to themselves [13]. Overall, our results confirm the importance of a large social network, which in this case included not only family and friends, but also patients, for success in obtaining funding.

**Timeline of Contributions and the Influence of the Media**

Donations did not follow a linear pattern throughout the campaign. Instead, we observed a pronounced peak at the beginning, which is best explained by the actions of donors from our own network who had been primed for the campaign and donated once it started. In addition, we observed an increase in donation activity once the funding goal came within reach, presumably because this led hesitant donors to feel confident about the success of the campaign. The timeline of our donations replicates the U-shaped pattern according to which donors support campaigns preferably at their start and when funding approaches the target sum [23]. Hence, the dry period after the initial peak in funding requires additional effort. Our strategy of bridging the dry period with a second media campaign was successful to a certain extent.

It is difficult to assess the effect of the 14 media reports published on August 03 and August 04, 2017, since these coincided with the launch of the HORAO campaign. The article that appeared in both print and online versions during week three of the campaign resulted in a peak in contributions from both unknown and anonymous donors lasting several days, and thus, undoubtedly revived contributions from donors outside our own social network. In the literature, social media activity is reported to correlate with fundraising success, but the strength of this effect seems to depend on the type of campaign (creative, social, or entrepreneurial) [24]. To summarize, preparation of material to maintain a media presence is time-consuming and requires extra effort (eg, to create explanatory videos), but can help to bridge the slack period.

Since more than half of our funding goal (CHF 26,000) was contributed by the five largest donations and these were made by individuals from five different groups (all but the “unknown”), it is not possible to conclude that any one group would have been more critical to the success of our campaign than another. Most likely, our results demonstrate that the personal experience of affected patients and their relatives, in combination with their personal relationship to a physician launching a crowdfunding campaign, can be a powerful incentive to donate.

A study investigating the strategies and communication tools of reward-based crowdfunding campaigns identified the following three different paths to funding success, dependent on the type of project: “communicator,” “networker,” and “self-runner” strategies [12]. Self-runner projects catch the attention of the crowd, including the media, all by themselves, so rewards are hardly needed to attract backers. By contrast, communicator projects are rather weak by themselves, and their success depends on concerted efforts in online marketing and public relations as well as well-chosen rewards. Networker projects rely more on the personal network of the funders than
communicator projects do, and rewards are essential to attract the personal network, while the information will then automatically flow to the general public, making web presence superfluous. Although a sufficient number of donors is a prerequisite for funding success independent of the path, social media activity is critical only in two of the three paths (communicator and networker). In these cases, the attention the crowd can pay to the projects is not sufficient at the outset, so regularly updated information is needed to maintain their interest. Moreover, rewards and web presence are thought to substitute for one another. It is conceivable that for patients and their relatives, our campaign was a “self-runner” project, whereas networking and regular communication were critical in attracting donors who did not have a personal link to the problem at stake.

Selecting the Right Rewards

It is difficult to assess whether we selected the right rewards. None of the rewards clearly stood out in terms of funding success, and both experiential and material rewards contributed similarly to overall funding success. When choosing the number of rewards, we followed the recommendation in the literature, which had shown an inverted U-shaped relationship between the number of rewards offered in a crowdfunding campaign and the number of donors attracted (a moderate number of rewards is preferable to a lengthy list) [25]. Every third donor (35%) chose to forgo the reward, and half of our total funding was contributed by donors who did not claim any rewards. Our results seem to emphasize the importance of donors who do not require any incentives at all, presumably because our project represented an issue that is close to their heart.

Crowdfunding Versus Traditional Funding

We assumed that because our project is largely application-oriented, it is not the type of project favored by traditional funding instruments. Moreover, as a strategically innovative and thus high-risk project, the chances of obtaining traditional funding are low [4]. For these reasons, we decided to address the crowd with our request. The ever-increasing competition for traditional (typically governmental) sources of project funding is the primary reason why project creators turn toward crowdfunding as an alternative way to obtain financing [4,11]. Crowdfunding offers the potential to reach a much broader and more diverse audience than traditional funding applications [10]. Besides the obvious benefit of obtaining funds, involving the crowd has the potential to bring more transparency into the mechanisms of science funding, as well as ideally building a lasting community and raising awareness [10].

New Skills Needed

One of the main challenges of this project was to explain a specific scientific problem to the crowd, which requires a different communication strategy and different presentation skills from those needed to write grant applications for peer-reviewed funding [4]. Potential donors are likely to spend less time studying a project description and to have less pre-existing knowledge about this research area than peer reviewers, resulting in knowledge asymmetry [26]. Hence, the project description must be easily comprehensible and presented concisely in layman’s terms. The ability of scientists to engage with the crowd and build an audience around their project is one of the most quoted factors in successful scientific crowdfunding [4,26]. In addition to more factual written descriptions, short videos provide the narrative that captures the attention of a potential donor and helps to evoke emotions that trigger donations [10]. Coaching by crowdfunding professionals from the commercial crowdfunding platform (wemakeit) and by other scientists who had run crowdfunding campaigns was crucial in enabling us to identify and acquire the necessary skill set.

Outlook

Research studies have attempted to establish crowdfunding as one form of entrepreneurial, technology, or science-related financing; however, little is known about the sustainability of crowdfunding projects. Crowdfunding can be split into the following two stages: funding and implementation [27]. A campaign’s success in reaching its funding goal does not necessarily guarantee success in project implementation. While in traditional funding processes, peer review is supposed to channel funding to the most promising projects, concerns have been raised about the scientific quality and sustainability of successfully crowdfunded science projects [5]. On the other hand, projects supported by the crowd might contribute to scientific outcomes more tailored to the needs of the general public than projects selected by the inherently biased opinion of a small number of peer reviewers. As opposed to the extensively studied funding stage, very little research has been published on the implementation of crowdfunding projects [27]. Further studies are needed to investigate the performance of scientific and technological ventures after successful crowdfunding, as well as the impact of crowdfunding on science in general.

Limitations

The external validity of our results may be limited. Campaign success depends on the size of the team’s social network and on the specific goal. Cancer-related issues may trigger stronger emotions than other neuroscientific topics, which might have contributed to the success of the present campaign. Some benefits, such as promotion on the news portal and support from the foundation, are because of the project’s novelty. In addition, the success of our campaign should not be seen as proof of the scientific value of our endeavor.
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Abstract

Background: Late HIV diagnosis remains frequent among the gay, bisexual, and other men who have sex with men (GBMSM) population across Europe. HIV self-sampling could help remove barriers and facilitate access to testing for this high-risk population.

Objective: We assessed the capacity of HIV self-sampling to increase the testing frequency among GBMSM living in Denmark, Germany, Greece, Portugal, and Spain, and evaluated the role of new technologies in the result communication phase.

Methods: We analyzed a convenience sample of 5019 GBMSM with prior HIV testing experience who were recruited during 2016 through gay dating websites. We estimated the proportion of GBMSM who reported that the availability of self-sampling would result in an increase of their current testing frequency. We constructed a Poisson regression model for each country to calculate prevalence ratios and 95% CIs of factors associated with an increase of testing frequency as a result of self-sampling availability.

Results: Overall, 59% (between country range 54.2%-77.2%) of the participants considered that they would test more frequently for HIV if self-sampling was available in their country. In the multivariate analysis, the increase of testing frequency as a result of self-sampling availability was independently associated with reporting a higher number of unprotected anal intercourse events in all countries except for Greece. Independent associations were also observed among GBMSM who were not open about their sex life in Germany, Greece, Portugal, and Spain; those with a lower number of previous HIV tests in Denmark, Greece, Portugal, and Spain; and those with a higher number of previous HIV tests in Germany.
and Spain; and for those that took their last test more than 3 months previously in Germany, Portugal, Romania, and Spain. In addition, 58.4% (range 40.5%-73.6%) of the participants indicated a preference for learning their result through one-way interaction methods, mainly via email (25.6%, range 16.8%-35.2%) and through a secure website (20.3%, range 7.3%-23.7%). Almost two thirds (65%) of GBMSM indicated preferring one of these methods even if the result was reactive.

**Conclusions:** Availability of HIV self-sampling kits as an additional testing methodology would lead to a much-needed increase of testing frequency, especially for the hidden, high-risk, and undertested GBMSM population. Online-based technologies without any personal interaction were preferred for the communication of the results, even for reactive results.

doi:10.2196/21268
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**Introduction**

HIV remains a significant public health problem in Europe. In 2017, 26,614 individuals were diagnosed as having HIV in the European Union/European Economic Area. Sex between men remains the most common transmission route and accounts for half of all new diagnoses [1]. A keystone of international strategies designed to curtail the HIV epidemic is to expand testing to reduce the undiagnosed fraction of the epidemic [2,3]. Estimates in 2018 indicated that there were 776,086 and 31,427 people living with HIV in western and central Europe, 13% and 17% of whom remained undiagnosed, respectively [4]. Delayed diagnosis remains common across Europe, and 53% of all new diagnoses are made at a late stage of infection (CD4 count of <350 mm$^3$). Although gay, bisexual, and other men who have sex with men (GBMSM) are less affected by a delayed diagnosis in relative terms (41.0%), they comprise the group with the highest absolute number of delayed diagnoses [1].

The promotion of HIV testing is in fact a vital point of the 90-90-90 UNAIDS plan to end the AIDS epidemic. According to this plan, by 2030, 90% of all people living with HIV should have a diagnosis, 90% of the diagnosed population should be on treatment, and 90% of these should achieve viral suppression [2]. The benefits of promoting earlier diagnosis are two-fold. From a public health perspective, testing enables early access to highly active antiretroviral therapy that leads to the reduction of viral load and onward transmission [5]. Receiving an HIV diagnosis also leads to short-term behavioral changes, and individuals tend to reduce their engagement in sexual risk behaviors [6]. From the patient perspective, early diagnosis has benefits of reducing morbidity and mortality [7,8]. In fact, if HIV is diagnosed and treated early, the life expectancy is similar to that of the general population [8].

In light of the importance of HIV testing, several strategies have been implemented in the last decade both in clinical and nonclinical settings [9,10]. In the case of GBMSM, recommendations are that they should be tested at least every 12 months [11]; however, a large proportion of this population still does not meet the proposed testing frequency in Europe [12]. Thus, there is still room for improvement. One of the strategies that has been rolled out to promote earlier diagnosis is HIV self-sampling, also known as home sampling or postal sampling. In this testing methodology, an individual collects his/her own blood or saliva sample using a suitable kit. The sample will then be posted to a designated laboratory for processing. Results are then delivered by phone, text message, online, or face to face.

With the exception of examples in the United Kingdom [13], Belgium [14,15], and Spain [16], this strategy has rarely been studied in Europe [17], and its capacity for increasing the HIV testing frequency among GBMSM remains unknown. Additionally, a key element that needs to be factored in when considering the introduction of self-sampling as an additional testing strategy is the preference regarding methods of result communication and if it would change depending on the result received. This aspect has never been studied and would help to shape the design of this testing strategy to the different national scenarios so as to achieve optimal linkage to HIV care.

In this study, we analyzed how self-sampling would contribute to the increase of testing frequency among GBMSM who were recruited online in 6 European countries where this testing option is yet to be introduced at a national scale. Additionally, we assessed the preferred methods of communicating test results taking into account the reactivity of the self-tested sample.

**Methods**

**Design**

In the context of the EURO HIV EDAT project (Operational Knowledge to Improve HIV Early Diagnosis and Treatment Among Vulnerable Groups in Europe; Grant Agreement number 2013 11 01), we conducted an online cross-sectional study in 8 European countries (Belgium, Denmark, Greece, Germany, Portugal, Romania, Slovenia, and Spain) between April and December 2016. The working team included members of academia and local organizations that ran community-based voluntary counseling and testing sites. Further information on this project can be found elsewhere [18]. The project received approval of the Ethical Committee of Investigation and Animal Welfare of the Instituto de Salud Carlos III (CEI PI 52_2015-v2) and Hospital Germans Trias i Pujol (PI-14-106).

**Recruitment Procedures**

We aimed at recruiting a large convenience sample of GBMSM. The dissemination of an open survey was largely performed through GBMSM geospatial dating apps and websites that were previously identified by the local community-based voluntary testing sites.
counseling and testing organizations in each participating country. Likewise, we made an effort to disseminate the survey in websites of GBMSM-oriented associations and supportive organizations. Advertisement was performed through banners, direct messages, and mailing lists. Those who clicked on the promotional banner or link were directed to an introductory screen that included brief information on the aims of the project, its anonymity, funding, and the partners involved. It also included a link to the EURO HIV EDAT project website for those interested in more information. To ensure complete anonymity, no cookies or internet protocols were collected. Participation was voluntary and those who decided to go ahead gave their informed consent by checking a box with the message “I have read and understood the above information, in the country I live in I am old enough to legally have sex, and I want to participate” before moving on to the first question. No incentives were offered for participation.

Inclusion and Exclusion Criteria
A total of 5799 HIV-negative GBMSM who resided in one of the participating countries accessed the questionnaire. We excluded 496 participants who had missing data on the question assessing our main outcome (potential of self-sampling to increase current testing frequency). Thus, the response rate was 91.45% (5303/5799). Additionally, we had to exclude participants from Slovenia (n=175) and Belgium (n=109) since the chosen dissemination websites in these two countries were not appropriately efficient, and the sample size was insufficient to run the multivariate analysis. Our final sample therefore comprised 5019 GBMSM from 6 countries.

Data Collection Instrument
Data were collected through a self-administered online questionnaire. The questionnaire was designed in English and translated to the language of each of the analyzed countries: Danish, German, Greek, Portuguese, Romanian, and Spanish. The translation was carried out by the partners of each participating country, all of whom were native speakers. Upon completion, questionnaires were back-translated using Google Translate to check for mistakes and inconsistencies with the English version.

The questionnaire included 90 items (1 item per page) although not every participant had to answer all questions. The completion time was approximately 20 minutes, which included sections to assess sociodemography, HIV testing history, outness about sex life with other men, sexual risk behaviors, and past diagnosis of sexually transmitted infections. To assess outness, we asked the participants “How would you describe the way you live your sex life with men?” This question had four response options: “openly,” “discreetly,” “hidden,” “in total secrecy.” The questionnaire also included a section that assessed several aspects related to HIV self-sampling. Before starting this section, the following definition was presented to participants: “Regarding self-sampling, sometimes referred to as ‘Postal Tests,’ you use a ‘kit’ to take either a blood or a saliva sample. This will then be posted to a laboratory for analysis and the results will be fed back to you.” Our main outcome was the potential of self-sampling to increase current testing frequency, which was assessed through the following question: “If HIV self-sampling was to be made available, you would test…?”, (1) more times/more frequently than now, (2) about the same, or (3) less than now. This question was answered only by HIV-negative GBMSM.

We also assessed the role of new technologies in the delivery of test results using the following question: “When the laboratory has your results, how would you like to receive them?” Participants could choose one of the following answers: (1) by email, (2) through a secure website, (3) By SMS text messaging, (4) through a face-to-face consultation at a medical office, (5) through a face-to-face consultation at a community-based organization or a nongovernmental organization, (6) by phone call, and (7) other. Those who chose options 1 to 3 were also asked: “What if the result was reactive, how would you prefer to receive it then?” They then had to choose between the following options: (1) I would choose the same option, (2) I would rather receive a phone call, (3) I would rather attend a face-to-face consultation at a medical office, (4) I would rather attend a face-to-face consultation at a community-based organization, and (5) other. Respondents were able to review and change their answers through use of a “Back” button. The contents of the instrument can be found in Multimedia Appendix 1. Data collection was anonymous (no questions including personal identification were included) and confidential. Before the launch, the questionnaire was piloted and revised by partners from all countries. No randomization of questionnaire items was performed.

Data Analysis
We performed a descriptive analysis of the main characteristics of the sample by country of residence. The data for the total number of participants were weighted to adjust for the disproportionate distribution of the sample by country of recruitment. Weighting coefficients were calculated using the male population between 18 and 65 years old living in the participating countries in 2016. Data were extracted from EUROSTAT [17]. Only weighted percentages are presented for the weighted total population.

For each country, we calculated the prevalence of participants who reported that the availability of HIV self-sampling kits would result in an increase of their testing frequency by relevant sociodemographic, behavioral, and HIV testing history variables. To estimate the factors associated with an increase of the testing frequency due to HIV self-sampling, we conducted a Poisson regression with robust variance multivariate analysis to estimate the crude and adjusted prevalence ratios (PRs) with their 95% CIs. A multivariate model was built for each country. We chose Poisson regression with robust variance because it is a better alternative than logistic regression when working with frequent outcomes [19,20]. We initially included all of the relevant variables with a significance level ≤.20 and used the minimum Akaike information criterion and the minimum Bayesian Schwartz information criterion for model comparisons and to select the optimal model.

Finally, we assessed the preferred methods of result communication by country. We grouped methods in two groups depending on the information flow they allowed: (1) unidirectional methods, in which communication flows only
toward the user with no possibility of asking questions or giving
direct feedback (email, secure website, SMS text messaging); and (2) bidirectional methods, in which communication can
flow two ways (medical office, community-based organizations/nongovernmental organizations, phone call).

For those who chose a unidirectional method, we estimated the proportion that would have chosen the same testing method
even if the result was reactive. Data on the total number of participants were also weighted using the aforementioned method.

Results

Participant Characteristics

The main demographic and HIV-related characteristics are summarized in Table 1. Among the total 5019 participants, 72.4% were between 25-49 years of age and 90.5% were born in their current country of residence. Approximately one third lived in cities with under 100,000 inhabitants, ranging from 26.4% (132/499) in Greece to 46.8% (247/528) in Portugal, and 47.3% had not finished a university degree at the time of the survey, ranging from 32.8% (165/503) in Greece to 56.5% (530/938) in Germany.

Overall, 20.2% of the participants indicated that they kept their sex life with other men hidden or in total secrecy, with the lowest proportion in Denmark and the highest in Romania. Regarding sexual risk indicators, 64.2% reported having had unprotected anal intercourse in the last 12 months with at least one partner, ranging from 48% (172/358) in Greece to 76.5% (186/243) in Denmark, and 41.8% had previously been diagnosed with a sexually transmitted infection, ranging from 31.2% (60/192) in Romania to 55.2% (134/243) in Denmark.

Overall, 19.9% self-reported having been tested for HIV at least once in the past, ranging from 13.1% (42/320) in Denmark to 28% (86/307) in Romania, and 39.1% had received their last test more than 12 months previously, ranging from 27% (136/502) in Greece to 43.1% (404/938) in Germany.
Table 1. Sociodemographic profile, outness, sexual behaviors, history of sexually transmitted infections (STIs), and testing history of the participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Denmark (N=320), n (%)</th>
<th>Germany (N=941), n (%)</th>
<th>Greece (N=503), n (%)</th>
<th>Portugal (N=551), n (%)</th>
<th>Romania (N=307), n (%)</th>
<th>Spain (N=2417), n (%)</th>
<th>Totalb (N=5019)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25</td>
<td>35 (10.9)</td>
<td>57 (6.1)</td>
<td>79 (15.7)</td>
<td>46 (8.7)</td>
<td>44 (14.3)</td>
<td>255 (10.6)</td>
<td>9.1</td>
</tr>
<tr>
<td>25-29</td>
<td>48 (15.0)</td>
<td>108 (11.5)</td>
<td>78 (15.5)</td>
<td>66 (12.4)</td>
<td>59 (19.2)</td>
<td>395 (16.3)</td>
<td>14.1</td>
</tr>
<tr>
<td>30-34</td>
<td>41 (12.8)</td>
<td>132 (14.0)</td>
<td>81 (16.1)</td>
<td>84 (15.8)</td>
<td>64 (20.8)</td>
<td>388 (16.1)</td>
<td>15.5</td>
</tr>
<tr>
<td>35-39</td>
<td>54 (16.9)</td>
<td>149 (15.8)</td>
<td>111 (22.1)</td>
<td>95 (17.9)</td>
<td>45 (14.7)</td>
<td>364 (15.1)</td>
<td>16.0</td>
</tr>
<tr>
<td>40-49</td>
<td>93 (29.1)</td>
<td>276 (29.3)</td>
<td>104 (20.7)</td>
<td>139 (26.2)</td>
<td>62 (20.2)</td>
<td>636 (26.3)</td>
<td>26.8</td>
</tr>
<tr>
<td>≥50</td>
<td>49 (15.3)</td>
<td>219 (23.3)</td>
<td>50 (9.9)</td>
<td>101 (19.0)</td>
<td>33 (10.7)</td>
<td>379 (15.7)</td>
<td>18.5</td>
</tr>
<tr>
<td><strong>Place of birth</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In country of current residence</td>
<td>275 (86.2)</td>
<td>844 (90.5)</td>
<td>475 (97.3)</td>
<td>463 (87.5)</td>
<td>299 (98.0)</td>
<td>2076 (86.8)</td>
<td>90.5</td>
</tr>
<tr>
<td>Europe</td>
<td>26 (8.2)</td>
<td>58 (6.2)</td>
<td>7 (1.4)</td>
<td>17 (3.2)</td>
<td>4 (1.3)</td>
<td>100 (4.2)</td>
<td>4.7</td>
</tr>
<tr>
<td>Other</td>
<td>18 (5.6)</td>
<td>31 (3.3)</td>
<td>6 (1.2)</td>
<td>49 (9.3)</td>
<td>2 (0.7)</td>
<td>215 (9.0)</td>
<td>4.8</td>
</tr>
<tr>
<td><strong>Number of inhabitants in place of residence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥1,000,000</td>
<td>111 (34.8)</td>
<td>260 (27.7)</td>
<td>269 (53.9)</td>
<td>104 (19.7)</td>
<td>87 (28.5)</td>
<td>865 (35.9)</td>
<td>31.3</td>
</tr>
<tr>
<td>100,000-999,999</td>
<td>104 (32.6)</td>
<td>336 (35.8)</td>
<td>98 (19.6)</td>
<td>177 (33.5)</td>
<td>130 (42.6)</td>
<td>844 (35.0)</td>
<td>35.2</td>
</tr>
<tr>
<td>10,000-99,999</td>
<td>66 (20.7)</td>
<td>233 (24.8)</td>
<td>98 (19.6)</td>
<td>169 (32.0)</td>
<td>58 (19.0)</td>
<td>515 (21.4)</td>
<td>23.2</td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>38 (11.9)</td>
<td>110 (11.7)</td>
<td>34 (6.8)</td>
<td>78 (14.8)</td>
<td>30 (9.8)</td>
<td>186 (7.7)</td>
<td>10.3</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper secondary education</td>
<td>140 (43.9)</td>
<td>309 (32.9)</td>
<td>72 (14.3)</td>
<td>170 (32.1)</td>
<td>84 (27.7)</td>
<td>632 (26.2)</td>
<td>29.7</td>
</tr>
<tr>
<td>Postsecondary/nontertiary education</td>
<td>11 (3.4)</td>
<td>221 (23.6)</td>
<td>93 (18.5)</td>
<td>30 (5.7)</td>
<td>35 (11.6)</td>
<td>331 (13.7)</td>
<td>17.6</td>
</tr>
<tr>
<td>University education</td>
<td>168 (52.7)</td>
<td>408 (43.5)</td>
<td>338 (67.2)</td>
<td>330 (62.3)</td>
<td>184 (60.7)</td>
<td>1450 (60.1)</td>
<td>52.6</td>
</tr>
<tr>
<td><strong>Lives sex life with men...</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Openly</td>
<td>244 (76.3)</td>
<td>498 (53.0)</td>
<td>94 (18.7)</td>
<td>107 (20.2)</td>
<td>38 (12.4)</td>
<td>1110 (45.9)</td>
<td>43.3</td>
</tr>
<tr>
<td>Discreetly/In total secrecy</td>
<td>56 (17.5)</td>
<td>267 (28.4)</td>
<td>239 (47.5)</td>
<td>285 (53.7)</td>
<td>158 (51.5)</td>
<td>977 (40.4)</td>
<td>36.4</td>
</tr>
<tr>
<td><strong>Number of partners with unprotected anal intercourse (last 12 months)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>57 (23.5)</td>
<td>255 (36.2)</td>
<td>186 (32.0)</td>
<td>136 (33.4)</td>
<td>54 (27.6)</td>
<td>692 (37.1)</td>
<td>35.8</td>
</tr>
<tr>
<td>1</td>
<td>63 (25.9)</td>
<td>208 (29.5)</td>
<td>116 (32.4)</td>
<td>127 (31.2)</td>
<td>73 (37.2)</td>
<td>613 (32.8)</td>
<td>31.4</td>
</tr>
<tr>
<td>2-4</td>
<td>66 (27.2)</td>
<td>153 (21.7)</td>
<td>43 (12.0)</td>
<td>100 (24.6)</td>
<td>49 (25.0)</td>
<td>372 (19.9)</td>
<td>21.4</td>
</tr>
<tr>
<td>≥5</td>
<td>57 (23.5)</td>
<td>89 (12.6)</td>
<td>13 (3.6)</td>
<td>44 (10.8)</td>
<td>20 (10.2)</td>
<td>190 (10.2)</td>
<td>11.4</td>
</tr>
<tr>
<td><strong>History of STI diagnosis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last 12 months</td>
<td>34 (14.0)</td>
<td>70 (10.0)</td>
<td>41 (11.6)</td>
<td>59 (14.8)</td>
<td>15 (7.8)</td>
<td>203 (11.0)</td>
<td>10.5</td>
</tr>
<tr>
<td>&gt;12 months ago</td>
<td>100 (41.2)</td>
<td>229 (32.8)</td>
<td>90 (25.6)</td>
<td>111 (27.9)</td>
<td>45 (23.4)</td>
<td>608 (32.9)</td>
<td>31.3</td>
</tr>
<tr>
<td>None</td>
<td>109 (44.9)</td>
<td>399 (57.2)</td>
<td>221 (62.8)</td>
<td>228 (57.3)</td>
<td>132 (68.8)</td>
<td>1038 (56.1)</td>
<td>58.2</td>
</tr>
<tr>
<td><strong>Number of HIV tests (ever)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>42 (13.1)</td>
<td>176 (18.7)</td>
<td>95 (18.9)</td>
<td>97 (18.3)</td>
<td>86 (28.0)</td>
<td>484 (20.0)</td>
<td>19.9</td>
</tr>
<tr>
<td>2-5</td>
<td>122 (38.1)</td>
<td>447 (47.5)</td>
<td>239 (47.5)</td>
<td>243 (45.8)</td>
<td>154 (50.2)</td>
<td>1144 (47.3)</td>
<td>47.4</td>
</tr>
<tr>
<td>6-9</td>
<td>64 (20.0)</td>
<td>148 (15.7)</td>
<td>71 (14.1)</td>
<td>87 (16.4)</td>
<td>31 (10.1)</td>
<td>382 (15.8)</td>
<td>15.2</td>
</tr>
<tr>
<td>≥10</td>
<td>92 (28.8)</td>
<td>170 (18.1)</td>
<td>98 (19.5)</td>
<td>104 (19.6)</td>
<td>36 (11.7)</td>
<td>407 (16.8)</td>
<td>17.5</td>
</tr>
</tbody>
</table>
Factors Associated With Potential of Self-Sampling to Increase Current Testing Frequency

Regarding the potential of self-sampling for increasing the current frequency of HIV testing, 59% (54.2% in Spain, 55.9% in Germany, 59.1% in Denmark, 63.0% in Greece, 66.7% in Portugal, and 77.2% in Romania) indicated that, if available in their country of residence, they would test more frequently. Proportions of participants reporting an increase of testing frequency as a result of the availability of self-sampling by relevant variables can be found in Multimedia Appendix 2.

Table 2 shows the results of the multivariate analysis performed for each of the 6 countries separately. The variables that were independently associated with the potential of self-sampling to increase testing frequency were outness about sex life with other men, number of partners with whom they had unprotected anal intercourse in the last 12 months, number of lifetime HIV tests performed, and time since their last HIV test.

With the exception of GBMSM living in Denmark and Romania, the potential of self-sampling to increase testing frequency was higher among those who lived their sex life discreetly or “hidden/in total secrecy” than among participants who were open about their sex lives.

The number of partners with whom participants reported having engaged in unprotected anal intercourse was also associated with the capacity of self-sampling to increase testing frequency in all countries except for Greece. We found significant adjusted PRs among Spain-based respondents who reported having engaged in unprotected anal intercourse with only one partner. In all countries, the adjusted PRs were statistically significant among those who reported being involved in unprotected anal intercourse with 2-4 partners and the PRs increased further among those who reported having had ≥5 partners in the last 12 months. The adjusted PR decreased with the lifetime number of HIV tests. This pattern was the same in all countries except for Germany and Romania, in which no statistical significance was found.

Finally, apart from Denmark and Greece, the potential of self-sampling to increase testing frequency was independently associated with time elapsed since the last HIV test. Compared to those tested ≤3 months ago, the adjusted PR gradually increased among GBMSM who were last tested between 3 and 12 months prior and peaked among those tested >12 months previously.
Table 2. Factors associated with a potential increase of testing frequency if self-sampling was made available.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Denmark (N=320), PR (95% CI)</th>
<th>Germany (N=941), PR (95% CI)</th>
<th>Greece (N=503), PR (95% CI)</th>
<th>Portugal (N=531), PR (95% CI)</th>
<th>Romania (N=307), PR (95% CI)</th>
<th>Spain (N=2417), PR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥50</td>
<td>1.0 (0.7-1.4)</td>
<td>1.0 (0.8-1.3)</td>
<td>1.2 (1.0-1.5)</td>
<td>1.1 (0.8-1.4)</td>
<td>1.0 (0.8-1.2)</td>
<td>1.1 (0.9-1.3)</td>
</tr>
<tr>
<td>25-49</td>
<td>1.0 (0.8-1.3)</td>
<td>1.1 (0.8-1.4)</td>
<td>1.1 (0.9-1.3)</td>
<td>1.3 (1.0-1.6)</td>
<td>1.0 (0.9-1.2)</td>
<td>1.2 (1.0-1.3)</td>
</tr>
<tr>
<td>&lt;25</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No university education</td>
<td>1.3 (1.1-1.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University education</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lives sex life with men…</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hidden/Total secrecy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.3 (1.1-1.4)</td>
</tr>
<tr>
<td>Discreetly</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.2 (1.1-1.3)</td>
</tr>
<tr>
<td>Openly</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>Number of partners with unprotected anal intercourse (last 12 months)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥5</td>
<td>1.5 (1.1-2.1)</td>
<td>1.3 (1.0-1.6)</td>
<td>—</td>
<td>1.3 (1.1-1.7)</td>
<td>1.3 (1.1-1.6)</td>
<td>1.5 (1.3-1.7)</td>
</tr>
<tr>
<td>2-4</td>
<td>1.4 (1.0-2.0)</td>
<td>1.3 (1.1-1.5)</td>
<td>—</td>
<td>1.3 (1.1-1.5)</td>
<td>1.3 (1.1-1.6)</td>
<td>1.3 (1.2-1.5)</td>
</tr>
<tr>
<td>1</td>
<td>1.1 (0.8-1.6)</td>
<td>1.1 (0.9-1.3)</td>
<td>—</td>
<td>1.1 (0.9-1.4)</td>
<td>1.1 (0.9-1.3)</td>
<td>1.1 (1.0-1.3)</td>
</tr>
<tr>
<td>None</td>
<td>1.0</td>
<td>1.0</td>
<td>—</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Number of HIV tests (ever)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.5 (1.2-2.0)</td>
<td>—</td>
<td>1.7 (1.3-2.2)</td>
<td>1.7 (1.3-2.1)</td>
<td>—</td>
<td>1.5 (1.3-1.8)</td>
</tr>
<tr>
<td>2-5</td>
<td>1.3 (1.0-1.7)</td>
<td>—</td>
<td>1.7 (1.3-2.1)</td>
<td>1.5 (1.2-2.0)</td>
<td>—</td>
<td>1.4 (1.2-1.6)</td>
</tr>
<tr>
<td>6-9</td>
<td>1.2 (0.9-1.6)</td>
<td>—</td>
<td>1.3 (0.9-1.8)</td>
<td>1.3 (1.0-1.8)</td>
<td>—</td>
<td>1.1 (1.0-1.3)</td>
</tr>
<tr>
<td>≥10</td>
<td>1.0</td>
<td>—</td>
<td>1.0</td>
<td>1.0</td>
<td>—</td>
<td>1.0</td>
</tr>
<tr>
<td>Time since last HIV test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;12 months</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.3 (1.1-1.4)</td>
</tr>
<tr>
<td>3-12 months</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.4 (1.1-1.7)</td>
</tr>
<tr>
<td>≤3 months</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.1 (1.0-1.3)</td>
</tr>
</tbody>
</table>

aPR: adjusted prevalence ratio.
bVariable not included in multivariate analysis.

Preferences Regarding Method of Test Result Communication

Table 3 presents the results of the participants’ preferences regarding the method of result communication. The majority of respondents preferred unidirectional methods of communication (email, secure website, and SMS text messaging). The preferred bidirectional method was face-to-face consultation at a medical office and the least preferred method was a phone call. Nearly two-thirds of those who chose unidirectional methods indicated that they would retain this preference over other methods even if the self-sampling result was determined to be reactive.
Table 3. Preferred HIV test result communication method in general and for a reactive result.

<table>
<thead>
<tr>
<th>Communication Method</th>
<th>Denmark (N=320), n (%)</th>
<th>Germany (N=941), n (%)</th>
<th>Greece (N=503), n (%)</th>
<th>Portugal (N=531), n (%)</th>
<th>Romania (N=307), n (%)</th>
<th>Spain (N=2417), n (%)</th>
<th>Total(^a) (N=5019)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unidirectional</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>151 (52.8)</td>
<td>467 (53.6)</td>
<td>195 (40.5)</td>
<td>377 (73.6)</td>
<td>187 (62.5)</td>
<td>1518 (66.4)</td>
<td>58.4</td>
</tr>
<tr>
<td><strong>Email</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>48 (16.8)</td>
<td>179 (20.6)</td>
<td>88 (18.3)</td>
<td>180 (35.2)</td>
<td>96 (32.1)</td>
<td>738 (32.3)</td>
<td>25.6</td>
</tr>
<tr>
<td>Same response if result is reactive</td>
<td>30 (62.5)</td>
<td>126 (70.4)</td>
<td>52 (59.1)</td>
<td>120 (66.7)</td>
<td>61 (63.5)</td>
<td>437 (59.2)</td>
<td>65.7</td>
</tr>
<tr>
<td><strong>Secure website</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>48 (16.8)</td>
<td>206 (23.7)</td>
<td>35 (7.3)</td>
<td>109 (21.3)</td>
<td>46 (15.4)</td>
<td>445 (19.5)</td>
<td>20.3</td>
</tr>
<tr>
<td>Same response if result is reactive</td>
<td>35 (72.9)</td>
<td>144 (69.9)</td>
<td>20 (57.1)</td>
<td>73 (67.0)</td>
<td>29 (63.0)</td>
<td>254 (57.1)</td>
<td>65.0</td>
</tr>
<tr>
<td><strong>SMS text message</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>55 (19.2)</td>
<td>82 (9.4)</td>
<td>72 (14.9)</td>
<td>88 (17.2)</td>
<td>45 (15.1)</td>
<td>335 (14.7)</td>
<td>12.5</td>
</tr>
<tr>
<td>Same response if test is reactive</td>
<td>33 (60.0)</td>
<td>53 (64.6)</td>
<td>38 (52.8)</td>
<td>57 (64.8)</td>
<td>30 (66.7)</td>
<td>186 (55.5)</td>
<td>62.1</td>
</tr>
<tr>
<td><strong>Bidirectional</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>132 (46.2)</td>
<td>371 (42.6)</td>
<td>282 (58.5)</td>
<td>131 (25.6)</td>
<td>105 (35.1)</td>
<td>729 (31.9)</td>
<td>39.0</td>
</tr>
<tr>
<td>Medical office</td>
<td>55 (19.2)</td>
<td>220 (25.3)</td>
<td>139 (28.8)</td>
<td>66 (12.9)</td>
<td>75 (25.1)</td>
<td>522 (22.8)</td>
<td>23.9</td>
</tr>
<tr>
<td>At a CBO(^b)/NGO(^c)</td>
<td>33 (11.5)</td>
<td>90 (10.3)</td>
<td>82 (17.0)</td>
<td>52 (10.2)</td>
<td>10 (3.3)</td>
<td>80 (3.5)</td>
<td>8.1</td>
</tr>
<tr>
<td>Phone call</td>
<td>44 (15.4)</td>
<td>61 (7.0)</td>
<td>61 (12.7)</td>
<td>13 (2.5)</td>
<td>20 (6.7)</td>
<td>127 (5.6)</td>
<td>6.9</td>
</tr>
<tr>
<td>Other</td>
<td>3 (1.0)</td>
<td>33 (3.8)</td>
<td>5 (1.0)</td>
<td>4 (0.8)</td>
<td>7 (2.3)</td>
<td>39 (1.7)</td>
<td>2.7</td>
</tr>
</tbody>
</table>

\(^a\)Weighted percentages, calculated exclusively using valid data.
\(^b\)CBO: community-based organization.
\(^c\)NGO: nongovernmental organization.

**Discussion**

Our study shows that HIV self-sampling has high potential to increase the frequency of HIV testing among GBMSM in the 6 European countries studied. More than half of the respondents reported that, if made available, self-sampling would increase their testing frequency. This potential was found to be especially high among those who are not open about their sexuality, who had a greater number of sexual partners, and for those who are undertested. Based on the preferences expressed by the participants, online technologies should play a key role in communicating test results.

The evidence base on HIV self-sampling kits is still very weak. Two studies from Belgium [14,15] and one study from Spain [16] have proven that self-sampling kits can be used in outreach activities at locations frequented by populations at high risk, including GBMSM [14,16]. In the United Kingdom, the national HIV self-sampling service, which is fully online-based, has been running since 2015 [13]. Outside of these three countries, the only European study we have found that assessed this diagnostic strategy was also based on the EURO HIV EDAT project and concluded that self-sampling, although not very well known, had high potential of use in European countries [17]. This is the first study to address the question as to whether the introduction of this method would result in an increase of testing frequency. Our data suggest that the availability of HIV-self sampling kits would lead to increased testing rates in several key subpopulations.

Subpopulations who do not live their sex life openly are hard to reach and are the least likely to encounter or access health promotion interventions [12]. Thus, GBMSM who are the least open about their sex life generally presented lower testing rates in the last 12 months than the rest of the GBMSM [12]. Some characteristics of self-sampling methodologies such as privacy and not having to reveal sexual orientation or discuss their sex life with a clinician could facilitate testing for GBMSM that have yet to come to terms with their own sexuality. Based on our data, this hypothesis is plausible since the reported potential of self-sampling kits to increase testing frequency was especially high among GBMSM who are not completely open about their sex lives.

The ultimate goal of the introduction of strategies such as self-sampling is to promote testing and facilitate testing to undertested populations. Current testing recommendations for GBMSM are demanding, and barriers such as fear of stigma and discrimination, lack of anonymity or confidentiality, and waiting times at testing sites [21] have been described as deterrents to testing. Our results suggest that self-sampling could
help to alleviate some of these barriers, leading to an increase of the number of tests performed and less time between testing in undertested individuals. This could mean that a fraction of those who are not meeting testing recommendations could do so if self-sampling kits are available, allowing for seroconversions to be detected earlier.

From a public health perspective, shortening the time from infection to diagnosis by increasing testing frequency is particularly relevant in populations with a high number of sexual partners. Those who reported being involved in unprotected anal intercourse with a higher number of partners presented higher probabilities of unknowingly transmitting or acquiring HIV from partners of a serodiscordant status. According to our results, the introduction of self-sampling would increase testing frequency precisely in this key population. In this study, we only considered condom use during anal intercourse and we did not assess other risk reduction strategies such as serosorting. Those reporting a higher number of unprotected anal intercourse events could be having unprotected anal sex only with partners of a presumably equal (negative) serostatus (serosorting) or with HIV-positive partners with a presumably undetectable viral load to avoid infection [22,23]. Nevertheless, the effectiveness of serosorting is questionable [24-26] and the percentage of virally suppressed HIV-positive GBMSM varies widely across countries [4]; thus, the impact of self-sampling in the testing frequency of GBMSM who use this protective strategy needs to be better understood.

Additionally, we did not assess HIV pre-exposure prophylaxis (PREP). Those involved in unprotected anal intercourse could be receiving PREP but this is unlikely since it was not widely available at the time of data collection (2016). Nevertheless, PREP has now been incorporated into the preventive options among GBMSM, and the role that HIV self-sampling could play in the follow-up of patients on PREP merits further study. Conversely, postexposure prophylaxis is an available option and is an effective means of protection against HIV. We also did not assess if some of those involved in unprotected sex could be doing so with the intention of taking postexposure prophylaxis after the risk exposure; however, this is highly unlikely since uptake is very low among GBMSM across Europe [12].

When assessing the introduction of self-sampling, it is important to consider several steps along the testing process, namely the distribution of the testing kits and the consultation of the test result. The aforementioned examples of studies assessing self-sampling kits distributed during outreach activities in locations frequented by GBMSM, such as saunas or gay venues, were able to conduct a modest number of tests [14-16]. Consequently, the number of new HIV diagnoses was also limited. Another approach is to embed the distribution of self-sampling kits in already existing health services and community organizations. There is a gap of knowledge regarding the acceptability of this approach for GBMSM, but an assessment focusing on black Africans of all sexualities concluded that, for several reasons, the number of self-sampling kits distributed and conducted based on this distribution pathway was also very low [27]. In this sense, methodologies fully based on internet distribution have proven to be by far the most efficient. In the United Kingdom, this methodology has facilitated testing for more than 69,000 self-samples, 788 of which were found to be reactive [13]. When introducing HIV self-sampling in national testing policies, countries need to first consider online distribution. This is particularly essential in the case of GBMSM considering that online gay dating apps and websites offer an extremely efficient platform to reach out to individuals for conducting public health interventions.

Timely linkage to care following an HIV diagnosis is also critical since late access can result in worse patient outcomes [28]. This is particularly relevant when considering testing methodologies outside of clinical settings such as that assessed in this study; thus, countries need to establish robust confirmation routes to assure optimal linkage to care. In self-sampling methodologies, result consultation needs to be taken into account. With the exception of Greece, internet-based methods were preferred by our participants, even in the case of receiving a reactive result. These preferences need to be considered since it is of utter importance that tested individuals obtain further consultation of their results, especially if reactive, as this is the first step for result confirmation and consequent linkage to care. The use of digital communication technologies has proven to be effective in promoting testing among GBMSM [29]; however, studies are needed to assess if they are also capable of providing timely confirmation and linkage to care for those using self-sampling methodologies.

Our results are not without limitations. Our sample was mainly recruited via gay dating apps and websites. Although these platforms are increasingly used by GBMSM as a way of socializing and meeting new sexual partners, generalization of these results to the overall GBMSM population needs to be made with caution, especially given the limited sample size in some countries. In this sense, GBMSM identifying as gay and reporting more sexual risk behaviors could be overrepresented in our sample as has been previously reported [30]. Another limitation of this study is that we are working on a hypothetical situation. Although there is some evidence suggesting that answers based on hypothetical situations are able to predict actual behaviors [31-33], it is unclear if this is also the case with respect to the capacity of self-sampling to increase testing frequency. The definition of self-sampling included in the questionnaire explicitly mentioned the two types of self-sampling kits: saliva and blood-based kits. Thus, participants likely gave their answer considering both samples as potential options. This should also be taken into account when interpreting our results. For example, it is possible that if only one of the two sample options was made available, the proportion of participants reporting an increase of testing frequency could have been lower. Price (if marketed) and implementation problems resulting in invalid self-samples or delays in the communication of results could affect the capacity of HIV self-sampling to increase testing frequency. These barriers have not been assessed and merit further study.

As a way of ensuring complete anonymity and confidentiality, we did not collect internet protocols or cookies, and therefore could not assess the possibility of an individual answering the questionnaire more than once. However, the overall objective of the survey was clearly explained in the access screen, and
given that no compensation was provided in exchange for participation, this situation was highly unlikely. An important strength is that the assessment of HIV self-sampling was performed in a set of countries that had not introduced this testing option at the time of conducting the survey. This provides baseline information to policymakers that could guide them in the introduction of this methodology. Based on our results, national HIV testing policies in the 6 countries evaluated in this study should consider the incorporation of HIV self-sampling as an additional testing option, since its introduction could increase the testing frequency in a high proportion of GBMSM, especially among those who are not open about their sex lives, who remain undertested, and who report a high frequency of high-risk sexual behaviors. When designing its implementation, priority needs to be given to online methods of result communication, accompanied by clear referral pathways to HIV care for those obtaining a reactive result.
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Abstract

Background: Typically, web-based consumer health information is considered more beneficial for people with high levels of education and income. No evidence shows that equity-oriented information offers equal benefits to all. This is important for parents of low socioeconomic status (SES; low levels of education and income and usually a low level of literacy).

Objective: This study is based on a conceptual framework of information outcomes. In light of this, it aims to compare the perception of the outcomes of web-based parenting information in low-SES mothers with that of other mothers and explore the perspective of low-SES mothers on contextual factors and information needs and behavior associated with these outcomes.

Methods: A participatory mixed methods research was conducted in partnership with academic researchers and Naître et grandir (N&G) editors. N&G is a magazine, website, and newsletter that offers trustworthy parenting information on child development, education, health, and well-being in a format that is easy to read, listen, or watch. Quantitative component (QUAN) included a 3-year longitudinal observational web survey; participants were mothers of 0- to 8-year-old children. For each N&G newsletter, the participants’ perception regarding the outcomes of specific N&G webpages was gathered using a content-validated Information Assessment Method (IAM) questionnaire. Differences between participants of low SES versus others were estimated. Qualitative component (QUAL) was interpretive; participants were low-SES mothers. The thematic analysis of interview transcripts identified participants’ characteristics and different sources of information depending on information needs. Findings from the two components were integrated (QUAN+QUAL integration) through the conceptual framework and assimilated into the description of an ideal-typical mother of low SES (Kate). A narrative describes Kate’s perception of the outcomes of web-based parenting information and her perspective on contextual factors, information needs, and behavior associated with these outcomes.

Results: QUAN—a total of 1889 participants completed 2447 IAM responses (50 from mothers of low SES and 2397 from other mothers). N&G information was more likely to help low-SES participants to better understand something, decrease worries, and increase self-confidence in decision making. QUAL—the 40 participants (21 N&G users and 19 nonusers) used 4 information sources in an iterative manner: websites, forums, relatives, and professionals. The integration of QUAN and QUAL findings provides a short narrative, Kate, which summarizes the main findings.

Conclusions: This is the first study comparing perceptions of information outcomes in low-SES mothers with those of other mothers. Findings suggest that equity-oriented, web-based parenting information can offer equal benefits to all, including low-SES
mothers. The short narrative, *Kate*, can be quickly read by decision policy makers, for example, web editors, and might encourage them to reach the underserved and provide and assess trustworthy web-based consumer health information in a format that is easy to read, listen, or watch.
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**Introduction**

**Problem and Objectives**

This paper explores the outcomes of equity-oriented, web-based, consumer health information from the perspective of young children’s mothers who have a low socioeconomic status (SES). Equity-oriented interventions attempt to move toward equity, that is, reduce inequalities (systematic differences among social groups), though full equity may never be achieved [1]. Education and income are among the most important indicators of SES and are strongly associated with individual and population health status [2,3-4]. With respect to web-based consumer health information, the literature suggests the following stereotypes: inequality: although information in general can help people of low SES, it mainly offers benefits to people of higher SES, that is, those who are the most educated and wealthiest. It is unclear whether equity-oriented information, that is, trustworthy information provided in a format that is easy to read, listen, or watch, can offer equal benefits to all, including low-SES mothers.

Regarding general outcomes of web-based information at the population level, the literature suggests mixed positive and negative outcomes. First, health services research suggests that browsing the internet leads to a decrease in unnecessary calls and visits to health professionals and helps to optimize services utilization [5,6]. Specifically, consumers’ use of trustworthy sources of web-based health information is associated with improved knowledge, empowerment, self-care, engagement in health care, health outcomes, and quality of life [6-12]. Second, exposure to web-based information can lead to negative outcomes such as worries and anxiety, for example, cyberchondria, deterioration of the patient-provider relationship, and unnecessary visits to the emergency room [13-18].

However, 4 literature reviews have shown that specific outcomes of information are rarely researched [19-22]. Typically, information outcomes are diluted in the outcomes of educational programs and communication with professionals [23-25]. With respect to the health of the mother and child, studies have examined the outcomes of lay pediatric information in the context of the effectiveness of parent-child professional communication and patient education programs. The studies concluded that the parents’ level of health literacy is positively associated with the quality of pediatric care, compliance with medical interventions, and child health outcomes but negatively associated with medication errors and visits to emergency rooms [26,27]. This led to the inclusion of the *Low Health Literacy Universal Precaution Principle* in medical education and continuing professional development programs [28-30], which recommends the universal provision of clear lay information in all patient-clinician encounters.

Such principles are essential for web-based consumer health information because the proportion of people with a low level of literacy is substantial; for example, more than 50% of Canadian adults have a low literacy level [31]. People with a low literacy level can read, listen to, and understand one-idea sentences in plain language, but they arguably face difficulties in finding trustworthy web-based information, critically appraising it, and understanding nuanced ideas or specialized language [31]. It follows, therefore, that their web-based health information literacy level is also low, which comprises computer literacy, information literacy, and health literacy. This is particularly important for parents because their low literacy level is detrimental to child health education, healthy behaviors, health, and medication [32-34]. Parents with low education and low income, hereafter referred to as low-SES parents, typically have a low literacy level, yet they have greater information needs compared with their higher-SES counterparts [20].

In the information sciences, we found 5 studies that focused on parenting information needs and information-seeking behavior and included low-SES parents. Two surveys, one in Australia and one in Switzerland, found no statistical difference in internet utilization between low-SES parents and other parents [35,36]. Two qualitative studies on mothers’ information needs (mostly middle-class mothers) suggest that practical information on mothering produced by professionals is valuable and helpful [37,38]. One study found that all low-SES mothers search for health information on the internet [39].

In addition, little research has specifically focused on outcomes of web-based parenting information reported by low-SES mothers [40,41]. We found little evidence (and some of it contradictory) on parental perception of outcomes of web-based parenting information, namely information on child education, development, health, and well-being. One study suggested that all parents reported a similar degree of satisfaction with web-based parenting information in general [42]. Five studies suggested that trustworthy web-based information, that is easy to read, listen to, or watch, can improve the quality of life of parents of low SES (including refugee and homeless) and have positive family, economic, and social impacts [43-47]. In contrast, 4 studies showed that barriers persist regarding the acquisition, cognition, and application of web-based parenting information, which are associated with information-related inequalities, perpetuating the digital divide between low-SES and high-SES parents [40,48-50].
However, no study has compared the low-SES parents’ perception of outcomes of equity-oriented web-based information with that of other parents. In light of this, this study aims to (1) compare the low-SES mothers’ perception of outcomes of web-based parenting information with that of other mothers, and (2) explore the perspective of low-SES mothers on contextual factors and information needs and behavior associated with these outcomes.

**Background**

This study is based on a partnership between Naître et grandir (N&G) and McGill University (Information Assessment Method, IAM). N&G is funded by the Chagnon Foundation, a philanthropic organization that seeks to prevent poverty. N&G produces a magazine and a website with an email newsletter (in French) for parents of 0- to 8-year-old children.

N&G seeks to raise societal awareness of the importance of early child development for enabling conditions of educational success. It provides free, independent, and trustworthy parenting information to valorize, inform, educate, and equip parents and families of young children, especially among vulnerable populations, for example, tips for parents, dos and don’ts validated by experts. Specifically, N&G provides web-based parenting information content that is easy to read, listen to, and watch, specifically webpages with corresponding videos, podcasts, and computer-audio-assistant highlighting sentences read. The website content is organized by age groups and topics.

N&G is widely read by French-speaking parents across Canada, the United States, and more than 100 other countries. In the 2018 calendar year, 61.6 million N&G webpages were viewed during 35.3 million visits to the N&G website by 15.2 million unique internet protocol (IP) addresses across the world. Among those, 20.2 million webpages were viewed during 11.2 million visits to the N&G website by 3.3 million unique IP addresses in Quebec. More than 213,000 N&G weekly newsletters were emailed to parents in Quebec. SOM Recherche & Sondages (personal communication, 2015) conducted a survey of a representative random sample of the population of parents of young children in Quebec, which showed that 82% of respondents knew N&G and that 76% consulted it.

**Conceptual Framework**

**Origin**

Our conceptual framework is summarized in Figure 1 and published elsewhere [51]. The framework is based on a mixed studies systematic review with framework synthesis of qualitative and quantitative evidence on the outcomes of web-based consumer health information in community-based primary care. In accordance with Gregor’s definition of theories [52], our framework seeks to explain what these outcomes are (five levels of information outcomes), why and how they occur (information needs and seeking behavior), and when, where, and for whom they occur (contextual influencing factors).

![Figure 1. Outcomes of web-based parenting information: conceptual framework. SES: socioeconomic status.](image-url)
Five Levels of Information Outcomes

The framework includes 4 individual levels of information outcomes (situational relevance, cognitive impact, use, and health and well-being outcomes of information) and one organizational-level outcome (information outcomes affecting educational, health, and social care services).

- Level 1—situational relevance: Relevance of information is the first value of information [53], and situational relevance is the first outcome of information for a person in a specific situation. Parents read or listen to a webpage when information is relevant to their needs, and they skip it when it seems irrelevant.
- Level 2—cognitive impact: Relevant information content has a cognitive impact that parents may perceive as either positive or negative. For example, they can learn either something new from the information they read, hear, or watch, or they may not understand this information. Relevant information with a positive cognitive impact is usually (but not necessarily) used.
- Level 3—information use: Parents can use information content in 4 different ways: conceptual, legitimating, symbolic, and instrumental. For instance, they may use it to decide to consult health professionals (instrumental use) and then share it with a professional (symbolic use). Information use does not necessarily lead to behavior change.
- Level 4—health and well-being outcomes: Information can benefit, or negatively affect, parents’ and children’s health and well-being, for example, parents might feel reassured (positive outcome) or more anxious (negative outcome) from using information.
- Level 5—organizational outcomes: At this level, parents’ information use may influence their utilization of educational, health, and social care services.

Context, Information Needs, and Information-Seeking Behavior

In the framework, information outcomes depend on the context, and parents’ information needs and information-seeking behavior. Regarding context (influencing factors), parents’ individual and social factors are interrelated because the latter, for example, social support for finding, understanding, and using relevant information, can overcome the former, for example, low level of literacy. These factors are listed in Figure 1. Regarding information needs and seeking behavior, outcomes of web-based parenting information and contextual factors are defined in relation to a specific situation: a singular content is sought, acquired, or delivered, for example, a webpage, in a particular situation to address the parents’ needs. These conditions are necessary to observe the imbrication between information content and information technology and parents—the ultimate decision makers about the value of the information content [54]. In our framework, parents’ information-seeking behavior is defined as the iterative imbrication-centered acquisition, cognition, and application of information.

In accordance with the conceptual framework, our specific research questions were as follows:

- Q1: To what extent do mothers of low SES perceive outcomes of N&G web-based parenting information compared with other mothers?
- Q2: What are the experiences of low-SES mothers with web-based parenting information from N&G compared with other sources of information?

Specifically regarding Q2, we wanted to identify the differences between N&G users and nonusers regarding the factors related to information outcomes (contextual factors, and information needs and seeking behavior).

Methods

Approach

We followed an organizational participatory research approach that blends action research and organizational learning to engage organization members to improve practice [55,56]. Researchers and N&G editors partnered throughout the study, developing the research questions together, and making other key research decisions jointly regarding the collection and analysis of data and the interpretation and dissemination of results.

Design

We used a mixed methods convergent design [57,58]. Mixed methods are crucial for unpacking complexity in research on poverty and vulnerability [59]. In our study, mixed methods were justified because our quantitative data collected with the McGill IAM questionnaire reflect the importance of the information outcomes perceived by low-SES parents, and qualitative data were required to gain insight into the mechanisms underlying these outcomes. Thus, to respond to our first research question, we conducted a 3-year longitudinal observational quantitative component of the mixed methods study. To answer the second research question, we conducted a qualitative interpretive study on parental characteristics, context, information needs, and information-seeking behavior (the qualitative component of the mixed methods study). Then, we integrated these components via the assimilation of quantitative and qualitative results [58].

Quantitative Longitudinal Observational Component

In line with the literature on patient-reported outcome measures, that is, measurement from patients’ perspectives rather than from medical or biological ones [60], we focused on parent-reported information outcomes.

Setting and Participants

People can sign up to receive a weekly newsletter containing links to three N&G webpages tailored to their needs (pregnancy; child 0-1 year, 2-3 years, 4-5 years, and 6-8 years). Participants were recruited from mothers of children 0 to 8 years old from Quebec, identified through the postal code and child’s age provided when signing up. They were recruited when they completed at least one IAM questionnaire during the 3-year study period (January 1, 2016, to December 31, 2018, inclusively) and reported an intention to use N&G information for themselves or their child. No incentive was provided to participate.
Hypotheses
According to the literature on the digital divide, we hypothesized that low-SES mothers of 0- to 8-year-old children (ie, mothers with a low level of income and a low level of education) are less likely to perceive positive outcomes from N&G information compared with mothers of higher SES. According to the Quebec poverty line definition, a low level of income is an annual family income of less than Can $40,000 (US $30,070). A low level of education constitutes a high school diploma (grade 12, no university degree) or no diploma (high school not completed).

Instrumentation
The IAM questionnaire was used to assess the information provided on each N&G webpage. The IAM allowed participants to report perceived outcomes associated with information content of a specific webpage in terms of situational relevance, cognitive impact, intention to use, and expected health outcomes [61]. The development of the IAM questionnaire has been based on a theory, literature review, expert panel, and interviews with consumers [62]. N&G editors and McGill researchers have been partnering since 2014 for collecting parents’ IAM ratings, and they use IAM-based feedback comments to improve information content (crowdsourcing developmental evaluation) [63].

For each N&G webpage, participants were invited to complete an IAM-parent-v2015 questionnaire by clicking on a lateral tab survey. Then, respondents had the opportunity to provide written open-ended feedback about the N&G webpage. To decrease response fatigue, respondents did not receive another invitation during the 30-day period following their completion of the IAM. In preparation for this study, we conducted an ecological content validation of the IAM questionnaire with parents who used the initial version of IAM to rate N&G information [64]. In other words, we questioned N&G IAM respondents regarding the relevance and representativeness of the IAM questions [65,66]. We measured the relevance of IAM questions using the IAM ratings of 22,407 parents, and qualitatively evaluated question representativeness and clarity via interviews with a purposeful sample of 21 parents who used N&G. On the basis of quantitative and qualitative results, McGill researchers and N&G editors revised and clarified the IAM questions. This led to the creation of content-validated IAM-parent-v2015.

Data Source
All participants were asked to complete a demographic questionnaire when they completed their first IAM questionnaire. All IAM and demographic questionnaires were collected by N&G, anonymized (email addresses replaced by an individual identification number), linked, and transferred to a password-protected server for access by the academic members of the research team.

Statistical Analysis
Descriptive statistics were calculated using SAS 9.4 software (SAS Institute). Categorical variables were described as counts and percentages. Ninety-five percent confidence intervals for differences in the proportion of IAM ratings were calculated to estimate outcome differences between the 2 primary study groups: participants combining low level of education and low level of income versus other participants [67,68].

Qualitative Interpretive Component

Reporting
This component is reported in accordance with the Consolidated Criteria for Reporting Qualitative Research [69]. Interviews were conducted with a purposeful sample of 40 low-SES mothers of 0- to 8-year-old children geographically dispersed across Quebec: 21 N&G users and 19 nonusers. Interviews and data analyses were conducted in French. Selected excerpts of transcripts were translated in English for submitting this study to the Journal.

Participants
Women who satisfied the following criteria were purposively recruited through emailed invitations: mother of at least one child aged between 0 and 8 years with a low level of income and a low level of education as defined in the Hypotheses section. We sought to recruit mothers from single- and dual-parent families and living in urban, semiurban, and rural areas. The recruitment strategy involved sending an invitation to mothers who used N&G and had agreed to be contacted for research purposes. Only 3 participants were recruited in this manner. Thus, we pursued recruitment aided by a survey firm. In total, 45 persons were contacted, but 5 were not selected because they did not satisfy the eligibility criteria.

Data Collection
Data collection took place between January and March 2018. Three academic team members (PhD degrees), experts in qualitative research with vulnerable populations (a male anthropologist, a female bioethicist, and a female sociologist with 10-year experience in social work), met participants in either their home or in a research facility room, as per their choice. Individual face-to-face, semistructured interviews of approximately 1-hour duration were conducted. All participants provided formal written consent before the interviews and were compensated for their time following the interview. Participants who were interviewed in their homes received Can $50 (US $38), whereas those who traveled to a research facility received Can $60 (US $45). Interviews were audio-recorded and transcribed verbatim. On the basis of conceptual framework, the research team worked together in an iterative manner to develop the interview guide. Then, the guide was pilot-tested with 2 mothers of young children, a research trainee not working on the project, and a mother of low SES, and revised accordingly. The guide included themes and probes for both N&G users and nonusers. Specifically, all participants were asked about their use of the internet, their information needs, and information-seeking behavior regarding their child’s development, education, health, and well-being. The N&G information user participants were asked additional questions about their experience with N&G.

Data Analysis
Data analysis was performed between February 2018 and May 2019. Transcripts were analyzed using NVivo version 11 (NVivo Qualitative Data Analysis Software, QSR International), which helped to maintain a transparent relationship between data (excerpts of transcripts) and themes and subthemes (auditable trail). Two research professionals (interviewers) read transcripts
several times to become fully acquainted with the content before coding the data and used hybrid deductive-inductive thematic analysis [70,71]. An example of the analytical process is presented in Multimedia Appendix 1. They co-constructed a theme tree codebook, using the conceptual framework in a deductive manner, and as new themes and subthemes were found in the data, they were added to this theme tree in an inductive manner. The codebook is presented in Multimedia Appendix 2. All 40 transcripts were analyzed. As shown in Figure 2, saturation of themes and subthemes was reached after 10 coding sessions, that is, once 21 of the 40 interview transcripts had been analyzed. Only 1.5% (5/325) of new themes and subthemes were found in the remaining 19 interviews.

Figure 2. Qualitative data analysis: saturation of themes reached after 10 coding sessions.

With respect to methodological rigor, data analysis involved multiple sessions where themes, subthemes, and the assignments of transcript excerpts to themes and subthemes were discussed (corroborated or nuanced) among researchers. The reliability of the 2 research professionals conducting the thematic analysis was ensured via the co-construction of the theme tree, initial paired coding sessions on few transcripts, memo writing, and regular meetings with the principal investigators and then with coinvestigators and N&G editors to discuss analysis issues and new themes [70].

Integration of Quantitative and Qualitative Components

The quantitative and qualitative components were integrated in two ways. First, they were integrated using the conceptual framework [57]. Quantitative observations provided results on low-SES mothers’ reported outcomes compared with other mothers. Qualitative observations produced complementary results on low-SES mothers’ information outcome–related contextual factors, information needs, and information-seeking behavior. Second, quantitative and qualitative results were assimilated as follows [58]: the principal investigator transformed quantitative results into a narrative, which was combined with an interpretation of qualitative results for building a comprehensive ideal type of low-SES maternal perception of outcomes of web-based parenting information, including outcomes-related factors. All coauthors reviewed the ideal type. According to Weber [72], better understanding can emerge from the scientific construction of an ideal type; here, ideal refers to ideas, not to an ideal to achieve. An ideal type does not exist in the real world under this pure, absolutely ideal form [72]. It integrates common aspects of a phenomenon in a comprehensive and coherent manner. This integration adds value to qualitative and quantitative results alone.

Results

Quantitative Results

Over the 3-year study period, 1889 participants completed 2447 IAM questionnaires (on average 1.3 questionnaires per participant; range 1-12) pertaining to 683 distinct N&G webpages (on average 3.6 questionnaires per page; range 1-26).
Participants were geographically dispersed across 352 of the 420 Quebec postal codes (352/420, 83.8%). Participants’ demographic information, IAM ratings, and comments are detailed below.

Among participants 89.31% (1687/1889) were aged between 25 and 44 years, 94.12% (1778/1889) were living with a partner, 85.23% (1610/1889) were living full time with their child; 11.54% (218/1889) had an annual family income less than Can $40,000 (US $30,070), and 4.71% (89/1889) did not complete high school or had only a high school diploma (grade 12). Compared with the 25- to 64-year-old Quebec population, participants had a higher level of education (Table 1). Compared with couples with children in Quebec, participants had a lower level of income (Table 2). Among participants, 77.77% (1469/1889) provided a valid postal code, and according to the Material and Social Deprivation Index [73], 70.30% (1328/1889) of participants had low levels of education and income and 35.2% (665/1889) of other participants lived in deprived areas.

Table 1. Level of education: participants of the quantitative component versus Quebec 25- to 44-year-old population.

<table>
<thead>
<tr>
<th>Population</th>
<th>Diploma, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None</td>
</tr>
<tr>
<td>Participants (n=1889)</td>
<td>21 (1.11)</td>
</tr>
<tr>
<td>Quebeca (n=2,056,110)</td>
<td>215,891 (10.50)</td>
</tr>
</tbody>
</table>

aSource: Statistics Canada Census of population: Table 37-10-0099-03 distribution of the population of 25 to 64 years old by the highest level of education. Ottawa: Government of Canada; 2016.

Table 2. Level of income: participants of the quantitative component versus couples with children in Quebec.

<table>
<thead>
<tr>
<th>Population (N; %)</th>
<th>Annual family income, Can $ (US $), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt;40,000 (30,070)</td>
</tr>
<tr>
<td>Participants (n=1889)</td>
<td>217 (11.49)</td>
</tr>
<tr>
<td>Quebeca (n=911,975)</td>
<td>49,835 (5.47)</td>
</tr>
</tbody>
</table>


The types of information outcomes are detailed in Table 3. Specifically, all ratings (2447/2447, 100.00%) reported the participants’ intention to use N&G information for themselves or for their child, at least in a conceptual manner. In 97.79% (2393/2447) of ratings, participants expected that information use would lead to health and well-being benefits for themselves or their child.

Figure 3 displays the estimated group differences in proportions for these outcomes, along with 95% CI. The comparison of the different types of intention to use and expected health and well-being benefits of N&G information between the IAM ratings of the participants with low levels of education and income (n=50) and those of the other participants (n=2397), suggested that 5 of 11 outcomes were not inferior for the former group (items a, d, e, g, and k in Figure 3), including 3 being superior (items a, g, and k in Figure 3). The results do not provide conclusive evidence for differences (or the absence of such differences) regarding the 6 other types of outcomes (items b, c, f, h, i, and j in Figure 3). In other words, N&G information was more likely to help participants with low levels of education and income to better understand something (mean difference 0.144; 95% CI 0.007-0.253), decrease worries (mean difference 0.171; 95% CI 0.036-0.302), and increase self-confidence in making a decision with someone else (mean difference 0.115; 95% CI 0.015-0.249).
Table 3. Quantitative component—perceived information outcomes: Information Assessment Method ratings of participants with a low level of education and income versus other participants.

<table>
<thead>
<tr>
<th>IAM&lt;sup&gt;a&lt;/sup&gt; questions and response options</th>
<th>Low-education and low-income mothers (50 IAM ratings), n (%)</th>
<th>Other mothers (2397 IAM ratings), n (%)</th>
<th>All participants (2447 IAM ratings), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Q1. Is this information relevant?</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very relevant (this is the information I expected)</td>
<td>32 (64)</td>
<td>1629 (67.96)</td>
<td>1661 (67.88)</td>
</tr>
<tr>
<td>Relevant</td>
<td>17 (34)</td>
<td>748 (31.21)</td>
<td>765 (31.26)</td>
</tr>
<tr>
<td>Somewhat relevant</td>
<td>0 (0)</td>
<td>17 (0.71)</td>
<td>17 (0.69)</td>
</tr>
<tr>
<td>Very little relevant (this is not the information I expected)</td>
<td>1 (2)</td>
<td>3 (0.13)</td>
<td>4 (0.16)</td>
</tr>
<tr>
<td><strong>Q2. Did you understand this information?</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very well (I understood everything)</td>
<td>45(90)</td>
<td>2243 (93.58)</td>
<td>2288 (93.50)</td>
</tr>
<tr>
<td>Well</td>
<td>5 (10)</td>
<td>152 (6.34)</td>
<td>157 (6.42)</td>
</tr>
<tr>
<td>Poorly</td>
<td>0 (0)</td>
<td>1 (0.04)</td>
<td>1 (0.04)</td>
</tr>
<tr>
<td>Very poorly (I did not understand much)</td>
<td>0 (0)</td>
<td>1 (0.04)</td>
<td>1 (0.04)</td>
</tr>
<tr>
<td><strong>Q3. What do you think about this information? Check all that apply.</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This information allowed me to validate what I do or did</td>
<td>30 (60)</td>
<td>1655 (69.04)</td>
<td>1685 (68.86)</td>
</tr>
<tr>
<td>This information taught me something new</td>
<td>22 (44)</td>
<td>1207 (50.35)</td>
<td>1229 (50.22)</td>
</tr>
<tr>
<td>This information reassured me</td>
<td>23 (46)</td>
<td>995 (41.51)</td>
<td>1018 (41.60)</td>
</tr>
<tr>
<td>This information refreshed my memory</td>
<td>12 (24)</td>
<td>787 (32.83)</td>
<td>799 (32.65)</td>
</tr>
<tr>
<td>This information motivated me to learn more</td>
<td>17 (34)</td>
<td>472 (19.69)</td>
<td>489 (19.98)</td>
</tr>
<tr>
<td>There is a problem with this information</td>
<td>1 (2)</td>
<td>28 (1.17)</td>
<td>29 (1.19)</td>
</tr>
<tr>
<td>I disagree with this information</td>
<td>0 (0)</td>
<td>13 (0.54)</td>
<td>13 (0.53)</td>
</tr>
<tr>
<td>This information can have negative consequences</td>
<td>0 (0)</td>
<td>5 (0.21)</td>
<td>5 (0.20)</td>
</tr>
<tr>
<td><strong>Q4. Will you use this information?</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>50 (100)</td>
<td>2397 (100.00)</td>
<td>2447 (100.00)</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Q4a. How you will use this information for you or your child? Check all that apply.</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This information will help me to better understand.</td>
<td>36 (72)</td>
<td>1345 (56.11)</td>
<td>1381 (56.44)</td>
</tr>
<tr>
<td>I will use this information to do something in a different manner.</td>
<td>9 (18)</td>
<td>584 (24.36)</td>
<td>593 (24.23)</td>
</tr>
<tr>
<td>I will use this information to discuss with someone else.</td>
<td>9 (18)</td>
<td>543 (22.65)</td>
<td>552 (22.56)</td>
</tr>
<tr>
<td>I did not know what to do, and this information will help me to do something.</td>
<td>11 (22)</td>
<td>356 (14.85)</td>
<td>367 (15.00)</td>
</tr>
<tr>
<td>I knew what to do, and this information convinced me to do it.</td>
<td>5 (10)</td>
<td>123 (5.13)</td>
<td>128 (5.23)</td>
</tr>
<tr>
<td><strong>Q5. Do you expect any benefit for you and your child from using this information? Check all that apply.</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This information will help me to improve the health or well-being of my child.</td>
<td>31 (62)</td>
<td>1603 (66.88)</td>
<td>1634 (66.78)</td>
</tr>
<tr>
<td>This information will help me to be less worried.</td>
<td>27 (54)</td>
<td>858 (35.79)</td>
<td>885 (36.17)</td>
</tr>
<tr>
<td>This information will help me to prevent a problem or the worsening of a problem.</td>
<td>12 (24)</td>
<td>676 (28.20)</td>
<td>688 (28.12)</td>
</tr>
<tr>
<td>This information will help me to handle a problem.</td>
<td>14 (28)</td>
<td>615 (25.66)</td>
<td>629 (25.70)</td>
</tr>
<tr>
<td>I will be better prepared to discuss with someone else.</td>
<td>11 (22)</td>
<td>547 (22.82)</td>
<td>558 (22.80)</td>
</tr>
<tr>
<td>I will be more confident to decide something with someone else.</td>
<td>13 (26)</td>
<td>335 (13.98)</td>
<td>348 (14.22)</td>
</tr>
<tr>
<td>I expect no benefits.</td>
<td>1 (2)</td>
<td>53 (2.21)</td>
<td>54 (2.21)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IAM: Information Assessment Method.
Figure 3. Types of information outcome: differences in proportions comparing the Information Assessment Method ratings of participants combining low education and low income versus other participants.

Qualitative Results

Participants’ Characteristics

The participant characteristics are described in Table 4. Forty low-SES mothers with at least one child aged between 0 and 8 years were interviewed: 21 N&G information users and 19 nonusers. On average, they had 2 children (range, 1–5 years; median, 2), including at least one child aged 0 to 8 years (mean 5.9 years, range pregnancy to 8 years, and median 4 years). Interviews revealed that about half were just above the poverty line (eg, Can $40,000-50,000 [US $30,070-38,085] per year) or the low level of education (eg, professional certificate).

The results reveal no major differences between N&G information users and nonusers with respect to the frequency of internet use and the type of information retrieved. Participants mentioned child education, entertainment, goods, health, news, recipes, social media, and transportation regardless of whether (1) they used N&G information or not; (2) where and when the internet is used at home, public, or work setting, anytime but mostly in the evening; and (3) the languages in which the internet is used, that is, mostly French, English, and Spanish.
### Table 4. Qualitative component: sociodemographic characteristics of the participants (interviewees).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%),</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Utilization of N&amp;G</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Users</td>
<td>21 (53)</td>
<td></td>
</tr>
<tr>
<td>Nonusers</td>
<td>19 (48)</td>
<td></td>
</tr>
<tr>
<td><strong>Language spoken at home</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>French</td>
<td>27 (68)</td>
<td></td>
</tr>
<tr>
<td>French and English</td>
<td>3 (8)</td>
<td></td>
</tr>
<tr>
<td>French and Spanish</td>
<td>2 (5)</td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td>3 (8)</td>
<td></td>
</tr>
<tr>
<td>French and Romanian</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>4 (10)</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General education (grade 11 or less)</td>
<td>16 (40)</td>
<td></td>
</tr>
<tr>
<td>Professional education (grade 9, 10 or 11)</td>
<td>8 (20)</td>
<td></td>
</tr>
<tr>
<td>College (grade 12 and 13 in-progress or completed)</td>
<td>16 (40)</td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Annual family income, Can $ (US $)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 10,000 (7917)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>10,000-20,000 (7917-15,234)</td>
<td>5 (13)</td>
<td></td>
</tr>
<tr>
<td>20,000-30,000 (15,234-22,851)</td>
<td>14 (35)</td>
<td></td>
</tr>
<tr>
<td>30,000-40,000 (22,851-30,070)</td>
<td>19 (48)</td>
<td></td>
</tr>
<tr>
<td>40,000-50,000 (30,070-38,085)</td>
<td>2 (5)</td>
<td></td>
</tr>
<tr>
<td>Over 50,000 (38,085)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Parental status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single mother</td>
<td>16 (40)</td>
<td></td>
</tr>
<tr>
<td>Couple</td>
<td>23 (58)</td>
<td></td>
</tr>
<tr>
<td>Not specified</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td><strong>Housing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rent</td>
<td>29 (73)</td>
<td></td>
</tr>
<tr>
<td>Own</td>
<td>7 (18)</td>
<td></td>
</tr>
<tr>
<td>Not specified</td>
<td>4 (10)</td>
<td></td>
</tr>
</tbody>
</table>

aN&G: Naitre et grandir.

**Participants’ Informational Context**

The contextual factors were as follows. Regarding individual characteristics, on average, participants were 32 years old; 24 were seeking a preuniversity degree equivalent to 2 years of general or professional education after grade 11, and the other 16 had stopped their education after grade 11. Interviews analysis revealed that 16 participants were single mothers who earned less than Can $25,000 (US $19,043) per year, 22 other participants had an annual family income of less than Can $40,000 (US $30,070), and 2 participants earned between Can $40,000 and Can $50,000 (between US $30,070 and US $38,085). Furthermore, 18 participants mentioned that one of their children had a health or developmental problem (12/21 N&G information users vs 6/19 nonusers): attention deficit hyperactivity disorder (n=6), language delay (n=6), cardiac problem (n=2), autism spectrum disorder (n=2), and growth delay (n=2).

As illustrated below, all participants stated that they used the internet several times per day with their cellular phone. Almost all participants considered it easy to access the Web (17/21 N&G information users vs 19/19 nonusers), given, for example, the presence of free Wi-Fi at work, and in numerous public places (shops, schools, etc). All participants reported using their cellular phone to access the internet, whereas only 5 participants used computers or tablets. Participants said they used their cellular phone more frequently because it is more portable and...
personal, and because it is accessible at all times, unlike a tablet or computer or that can be shared with other family members and, in the case of computers, needs to be booted up. Only 5 participants mentioned barriers to internet access, namely the cost of cell phone data. Two mentioned they had to reduce their data consumption as it was too expensive, and thus accessed the internet using free Wi-Fi when possible:

As soon as you ask yourself a question, you just have to go on the Internet, and you’ll get your answer. Now, it seems like we’re not used to not knowing something. […] Right now, you take out your phone, you know it right away [laughs]. [D01]

Even before, I didn’t pay to have it [Internet] on my phone, I just had it at home or in places with Wi Fi; it was pretty much just at home that I used it, but now I have it everywhere I want, well… We can share our connection. [D12]

Participants’ Information Needs and Seeking Behavior

**Information Sources**

We found few differences between N&G information users and nonusers regarding information needs specific to child development (19/21 N&G users vs 9/19 nonusers) and education (7/21 N&G users vs 1/19 nonusers). Participants identified 4 sources accessed for information seeking: websites, web-based forums, relatives, and care services (no particular difference between users and nonusers). These sources are summarized in Table 5. Depending on information needs, participants described searching multiple sources of information in an iterative manner (including magazines and books from the library, radio, and television).

Table 5. Qualitative component: participants’ information-seeking behavior.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Parenting information-seeking behavior</th>
<th>Care services: trustworthy professionals from health and social care services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sources⁸</td>
<td>Websites: experts providing trustworthy information on websites (eg, N&amp;G³)</td>
<td>Relatives: trusted relatives with children (eg, mothers, sisters, and friends)</td>
</tr>
<tr>
<td>Why</td>
<td>Nonurgent problem</td>
<td>Nonurgent problem</td>
</tr>
<tr>
<td></td>
<td>Easy (24/7)</td>
<td>Similar values</td>
</tr>
<tr>
<td></td>
<td>Autonomy</td>
<td>Breaking isolation</td>
</tr>
<tr>
<td>Facilitators</td>
<td>Easy-to-read, listen to, and watch information</td>
<td>Comparison of information content with other sources</td>
</tr>
<tr>
<td></td>
<td>Corroboration by different websites</td>
<td></td>
</tr>
<tr>
<td>Barriers</td>
<td>No lay information</td>
<td>Lack of quality control</td>
</tr>
<tr>
<td></td>
<td>Lack of content on child development and education (compared with health)</td>
<td>Incivilities</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lack of content on child development and education</td>
</tr>
</tbody>
</table>

²The 40 participants address their information needs via one or more of the following sources.
³N&G: Naître et grandir.
⁴Including professionals and staff from community organizations.

**Source 1–Websites**

Typically, participants referred to this as Googling. Websites without social interaction, such as N&G, were the most common type of first-contact source, especially when seeking information in a nonemergency situation. Governmental and institutional websites were mentioned as sources of trustworthy information. Websites were considered easy to navigate and convenient (available 24/7). Participants reported that they provide a variety of information content on numerous topics and languages, which allows them a degree of autonomy and independence. However, they mentioned that information on child development and education is more difficult to retrieve than general health information, whereas this is not the case in N&G:

What I often do, since I speak all three languages, Spanish, French, English, I go and search [online] in all three languages. So, we often go and see different perspectives of the subject, and then I make my mind up about it. […] That way I have a more global idea. [D10]

For me it’s easy because I know how to navigate, I know how to search for information [online]: […] For example, N&G tab “Age 5-6”: I go there. It’s all there. It’s fast. When you read, for example “at this age, they do role-playing games,” you don’t know what role-playing games are, […] you click on it and it takes you to another page that explains what role-playing games are. […] I find it very practical. [E91]

Sure, if it’s anything medical, I know where to go. If it’s dental, I know where to go. But like I think, maybe on a more behavioral level, then I’m like [not knowing where to go]. [E01]
Source 2–Web-Based Forums
Participants considered web-based forums an interesting source for information on general issues, as they provide information from people who have experienced a similar issue, and thus considered credible. Participants sought out these forums for isolation-breaking interactions, specifically looking for people with similar values with whom to interact. They compared the informational content from forums with other sources of information when questioning information quality, for example, the presence of offensive language and inappropriate comments in a forum. As with websites, participants reported that web-based forums lack content on child development and education:

I'm pretty isolated here. My husband, his family is here, so that's why we came here, but otherwise, [...] I have no social circle and no family here. So [online forums] make me socialize a little bit with women that I might have some affinity with. [E09]

There are 800 of us in that group [online], so there are 800 people who can give me an answer. What's also good is that there are all kinds of specialties, pharmacists, nurses, physiotherapists, chiropractors...
Depending on the question, there's definitely someone specialized who can answer me in addition to sharing their experience as a mom. [D12]

I'm on a mom forum on Facebook, it's like a private group. So the first thing I usually do is ask for advice, and that's for those who have children of the same age. Then I do a little research [online] to compare. [E12]

Source 3–Relatives
Participants reported that parents and relatives with children constituted a trusted source of information on child development, education, and nonemergency situations. These individuals provided effective support and shared familiar experiences. Mutual understanding between relatives and participants appears to be enabled by a history of information exchanges and relatives’ knowledge of the participants’ children. Not all participants had relatives with children, and some reported different values and preferences compared with their family members, which limited this source:

My first instinct is always to consult someone close to me. It really depends on the moment. If there is no rush and if the person is available, I call on my relatives. [D18]

I consult friends who have children, and lastly my mother [laughs]. [D19]

I often call my mother to find out. But it’s not always good what parents tell you. They often share old wives’ tales, and in their day it worked like that. But now the products have changed and often what my mother tells me is not good. [T05]

Source 4–Care Services
All participants trusted information provided by professionals working in health and social care services. For example, they never hesitated to call the Quebec HealthInfo 24/7 free phone line or to visit a clinical setting. They used care services when faced with an emergency, such as an accident, perceived potential risks associated with self-care, and uncertainty, for example, hesitant to make a self-diagnosis or to use a homemade remedy. Participants praised easy access to public services and community organizations, and reassurance (decrease worries) obtained from professionals. In turn, this appears to enable and reinforce the use of this source. However, almost all participants reported difficulties in finding information about, and navigating, social care services:

You can ask questions to pharmacists, and you won’t have to wait seven or eight hours in the emergency room. [D17]

My young child has a stye right now. I know for a fact that it is a stye, but I didn’t take a chance and I went to the doctor for the doctor to tell me “yes, that’s what he has, then yes, you’re doing the right thing, keep doing the compresses and that’s it.” I knew what I had to do. I’ve been through this before because my [other] child is 17 and had a stye, so I know what it is, but I need to be reassured. [E03]

If [my question] is a medical question, I know where to go. [...] At the behavioral level, let’s say I always tend to think: Okay, but who am I going to see? [E01]

Searching for Multiple Sources of Information in an Iterative Manner
Typically, the participants’ information-seeking behavior consists of an iterative process that includes multiple sources of information. For instance, some participants reported beginning by looking for information on websites because it is convenient. They then consult web-based forums and relatives to search for complementary and corroborating information. Finally, they consult with health and social care services to confirm what they have found or to reduce uncertainty when they find contradictory content from websites, forums, and relatives. Some participants reported that they started their information search by consulting relatives and then sought to corroborate and confirm information obtained using websites, web-based forums, and care services. Participants mentioned that they consult care services eg, HealthInfo 24/7 phone line, directly when their information needs pertain to a perceived emergency. They may then seek corroboration and additional information through websites, forums, and relatives:

I find it easier today with the internet. You have a lot of accessibility. When I have a question, I’ll turn to my sisters, my mom, but if they’re not available, sometimes I’ll just Google my question, and I’ll find forums. [T07]

The first reflex is always to consult someone close to you. That depends on the moment. If the question is urgent and we don’t have [access] to the person, we take what we have at hand, the Internet. [D18]

When they have a fever, or are sick, or are in pain somewhere, then I’ll go and look at all kinds of places.
Integration of Quantitative and Qualitative Results: The “Kate” Ideal Type

The ideal type, Kate, is a 30-year-old single mother with 2 children who are 2 and 6 years old. She has completed secondary school and is interested in acquiring professional education. She accesses the internet multiple times daily using her cellular phone. Her annual income is Can $20,000 (US $15,234), and thus she cannot afford additional internet fees to use on a tablet or computer. However, she has easy access to the internet when needed by using her neighbors’ and relatives’ Wi-Fi connection, with their permission, and by using free Wi-Fi services in the mall, a local community organization, and the public library. She says, “I take my phone everywhere and can be on the internet almost any time. It’s mine and is my link to friends, parents, and the world.” When she wants to know something about anything, her first reflex is to look at her phone.

When she needs information regarding the education, health, and well-being of her children, she starts by browsing the top-listed websites on an internet search engine. She compares webpages on a topic from multiple websites, seeking coherence and corroborating information, and confirms her findings using trustworthy governmental and noncommercial websites such as N&G. Usually, she finds relevant and understandable information on N&G that supports what she is planning to do or teaches her something new. Using N&G informational content for her children often decreases her worries and leads her to expect improvement regarding her children’s health or well-being and in her interaction with health or social care professionals. Specifically, she finds that N&G provides valuable information about child behavior, development, and education.

In addition, she seeks complementary information to her Mom-like-me social media group, specifically by a group member tagged as a mother and a nurse. Concomitantly, she calls her mother and her best friend, who has children of the same age as hers. In this way, she receives valuable reassurance and emotional support from relatives who know her and her children well. Finally, she considers all of the information she has obtained and filters it through her values, preferences, and financial capabilities to make child-related decisions. She calls the HealthInfo 24/7 phone line or consults with health professionals in the case of a perceived emergency, when she has doubts regarding the information she has obtained, or when she faces contradictory information and uncertainty.

Discussion

Principal Findings

Results suggest that in families of young children, there are few differences between low-SES mothers compared with higher-SES mothers with respect to the perceived benefits of equity-oriented, that is, trustworthy and easy-to-read, listen to, and watch N&G web-based parenting information (situational relevance, cognitive impact, use, and subsequent health and well-being outcomes of information). According to our qualitative results, this hypothesis is limited to nonurgent problems because participants primarily turn to professionals for emergency and risk-related information needs. This hypothesis can be tested in future research with other websites using the web version of IAM, or the mobile version for smartphones released in January 2019.

Specifically, these results do not support our literature-based initial hypothesis that participants’ level of education and income would be associated with information benefits. Our results suggest the following hypotheses for future research. Compared with other mothers, low-SES mothers might be more likely to report that web-based parenting information that is trustworthy and easy to read, listen to, and watch helps them to better understand child-related issues and to be less worried and more confident in making decisions with someone else, for example, a professional. They may also report that web-based information helps them to discuss issues with someone else, for example, a relative, and do things differently, better manage or prevent a child behavior problem, improve their health or the health of their child, and be satisfied with professional services.

The results from this evaluation of specific N&G information webpages advance the knowledge on information outcomes. Although mixed methods in research on poverty are expanding rapidly [59], our mixed methods study is the first to compare the outcomes of web-based parenting information from the perspective of low-SES mothers seeking specific child-related information versus other mothers. In this study, the advantages of mixed methods are illustrated by the synergy between our quantitative results on how often information outcomes are reported by low-SES mothers compared with mothers of higher SES and our qualitative results on why and how low SES mothers retrieve and corroborate information.

The low-SES mothers we interviewed frequently access the internet. Moreover, the results of a recent survey of a representative sample of the New York State population (n=1350) suggested that the level of health literacy is not associated with the volume of internet utilization [74]. The low-SES mothers we interviewed considered websites and web-based forums as information sources that are helpful in everyday life. Some relied on their social network, for example, relatives, to obtain information and emotional support before seeking information on websites and web-based forums and from care services. This is congruent with the literature [75-79]. Furthermore, our participants might have been atypical for two reasons. First, they volunteered and, thus, may be biased in support of N&G. Second, although McCloud et al [48] suggested that people of low SES in the United States may experience difficulties accessing the internet despite technical support (provision of computers, home internet connection, and technician help), all of our participants reported that they were able to access the internet easily and none reported technical barriers.

Our study has three main limitations. First, for the quantitative component, we used a convenience sampling strategy (self-selected volunteer participants), and participants did not complete an IAM questionnaire each time they visited the N&G website. This limitation probably led to an overestimation of
positive outcomes (social desirability bias). However, assuming this bias influenced all participants in the same manner, regardless of their levels of education and income, this limitation did not affect the statistical analysis. Second, for the qualitative component, about half of the participants were just above the poverty line or the low level of education threshold, which certainly influenced the results. Third, parental efficacy was not examined in our interviews, but this might have affected our data, for example, information-seeking behavior. Numerous studies have shown that poverty has a detrimental effect on parenting, including perceived parental efficacy [80-82]. The concept of perceived parental efficacy is defined as “beliefs or judgments a parent holds on their capabilities to organize and execute a set of tasks related to parenting a child” [83].

In contrast to general health information, our results show that participants face difficulties in finding information on child development and education on websites (other than N&G) and web-based forums and navigating health and social care services when they have nonmedical care needs. In line with patient-centered care [84], future research may address several questions regarding child behavioral, developmental, and educational issues. To what extent can parents retrieve easy-to-read, listen to, and watch information in this field when needed? In what ways do websites and forums provide sufficient information to guide parents in managing these issues on their own when they desire and are able to do so? How do parents know who to ask for help when this information is insufficient? How can better understand what social care services are available and how they can be accessed?

Our results support approaches for improving information exchange between low-SES mothers and health or social care professionals, including (1) prescriptions of information that is considered trustworthy, easy to read, listen to, and watch; (2) information seeking by trusted relatives who have experience and higher level of eHealth literacy; and (3) referral to another professional, third party, when needed [84,85]. In other words, professionals can help low-SES mothers find, understand, evaluate, and use information because the provision of informational content alone does not usually satisfy the constraints of low education and empowerment among people of low SES [86].

Finally, the “Kate” narrative can be quickly read by decision policy makers, for example, web editors, and might encourage them to reach the underserved. In line with Reichwein et al [87], an ideal type can raise awareness and allow information providers, for example, web editors, to (1) tailor information content for the information needs and seeking behavior of specific target audience, such as low-SES mothers; (2) promote facilitators and overcome barriers to optimize information outcomes in the targeted low-SES audience; and (3) avoid stigmatization of people of low SES by openly reaching everybody (universalism).

Considering that narrative results of evaluations of interventions that show an impact on inequalities are especially useful for policy making [1], the “Kate” ideal type suggests the following main messages and policy recommendations. Web editors and experts can be encouraged to assess how valuable the informational content they share is from the perspective of low-SES people, providing thereby more equity-oriented content (easier-to-read, listen to, and watch information). In line with Luhmann theory of communication-based autopoietic self-referential interrelated social systems [88-91], the Low Literacy Universal Precaution Principle must be applied to enable trust and satisfactory communication (information exchanges) between Kate and a variety of social systems, such as education, health, and social services. People rely on website information content when they understand and trust it [92,93], whereas they do not use the content when they do not trust it, and often stop accessing it altogether [94]. In addition, O’Neill [95] specified that misplaced mistrust can be harmful. This applies to our work as follows: information providers and decision policy makers should promote trust in trustworthy information and should furnish resistance to mistrust in trustworthy information and trust in untrustworthy information.

In other words, information providers, such as web editors, must be encouraged, trained, and supported to provide trustworthy information using a plain language standard (readability grade 3-5), audio-assistance, and visuals [96]. This is important as a systematic review of 157 cross-sectional studies that assessed 7891 websites with consumer health information showed that the mean readability grade level ranged from grades 10 to 15 [96]. Thus, people of low SES and a low level of literacy are disproportionately disadvantaged regarding web-based information sources (readability grade superior to 5). Specifically, such inequalities remain with most governmental websites [97].

Conclusions
This study suggests a main message, a feasible intervention, and policy recommendations that can be implemented across health care systems.

Message
Mixing quantitative and qualitative methods and results, this study shows that the perceived benefits from trustworthy easy-to-read, listen to, and watch web-based parenting information are higher for low SES mothers of young children compared with other mothers.

Intervention
Quantitative results are based on the IAM, a method that may be of interest to information providers. Specifically, assessing perceived outcomes of equity-oriented web-based information can help to verify that all people can obtain information they need, thus satisfying the democratic right to information [98-100].

Policies
This concurs to state that literacy-related education courses and continuing professional development activities are necessary across all health and social care disciplines. Our paper concludes with a call for applying universal plain language standards to all governmental and public websites, in an effort to reduce information-related inequalities and to humanize the development of communication technologies and the virtual world.
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Abstract

Background: Patient portals have emerged as a recognized digital health strategy. To date, research on patient portals has grown rapidly. However, there has been limited evaluation of the growing body of evidence on portal availability, use, clinical or health behavior and outcomes, and portal adoption over time.

Objective: This paper aims to comprehensively consolidate the current state of evidence on patient portals using the umbrella review methodology, introduce our approach for evaluating evidence for quantitative and qualitative findings presented in included systematic reviews, and present a knowledge translation tool that can be used to inform all stages of patient portal adoption.

Methods: For this study, a modified version of the Joanna Briggs Institute umbrella review method was used. Multiple databases were searched for systematic reviews focused on patient portals, and the final sample included 14 reviews. We conducted a meta-level synthesis of findings from quantitative, qualitative, and mixed methods primary studies reported in systematic reviews. We organized the umbrella review findings according to the Clinical Adoption Meta-Model (CAMM). Vote-counting, GRADE (Grading of Recommendations, Assessment, Development, and Evaluations), and CERQual (Confidence in the Evidence from Review of Qualitative Research) were used to assess the umbrella review evidence.

Results: Our knowledge translation tool summarizes the findings in the form of an evidence map. Organized by the CAMM categories, the map describes the following factors that influence portal adoption and effects over time: patient contexts, patient's interest and satisfaction, portal design, facilitators and barriers, providers' attitudes, service utilization, behavioral effects, clinical outcomes, and patient-reported outcomes. The map lists the theories and mechanisms recognized in the included portal research while identifying the need for business models and organizational theories that can inform all stages of portal adoption. Our GRADE and CERQual umbrella review evaluation resulted in the majority of evidence being rated as moderate to low, which reflects methodological issues in portal research, insufficient number of studies, or mixed results in specific focus areas. The 2 findings with a high rating of evidence were patients' interest in using portals for communication and the importance of a simple display of information in the portals. Over 40 portal features were identified in the umbrella review, with communication through secure messaging and appointment booking mentioned in all systematic reviews.

Conclusions: Our umbrella review provides a meta-level synthesis to make sense of the evidence on patient portals from published systematic reviews. Unsystematic and variable reporting of portal features undermines the ability to evaluate and compare portal effects and overlooks the specific context of portal use. Research designs sensitive to the social, organizational, policy, and temporal dimensions are needed to better understand the underlying mechanisms and context that leverage the identified factors to improve portal use and effects.

(J Med Internet Res 2020;22(11):e23851) doi:10.2196/23851

KEYWORDS
CERQual; evidence-based practice; GRADE; patient portals; personal health records; systematic reviews; umbrella review
Introduction

Background

Internationally, there has been an increasing effort to engage patients and consumers in their own health care using information and communication technology. The COVID-19 pandemic significantly stimulated the adoption and use of information and communication technology in primary care and outpatient clinics to facilitate remote visits, distant monitoring, and communication during the period of social distancing, particularly for patients living with chronic conditions [1-4]. These current events will further motivate various stakeholders to revisit the importance of eHealth tools, including electronic patient portals. A recent example from Canada is the province of Alberta that launched 2 patient portals in 2019, with a plan to gradually expand functionalities and patient engagement [5,6]. Since April 2020, patients and providers tested for COVID-19 across Alberta are able to access their test results online via MyHealth Records [5].

Counrtries such as Canada, the United Kingdom, and the United States have created national consumer digital health strategies and programs to encourage greater patient and consumer interactions with their health care providers through a variety of digital health solutions such as the patient portal [7-9]. For example, Infoway, an organization promoting Canada’s health strategy, has funded several portal implementation projects over the last decade and produced benefit evaluation reports [8].

Patient portal is a digital health tool managed by a health organization to provide patients with secure online access to their own health information such as laboratory results, doctor’s notes, and medication lists; care services such as appointment booking and reminders; and communication with their health care providers via secure messaging from anywhere via the internet [10]. It is also known as a tethered personal health record, which is a web-based interface linked to an electronic health record (EHR) where patients can view and interact with their health care data and providers [11].

Comparison With Prior Work

Despite widely acknowledged portal benefits, the empirical evidence on patient portals reflects important challenges and context-dependent outcomes of portal use. For example, a recent review examining the behavioral and clinical outcomes associated with portal use reported improved patient understanding of their health conditions and medication adherence while noticing modest or no effects on diabetes and hypertension biophysiological indicators [12]. Our previous review demonstrated that portal technology may inadvertently create health equity concerns by not paying sufficient attention to the social determinants of health during portal implementation [13].

Research on patient portals, including primary studies (PSs), systematic reviews (SRs), and meta-level reviews, has been rapidly growing. Most SRs focus on specific health conditions [14], patient populations [15], aspects of portal use and its effects or impact [16-18], or on a select study design, for example, randomized controlled trials (RCTs) using a portal as an intervention [16]. To date, 2 meta-level reviews have been published that summarize the findings on patient portals reported in SR papers [19,20]. van Mens et al [19] used the Clinical Adoption Framework to “map relationships between determinant and outcome category” from 19 SRs retrieved up to early 2018. Among the limitations of their review, van Mens et al [19] named inadvertent inclusion of duplicate PSs and the impossibility of evaluating the strength of evidence. The other review of 20 SRs summarized the methods (ie, study design), types of effects, and benefits of digital health interventions up to 2016 [20].

In addition to focusing on portal technology, both meta-level reviews [19,20] and several SRs [21-23] reported combined findings on a variety of eHealth tools, which may limit the reader’s ability to discern portal-specific effects. Further, SRs may not always explicitly assess the quality of included PSs, thus potentially giving equal weight to findings characterized by various degrees of empirical support. When quality appraisals are included, the focus is often on RCTs and not broadened to other study designs [12,24]. Further, to the best of our knowledge, no published reviews summarizing evidence on patient portals have evaluated the strength of generated evidence as the concluding step of their review process. The limited quality assessments of the included studies and the absence of evaluations of the strength of outcomes or evidence offer readers little guidance on interpreting blanket statements of mixed and inconclusive results. To sum up, the various types of portal reviews that have been conducted to date present some substantive and methodological limitations mentioned earlier, thus providing an opportunity for our umbrella review.

Goal of This Study

Our contributions are threefold. The first is substantive: this umbrella review comprehensively consolidates the current state of evidence about patient portals. The second is methodological: we included a wide range of high-quality SRs that were specifically focused on portal technology, eliminated duplicate PSs, and appraised the quality of umbrella review quantitative and qualitative evidence using modified GRADE (Grading of Recommendations, Assessment, Development, and Evaluations) and CERQual (Confidence in the Evidence from Review of Qualitative Research) criteria, thus presenting the relative strength of each umbrella review finding. The third contribution is knowledge translation, where our findings in the form of an evidence map can provide guidance for organizations in their patient portal adoption efforts. This is especially important in the Canadian context as many jurisdictions are actively pursuing patient portals at this time.

Methods

Objectives and Questions

The objectives of this umbrella review are to summarize the current state of evidence in patient portals based on published SRs and to create an evidence-based knowledge translation tool for the adoption of this technology. The questions addressed in this umbrella review are as follows:
1. What are the characteristics of the patient portals being introduced and used in different settings?
2. What are the system-related, health care provider–related, and patient-related factors that influence the introduction, use, and impact of patient portals?
3. What is the impact of patient portals on clinical outcomes of care?

Methodology

Our methodology is detailed in a published protocol [25] registered and updated in PROSPERO (International Prospective Register of Systematic Reviews; PROSPERO registration number CRD42018096657). We employed the Joanna Briggs Institute (JBI) umbrella review method [26] with modifications [25]. Overall, our umbrella review attempted to adhere to best practice methodological recommendations outlined by Pollock et al [27] and Smith et al [28].

Search Strategy and Inclusion or Exclusion Criteria

In April 2018, the original search was conducted in 9 databases: MEDLINE, EMBASE, CINAHL Plus with Full Text, Web of Science Core Collection, Scopus, the Cochrane Database of Systematic Reviews, the PROSPERO registry, the JBI Database of Systematic Reviews and Implementation Reports, and Proquest Dissertations and Theses. An updated search in MEDLINE was conducted in November 2019 to identify the SRs published since the initial search. The complete search strategy is provided in Multimedia Appendix 1. The key inclusion criterion was specific to SRs focused on patient portals (irrespective of population groups and study designs) and published since 1990 in English. The SRs that were excluded were those with multiple eHealth technologies, standalone (ie, not tethered) personal health records, those focused on low- and medium-resource countries and thus contextually unique, reviews of reviews, scoping and integrative literature reviews, and reviews that do not provide a complete list of included PSs or designs.

Review Selection and Critical Appraisal

Citations were imported to Covidence. Two researchers independently screened titles and abstracts and then full-text articles against the inclusion and exclusion criteria. Discrepancies were resolved by consensus between 2 researchers and/or by a third researcher. The methodological quality of each SR was independently assessed by at least two researchers using the JBI critical appraisal checklist for SRs consisting of 11 questions [26]. Upon reaching a consensus among all researchers, low-quality SRs with a cutoff point <6 were eliminated.

Our initial database search for SRs yielded 158 citations. After eliminating duplicates and screening for relevant titles and abstracts, we retained 40 SRs for full-text assessment. By applying the inclusion or exclusion criteria, we identified 16 SRs for critical appraisal. An updated search in November 2019 identified 108 citations, yielding 6 SRs for full-text assessment, 3 of which underwent critical appraisal (the list of excluded reviews from the full-text assessment is provided in Multimedia Appendix 2 [14-18,24,26,29-36]). The 19 SRs included in critical appraisal had scores that ranged from 3 to 11, with 6 reviews scoring 10 or 11 (Multimedia Appendix 2). Five SRs with scores <6 were excluded, leaving 14 reviews as the final selection for synthesis [14-18,24,29-36]. Figure 1 shows the Preferred Reporting Items for SRs and Meta-Analyses flow diagram for the selection process.
**Analysis and Synthesis**

In this paper, we refer to the findings at 3 different levels. PS findings are the individual findings reported by the SR authors in the results section and appendices of the SRs. In turn, SR findings represent the synthesis by SR authors reflecting how they combined PSs. The umbrella review findings are our synthesis of the PS findings reported in included SRs and of any conceptualizations or models advanced as the outcome in the included SRs.

Initially, we categorized the included SRs according to the logic underpinning their approach to synthesis [25,37]: reviews following the aggregation logic (n=13) in which the SR authors reported outcomes based on the summary of individual PS findings and reviews following the configuration logic (n=1) where the SR authors’ analysis combined findings from PSs to articulate a theory. Figure 2 shows our categorization of the included SRs for data extraction and synthesis. We grouped all included aggregation SRs into (1) group A: purely quantitative reviews (n=3) where the SR authors only reported on findings from quantitative PSs, and (2) group B: reviews with a mix of quantitative, qualitative, or mixed methods PSs (n=10). There were no purely qualitative reviews (ie, those with exclusively qualitative PS design).
One researcher extracted all the data, and 100% of the outputs were validated by at least one other researcher, with discrepancies resolved by discussions among the 3 researchers. All relevant PSs, their design, sample size, and all findings, as reported by the SR authors were extracted into Excel tables. Duplicate findings from duplicate PSs were removed to manage an overlap among the reviews. Data were synthesized into themes and then a smaller number of domains and statements. No statistical meta-analyses or subgroup analyses were performed due to heterogeneity of the study design.

As a precursor for rating the strength of umbrella review quantitative evidence and the confidence in umbrella review qualitative evidence, our 2 main data extraction documents were quantitative and qualitative Excel tables, respectively. The headings and/or introductory sentences in the paragraphs describing findings or results in each SR were used for initial domain categorization. Domains were further developed through an iterative process of cross-checking with the Clinical Adoption Meta-Model (CAMM) framework, sorting within Excel documents, and weekly analysis meetings among the researchers.

Our quantitative data extraction table included those PSs from SRs (both group A and group B), where the SR authors referenced statistical significance (P values, significance, and confidence intervals) of PS findings. Our qualitative data extraction table included those PSs from SRs in group B, where the SR authors provided sufficient information about the study design for the reader to classify those PSs as qualitative. After
removing duplicates, the quantitative table included 360 unique individual findings from 10 SRs [14-17,30-35], and the qualitative table included 246 unique findings from 10 SRs [14,15,17,24,29-31,33,35,36]. Three SRs that were part of our umbrella review included papers that were a mix of PSs and reviews [17,24,35]. As an additional strategy to manage duplicates, we only extracted data from the PSs included in these SRs.

In addition, to extract all other data not fitting the 2 aforementioned tables, we created mixed methods and quantitative descriptive Excel data extraction documents, similar to the designs of PSs as reported in SRs. Our mixed methods table included 76 unique findings from mixed methods PSs from SRs in group B. The quantitative descriptive table included 393 unique findings from quantitative PSs from SRs in both groups A and B for which no statistical data or significance were provided by the SR authors, and which were unsuitable for evaluating the strength of evidence.

**Rating the Umbrella Review Evidence**

As the concluding step, 2 researchers independently assessed the strength of evidence for quantitative umbrella review finding statements and the confidence in the evidence for qualitative umbrella review finding statements. For this purpose, we developed meta-level umbrella review tools, GRADE-UR (Grading of Strength of Evidence for Quantitative Research at the Level of an Umbrella Review) and CERQual-UR (Grading of Confidence in the Evidence of Qualitative Research at the Level of an Umbrella Review), by applying a voting-counting method [38] and adapting GRADE [39-41] and CERQual [42-44] SR evaluation tools.

The GRADE-UR tool rates the strength of evidence as high, moderate, low, or insufficient [39-41]. Briefly, GRADE-UR evaluation of the quantitative finding statements is based on the following information: the SR authors’ critical appraisal of PSs, the PS sample sizes, the number of RCTs, reporting of statistical significance, the number of PS findings that agree with the umbrella review finding statement, and the outcome measures used in PSs. The CERQual-UR tool rates confidence in the evidence as high, moderate, low, or very low. CERQual-UR evaluation of the qualitative finding statements is based on the following information: specific questions from our critical appraisal using the JBI checklist, SR methodological features, and their presentation of the results. A further description of GRADE-UR and CERQual-UR can be found in Multimedia Appendix 4 [14-18,24,29-36].

**Output of the Umbrella Review**

The output of our umbrella review consists of 2 summary of findings and evidence profile tables, a narrative synthesis, and a knowledge translation tool in the form of an evidence map on patient portal use and impact. CAMM [45] underpins the categorization of these outputs. CAMM is a maturity model used to understand, describe, and explain the adoption of digital health technologies through the preadoption, early adoption, and mature adoption stages [45]. It is a temporal adoption model with 5 dimensions: availability, system use, clinical/health behavior, outcomes, and time. In this review, adoption refers to the planning, implementation, utilization, and support of a patient portal. Availability refers to making the patient portal accessible to users. Use refers to patterns of user interaction and experience with the portal. Clinical/health behavior refers to changes in user behaviors from interacting with the portal. Outcomes refers to the health impact from portal use. Time refers to the transition periods across the 4 dimensions [45].

**Results**

**Review Characteristics**

The population, objectives, design, and context of the 14 reviews are described below and further summarized in Multimedia Appendix 2. All 14 reviews were published between November 2012 and November 2019, 11 of which were published in 2015 or later. With duplicates removed, 280 unique PSs were identified across the 13 aggregation reviews, resulting in 1075 unique findings. We handled the findings of the only configuration review [18] holistically, without disintegrating into separate components. This realist review [18] proposed mechanisms for achieving portal outcomes.

**Population**

A total of 6 reviews focused on specific populations: people with diabetes [14,35] or other chronic conditions [17] and pediatric [15], vulnerable [32], and hospitalized [33] patients. Study participants included patients, family members, parents or guardians, and health care providers. A total of 7 reviews reported sample sizes of their included PSs, with sample sizes ranging from 5 participants in a qualitative study [33] to 529,605 in a cross-sectional study [31].

**Objectives**

Included SRs examined patient engagement [29], facilitators and barriers of portals use [36], meaningful use [17], health literacy [30], mechanisms for achieving portal outcomes [18], effects [17,24,31], and the impact of portals [16,35]. The findings from quantitative PSs reported in SRs pertained to portal enrollment or use levels by sociodemographic factors, the role of portal training, patient satisfaction and empowerment, clinical outcomes including screening rates and treatment adherence, and portal impact on health service utilization [14-17,29,31,32,34]. The findings from qualitative PSs reported in SRs tended to focus on barriers and facilitators; portal design; communication between providers and patients; perceived care...
quality; providers’ concerns; and patient safety, empowerment, engagement, and satisfaction [14,15,17,24,29-31,35,36].

Study Design

Across the 13 aggregation reviews, the number of PSs ranged from 5 [16] to 143 [24], yielding 280 unique PSs of varied designs. The quantitative PSs were classified as 32 RCTs, 18 cohort studies, 8 time series and 16 cross-sectional studies, 3 surveys, 8 pre-post, 2 post only, 1 retro-audit, and 1 quasi-experimental (further information on the design of the PSs for each of the UR findings is provided in Multimedia Appendix 4). In these quantitative studies, data were generated through structured self-report questionnaires, system logs, administrative data sets, and patient medical records. None of the reviews included meta-analyses due to the presence of heterogeneous population groups and diverse measures reported. The designs or methods of data collection used in qualitative and mixed methods PSs encompassed interviews, questionnaires, focus groups, usability studies including observations, and case reports. Critical appraisal tools were used in 7 reviews [14-16,24,31,32,34,35]. Heterogeneity was explicitly discussed as an issue in 4 reviews [16,24,32,34]. Limitations recognized by SR authors included the variability in portal utilization measures [14], portal types and population [31], and portal definitions [33], low quality of reporting [35], limited variety of study designs [31,33], and the potential of underpowered studies [32].

Across the 13 aggregation reviews, we found limited application of models, theories, and frameworks as the conceptual foundation for evaluating patient portal use and outcomes. None of the included SRs applied models, theories, or frameworks as a guide for their review. Some authors briefly referenced models, theories, and frameworks as justification for the review or in their discussion, whereas others summarized the use of models and theories in the included PSs [29,31,36]. Goldzweig et al [31] found that 5 out of 21 PSs used a theory or model, and Irizarry et al [29] found that 11 of 120 PSs used a theoretical framework, but the SR authors did not elaborate on how these theoretical underpinnings related to the outcomes. One SR observed that the chronic care model was cited most often within PSs [29], and 2 SRs commented on how the model’s concept of self-management influences outcomes [14,24]. The following theories were referenced across the SRs: Roger's Diffusion of Innovation [29], activation theory [36], theory of coping and self-determination [36], and grounded theory [sic] [36]. Review authors recommended reconsidering the business model of patient care [34] and developing a framework to identify appropriate outcome measures for long-term portal use [36].

Context

A total of 10 reviews named the countries where the PSs were conducted; most were in the United States, with Europe, Australia, and Asia referenced [14-16,18,24,30,31,34-36]. A total of 8 reviews reported study settings, which varied from hospitals, clinics, group practices, and primary care, or a combination of settings [15,16,24,29,31,33,34,36].

Characteristics of Patient Portals

Portal features were reported inconsistently and unsystematically across reviews (a summary of the portal features described in the reviews is provided in Multimedia Appendix 2). Two SRs itemized and compared specific patient portal features reported across each PS [31,33]. Other SRs summarized portal features in their results section or appendices as an overview of the intervention, a collective summary sentence, or in reference to individual findings. Some reviews did not report specific portal features in their findings, but described portal functions in general, in the introductory section.

In total, we identified 41 portal features, with a range across reviews from 3 [30] to 25 [31]. Secure messaging or communication and appointment booking were the 2 features mentioned in all reviews. Other common features that we identified were access to laboratory and test results, visit summaries, and medication renewals. In contrast, portal features that allowed patients to generate data through care plans, patient self-assessment tools, journals, and the ability to edit data were mentioned less frequently. Frequently used features in a pediatric portal included immunization records, secure messaging, and appointment scheduling [15]. The SR by Kelly et al [33] on inpatient portals highlighted patients’ desire to be able to view their daily schedule and information on medication dose, frequency, timing, administration, route, and side effects.

Seven reviews mentioned features that patients viewed as desirable but not commonly offered. These included proxy access, medication glossaries with photos, medication side effects and instructions, care goals or plans with feedback, symptom tracking, videoconferencing, portal access through onsite kiosks, voice recognition for older adults, and text messaging for quality assurance service [15,18,24,29-31,33]. Specific features desired by patients in an inpatient setting included hospital room number; health care provider names or photos; medical information on condition and what will happen next; recovery goals; and access to physician notes, operative reports, and test results [33].

Summary of Umbrella Review Findings, Evidence Profile, and the Knowledge Translation Tool

Tables 1 and 2 display the umbrella review finding statements and the evidence profile. To understand how the strength of the evidence and the confidence in the evidence were evaluated, refer to Multimedia Appendix 3. We found few examples of high confidence in the evidence and no examples of high strength of evidence. High confidence means that additional studies are unlikely to generate new findings on account of the topic being relatively well researched, SRs being of high quality, and the findings representing the phenomenon accurately. Moderate strength of evidence indicates that the finding is likely but there are some deficiencies in the current evidence [41]. Moderate confidence in the evidence indicates that the findings reasonably represent the phenomenon [43]. Low to very low confidence indicates that the topic is under-researched, studies have methodological weaknesses or inconsistent findings, and new studies are likely to generate useful findings that can contradict existing evidence. Our umbrella review findings should be interpreted in this context, with the amount and quality
of existing research represented in the included SRs and the consistency of findings playing an important role in the rating of evidence.

Our evidence map for patient portal adoption is presented in Figure 3. The map is a visual knowledge translation tool of the current state of evidence of patient portal use and impact. In this figure, the image of the 4 CAMM stages is from Price et al [45] and the 5 columns provided have been organized by the domain, and outcome or findings listed in Tables 1 and 2. In the remaining sections of our results, we present the umbrella review findings through the 4 stages of the map, while drawing attention to select strength of evidence and confidence in the evidence ratings.
### Table 1. Summary of quantitative umbrella review findings and Grading of Strength of Evidence for Quantitative Research at the Level of an Umbrella Review evaluation of quantitative evidence.

<table>
<thead>
<tr>
<th>Umbrella review domain and summary of quantitative findings statement (SR(^b) source)</th>
<th>Strength of the evidence according to the GRADE-UR(^b) criteria(^c)</th>
</tr>
</thead>
</table>
| **Patient characteristics**  
Patients with better controlled diabetes are more likely to enroll or use a portal as compared to other patients with diabetes [14,31,35].  
Patients with private insurance in the US context are more likely to enroll or use a portal [14,15,31,34,35].  
Patients with higher illness(es) burden or need are more likely to enroll or use a portal [14,15,31,34].  
White people are more likely to enroll or use a portal [14,15,31,32,34].  
Middle-aged people (≤65 years) are more likely to enroll or use a portal [14,17,31,32,34].  
People who have a higher income are more likely to enroll or use a portal [14,15,31,35].  
Males with diabetes are more likely to enroll or use portal as compared with females with diabetes [14,35].  
Patients with higher health literacy are more likely to enroll or use a portal [14,17,30].  
Females are more likely to access online information and use a portal [17,31,34].  
People who have a higher education level are more likely to enroll in and use a patient portal [14,31,35]. | Moderate |
| **Patient-related facilitators**  
Patients are more likely to register and use a portal after portal-related education and training [32]. | Moderate |
| **Patient satisfaction**  
Patients who use patient portals report higher satisfaction with communication, treatment, medications, and care [16,31,34,35]. | Moderate |
| **Behavioral effects**  
Use of patient portals can increase adherence, mostly medication adherence across different patient populations [16,17,31,33,34].  
Use of patient portals can improve screening, vaccinations, examinations, and/or care across different patient populations [31,34,35].  
Use of patient portals can improve visit preparation and communication and information sharing between patients and providers [14,16,31,34]. | Moderate |
| **Service utilization effects**  
Health care provider’s workload related to contacts and messaging does not change with patient portal adoption [34].  
Patients’ access to social support and mental health and testing services does not change with portal use [31,33].  
Hospitalization rates do not change with patient portal use [16,31,34].  
Emergency department visits do not change with patient portal use [16,31,34].  
Phone or messaging volume received by health care providers does not change with patient portal use [16,17,31,34].  
Patient portal use results in an increase in office, primary care, specialist, outpatient, or after-hour visits [15-17,31,34,35].  
Patient portal use does not reduce no-show rates [17,34]. | Low |
| **Clinical outcomes**  
There is improvement in HbA\(_1c\)\(^d\) levels for patients with diabetes who use patient portals [15-17,31].  
There is improvement in LDL\(^e\), HDL\(^f\), cholesterol, or lipids for patients with diabetes who use patient portals [15,16,31,35].  
There is no change in systolic and diastolic blood pressure for patients with diabetes or hypertension who use patient portals [16,31,35].  
Psychosocial, cognitive function, BMI, symptom stability, and depression and anxiety status does not change across multiple patient populations who use patient portals [16,17,31]. | Moderate |
<table>
<thead>
<tr>
<th>Umbrella review domain and summary of quantitative findings statement (SR\textsuperscript{a} source)</th>
<th>Strength of the evidence according to the GRADE-UR\textsuperscript{b} criteria\textsuperscript{c}</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient-oriented outcomes</strong></td>
<td></td>
</tr>
<tr>
<td>Patient empowerment and self-efficacy scores do not change with portal use [16,31].</td>
<td>Low</td>
</tr>
</tbody>
</table>

\textsuperscript{a}SR: systematic review.

\textsuperscript{b}GRADE-UR: Grading of Recommendations, Assessment, Development, and Evaluations at the Level of an Umbrella Review.

\textsuperscript{c}Indicates the strength of the evidence and was calculated based on study limitations, directness, consistency, precision, and reporting of bias. The ratings are from high, moderate, and low. Any statements we evaluated as insufficient were moved to the supporting evidence tables in Multimedia Appendix 4.

\textsuperscript{d}HbA\textsubscript{1c}: hemoglobin A\textsubscript{1c}.

\textsuperscript{e}LDL: low-density lipoprotein.

\textsuperscript{f}HDL: high-density lipoprotein.
Table 2. Summary of qualitative umbrella review findings and Grading of Confidence in the Evidence of Qualitative Research at the Level of an Umbrella Review evaluation of qualitative evidence.

<table>
<thead>
<tr>
<th>Umbrella review domain and summary of qualitative findings statement (SR\textsuperscript{a} source)</th>
<th>Confidence in the evidence according to the CERQual-UR\textsuperscript{b} criteria\textsuperscript{c}</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patients’ interest in the potential of portals</strong></td>
<td></td>
</tr>
<tr>
<td>Patients are interested and satisfied in using patient portals if they are easy to use and useful [15,24,33]. Patients are interested in using patient portals for communication and opportunity to message providers [17,30,33].</td>
<td>High</td>
</tr>
<tr>
<td><strong>Portal design and features</strong></td>
<td></td>
</tr>
<tr>
<td>Patients value information in patient portals that is easy to understand, written in lay or nonmedical language, transparent, and presented in a simple display [29,33]. Patients want prescription refills, and hospitalized patients in particular want information on medication that includes dose, frequency, timing, administration, route, and side effects [29,33]. Minimal navigation steps and educational information on specific laboratory results, medications, and allergies are important health equity and patient-friendly considerations [15,29,33]. The information within patient portals gives patients and parents a greater sense of control, involvement, understanding, and security in care planning [15,33,35]. Patients appreciate the scheduling function in patient portals, such as booking appointments online and scheduling, and daily planning in inpatient setting [15,29,33].</td>
<td>High</td>
</tr>
<tr>
<td><strong>System-related factors</strong></td>
<td></td>
</tr>
<tr>
<td>Guideline development, framework for governance, and compliance with regulations are important for integrating patient portals into organizational processes [24,33].</td>
<td>Moderate</td>
</tr>
<tr>
<td><strong>Patient-related facilitators</strong></td>
<td></td>
</tr>
<tr>
<td>Use of patient portals is facilitated by the enhanced communication over traditional methods and positive patient-provider interactions and relationships [14,33,36]. Encouragement and instruction on patient portals offered by providers and families is a facilitator of portal use [14,29,36].</td>
<td>Low</td>
</tr>
<tr>
<td><strong>Patient-related barriers</strong></td>
<td></td>
</tr>
<tr>
<td>Patient barriers to portal use and enrollment include time, limited system knowledge, lack of awareness of patient portals and related features, and doubt or lack of belief in portal benefits or value [14,17,29,36]. Technical barriers to portal use and enrollment include type of interface, lack of technical or computer skills or training or support or literacy, lack of computer or internet access, and forgotten passwords [14,17,24,30,31,33,35,36]. Unauthorized access, privacy, security, and trust or confidentiality concerns are barriers to portal use and enrollment [14,15,24,29,30,33,36]. Patients’ lack of desire in enrolling and using portals relates to their preferences and satisfaction with existing means of communication [14,17].</td>
<td>Moderate</td>
</tr>
<tr>
<td><strong>Providers’ attitudes and concerns</strong></td>
<td></td>
</tr>
<tr>
<td>Providers are concerned about liability and increases or changes in workload, and the lack of training, skills, and resources for using patient portals and prefer to have support staff screen messages [24,29,33]. Providers are concerned that the information contained in portals may overwhelm, cognitively overload, or increase patients’ anxiety and that patient-generated data may be inaccurate [24,29,33]. Providers perceive patient portals could encourage patient engagement, and secure messaging could support communication of complex information, while having concerns about impact on patient-provider relationships [24,29,33]. Providers are concerned about patient safety, privacy, and confidentiality and prefer control over access and authentication of users to protect the information in patient portals [24,33]. Lack of incentive and reimbursement may result in providers being less engaged with portals than patients may assume and instructing patients not to use [14,31].</td>
<td>Moderate</td>
</tr>
<tr>
<td><strong>Usability-related barriers</strong></td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}SR: Systematic review
\textsuperscript{b}CERQual: Confidence in evidence from review of qualitative research
\textsuperscript{c}UR: Umbrella review
<table>
<thead>
<tr>
<th>Umbrella review domain and summary of qualitative findings statement (SR\textsuperscript{a} source)</th>
<th>Confidence in the evidence according to the CERQual-UR\textsuperscript{b} criteria\textsuperscript{c}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usability-related barriers which result in negative experiences and use of patient portals include: reminders and messages that are unreliable, have a slow response, or may not directly reach providers, and information that is inaccurate or difficult to locate due to complex navigation, visual layout, and language [14,29-31].</td>
<td>Low</td>
</tr>
</tbody>
</table>

**Patient satisfaction**

- Online communication with providers outside their hours is preferred by patients and parents, as it is easier to understand, more convenient, supports accessing test results, and allows for timely and consistent responses [15,29,33,35]. | Moderate |

**Patient safety**

- Patient portals enhance efficiency and patient safety when patients find and request correction of errors, especially medication errors [17,24,33,35]. | Moderate |
- Patients with limited health and computer literacy value portal use, but safe and effective use may be compromised by an inability to interpret results and having to take longer to complete patient portal tasks [29-31]. | Low |

**Behavioral effects**

- Patient portals can facilitate access to medical information that can engage and empower patients to be confident in their self-management and current care [29,31,36]. | Low |

**Service utilization effects**

- Patient portals can impact provider workload by increasing number of phone calls or emails or secure messaging and length of face-to-face visits [17,24,35]. | Very low |

**Patient-oriented outcomes**

- Patient portals empower patients in shared decision making, prepare for visits, enable better expression of ideas and concerns, and encourage engagement in self-care and self-management [17,24,35]. | Moderate |
- Patient portals support communication, enhance discussions, and shift power relations between patients and providers [17,24,29,33,35]. | Moderate |
- Patient portals can improve quality of care and caregiver experience and reduce care burden [17,33]. | Low |

\textsuperscript{a}SR: systematic review. 
\textsuperscript{b}CERQual-UR: Confidence in the Evidence from Review of Qualitative Research at the Level of an Umbrella Review. 
\textsuperscript{c}Indicates the confidence in the evidence and was calculated based on methodological limitations, coherence, relevance, and adequacy. Ratings are from high, moderate, low, and very low.
Who Adopts Patient Portals

Many SRs examined the characteristics of patients who use patient portals. Portal users are more likely to be middle aged (≤65 years) [14,17,31,32,34]; White (compared to Black, Hispanic and Asian) [14,15,31,32,34]; and have higher income [14,15,31,35], private insurance [14,15,31,34,35], higher education [14,31,35], or higher illnesses burden or service needs [14,15,31,35]. Females are more active adopters of patient portals when compared to males [17,31,34], except for those with lower socioeconomic status [34]. Among diabetes patients, males are more likely to enroll or use portals [14,35]. Patients with lower health literacy and numeracy skills are less likely to use portals [14,17,30].

Patients' Interest and Satisfaction in Portal Design

Patients are interested and satisfied in using patient portals if they are designed to be easy to use and useful [15,24,33]. The information in patient portals should be transparent and easy to understand, written in nonmedical language, and have a simple display [29,33]. To make portals more patient-friendly and attuned to variations in health literacy, there should be minimal

---

**Table:**

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Patient-related barriers</th>
<th>Usability-related barriers</th>
<th>Behavioral effects</th>
<th>Clinical outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, ethnicity, or race</td>
<td>Training and education</td>
<td>Complex interface, inaccurate information, and unreliable reminders</td>
<td>Improved medication adherence, preventive care, patient safety</td>
<td>Improved hemoglobin A1c and high density lipoprotein and low density lipoprotein</td>
</tr>
<tr>
<td>Health conditions or burden</td>
<td>Enhanced communication</td>
<td>Provider and family encouragement</td>
<td>Improved communication, visit preparation and care, and understanding of care planning</td>
<td>Improved access to empowering medical information</td>
</tr>
<tr>
<td>Insurance status, income, and education level</td>
<td>Provider and family encouragement</td>
<td>Current form of communication</td>
<td>Improved access to empowering medical information</td>
<td>Patient-oriented outcomes</td>
</tr>
<tr>
<td>Health literacy</td>
<td>Limited time, system knowledge, awareness, trust and belief in value, technical and literacy skills, and privacy and security</td>
<td>May be impacted by patients’ health literacy</td>
<td>Changes in patient-provider relationship, shared decision making, and engagement in self-management, and quality of care and caregiver experience</td>
<td>Changes in empowerment and self-efficacy scores</td>
</tr>
<tr>
<td>System-related factors</td>
<td>Preference for current form of communication</td>
<td>Consensus in workload, liability and lack of training, accuracy of information, privacy and security, and impact on patient-provider relationship</td>
<td>Changes to patients’ access to health services, hospitalization rates, emergency room visits, and office visits</td>
<td>Enhanced communication and shift in power relations</td>
</tr>
<tr>
<td>Need for governance guidelines</td>
<td>Providers’ attitudes</td>
<td>Less engagement due to lack of reimbursement</td>
<td>Reduction in no-shows</td>
<td>Changes in empowerment and self-efficacy scores</td>
</tr>
</tbody>
</table>

**Figure 3:** Evidence Map Across Portal Adoption Stages.
Factors to Consider in Increasing Portal Adoption by Patients

There are many barriers that impede the adoption of patient portals. Patients may forget their password, not have internet access, or lack the necessary interface or literacy and computer skills [14, 17, 24, 30, 31, 33, 35, 36]. Portal use may also be discouraged when patients receive unreliable messages, encounter complex language, or have difficulty locating information within the portal [14, 29-31]. Patients may also be unaware about portals, or have limited belief in portal benefits [14, 17, 29, 36] and have privacy and security concerns [14, 15, 24, 29, 30, 33, 36]. Facilitation of portal adoption included encouragement from providers and family members [14, 29, 36] and training and education on portals [32].

System-Related Factors for Portal Implementation

A limited number of reviews addressed these factors. The lack of incentive or reimbursement may dissuade providers from promoting portal use to their patients [14, 31]. Two SRs referenced the need for the development of guidelines and governance frameworks for integration of patient portals into organizational processes and to support compliance with regulations [24, 33].

Health Care Providers’ Concerns on Portal Implementation

Multiple qualitative studies reported on providers’ attitudes toward portals [24, 29, 33]. The accuracy of patient-entered information and how portal information can increase patient anxiety or overwhelm, overload, and offend patients were repeated concerns of providers [24, 29, 33]. Providers preferred control over information to offset concerns about patient safety, privacy, and confidentiality [24, 33]. Providers were also concerned about liability; change in workload; and the lack of training, skills, and resources for using patient portals [24, 29, 33].

Impact on Communication and Patient-Provider Relationships

Communication and influence on patient-provider relationships became a common thread throughout our evidence map. Some SRs found that patients were interested in the potential of using portals for communication with providers [17, 30, 33] and preferred the convenience, asynchronous aspect, and timeliness of communication afforded within patient portals [15, 29, 33, 35]. Patients who used portals reported satisfaction with communication and the resulting treatment, medications, and care supported through portals [16, 31, 34, 35]. However, some patients lack interest in portals, as they are satisfied with their current mode of communication [14, 17].

Three SRs reported on providers’ interest in portals for encouraging patient engagement and communication of complex information with recognition of the potential impact on patient-provider relationships [24, 29, 33]. In addition, the evidence that portal use improved communication, information sharing, and patient-provider relationships [14, 16, 31, 34] was rated as low.

Portal Use and Impact on Patient Outcomes and Behavioral Effects

Although patient portals may improve patient safety by having patients note and correct errors [17, 24, 33, 35], safe and effective portal use may be compromised because of patients’ limited health and computer literacy [29-31]. Portal use may also reduce caregiver burden and improve the quality of preventive or follow-up care [17, 33]. For clinical outcomes, evidence is limited and inconsistent. We found low strength of evidence for changes in blood pressure [16, 31, 35] and metabolic measures [15, 16, 31, 35] with portal use. We found moderate strength of evidence for improvement in hemoglobin A1c [15-17, 31], preventive care [31, 34, 35], and medication adherence [16, 17, 31, 33, 34].

Impact on Service Utilization and Provider Workload

Limited number of studies have examined changes in the utilization of preventive or testing services [31, 33], rate of hospitalizations [16, 31, 34] and emergency department visits [16, 31, 34], and no-show rates [17, 34], all of which demonstrated low strength of evidence. Although a significant number of quantitative and qualitative PSs examined portal impact on provider workload, the evidence was inconsistent as to how patient portals may impact the number of contacts and face-to-face consults, phone volume, emails or messaging, and office visits [15-17, 24, 31, 34, 35]. We found very low confidence in the evidence that portals change provider workload and moderate strength of evidence for no change in workload. A similar pattern of variability was found within quantitative descriptive PSs not included in the aforementioned description: 10 found no change, 12 reported a decrease, and 20 reported an increase in provider workload.

Mechanisms

The review by Otte-Trojel et al [18] included in our analysis hypothesized 4 mechanisms for patient portals to achieve outcomes: patient insight, convenience, continuity of care, and patient activation [18]. Insights that patients gain from their online health information and EHR can improve communication, empowerment, understanding of one’s health condition, and adherence to treatment. Convenience is the time saved when patients have online access to providers and services. Care continuity improves patient-provider communication. Activation leads to empowerment through power balance and self-identity and to better self-care through improved relationships, trust, and availability of educational resources [18]. When we examined how similar concepts were referenced in the other included SRs, we found the following: low strength of evidence for association between portal use and changes to patient empowerment and self-efficacy scores [16, 31]; moderate confidence in the evidence that portals could empower patients for self-care and shared decision making [17, 24, 35]; and moderate confidence in the evidence that portal information could provide patients and parents a greater sense of control, involvement, understanding, and security in care planning [15, 33, 35].
Time Dimension in Portal Use
The study by Grossman et al [32] was the only SR that reported in detail how portal use changed over time as a result of portal training and education. Bush et al [13] observed that longitudinal studies did not track portal usage over time. Other SRs did not seem to extract information on changes in portal use over time. Similarly, longitudinal changes in clinical outcomes were not highly represented in SRs, with 2 reviews referencing changes in outcomes over multiple time periods [31,35].

Additional Findings From Mixed Methods or Quantitative Descriptive PSs
Data included in our mixed methods and quantitative descriptive extraction tables and not subject to the evidence rating provided additional support for the quantitative and qualitative umbrella review findings discussed earlier (Multimedia Appendix 4). In addition, noteworthy findings from this group of studies that are not found in our evidence tables include providers preferring emails focused on simple, self-limiting problems [24]; the importance of tailored messages sent to patients [29] and proxy access (family member access and caregiver access to information in the portal) [15,30,31,33]; and lower uptake of patient portals than initially anticipated [15,24]. Of note, proxy access and portal uptake are addressed only in a few PSs.

Discussion
Principal Findings
To the best of our knowledge, our umbrella review demonstrates the first attempt to adapt GRADE and CERQual processes and to develop GRADE-UR and CERQual-UR tools for evaluating evidence generated in an umbrella review. Moreover, our combined approach of evaluating the evidence and application of CAMM at the umbrella review level provides a novel approach for analyzing outcomes. In particular, we demonstrate how this approach can provide a more nuanced understanding of the evidence for common findings generated in portal research.

Our umbrella review provides an evidence map based on CAMM and the consolidated summary on the current state of evidence on patient portals and can be used to inform all stages of portal adoption. The map should be used in conjunction with the evidence tables to understand the strength of the available empirical support for different factors influencing patient portal adoption, use, and outcomes. In the next four paragraphs, we present key umbrella review findings and elaborate on how the map can be applied to address current knowledge gaps and across research, industry, policy, and practice.

The temporal aspect of CAMM suggests that portal adoption per se is not a guarantee of its effectiveness and that it should not be evaluated at a single point in time; rather, there are transitions from interest to registration or enrollment, activation, and then to use or utilization ending with empowerment in the best-case scenario. In our umbrella review, we found enrollment and use often being conflated, thus blurring the line between these 2 separate, yet very significant, dimensions of portal adoption.

We color coded different factors included in the evidence map to visually represent the strength of the current evidence. The colors can reveal not only existing knowledge gaps but also methodological assumptions made in some research on portals. For example, the evidence for the statement portals change provider workload was rated as very low, indicating that further research on this topic is likely to produce useful findings. However, the tables summarizing our findings also show that this topic has been extensively researched, but the studies exhibited great variability in the direction of the findings. This incongruence in the findings about changes to provider workload reveals a complex interplay of factors mobilized when technology is introduced into clinical practice and patients’ homes. Neither the types of studies that control for these factors (eg, RCTs) nor the study designs that simply explore participants’ satisfaction and perception are capable of shedding light on local organizational contexts that are often responsible for divergent portal outcomes.

The ideal use of the evidence map would be that each stakeholder looks across adoption stages and recognizes the interdependency among different factors, as the following examples suggest (italics indicate factors within the map). For example, for industry to support the promised long-term vision of improving clinical and patient-oriented outcomes, an easy-to-use portal design is required that does not introduce usability barriers at a later stage. In the policy realm, there is a need for governance guidelines that address both patients’ and providers’ privacy and security concerns to encourage trusting patient-provider relationships.

In addition, the evidence map reveals the areas of differing values that need to be considered within practice to achieve successful portal adoption. For example, patients are interested in the communication afforded by patient portals, whereas providers are concerned about the increased workload introduced by the new channels for communication. Further, portals are promoted as a tool for patient empowerment, whereas providers are concerned about the loss of control over information. With portals designed to serve more than one user group and to support their sometimes-divergent agendas, the success of portal technology hinges on acknowledging these different values and addressing these differences through the engagement of all relevant user groups.

Limitations
There are a number of strengths to this umbrella review. First, the elimination of duplicate PSs from the included SRs provides a more accurate account of the reported findings. Second, the application of vote-counting, GRADE-UR, and CERQual-UR allows the direction, strength, and confidence of the evidence to be quantified and compared. Third, the evidence-based knowledge translation tool offers practical guidance to those involved in the planning, implementation, and support of patient portals. The evidence map seems promising as it helps to cast the use and impact of patient portals over time across preadoption, early adoption, and mature adoption stages while summarizing both key known success factors strongly supported by research and areas with low evidence base where more research is needed.
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There are possible limitations to our search strategy. First, the literature on patient portals is varied in its coverage of eHealth modalities, inconsistent in defining portals, and evolving. Our search and selection strategy could have missed reviews that should be included. Second, we only focused on reviews published in English; those in other languages could have been missed. We also relied on the SR authors’ identification of patient portals. However, in reviewing the SRs’ reference list, we discovered that some SRs had included PSs that were broader in scope than the SR definition of patient portals. We accounted for these occasional discrepancies between the intended and actual SR focus during our GRADE-UR and CERQual-UR evaluation.

Our application of GRADE and CERQual at the meta-synthesis level could have been flawed, as there is little or no guidance available on how to appraise evidence synthesized across several SRs. In particular, we used SR authors’ reporting of statistical significance and $P$ values to evaluate the strength of evidence. Many of the PSs included in the GRADE-UR evaluation had a limited sample size, and reporting on the power calculation of these studies was lacking; therefore, we were unable to evaluate these claims of statistical significance.

Similarly, we relied on SR authors’ reporting of the PS findings. When we suspected possible errors in SR authors’ reporting of findings, we consulted the original PS; in these cases, consensus among all umbrella review researchers was sought to determine how to address these individual discrepancies. However, this process was not exhaustive, and we did not cross-check all the findings between SRs and PSs.

**Comparison With Prior Work and Suggestions for Future Research**

At the time of analyzing the included SRs, we noticed a certain tendency for not recognizing the findings from qualitative research as evidence worthy of being evaluated for its strength, which may reinforce the hierarchy of what is considered evidence. This observation might be explained by the lack of appropriate tools such as CERQual, which was developed recently and presents a counterpart to GRADE. The notion of evidence in the context of portal research should not be limited to a narrowly conceived evidence stemming from controlled studies. The role of RCTs is well recognized, and the strength of this design is acknowledged [20]; however, the findings and issues raised in our umbrella review and other reviews [46] call for a broader conceptualization of evidence. There are promising emergent qualitative designs that focus on the social, organizational, political, policy, and local context through emergent, ethnomethodic, and co-design approaches [47,48].

When examining portal-related outcomes, comparative studies to date have focused on biomedical measures for people with diabetes or hypertension and patient empowerment scores for general patient populations. We recommend further research with people living with other chronic conditions and comparative measures that communicate patients’ values and perspectives [49]. This will involve greater integration of patient-oriented measures that can evaluate the outcomes that are of greatest interest to patients and experiences with their portal-enabled health care encounters.

Unsystematic reporting of portal features in the included SRs may reveal a mistaken assumption in some patient portal research that portal features are inconsequential for the outcomes. In comparative research, this can lead to a faulty comparison of portals that may be quite different from each other. We recommend that researchers report actual portal functionalities and technology characteristics. Ammenwerth et al [50] offer a simple yet useful portal taxonomy that includes 7 functionalities (access, remind, request, communicate, share, manage, and educate), which can be easily used when describing portal features to support comparisons across settings and studies.

Consistent with the findings of other SRs not included in our umbrella review, we found that the most extensive areas of research and evidence were on patient-related factors, namely, common barriers and facilitators [22,51], clinical and behavioral outcomes [20], and the role of patient demographic factors in portal adoption [19,20,22,46,51]. Health care provider–related factors were primarily focused on provider concerns [22,46,51], with a lack of examples on how these concerns can be addressed. SR reporting of a lack of guidelines and business models to guide portal implementation was the only statement we identified under system-related factors. Our umbrella review extends the understanding of these patient-, provider-, and system-related factors by reporting and rating the evidence at a meta-level. In addition, we identified current evidence gaps related to proxy access, portal uptake, and most significant to our review, the need for theoretical frameworks sensitive to system-level factors. We aimed to address this theoretical gap in applying CAMM to the development of our evidence map for patient portal adoption.

**Conclusions**

Our umbrella review offers an organized knowledge translation tool on what is known about patient portals, the quality of the available evidence, and areas that require further work. The evidence map can be used to inform planning, implementing, and supporting the adoption of patient portals across research, industry, policy, and practice. Through our GRADE-UR and CERQual-UR approach, we demonstrated not only how to consolidate findings from SRs, including PSs of various designs, but also how to evaluate the strength and confidence in the evidence of findings from quantitative and qualitative studies. For many of the umbrella review findings, the quality of the evidence was rated as low. This suggests at least two interrelated conclusions. For many identified factors playing a role in portal success, their interactions and underlying mechanisms, especially over time, are still mostly unknown and invite new research. Along with this, we need a broader conceptualization as to what constitutes evidence. This calls for study designs and theoretical perspectives attentive to the contextual complexity of portal adoption.
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Abstract

Background: Lifelong learning is embedded in the culture of medicine, but there are limited tools currently available for many clinicians, including hospitalists, to help improve their own practice. Although there are requirements for continuing medical education, resources for learning new clinical guidelines, and developing fields aimed at facilitating peer-to-peer feedback, there is a gap in the availability of tools that enable clinicians to learn based on their own patients and clinical decisions.

Objective: The aim of this study was to explore the technologies or modifications to existing systems that could be used to benefit hospitalist physicians in pursuing self-assessment and improvement by understanding physicians’ current practices and their reactions to proposed possibilities.

Methods: Semistructured interviews were conducted in two separate stages with analysis performed after each stage. In the first stage, interviews (N=12) were conducted to understand the ways in which hospitalist physicians are currently gathering feedback and assessing their practice. A thematic analysis of these interviews informed the prototype used to elicit responses in the second stage.

Results: Clinicians actively look for feedback that they can apply to their practice, with the majority of the feedback obtained through self-assessment. The following three themes surrounding this aspect were identified in the first round of semistructured interviews: collaboration, self-reliance, and uncertainty, each with three related subthemes. Using a wireframe, the second round of interviews led to identifying the features that are currently challenging to use or could be made available with technology.

Conclusions: Based on each theme and subtheme, we provide targeted recommendations for use by relevant stakeholders such as institutions, clinicians, and technologists. Most hospitalist self-assessments occur on a rolling basis, specifically using data in electronic medical records as their primary source. Specific objective data points or subjective patient relationships lead clinicians to review their patient cases and to assess their own performance. However, current systems are not built for these analyses or for clinicians to perform self-assessment, making this a burdensome and incomplete process. Building a platform that focuses on providing and curating the information used for self-assessment could help physicians make more accurately informed changes to their own clinical practice and decision-making.

(J Med Internet Res 2020;22(11):e23299) doi: 10.2196/23299
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Introduction

As we explore a world where machine learning and advanced algorithms are increasingly used to assist in medical care, consideration of how to empower individuals to use these data themselves is often neglected. The aim of this project was to explore which tools or modifications to existing systems could most benefit hospitalist physicians, matching both their intrinsic and professional desires for self-assessment and improvement.

Although applicable to many clinicians, hospitalist physicians represent a group that is specifically challenged in obtaining such feedback, as they do not see the patients they treat after discharge. Accordingly, they lack the opportunity to adjust or realize the benefits and shortcomings of the care provided. As a team of technologists and clinicians, we set out to understand how hospitalist physicians seek feedback to improve their practice, and to explore potential technical solutions that might be able to support them using a qualitative approach grounded in an iterative design process.

Embedded in the culture of medicine, physicians embrace the value of lifelong learning [1]. The pursuit of this goal is engrained in medical trainees, particularly in the form of self-directed learning and self-assessment [2], and is reinforced in the Physician Competency Reference Set produced by the American Association of Medical Colleges [3], the Common Program Requirements for residents by the Accreditation Council for Graduate Medical Education [4], and the requirements to participate in continuing medical education throughout a clinical career [5]. Nevertheless, it is recognized that self-assessment is a flawed, challenging process that in the wrong environment can adversely affect the participating clinicians. Physicians have a limited ability to accurately assess themselves, resulting in a feeling of impostor syndrome that can further reduce the physician’s trust in other forms of self-assessment [6-8].

As a result, self-directed learning and self-assessment are commonly complemented by other models aimed to support the growth of the physician. One favored model is audit and feedback, a process that aims to show an individual whether or not performance is on par with a desirable target metric. This model has led to various behavior changes in physicians, including improving antimicrobial stewardship, completing relevant tasks such as discharge summaries, and helping inform appropriate use of tests and screens [9-12]. However, even with clear target metrics, the effectiveness of this method depends on baseline performance, how the feedback gets delivered, and the clarity of the action plan [13-15]. A second method is peer-to-peer or observation-based assessment, which ideally involves direct observation of the feedback receiver by the feedback giver, an appropriate institutional culture, and appropriate delivery of the feedback [16]. Thoroughly studied in medical training, peer-to-peer assessment has strengths in consistency and predictability of long-term quality, but greatly depends on trust, time, and attention to confidentiality [17-22].

Third, physicians can use information from patient feedback surveys to guide learning, but studies have shown that there are many contextual factors that influence actionable change. These include an appropriate work culture that embraces use of patient feedback, credibility of collection, and specific data content [23-25]. Other studies have unfortunately shown that physicians have at best a mixed view of patient feedback if they use it at all, with a negative view being more likely due to distrust of credibility, use to threaten their jobs, or distrust of the administrative motivations for using this feedback [26-28].

This study is based on the recognition that although there has been substantial research focusing on helping physicians to improve, progress is still needed to gain a deeper understanding about the feedback physicians currently use and the type of feedback they prefer [29,30]. In addition, although electronic medical record systems have been studied in the context of quality improvement [31,32], there appears to be a lack of tools or research described in the literature aimed at using existing technology and data available to support individual physician improvement.

Methods

Participants

Hospitalist medicine physicians from a single, large academic medical institution were invited to participate in this study. Randomly selected members in the department were emailed with information about the study to ask for their participation and were offered the option to speak in person, over the phone, or over video conferencing platforms. A total of 44 individuals were emailed with 17 responses obtained, 5 of whom were not interviewed due to scheduling limitations or loss in follow-up communications. Twelve individuals met our criteria and agreed to participate in the first round of interviews. A randomly selected subset of 4 participants were then interviewed again in the second round of interviews. All participants provided informed, written consent for their participation in the study and were not compensated for their participation. This study received an exempt status from the Cornell University Institutional Review Board under protocol number 1912009284.

Demographics

Among our interviewees, the average total years of work experience as a hospitalist was 5.8 years with the average time working at the current institution being 3.9 years. Five of the twelve participants were female. Ten of the participants described teaching as one of the main activities in their current role.

Data Collection: Semistructured Interviews Round 1

Semistructured interviews were used for a thorough examination of each participant’s experience and motivations. Our interview methods closely mirrored those described previously [33,34]. Interviews were conducted in a private space either in person, over the phone, or over video conferencing platforms depending on the participant’s preference and availability. Each interview lasted about 45 minutes and was composed of a single study
participant and two members from the research team. All interviews were conducted by AY, PG, and IL to provide consistency across interviews. One team member asked questions while the other took notes on any observable body language, tone of response, and potentially overlooked content. The interviewer used a set of predetermined open-ended questions developed following a previously described framework to understand all ways that participants pursue improvement in their work, seeking to understand how they get feedback, how they seek to improve, and what information they wish they could obtain [35]. This interview technique allowed for participants to dive deeply into their experiences and speak openly about them. All interviews were recorded and transcribed by members of the research team and combined with the notes taken during the interview itself. AY, PG, and IL reviewed each audio file and transcript for consistency and accuracy.

Data Analysis
A thematic analysis was performed following the methods of Braun and Clarke [36] to analyze the data owing to its strengths of accessibility and flexibility in analysis, enabling deep exploration of a rich dataset and to identify repeated concepts. The thematic analysis covered six phases: (1) familiarizing, transcribing, and reviewing all recordings and notes, and rereading each transcript prior to proceeding; (2) generating initial codes individually to allow for diversity in perspective and then discussing collaboratively to combine and rework codes; (3) searching for themes and subthemes that emerged as consistent patterns in coded elements; (4) reviewing potential themes and subthemes in relation to the dataset to refine themes and codes; (5) defining and naming themes and subthemes to best express the final concepts captured; and (6) producing a report [36]. After individual coding of two transcripts, the team developed a set of unique codes used for the remaining transcripts. AY, PG, and IL met to revise this codebook every two transcripts. Saturation, the point at which no new codes were needed, was reached after the 10th transcript. After completing the coding of all interview transcripts, the codes were consolidated into 22 categories by consensus, with final consolidation through group discussion leading to the final unifying themes and subthemes.

Wireframe Development
Using the identified themes and subthemes, the research team developed a wireframe of an app aimed at addressing user needs. Development of the wireframe involved an interdisciplinary team of technologists (DE, JP, PG, IL), clinicians (CC, AY), and a behavioral scientist (MS) to create a wireframe that addressed the identified user needs. This wireframe was then used for the second round of interviews.

Data Collection: Round 2 of Semistructured Interviews With the Wireframe
The research team set out to assess how well the wireframe addressed the themes and subthemes using semistructured interviews [33,34]. These interviews occurred with a subset of the original interview participants, allowing interviews to more quickly delve into more substantive topics. Each interview lasted about 30 minutes. The researchers showed each screen of the wireframe, using a script to give a basic overview followed by a set of predetermined open-ended questions [35]. Interviewees were shown the wireframes through video conference screen share or on one of the researcher’s computers. All interviews were recorded and transcribed. Analysis focused on determining how the prototype addressed the themes and subthemes.

Results

Thematic Analysis of First Round Interviews
The research team identified themes and subthemes related to self-directed assessment and learning. The three themes that emerged were: collaboration, self-reliance, and uncertainty. Within each theme, three subthemes were extracted from the interviews with participants (Table 1).
As a result, physicians are trying to get this feedback.

When I do my signout and email my signout to the next provider I will usually say if there is anything that is blatant or if you are noticing something that you want to comment on or give me feedback on then please do because there aren’t many other ways for hospitalists to get feedback on their clinical judgment. [participant 5]

Table 1. Descriptions of themes and subthemes.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Theme I: Collaboration</strong></td>
<td></td>
</tr>
<tr>
<td>I.1: Physicians are looking for feedback</td>
<td>Whether new or seasoned, physicians use many currently available resources to gather feedback for themselves but have difficulty sharing feedback with one another and are still looking for more for themselves.</td>
</tr>
<tr>
<td>I.2: Physicians have specific people they consult for feedback</td>
<td>In reviewing past decisions, physicians defer to a close ring of current or past colleagues or family members in the medical field rather than purposely finding external experts or people they are less comfortable with.</td>
</tr>
<tr>
<td>I.3: Physicians interpret feedback more negatively than likely intended</td>
<td>Although feedback is usually not intended to do so, physicians tend to have a strong, negative emotional response to the feedback they receive.</td>
</tr>
<tr>
<td><strong>Theme II: Self-Reliance</strong></td>
<td></td>
</tr>
<tr>
<td>II.1: Physicians have go-to resources for learning</td>
<td>Participants have an array of resources they readily rely on for learning, with little variation among participants.</td>
</tr>
<tr>
<td>II.2: Physicians build workarounds</td>
<td>Physicians build and maintain workarounds to obtain information of interest, but they find them to be inefficient and time-consuming.</td>
</tr>
<tr>
<td>II.3: Medicine can feel like a solo sport</td>
<td>Although the practice of medicine is commonly thought of as a team environment, participants sometimes feel they are acting on their own, which can be challenging.</td>
</tr>
<tr>
<td><strong>Theme III: Uncertainty</strong></td>
<td></td>
</tr>
<tr>
<td>III.1: Physicians like numbers but need more context</td>
<td>With the current data available, physicians find it challenging to create actionable learning points as the data usually do not capture enough context.</td>
</tr>
<tr>
<td>III.2: Physicians cannot always find the “right” answer</td>
<td>There may not be a “right” answer in medicine much of the time, and physicians have a hard time finding out if their actions in the past were the best actions given the situation at the time.</td>
</tr>
<tr>
<td>III.3: Physicians’ actions are limited by uncertainty about workplace cultural expectations</td>
<td>Uncertainty with workplace cultural or collaborative expectations creates friction for them in giving feedback.</td>
</tr>
</tbody>
</table>

**Theme I: Collaboration**

Physicians rely on one another for feedback and point-of-care advice. With respect to feedback from colleagues, three subthemes arose. First, physicians do not receive much feedback in their daily work even when looking for it. Second, when they do solicit feedback, they typically only go to the people they trust. Last, on the occasions that physicians do receive feedback from one another, they tend to interpret the feedback more negatively than it is likely intended.

**Subtheme 1.1: Physicians Are Looking for Feedback**

Most of the respondents mentioned a lack of feedback in their daily work, a trend observed among both new and more experienced physicians. Some participants reflected on having more established learning and feedback mechanisms in residency. As one of the interviewees said: “there’s not enough feedback in our careers, as soon as you finish medical school and residency and then you just go out into the world and, uh, basically get no feedback unless you look for it.” [participant 3]

As a result, physicians are trying to get this feedback.

When asked about giving feedback to other physicians, an interviewee mentioned that they have trouble giving direct constructive feedback: “I try to give some feedback very sneakily just by trying to give an update… by telling them how that [patient] is doing clinically, which I think implies some feedback.” [participant 8]

**Subtheme 1.2: Physicians Have Specific People They Consult for Feedback**

Although a physician may ask for second opinions from experts or colleagues during real-time point of care, they tend to only go to people they trust when reflecting on whether a previous diagnosis could have been different. Interviewees mentioned these inner circles being friends from medical school, trusted colleagues, or family members in the medical field: “I definitely look to some of my most trusted colleagues to try to debrief and go over if I really did mess up, could have done something different, what would I do next time, what would you have done, etc.” [participant 12]

**Subtheme 1.3: Physicians Interpret Feedback More Negatively Than Likely Intended**

On the occasions that physicians receive feedback, they share a tendency to feel negatively about that feedback. Although it is unlikely that the intention of the feedback giver was to create these negative emotions, participants have a notably negatively biased emotional response, even about items that were not necessarily their fault. One participant described this as:
Subtheme 2.1: Physicians Have Go-To Resources for Learning

Almost all participants shared a list of literature resources that they heavily rely on when it comes to learning and decision-making, including UpToDate, journals such as New England Journal of Medicine and Journal of the American Medical Association, and even social platforms such as Twitter. One participant described:

I use UpToDate the most in my clinical work to help me work through an answer or read a little more of background about treatment… I use Twitter to passively scroll for new ideas or new papers, but I will save a tweet if I thought it was especially helpful that I could look at it later. [participant 12]

In addition, physicians are reviewing their past patients in the medical record, as one participant described:

After we get off service we tend to stalk the list and read about them and what our colleagues did. If there’s a patient that I want to follow long-term you can make your own list on the electronic medical record and keep track of them that way. You can see what happens in the long term. [participant 6]

Subtheme 2.2: Physicians Build Workarounds

Although they have some resources, many participants stated that they create additional workarounds to find or keep relevant information. Some create lists of patients to track and revisit, while others keep documents with facts that they have learned from different sources. They expressed that these self-made systems take a lot of time and energy to maintain. One participant mentioned that:

I have an ad-hoc system which is not easy to do. Essentially, after completing every block, I compile a list of patients on that block, then I manually enter each patient ID into the electronic medical record. It’s not easy to track patients, so I have to move them over, one by one. Then I have a set up where I can see their last admission date and their last outpatient date. I keep tabs on patients that are still active or that I want to keep an eye on…it’s helpful to see what happens when they get discharged; was my judgment ok, did they come back. It’s helpful to see how our doctors synthesize their problem, and if they get readmitted. That is normally a flag for me, I want to see whether they were readmitted because I could’ve done something differently. I want to know about and see what I can do in the future. Sometimes their disease progresses and I can’t do anything about it, but it is also helpful to know. [participant 10]

Another participant described:

I have a long and incredibly messy running document on Evernote that’s just quick pearls or facts that I’ve just learned along the way and I type into that every once in a while, either on my phone or on my computer. It’s just saved there, and I don’t do a very good job of organizing it or improving the layout of it. I will just search for a specific word and find it in the document, but it could certainly be much more elegant. [participant 8]

Although some participants have been able to continue their workarounds, some have given up along the way as things can quickly become too hard to keep up with or keep organized:

I never really looked at my ongoing notes again. It just took way too much time and it’s something that I never looked at again. I think it points more towards organization; I need to be more organized in terms of where to store things so that I can retrieve it easily…I tried doing it on the computer with folders like a folder of evidence, physical diagnosis, or by disease. I have resources for cirrhosis, heart failure, and pneumonia and all these things, I have even aligned them with the competencies of hospital medicine. I even tried different things; I definitely need to be excellent in organizing my folders, but you just never go back to it. [participant 7]

Subtheme 2.3: Medicine Can Feel Like a Solo Sport

Although the practice of medicine is commonly thought of as a team environment, participants expressed that at times they feel a strong burden that they must do certain things on their own.
own—a burden that they can find challenging. Some noted this feeling in relation to the need to monitor their own performance. One participant noted that:

If a colleague takes over a patient and totally changes my plan and ends up being right about new management, there is no way for me to know about that without me looking. If I admit somebody, and I say that they have pneumonia and they ended up having a PE [pulmonary embolism], basically nobody tells me that I was wrong about that, which is insane. [participant 3]

Another remarked:

When it comes to my clinical decision making, I think I have taken responsibility for feedback upon myself. When I go off service, for at least the next 2 or 3 days afterwards I pop into the charts of the patients that I’ve passed off and see what happened. [participant 9]

Others noted a similar feeling related to staying current on advances in medical knowledge:

I think there are moments where I wonder if my level of knowledge is as up-to-date as it ought to be. I think there are areas that I probably could look up more out of curiosity, I just haven’t. [participant 1]

Theme 3: Uncertainty

Participants expressed that one of the most difficult aspects of assessing themselves is the uncertainty in their daily environment, making some actions and assessments challenging. This centered around three subthemes: uncertainty with data, with finding a correct answer, and with cultural and collaborative expectations.

Subtheme 3.1: Physicians Like Numbers but Need More Context

Almost all participants openly expressed the importance of data in driving their decisions and actions in real-time clinical work, but when it came to assessing their past performance, they expressed a lack of data that they trusted beyond rereading the clinical courses of patients. One participant explained: “the problem with feedback in hospital medicine, it’s hard to get outcomes data or change of care data because so many hospitalists are in charge of someone.” [participant 4]

In addition, participants expressed the challenge of using qualitative feedback from students and residents, as they commonly offer conflicting or unanswerable comments:

they are usually very generic...so someone will say “she doesn’t teach enough” and someone else will say “she teaches too much, rounds go on too long” and so I have noticed that oftentimes the constructive feedback only brings down my mood but doesn’t really add much. [participant 5]

When asked to discuss what data they would be interested in having, participants openly expressed interest in data about readmissions, length of stay, and mortality, but were quick to mention reservations. One participant described the challenge with variance in the data:

I would love to know in general what of the patients I see are more or less likely to be readmitted compared to my peers or compared to some average, but the problem is, for example, 6 months into this job that I would imagine there would be so much variation just by pure random chance that it would probably take at least a sample size of 1 to 2 years to be able to tell us if any of our numbers were actually reflective of true differences from the mean or whether it was just statistical wackiness. [participant 8]

Another described the challenge of figuring out how to attribute data to a single person:

It can get pretty noisy; particularly at the physician level because physicians hand off a lot. One of the reasons the length of stay data is an issue is if I am on service for 7 days half of the people I discharge, I wasn’t really involved with their care upfront. [participant 2]

In other words, participants express difficulty finding reliable data that feels applicable, actionable, and timely. Even when discussing potentially valuable data points, participants worry that these data points do not consider the context and variability associated with each person’s practice.

Subtheme 3.2: Physicians Cannot Always Find the “Right” Answer

Although they have doubts about some of the data points, participants are nevertheless looking to know if they made the right decisions. Currently, they primarily do this by checking in on a patient’s record for some period of time to understand the outcome of the patient, even though this can still be challenging. One participant described:

If I look back at an old H & P [History and Physical], it may not reflect the correct diagnosis for this person because I didn’t really get a handle on how to deal with the situation until day 2 or day 3. There isn’t really a clear way as it’s currently formulated to mark where it was in the chart that you had your breakthrough and figured out what it was and figured out what you wanted to do, so it requires a lot of wading through. [participant 8]

Even with the ability to look back, it can be hard to find an exact answer. Participants expressed managing this in different ways, but many acknowledged how this uncertainty is a part of their job and challenging to navigate. One participant said:

If things aren’t clear later on and we don’t have the data to figure out whether they will be clear, we’ll just have to move on. I think dealing with uncertainty is an important part of our job…it would be paralyzing to try to make sure that for every diagnosis we made or every treatment we offered, we had an exact knowledge of whether that was right or wrong. It’s just impossible to know for some of those cases. [participant 9]
Another described this challenge of parsing through what to assess and having too many factors to be able to clearly delineate what might be right or wrong as:

You could do something perfectly right and it’s still difficult to know because a patient was so sick and had a bad outcome, there could be some emotional things tagged to it like if they’re young or if you didn’t get along with the patient and the family back in heightened emotions and make it difficult to. Or there is some conflict or you know and a consultant weren’t seeing eye to eye so there are a lot of different factors. [participant 12]

As a result, participants expressed different ways of managing this challenge. One explored this a step further by stating the importance of reasoning as opposed to assessing whether or not the decision was correct, stating:

I guess rather than what the ultimate answer was, it matters more if I got there for the right reason and did the appropriate workup. Unless there was a right reason to making that decision, then it doesn’t feel good to make the right decision for the wrong reason and to not have the right thought process behind it. [participant 3]

Subtheme 3.3: Physicians’ Actions Are Limited by Uncertainty About Workplace Cultural Expectations

Participants expressed that uncertainty with cultural or collaborative expectations creates friction for them in giving feedback. One remarked how normal conversations can become uncomfortable due to this issue, stating:

If there’s not a cultural expectation, then it feels like a big deal even if you want it to not be a big deal and just be casual, quick feedback. It always makes the thing feel bigger than it is. [participant 8]

Another commented on how this lack of structure can create challenges for the feedback giver and discourage future willingness to share, saying that: “There is no mechanism and my experiences have been quite negative in terms of actually being able to provide feedback to my colleagues.” [participant 1]

Participants added how uncertainty with feedback structures create major stresses, even in important moments when they feel feedback to be necessary. One participant said: “It was scary because he’s a senior attending and I was in my second year, but I felt that it was something that couldn’t not be told.” [participant 12]

In another way, this lack of expectations can cause a lot of stress as they try to parse through messages thinking there might be hidden feedback. One participant shared:

I’m sure the implicit message is here are the updates and here are the considerations that should’ve taken place. I’m sure that happens, but I don’t think that’s ever explicitly stated like “I would’ve done this rather than that.” I can’t read the mind of the person delivering updates, but I do wonder if that’s what they’re trying to convey just by human nature. Are they telling me this just because or is it subliminal messaging or am I just being delusional? [participant 7]

One participant described the cultural challenge in balancing this:

I have done a lot of reading about the concept of uncertainty and I think that the reality is that we deal with a lot of uncertainty clinically in our diagnoses and therapies and so on. I think that one thing that is unfortunate is that there is no way to really discuss that uncertainty with other people and I think that often we’re not honest about the uncertainty that we are experiencing because it’s not perceived to be—you’re not a very good doctor if you actually are not able to manage that or appear confident despite the uncertainty. [participant 1]

Second Round Interviews With a Wireframe

Based on the thematic analysis, a wireframe was developed (see Multimedia Appendix 1), which is described as an electronic medical record plugin that could exist within the current physician workflow. The wireframe contains three main components aimed to support user needs. The “Past Patients” page allows physicians to see an automated list of patients they have previously cared for alongside data points that focus on postcare assessment and team comparisons. The “Collaboration” page allows users to speak to other physicians who may have cared for the patient, providing the opportunity for the user to ask follow-up questions or explore other inquiries. The “Learning” page allows users to find information in one consolidated place, with an additional option to take notes so information can be easily revisited.

Past Patients

Participants endorsed the inclusion of information about readmissions, additionally asking that time to readmission (eg, less than or greater than 30 days) and the readmission diagnosis be included. Participants appreciated the idea that this could be created automatically and reiterated frustrations that they are currently doing much of this work manually. Participants felt strongly about the comparative statistics as being interesting and something they would want to see, although they acknowledged there would be caveats that could influence the accuracy of these numbers.

Most participants felt positive about diagnosis but brought up a concern about trusting the diagnosis chosen, as this item can be inaccurate or a patient can have many diagnoses. Participants thought that the ability to filter through past patients would be helpful for educational purposes when looking for an example of a specific kind of patient, but that they would not likely use it in their clinical workflow.

Participants found the most recent physician and length of stay data to be the least helpful. They showed preference for finding the person themselves in the chart and only having interest in that person if it was someone they knew. For length of stay, they felt that the data would be more prone to uncontrollable variability, making the measure difficult to use.
Most participants agreed that the name, age, diagnosis, and discharge date would be their top data points for finding a past patient. Participants thought that mortality data could be added to the page.

**Collaboration**

Participants generally expressed that they would be unlikely to actively use the page, citing already having too many existing methods with which to communicate with other providers, a dislike of the idea of going into the medical record during off-service time to message others, and again reiterating a discomfort from earlier interviews about reaching out to others that they are less familiar with. They also worried about the potential for this chat to be monitored or used against them in some way later on.

Some participants’ comments spoke to potential benefits such as having a safe, encrypted method of messaging, and asking if they would be able to attach a patient chart or specific note to a message. This would allow them to more accurately ask questions while maintaining appropriate security.

**Learning**

Participants expressed appreciation of having information combined into a single interface, and especially liked that they could have the information side by side with their note-writing interface, allowing them to more directly cite and annotate work notes. Although not always specifically directed toward the note-taking feature, they all expressed interest in being able to somehow note, flag, or “save for later” articles they come across. Participants expressed mixed feelings about the potential for an algorithm to automatically update feeds to match current patient issues, citing skepticism that it would be able to show them what they were really looking for. Instead, they endorsed having this page as a place to check when needing new information or passively flip through in less busy moments. Participants expressed concern that because of integration into the electronic medical record, this would not be easily accessible when not at work. The concern was rooted in the idea that coming across an article or idea can happen at any moment and would ideally be put into a readily accessible repository, which may not be the case for the wireframe.

**Discussion**

**Principal Findings**

In relation to previous self-assessment models developed in the clinical setting [7,30], our findings are consistent in illustrating that hospitalist clinicians rarely receive formal, regular, and structured feedback about their performance. However, in contrast to these prior models, our findings show that hospitalist physicians spend greater amounts of time specifically using the electronic medical record to perform self-assessment and are less reliant on peers, patients, and structural educational programs. Because the electronic medical record contains the most data available in a single place, is readily accessible to clinicians, and is a familiar and trusted platform, it is an optimal medium to explore for providing feedback to clinicians and supporting their efforts of self-assessment.

The electronic medical record is a resource easily available to hospitalists almost anywhere, providing a large array of information to use to reflect on their work. Even so, we found that the current implementation of the electronic medical record does not quickly facilitate the self-assessment and learning desired by clinicians. The electronic medical record is built for real-time care as opposed to retrospective use. It does not present summative or aggregate data, making it hard to facilitate longitudinal learning or draw conclusions based on multiple cases. We found that clinicians use time-intensive workarounds to assess themselves but often give up on these. In the evaluation of our proposed app, we found that reviewing past patients can be triggered by certain objective markers such as readmission or mortality, or subjective markers such as personal connections to certain patients or curiosity about clinically challenging cases. Given that established models and tools for peer-to-peer feedback, audit and feedback, and patient feedback exist, there is an opportunity for an app to facilitate electronic medical record–mediated self-assessment to improve the quality and standardization of this assessment [13,37,38]. Interviews of experience with our wireframe illustrate that there are some simple features that could quickly provide a strong foundation for clinician self-assessment, such as supporting a baseline database of past patients for a physician to review and organize. Although other main pages in the wireframe, such as Collaboration and Learning, led to interesting discussions, discerning clear value from these will need further exploration.

In considering whether or not to develop this kind of app, institutions should consider how clinicians are already actively looking for this information and creating their own inefficient workarounds. Developing a growth mindset culture or other positive culture around feedback is a key foundation to any intervention to combat the interpretation of feedback more negatively than it is intended [16]. Clinicians should do their best to not feel isolated by their challenges in self-assessment. They can see their workarounds and added efforts as an opportunity to work with technologists and institutions to build solutions. Technologists are challenged to find improved ways to represent this information and combat the generally negative perceptions, highlighting information that can lead to learning points. Positively, the information that clinicians have the most interest in should be easily accessible in the existing data collected. Multimedia Appendix 2 provides more detailed recommendations for institutions, clinicians, and technologists in developing this app in relation to our themes and subthemes.

We believe this is an optimal time for such an intervention. Some health care systems have embraced the learning health system model and have found ways to use the electronic medical record as a key tool in this practice, but challenges remain as the number of possible interventions is immense [39-41]. We believe that this app could engage more users to be aware of their performance and help them make more effective adjustments on their own, as opposed to relying on system-wide changes. With changes in interoperability standards and the proliferation of apps developed to integrate with electronic medical records, creation of such a tool is more technically reasonable than in the past [42,43]. We believe that following
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an iterative co-design approach or participatory design approach will help lead to the best outcomes for this app [44,45].

**Future Directions**

Initial user research has highlighted the electronic medical record as a promising starting point for a feedback platform, and we hope to build on our current work to explore this potential. Although the medical record is central to current users, other approaches with mobile devices, apps, or other technologies could add valuable dimensions not yet captured in our current work. These other technologies will face the challenges of security, interoperability, and data accessibility to a greater degree than the electronic medical record. Applying and adapting frameworks based on behaviors such as metacognitive awareness that were demonstrated by clinicians in these interviews could also help create a more useful platform [46,47]. We hope that starting with a solid foundation of well-liked features can quickly become a branching point for new ideas and areas of focus.

**Limitations**

This work comes with certain limitations. Although almost all participants had worked at more than one institution in their careers, all of the participants were currently working in the same large, urban hospital system. This may lead to additional nuances that would be relevant in a more generalized population that were not revealed in this population. Participants skewed toward being less experienced as attending physicians, which may result in a bias in perspectives on feedback. Although newer clinicians may be more actively looking for feedback, more experienced clinicians may have different perspectives that were not fully captured in this work. Future work could further explore cultural differences across institutions and clinicians.

**Conclusion**

Our work identifies gaps and challenges in the current feedback and learning systems of hospitalist physicians. We used a qualitative approach to interview and extract themes relevant to the feedback and self-assessment of hospitalist physicians. Based on such information, we outline a gap in current apps and provide recommendations for institutions, clinicians, and technologists on how they could approach building an app to facilitate self-assessment and feedback.
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Abstract

Background: Virtual patients are interactive computer-based simulations that are being increasingly used in modern health care education. They have been identified as tools that can provide experiential learning and assessment in a standardized and safe environment. However, the study of high-fidelity virtual patients such as interactive clinical avatars within pharmacy is limited.

Objective: The aim of this paper is to describe the design and review of three interactive clinical avatar simulations as part of pharmacist preregistration training.

Methods: A multistep design approach was taken to create interactive clinical avatar simulations on the topics of emergency hormonal contraception (EHC), calculation of renal function, and childhood illnesses. All case studies were reviewed by registered pharmacists to establish content and face validity. The EHC case study and data collection questionnaire were also reviewed by a purposive sample of preregistration trainees and newly qualified pharmacists. The questionnaire used Likert ranking statements and open-ended questions to obtain users’ feedback on the design, usability, and usefulness of the interactive clinical avatars as learning tools. Descriptive statistics and content analysis were undertaken on the data.

Results: Ten preregistration trainees and newly qualified pharmacists reviewed the EHC interactive clinical avatars and data collection questionnaire. The data collection questionnaire was associated with a Cronbach alpha=.95, demonstrating good reliability. All three interactive clinical avatar simulations were reported as usable and appropriately designed for preregistration training. Users perceived they were developing skills and knowledge from the simulations. The high-fidelity nature of the avatars and relevance of the simulations to real-life practice were reported as aspects that encouraged the application of theory to practice. Improvements were suggested to ensure the simulations were more user-friendly.

Conclusions: The design and creation of the interactive clinical avatar simulations was successful. The multistep review process ensured validity and reliability of the simulations and data collection questionnaire. The in-depth explanation of the design process and provision of a questionnaire may help widen the use and evaluation of interactive clinical avatars or other simulation tools in pharmacy education. The interactive clinical avatars were reported as novel learning tools that promoted experiential learning and allowed users to feel like they were engaging in real-life scenarios, thus developing transferable knowledge and skills. This may be potentially beneficial for many health care training courses as a way to provide standardized experiences promoting active learning and reflection.

(J Med Internet Res 2020;22(11):e17146) doi:10.2196/17146
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Introduction

Virtual patients are defined as “a specific type of computer-based program that simulates real-life clinical scenarios [in which] learners emulate the roles of health care providers to obtain a history, conduct a physical exam, and make diagnostic and therapeutic decisions” [1]. Virtual patient is an umbrella term that includes computer-based tools such as still photos, video clips, avatars, and immersive virtual reality simulations. The key element for a tool to be described as a virtual patient is that the simulation outcome must be dependent on user input, their prime differentiation from other e-learning tools [2].

An interactive clinical avatar is classified as a high-fidelity form of virtual patient [3]. The avatar is a computer-generated, 3-dimensional (3D) animation that represents a patient or health care professional. Avatars can be either asynchronous, accessed anytime and providing responses without the requirement for a tutor online, or synchronous, active in real time and requiring input from multiple users or educators [4,5].

Interactive clinical avatars have been evaluated less frequently in pharmacy education and training than in other health care professions and less frequently than other forms of virtual patients [2,6,7]. This may be as a result of potential barriers associated with their production and use including information technology skills, cost, and time constraints [6,8,9]. Evaluations of asynchronous avatars in pharmacy education have demonstrated significant positive outcomes in the development of students’ knowledge, skills, and confidence to interact with real patients [10-15]. The majority of this research has used self-reporting scales based on individuals’ perceptions to evaluate outcomes. The drawbacks of such scales are their inherent subjectivity: only individuals’ perceptions can be reported, with the appropriateness of statistical analysis to determine significance greatly debated in the literature [16,17].

Pharmacy preregistration training in the United Kingdom is a workplace-based training year predominantly occurring in a community or hospital pharmacy. Performance standards must be met during the preregistration training year before trainees can take the preregistration examination and be registered as a pharmacist. Experiences of preregistration trainees can vary considerably and are dependent on multiple factors including sector of training (hospital vs community), training site, tutor support, and individual initiative [18,19]. Notable differences in the quality of preregistration training have resulted in a disparity in preregistration examination pass rates between the sectors of training [20]. The role of a pharmacist in the United Kingdom is evolving, and training needs to adapt to ensure all individuals qualify with appropriate knowledge and skills to provide safe and effective patient care [21].

Simulation has the potential to reduce variation in preregistration training by providing standardized experiences, thus ensuring a more controlled development of trainee competence. Miller’s triangle is the most commonly used model to measure competency development in pharmacist preregistration training [22]. A benefit of simulation, especially high-fidelity simulation, is the promotion of experiential learning, which aids user progression to the “shows how” level of competence, initially proposed as difficult to reach without real-world experience [23,24]. Immersive simulations provide a safe environment for individuals to practice specific skills or knowledge without risk of harm to a real patient [25]. Evaluation of high-fidelity simulations is essential moving forward with the increasing numbers of pharmacy students entering university, changing role of a pharmacist, and problems with standardizing placements [26]. Experience alone may not be enough for individuals to obtain mastery of clinical skills [27], and simulation-based learning can be instrumental in promoting experiential, situated learning and bridging the gap between theory and practice without differences in educational outcomes [28].

Only one study has evaluated interactive clinical avatars in pharmacist preregistration training, leading to the creation of 3 interactive clinical avatar case studies covering different competencies [10]. The interactive clinical avatar software used has 3 key parts associated with and essential to its design: an electronic database containing the avatar’s responses, a computer-generated graphic, and a system to link the two together [29]. The brain of the avatar is the electronic database based on a modified Markov model design [30], which uses a decision tree to map the progress of a case. As a user progresses through a case, the database monitors the path through the decision tree and collates positive and negative feedback to be given at the end of the simulation [31]. The body of the avatar is a computer-generated graphic of a 3D character. The final part of the system is the heart, which carries information from the brain to the body, allowing a real-time, immediate response.

The aim of this paper is to describe the design and review of three interactive clinical avatar simulations that are part of pharmacist preregistration training.

Methods

Intervention Development

A multistep design approach was taken.

Case Design

Case studies were designed and created by the research and digital development teams at Keele University School of Pharmacy and Bioengineering from a review of the literature, the preregistration syllabus, and discussions between the lead researcher (JT) and first year qualified pharmacists who had recently completed their training year. Interactive clinical avatar simulations were created on the topics of emergency hormonal contraception (EHC), calculation of renal function, and childhood illnesses to develop a range of knowledge and skills essential for preregistration training and future practice. Due to training variations, trainees may find it difficult to demonstrate competence in these areas. The clinical elements of the cases were based on appropriate guidelines and resources that pharmacists use in everyday practice.

The simulation on EHC supply was created because trainees completing their preregistration training in a hospital would be less likely to see or be actively involved in an EHC consultation than those in the community sector. Individuals training in a
community pharmacy are only able to observe a consultation, so a simulation was created to provide an opportunity to actively advise on the use of EHC. The calculation of renal function was incorporated into a simulation because hospital pharmacists calculate patients’ renal function and adjust drug doses more often than those working in community pharmacy. The childhood illness case study was designed around measles because of its increasing prevalence in the United Kingdom and the need for pharmacists in the community and hospital sectors to have the knowledge to distinguish it from other conditions [32].

Script Design

The scripts for the interactive clinical avatar cases were designed to meet predefined learning objectives and ensure equivalent user experiences. The research team worked in consultation with a community pharmacist on the EHC case and a hospital pharmacist in the renal function case. The scripts were reviewed and amended according to the principles of constructive alignment in face-to-face meetings and through email until realistic and accurate simulations were created that aligned with the intended learning outcomes [33]. A decision tree of the script for each case was developed that established key points and decisions. Each case had an ideal pathway, and decisions were categorized as more or less favorable compared with this (Figure 1).

Figure 1. Markov model decision tree for the emergency hormonal contraception simulation.

Different script styles were created depending on the intended learning outcomes of the simulation. Standard navigation through virtual patient simulations is via predefined menu inputs [34]; however, different inputs were used in the design to widen the scope of the interactive clinical avatars used and evaluate user preferences in a larger study [35]. Multiple-choice inputs were selected for communication skill development, whereas free-text inputs were used to encourage knowledge development [36-38]. The interactive clinical avatars were designed to provide feedback to users. This feedback, spoken by the avatar and provided in textual format, specifically laid out what a user had done well and how they could improve. This provision was selected to encourage a reflective approach to learning, as was the ability for a user to repeat the simulation and change their path to receive a different patient outcome and feedback.

Avatar Design

The scripts and avatars were designed to be realistic but not to the detriment of falling into the uncanny valley as described by Mori [39], who suggested that objects portraying human characteristics may be viewed positively up to a certain point beyond which the degree of visual similarity to real humans becomes unsettling and can trigger negative thoughts [40-42]. All avatars were designed to express humanistic characteristics through simple body language, movements, and prerecorded voice replies. As an example, the avatar in the EHC simulation was animated to blush when asking for the morning after pill, as may happen in real practice due to the sensitive nature of the topic.

The simulations were stored online and created using standard HTML. Javascript functions were used to handle page logic, including processing button clicks for both the free-text input and multiple-choice questions. For the interactive clinical avatar simulations using free-text inputs, once the Speak to Patient button was clicked, the text was sent to a web service hosted on the same server to process the text. This returned a code to the site processed on the client side via JavaScript (using the jQuery library) to determine what animation to play and how the case should continue. When multiple-choice inputs were used, processing occurred client side; skipping the web service step. The avatars were modeled, textured, and animated using Maya 3D software (Autodesk Inc). Still images were rendered using mental ray (Autodesk Inc) and then composited using After Effects (Adobe) to create the final MP4 animation files. The avatars’ verbal responses were audio recordings of a voice actor who was chosen to match the avatars’ characteristics.
The avatar in the EHC simulation was a young woman who presented to a community pharmacy requesting the morning after pill (Figure 2). The user had the option to invite the avatar into a consultation room to ensure a private, confidential conversation, and the simulation background would change to show this. The simulation used a mix of multiple-choice and free-text inputs. To aid the consultation and mirror real life, a consultation form was built into the simulation and included as a separate tab, which could be opened and completed by the user as they progressed through the consultation to help them make a decision on the appropriateness of EHC supply.

Figure 2. Screenshot of the emergency hormonal contraception avatar simulation.

In the renal function simulation, users played the role of a hospital pharmacist and interacted with an avatar of a doctor on a hospital ward via multiple-choice input (Figure 3). The simulation integrated hospital notes and a drug chart that could be accessed throughout the simulation and contained the same sort of information as would be expected in a real set of hospital notes, including test results and medication history. Users were required to calculate the patients’ renal function using the information provided and adjust drug doses accordingly to help improve their calculation and clinical skills.

Figure 3. Screenshot of the renal function avatar simulation.

The childhood illness simulation used two avatars: a grandmother and her grandson (Figure 4). The simulation was set in a community pharmacy, and users interacted with both avatars via free-text input. The grandson avatar presented with measles. When users asked to look at the rash, an enlarged image of the child’s arm appeared showing a more detailed image of the rash associated with measles; similarly, if the user requested to look inside the child’s mouth, an enlarged image of the oral cavity appeared showing Koplik spots. These images remained available throughout the simulation and demonstrated the
high-level fidelity of the technology. The user was directed to make a diagnosis, and upon success, they were directed to recommend appropriate licensed medicines and self-care advice.

Avatars were not based on real patients, and any resemblance to a person, living or dead, is coincidental.

A YouTube video has been created as a demonstration of the EHC avatar simulation [43] (Multimedia Appendix 1).

Figure 4. Screenshot of the childhood illness avatar simulation.

Interactive Clinical Avatar Evaluation

Design

During the initial design phase, an internal review took place within the research team with advice from the digital development team and feedback from registered pharmacists. The interactive clinical avatar simulations were tested by pharmacists within the School of Pharmacy and Bioengineering at Keele University; all members of staff who were pharmacists were contacted, including those who had assisted with the initial script design. Links to the interactive clinical avatar simulations were sent via email, and pharmacists were asked to provide electronic or face-to-face feedback on any areas of the case studies, including clinical and pedagogical aspects.

In addition, the EHC case study and data collection questionnaire were reviewed by a sample of preregistration trainees and newly qualified pharmacists. Ethical approval was granted by the Keele University Ethical Review Panel.

Sampling and Recruitment

A purposive sample of 30 preregistration trainees and newly qualified pharmacists who were Keele University alumni (n=10) or members of the British Pharmaceutical Students Association (n=20) were invited to participate over social media. Consideration was given to the sample size based on the pool of available participants and the required sample size for the wider study [44]. Previous literature has identified a range of sample sizes for studies designed to review data collection materials, with a minimum of 10 established as appropriate to evaluate adequacy of instrumentation [45]. A range of views was sought for this evaluation, and thus recruitment included individuals who had studied at different universities, were in different stages of their education, and were currently completing or had completed their preregistration training in a community or a hospital pharmacy. The study used a sample that best represented those with knowledge of the research topic, in this case current preregistration trainees and individuals who had just finished preregistration training. Only one round of recruitment occurred, as saturation of themes was reached [46].

Data Collection

Participants were asked to complete the interactive clinical avatar case study on the knowledge and law of supplying EHC and a questionnaire to gather their feedback on the simulation and the data collection tool. Evaluative questionnaires are an established method to compare thoughts on different learning tools [47,48], but a review of the literature identified a lack of validated instruments to evaluate interactive clinical avatars as learning tools [49]. A data collection questionnaire was therefore created for this research by adapting questions from validated evaluation instruments found in the educational literature to provide a tool to evaluate perceptions of virtual patients in pharmacy education for future studies [50-52].

This questionnaire consisted of 20 Likert scale ranking statements (1= strongly disagree, 2= disagree, 3= undecided, 4= agree, 5= strongly agree) and a series of open-ended questions and was subject to measurements of reliability and validity. Review by the supervisory team, practicing pharmacists, preregistration trainees, and newly qualified pharmacists ensured its content, face validity, and internal consistency [53-55].

Data Analysis

Quantitative data from the Likert scale were analyzed descriptively. Qualitative data from the open-ended questions were subject to content analysis [56]. All comments provided by participants were imported into an Excel spreadsheet...
(Microsoft Corp) for coding. The content analysis process involved the identification, organization, and indexing of comments to provide frequencies of coded themes [57]. The lead researcher (JT) conducted the initial content analysis. These codes were reviewed by the research team and discussed to reach consensus, providing researcher triangulation. Cronbach coefficient alpha measured internal reliability of the data collection tool [58].

Results

Demographic Results
Of 30 invited, 10 participants responded and reviewed the EHC interactive clinical avatar and data collection questionnaire: 4 were Keele University alumni and 6 studied at other universities and were members of the British Pharmaceutical Students Association. Four of the participants were preregistration trainees, and 6 were first-year qualified pharmacists; 7 of the participants were female and 3 were male. All participants were aged 20 to 25 years. Participants were of White British (7/10), Indian (1/10) and Chinese (2/10) ethnicities. An equal number of participants were from hospital and community practice. A greater proportion of participants (6/10) reported no previous experience with interactive clinical avatar simulations.

Questionnaire Validation
Initial reliability testing of the instrument consisted of establishing content and face validity. The research team as pharmacists had first-hand knowledge of the construct of interest from practice, and they could advise on the questionnaire content and language. The review of the questionnaire by three qualified pharmacists contributed to addressing the content validity of the instrument. This resulted in minor typographical changes, but the questionnaire was otherwise reported as appropriate to measure user views on interactive clinical avatar simulations.

All preregistration pharmacists and newly qualified pharmacists reported the questions and Likert statements to be clearly written and unambiguous, further confirming internal validity of the data collection tool. Cronbach $\alpha=.95$, which demonstrated a high level of internal consistency suggesting that the Likert scales were reliable to be used in a bigger study [44].

Quantitative Analysis
The statements from the Likert ranking scales, their descriptions, and the associated median agreement scores are shown in Table 1. For all Likert ranking statements, participant median agreement scores were in the agree or strongly agree categories. Fewer participants ranked themselves as undecided, and only on 5 occasions did participants disagree with a statement. No participants ranked themselves as a 1 (strongly disagree) for any statement.

The fidelity of the simulation was reported as realistic by 80% (8/10) of participants, with it making them feel as if they were the pharmacist and were making the same decisions as in real practice (70% [7/10] and 90% [9/10] agreement, respectively). The simulation was reported as enjoyable (9/10, 90%), interesting (10/10, 100%), and set at the right level for preregistration training (9/10, 90%). The majority of participants reported that the simulation was easy to access (9/10, 90%) and the intended learning outcomes were easy to understand (7/10, 70%), indicating high usability as a learning tool.

The level and specificity of the feedback was reported as adequate for participants’ learning needs (10/10, 100%). The development of skills for future practice from the simulation was reported by 80% (8/10) of participants, with clinical reasoning skills being developed to a greater extent than problem-solving or decision-making skills (90% [9/10] vs 80% [8/10]). There was high agreement regarding the development of and application of knowledge from using the simulation (100% [10/10] and 80% [8/10], respectively). Participants reported feeling more confident in caring for patients (9/10, 90%), collaborating with other health care professionals (8/10, 80%) and practicing as a pharmacist (8/10, 80%) after completing the simulation.

There were some differences between data received from preregistration trainees and newly qualified pharmacists. Preregistration trainees agreed or strongly agreed with the majority of Likert statements; one participant (25%) was undecided with statements 2 and 3 relating to really feeling like the pharmacist in the simulation. Two newly qualified pharmacists (33%) also ranked themselves as undecided on statement 2. Newly qualified pharmacists were reportedly more undecided as to the simulation aiding the development of skills for practice (2/6, 33%) and allowing the application of theory to practice (2/6, 33%). There were a few statements on which newly qualified pharmacists disagreed: aiding the development of problem-solving and decision-making skills (1/6, 17%), individual responsibility to learning (1/6, 17%), collaborating with patients (1/6, 17%) and health care professionals and increasing confidence for practice (2/6, 33%).
Table 1. Participant perceptions of the interactive clinical avatar simulation.

<table>
<thead>
<tr>
<th>Statement number</th>
<th>Description</th>
<th>Agreement score, median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Simulation provided a realistic patient simulation.</td>
<td>4.5 (1)</td>
</tr>
<tr>
<td>2</td>
<td>When completing the simulations, I felt as if I were the pharmacist caring for this patient.</td>
<td>5.0 (1.75)</td>
</tr>
<tr>
<td>3</td>
<td>When completing the simulations, I felt I had to make the same decisions as a pharmacist would in real life.</td>
<td>4.5 (1)</td>
</tr>
<tr>
<td>4</td>
<td>Simulations were interesting.</td>
<td>4.5 (1)</td>
</tr>
<tr>
<td>5</td>
<td>Simulations were enjoyable.</td>
<td>4.5 (1)</td>
</tr>
<tr>
<td>6</td>
<td>Difficulty of the simulations was appropriate for my level of training.</td>
<td>4.0 (0.75)</td>
</tr>
<tr>
<td>7</td>
<td>Feedback I received was adequate for my needs.</td>
<td>5.0 (1)</td>
</tr>
<tr>
<td>8</td>
<td>Objectives for the simulations were clear and easy to understand.</td>
<td>4.0 (0.75)</td>
</tr>
<tr>
<td>9</td>
<td>I was able to access the simulations at my convenience.</td>
<td>5.0 (1)</td>
</tr>
<tr>
<td>10</td>
<td>Simulations helped develop my clinical reasoning skills.</td>
<td>4.5 (1)</td>
</tr>
<tr>
<td>11</td>
<td>Simulations helped develop my problem-solving and decision-making skills.</td>
<td>4.0 (1)</td>
</tr>
<tr>
<td>12</td>
<td>Simulations have helped me put theory into practice.</td>
<td>4.5 (1)</td>
</tr>
<tr>
<td>13</td>
<td>I am confident I am developing the skills required in practice from the simulations.</td>
<td>4.0 (0.75)</td>
</tr>
<tr>
<td>14</td>
<td>I am confident I am gaining the knowledge required in practice from the simulations.</td>
<td>4.5 (1)</td>
</tr>
<tr>
<td>15</td>
<td>It is my responsibility to learn what I need to know from the simulations.</td>
<td>5.0 (1)</td>
</tr>
<tr>
<td>16</td>
<td>Completing the simulations has improved my confidence for the preregistration exam.</td>
<td>4.5 (1)</td>
</tr>
<tr>
<td>17</td>
<td>I feel better prepared to care for real-life patients.</td>
<td>4.0 (0.75)</td>
</tr>
<tr>
<td>18</td>
<td>I feel more confident about collaborating with patients and other health care professionals.</td>
<td>4.0 (0)</td>
</tr>
<tr>
<td>19</td>
<td>Simulations have increased my confidence about practicing as a pharmacist.</td>
<td>4.0 (0.75)</td>
</tr>
<tr>
<td>20</td>
<td>Overall, the experience has enhanced my learning.</td>
<td>4.5 (1)</td>
</tr>
</tbody>
</table>

Qualitative Analysis

Key themes emerged from content analysis of the open-ended questions on the questionnaire regarding use of the case studies as learning tools, use of the case studies in the preregistration training year, limitations of the case studies, and suggestions for improvements of the case studies. Themes and frequencies from the content analysis can be found in Multimedia Appendix 2.

Participants reported the interactive clinical avatar simulation as enjoyable and easy to use as a learning tool. It was described as providing a different format of learning, and the realism and relevance to practice of the simulation promoted experiential learning.

I liked that there was a selection of answers to reply to the patient, more than just a “yes” and “no”…I feel this is how I would communicate with a patient politely, and it made the experience a lot more realistic. [P4, preregistration trainee]

One participant specifically commented that the level of feedback was helpful to identify what they did well and how they could improve, while drawing on the repeatable aspect of the simulation.

It helps put learnt knowledge into practice…in a safe and nonpressured environment. I could make a mistake and learn from it; learn how to do a proper, effective consultation without compromising patient care in real life. [P2, preregistration trainee]

Participants reported that the interactive clinical avatar could be a useful learning tool in preregistration training; it was primarily thought of as an individual revision aid or a group learning tool. A small number of participants commented on the use of interactive clinical avatar as a tool to help prepare for an Objective Structured Clinical Examination (OSCE).

This case study would fit well in an OSCE scenario...more realistic than a written station and you wouldn’t need to bring in a [standardized patient]. [P7, newly qualified pharmacist]

Participants reported some limitations of the interactive clinical avatar. The most frequent concern related to the free-text part of the simulation.

At the end of the case study where I had to ask questions, I didn’t realize that this section could also be used to counsel and give advice to the patient. I felt this wasn’t made clear. [P3, newly qualified pharmacist]

The free-text entry was also associated with software recognition problems.

It was difficult to enter information as the programme often didn’t recognize these. It became frustrating.
thinking how to reword things to make the programme recognize them. [P5, newly qualified pharmacist]

Four improvements were suggested: providing an example simulation, including a help button or email address for technical issues, including key learning points at the end of the case study, and increasing the size of the question bank (most commonly suggested).

Have a bigger question bank so the simulation can recognize what you are asking and make it easier to progress through the case...it makes you not want to carry on with the consultation. [P9, preregistration trainee]

Discussion

Principal Findings

The aim of the study was to describe the design and review of three interactive clinical avatar simulations as part of pharmacist preregistration training. Creating the interactive clinical avatar simulations involved multiple reviews and subsequent amendments to ensure content and face validity of the cases. Further measures of concurrent or construct validity were considered and dismissed as not appropriate because of the lack of validated instruments and, therefore, the inability for findings to be correlated with those from another instrument. A sample of preregistration trainees and newly qualified pharmacists reviewed the EHC simulation and reported it to be an effective learning tool, suggesting improvements to increase its usability. The wording, relevance, and difficulty of the interactive clinical avatar were reported as being appropriate with no changes required. The data collection questionnaire was found to be reliable, as indicated by the high Cronbach alpha score.

There has been only one previous study evaluating interactive clinical avatars in preregistration pharmacy training [10], which focused on improving users’ knowledge and confidence of a single community pharmacy service. In contrast to our study, there were few specifics on the simulation design process or validity of the self-rating scale. Previous literature reviews [2,6,7,59,60] concluded the need for further research to be undertaken on the role of virtual patients in postgraduate and continuing pharmacy education. The design of the interactive clinical avatars in this paper goes some way to filling this gap in current research and provides a rationale for a combination of input styles to determine the range of skills and knowledge that can be developed from these simulations [35,44].

This study indicated a high level of satisfaction by preregistration trainees and newly qualified pharmacists with the use of interactive clinical avatars as a learning tool, mirroring the wider literature [12,13,61-65]. Providing engaging and enjoyable learning environments are key components of the learning process [66]. Participants in this study enjoyed completing the EHC simulation, describing it as a novel learning tool that had not been widely used in participants’ undergraduate education. The increasingly digitally native generation of students justifies the creation and evaluation of these more interactive learning tools that may promote self-directed and

distance learning, potentially increasing the scope of students who can use them [67].

Participants commented on the realistic design and relevance of the scenarios to real practice, implying high levels of cognitive realism [68]. The interactivity and fidelity of the interactive clinical avatar may have added to users’ immersion in the simulation and their experiential, situated learning; such learning has previously been proposed to occur only with real-life or concrete experiences [69]. Participants reported that the interactive clinical avatar provided them with a means to explore higher order skills such as clinical reasoning. In contrast, the development of more simple skills (such as problem solving or decision making) were not reported as freely, especially by newly qualified pharmacists. This is not necessarily an issue, as previous studies have found that lower order skills can be acquired through straightforward rote learning, but it remains essential to ensure that any learning tool is created with the level of learners and intended learning outcomes in mind [70]. Although virtual patients have been established as tools to develop health care professionals’ clinical reasoning skills [2,8,28,71,72], little work has been conducted within the pharmacy profession or evaluating interactive clinical avatars specifically. Findings from this study also mirror the wider literature regarding knowledge development post virtual patient use, with preregistration trainees and newly qualified pharmacists reporting the development of knowledge required for future practice after completing the interactive clinical avatar simulation [10,13,73-79]. Resources that allow users to immerse themselves in a scenario and behave as they would in real practice are extremely beneficial in aiding the development of knowledge, skills, and confidence and may bridge the gap between theory and practice in preregistration training [80].

Learning tools must reflect the level of education that individuals are at and allow a spirality of content to ensure new learning is linked to previous learning and students’ competence can develop in line with the difficulty of task [81]. Interactive clinical avatars may add little value when learners are at the lower levels of Bloom’s taxonomy [82]; they should instead be used when knowledge is combined with skills and applied in problem-solving scenarios or when direct patient contact is not possible. This may explain why preregistration trainees were more agreeable to the simulations allowing an opportunity to put theory into practice, developing skills, improving confidence for real-life practice, and collaborating with patients and health care professionals; newly qualified pharmacists may have had this experience in real-life practice. This demonstrates that interactive clinical avatars are able to help promote progression through the levels of Miller’s triangle, as per other simulation-based learning [83].

The integration of a decision tree into simulation design allows users to dynamically control the case study and assures outcomes are directly determined by user input to encourage a greater sense of realism and responsibility. Interactive clinical avatar simulations provide a safe environment for users to repeatedly practice, change the simulation outcome, receive the appropriate feedback, and reflectively learn. This was noted as being particularly beneficial in preregistration training, as it would
allow individuals to learn from experiences they may not otherwise have.

Strengths and Limitations
All interactive clinical avatar case studies were reviewed by the research team and qualified pharmacists to increase their validity. The EHC simulation was also reviewed by a sample of preregistration trainees and newly qualified pharmacists. The sample size of 10 may be considered small and findings due to chance, but the purpose was to review the design of the interactive clinical avatar simulation and data collection tool, for which data saturation was reached. All comments received were useful regarding the interactive clinical avatar design—in particular, improvements suggested related to features consistent for all three case studies (eg, providing an example interactive clinical avatar simulation, signposting for help, and listing key points relating to the topic). The improvements regarding the question bank and recognition of the avatar can also be translated across the interactive clinical avatar simulations where free-text input is used.

Perceptions of the interactive clinical avatar were obtained via a questionnaire. The self-reporting aspect did not show whether participants’ knowledge or skills related to completing an EHC consultation did actually improve, only their thoughts of such.

Conclusions
The design and creation of the interactive clinical avatar simulations was successful. The multistep review process ensured validity and reliability of the simulations and data collection questionnaire. The in-depth explanation of the design process and provision of a questionnaire may help widen the use and evaluation of interactive clinical avatars or other simulation tools.

The interactive clinical avatars were received favorably as a novel learning tool that was reported to promote experiential learning and allow individuals to feel like they were making real-life decisions, developing transferable knowledge and skills. Improvements were suggested to increase the use of the interactive clinical avatars, and amendments will be made for further, larger scale evaluations. The use of interactive clinical avatars as learning tools can provide potential benefits to many health care training courses because they provide standardized simulations that allow active learning and reflection.
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Abstract

Background: Although binge drinking peaks at age 21 to 25 years, there is limited research on the effects of serious games in this population, as well as on the process by which playing serious games impacts alcohol-related outcomes. Designed with both health behavioral theory and game theory, One Shot is an online serious game that aims to prevent binge drinking.

Objective: This study utilized a conceptual model for serious video game processes. Using One Shot, the model assessed the following process stages: (1) Alcohol Use Disorders Identification Test-Concise (AUDIT-C); (2) in-game factors of game time and risky alcohol decisions; (3) game enjoyment; and (4) postgame outcomes of intention to drink less and drinking refusal self-efficacy.

Methods: In a one-group pretest-posttest quasi-experimental design, a sample (N=550) of young adults (age 21-25 years) who reported recent binge drinking played the One Shot game. Intention to drink less and drinking refusal self-efficacy were measured at pregame and postgame, with their effects lagged in statistical analysis. Participants were presented with various scenarios in the game that pertained to risky alcohol decisions, which, along with game time, were unobtrusively recorded by the server. A structural equation model (SEM) was used to test the conceptual model, with assessments made to determine if enjoyment mediated the effects of game time and risky alcohol decisions on the 2 postgame alcohol-related outcomes.

Results: A well-fitting SEM demonstrated support for the multistep model, with AUDIT-C predicting risky alcohol decisions ($\beta=0.30$). Risky alcohol decisions ($\beta=-0.22$) and game time ($\beta=0.18$) predicted enjoyment, which, in turn, predicted intention to drink less ($\beta=0.21$) and drinking refusal self-efficacy ($\beta=0.16$). Enjoyment significantly ($P<0.001$) mediated the effects of game time and risky alcohol decision on intention to drink less and drinking refusal self-efficacy.

Conclusions: The results support a conceptual model in which staggered individual and in-game factors influence alcohol-related outcomes. Enjoyment is important for participants’ intentions to drink less and beliefs that they can refuse alcohol.

doi:10.2196/21652
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Introduction

Background
Although it is well recognized that alcohol use is a leading risk factor for morbidity and mortality, recent estimates indicate that it accounts for a larger percentage of global deaths than previously recognized, with 10% of deaths among 15 to 49-year-old individuals attributed to alcohol [1]. Excessive alcohol use is associated with considerable health burdens and outcomes, including cancer, heart disease, and stroke [2-4]. Binge drinking, which is defined as consuming 5 or more drinks for men and 4 or more drinks for women in a 2-hour period [5],
is common, with more than a quarter of US adults reporting it [6]. To prevent alcohol misuse, video games have been used to impart knowledge and change health behaviors [7], with much of this research focused on adolescents and college students because of the health and injury risks associated with underage drinking [8]. Designed to entertain, as well as simultaneously impart knowledge and model health behaviors [9,10], these “serious video games” are interactive interfaces with a single player or multiple players on different platforms, including online, computer, game console, and mobile [10].

While there are several serious games on substance use, few are exclusively focused on alcohol, with nearly all such games targeting adolescents and college students [8,11-13]. Research on serious games has demonstrated participants’ development of knowledge on harms and attitudes about alcohol consumption [8]. In terms of behavioral change, there is evidence that serious games can result in increased drinking refusal skills [8] and short-term effects on reduced alcohol consumption [13], particularly among females [12] and younger adolescents [12]. In contrast, some studies found inconclusive effects [14] or no effect [11].

There are very few studies specific to adults of legal drinking age (ie, 21 years or older) in the United States. Though understudied, young adults (ie, from 21 to 25 years of age) represent an important population for alcohol-prevention gaming because excessive alcohol consumption peaks at the end of or even after college, with binge drinking levels at a high for women at age 22 years and for men at age 23 years [15]. These peak ages for binge drinking reflect a steady increase across the last 30 years, whereby the peak age of binge drinking has increased by 2 years [15]. In addition, the highest weekly alcohol intake occurs at about age 25 years for both men and women [16]. Young adults are also an important group for alcohol-prevention video games given that the majority of people in this age group have played video games [17].

The aim of this study was to explain how individual characteristics and in-game factors of a serious game can influence drinking-related outcomes for young adults aged 21 to 25 years. To study the underlying mechanisms, we build a multistep model that entails individual factors, in-game factors, and postgame alcohol outcomes. Below, we describe our serious video game and its theoretical basis. Then, we articulate expectations related to our conceptual model.

“One Shot” Online Video Game
This study’s serious game “One Shot” is an online single-player game designed by a physician (ie, this study’s second author) specializing in alcohol addiction among young adults. Single-player games can be particularly adept at imparting new skills and knowledge [18]. One Shot is a 2-dimensional web-based game created on the Unity Game platform with a role-playing story-based design in which players make decisions that influence their relationships with other game characters. The game characters are nonplayer characters who the game player does not control. Subtle background noise (eg, chatter of people at a party) and music appear throughout the game. The dialogue and narrative description are displayed in a box at the bottom of the screen. Player interaction is facilitated with mouse clicks or keyed selections. The player advances through the narrative description and makes decisions by selecting the preferred option. The dialogue was pilot tested with 21-year-old individuals. The game can be run on the Chrome or Firefox browser. Figure 1 depicts the scene game players encounter upon arriving at a party.

Figure 1. Screenshot of the party scene of the One Shot game.
Theoretical Basis

The design of One Shot utilizes both game theory and health behavioral theory given that the combination of both theoretical approaches elicits the strongest health outcomes [19]. In terms of game theory, central to an effective serious game is a story-telling element [9,10]. In particular, role-playing games are adept at facilitating a video game player’s identification with characters and roles [20]. This type of identification can subsequently lead to game enjoyment [20], which is important to alcohol-related outcomes. The video game narrative begins when two close friend nonplayer characters arrive to pick up the game player to go to an evening party at a house where alcohol is widely consumed by guests. Conflict emerges when the game player is exposed to the opposing perspectives on alcohol consumption of the two friends and needs to choose between varying levels of risky alcohol consumption. Figure 2 depicts one of the close friend nonplayer characters at the party and an example of a high-risk alcohol consumption opportunity (ie, consumption of strong alcohol) that is presented to game players. Irrespective of the risk decisions made in One Shot, all game participants experience a car accident involving a physical injury and visit to the emergency room, thus highlighting the severe negative consequences of drinking. The game player and close friend nonplayer characters meet a nonplayer character nurse in the emergency room, who explains that a car accident occurred and then educates them about the hazards of binge drinking.

In terms of health behavioral theory, protection motivation theory (PMT) has the following 2 core concepts: perceived threat and coping. It suggests people are likely to take action to avert a severe threat if they are provided with coping strategies [21]. In the emergency room scene of One Shot, coping strategies are conveyed by tailored feedback that is given to game players after they are asked about their alcohol-related knowledge and perceptions. For example, Figure 3 depicts tailored feedback provided to game players who do not understand the size of standard alcoholic drinks. Other instances of tailored feedback entail specific coping strategies to avert binge drinking.

In addition, given that previous research has demonstrated that social norms influence alcohol consumption [22,23], One Shot aims to utilize the normative influence of close friend nonplayer characters. The game provides a mix of peer approval and disapproval of alcohol consumption. In particular, there is strong disapproval from the nurse, whereas, of the two friends at the beginning of the game, one strongly approves of binge drinking and the other disapproves of binge drinking. Across the game, the nonplayer character friend who was initially prodrinking changes to disapprove of binge drinking. With this transition, both nonplayer character friends, as well as the nonplayer character nurse, strongly disapprove of binge drinking by the end of the game.

**Figure 2.** Screenshot of a close friend nonplayer character encouraging the game player to drink strong alcohol.

*(Images of game screenshots are not included in this text representation.)*
A Conceptual Model for Serious Video Game Processes

Our conceptual model for serious video game processes is depicted in Figure 4. It entails the following 3 main stages of factors: (1) individual factors; (2) in-game factors; and (3) postgame outcomes. In-game factors have 2 substages entailing time spent playing the game and risky alcohol decisions that are made (both of which are unobtrusively recorded by the host server) and enjoyment of the game (which is measured immediately after the game).

**Individual Factors**

The first set of factors in our conceptual model is the individual characteristics of the game player. Prior research has implemented health predispositions as an individual factor [24]. For example, AUDIT-C was implemented as an individual factor for a serious game that assessed alcohol outcomes and participants’ willingness to seek help for health problems [13]. AUDIT-C measures risk for hazardous alcohol consumption and alcohol use disorder [25]. These studies suggest that measures of health disorders, such as AUDIT-C, are individual factors that can affect how people play serious video games and are influenced by them.

**In-Game Factors and Their Antecedents**

The second main stage in our conceptual model entails in-game factors specific to the One Shot serious game. In Figure 4, they appear in the following 2 substages: (1) game time and risky alcohol decisions and (2) enjoyment. In the first substage, game time entails how long a player was active in the game environment, while risky alcohol decisions involve how many risky choices game players made when presented with various...
scenarios that entailed alcohol consumption, including low-risk decisions such as drinking one alcoholic beverage, but refusing another, and high-risk decisions such as elevating drinking to hard liquor, playing a drinking game, and drinking and driving. Pertinent to this stage in the model, research indicates that video game players behave in a virtual environment similarly to how they behave in the real world [26]. Thus, we expect that individuals who exhibit hazardous drinking in real life will exhibit similar drinking behaviors in the game. Given that AUDIT-C is a reliable measure for alcohol abuse disorder and hazardous drinking [27], which is associated with risky decision making [28], we expect that game players who are more likely to exhibit hazardous drinking (ie, higher levels of AUDIT-C) will choose to partake in more risky alcohol behaviors when they are presented with such options in the video game. The first hypothesis (H1) is as follows: AUDIT-C predicts an increase in risky alcohol decisions.

Unclear, however, is the effect of hazardous drinking on time spent playing the game. The first research question (RQ1) is as follows: What is the effect of AUDIT-C on game time?

The second substage of in-game factors (Figure 4) entails enjoyment of the game. Important to media entertainment on any platform (eg, video game, film, and television) is a user’s sense of enjoyment, which is defined as a positive reaction to media content [29], encompassing both cognitive and affective dimensions [29]. A fundamental aspect of serious games is that learning and health behavior change occur alongside entertainment [9,10], that is, video game players are entertained while, through social modeling [30], they acquire knowledge, which can lead to behavioral adoption. Despite the suggested importance of enjoyment, few serious games specific to alcohol prevention account for the role of enjoyment in influencing related game outcomes. In our conceptual model, the in-game factors of game time and risky alcohol decisions predict game enjoyment. Previous research found that in-game experiences are associated with enjoyment [31]. Additionally, previous research documented that the more time people spend playing a video game, the more likely they are to report enjoying the game [32]. The second hypothesis (H2) is as follows: Game time predicts an increase in enjoyment.

Next, we considered the effects of risky alcohol decisions. In the One Shot game, players who make more risky alcohol decisions are more extensively exposed to game scenarios that lead to the game’s severe consequences (eg, car accident and visit to a hospital). These severe consequences serve as fear appeals, which elicit an unpleasant emotional state that arises from a threat [33], and in PMT, result from perceptions of the severity and susceptibility of the threat [21]. In the video game, the severity of the threat encompasses the car accident and emergency room visit, whereas the susceptibility of the threat entails the escalating storylines as players make more risky alcohol decisions. Making more risky decisions would thus likely elicit negative emotions and, in turn, lower levels of game enjoyment. The third hypothesis (H3) is as follows: Risky alcohol decisions predict a decrease in enjoyment.

**Postgame Outcomes and Their Antecedents**

The third stage in our conceptual model (Figure 4) entails the following 2 postgame outcomes: intention to drink less and drinking refusal self-efficacy. Behavioral intention is defined as how likely a person thinks he/she would perform a specific behavior and is highly predictive of a person actually performing such a behavior in the future [34]. Drinking refusal self-efficacy is conceptualized as one’s belief in his/her ability to refuse solicitation of alcohol in commonly encountered situations (eg, when a friend dares you to drink in excess) [35] and is highly predictive of alcohol consumption frequency and volume [36].

We consider the effects of enjoyment on both of these outcomes. Enjoyment of a game underpins the entertainment media experience, such that attaining game enjoyment is necessary for substantive effects, most notably learning outcomes [29]. Previous research on serious games has documented the importance of game enjoyment, with people’s enjoyment of a game being correlated with their positive attitudes toward the game [37], as well as their self-efficacy [38] and intention to perform a recommended behavior [39]. Given that we lag the postgame outcomes by analogous measures at pregame, our hypotheses pertain to the change in outcomes. The fourth hypothesis (H4) is as follows: Enjoyment predicts postgame intention to drink less (when controlling for its pregame level).

The fifth hypothesis (H5) is as follows: Enjoyment predicts postgame drinking refusal self-efficacy (when controlling for its pregame level).

Given the multistage aspect of our conceptual model for serious video game processes (Figure 4), we also considered the mediation role played by enjoyment. Because enjoyment is a central concept in entertainment media [29] and entertainment serves as the foundation for learning in serious games [9,10], it is expected that enjoyment plays an integral role in the One Shot game, mediating the effects of prior in-game factors on postgame outcomes. The sixth hypothesis (H6) is as follows: Enjoyment mediates the effects of game time on postgame intention to drink less and drinking refusal self-efficacy (when controlling for the pregame levels). The seventh hypothesis (H7) is as follows: Enjoyment mediates the effects of risky alcohol decisions on postgame intention to drink less and drinking refusal self-efficacy (when controlling for their pregame levels).

**Methods**

**Sample and Design**

This study utilized a one-group pretest-posttest quasi-experimental design [40], which has been used to evaluate serious video games for alcohol prevention [13], as well as other health education topics [41,42]. The One Shot video game was implemented online and made accessible to study participants. There were online survey assessments before (ie, pregame) and after (ie, postgame) the online video game. Measures for 2 in-game factors (ie, game time and risky alcohol decisions) were captured through log files on the host server. The sample of participants was recruited by Survey Sampling International (SSI) and is of US young adults aged 21 to 25 years who reported binge drinking in the 2 weeks preceding this study.
(N=550). SSI drew participants from a nationally representative internet panel of individuals from all 50 states, and the sample is representative of national demographic parameters. To build the panel, the SSI panel used targeted approaches, including search links, banner advertisements, email, online invitations, and coregistration. SSI also employed data-validation techniques, such as comparing participant demographics with multiple databases and data vendors, to verify personal identifying information. The pregame and postgame questionnaires were conducted via Qualtrics in June and July 2016. Institutional Review Board approval for this study was acquired at Texas A&M University.

Measurements

There were the following 4 demographics: age, education, ethnicity (W=1), and gender (M=1). Education was measured on a 7-point scale from less than high school graduate (1) to doctoral degree (7) and recoded to represent years of study. Other variables were AUDIT-C, game time, risky alcohol decisions, enjoyment, intention to drink less, and drinking refusal self-efficacy. AUDIT-C was assessed at pregame, whereas enjoyment was assessed at postgame. Intention to drink less and drinking refusal self-efficacy were assessed at pregame and postgame.

With scores ranging from 0 to 12, AUDIT-C entails 3 survey items that help identify people who are hazardous drinkers or have active alcohol-use disorders [25]. Game time was measured in the following 4 ordered groups: (1) 0-500 seconds; (2) 501-1000 seconds; (3) 1001-1500 seconds; and (4) 1500-1800 seconds. Risky alcohol decisions involved the following 2 items: low-risk alcohol decisions and high-risk alcohol decisions. There were 2 survey items for enjoyment [43]. The first question entailed how much participants enjoyed the game experience, with responses on a 5-point scale from “I really didn’t enjoy it” (1) to “I really enjoyed it” (5). The second question entailed the likelihood of participants recommending the game to a friend, with responses on a 5-point scale from “strongly recommend” (1) to “strongly not recommend” (5). This second set of responses was reversed coded, so that higher responses to both questions represented more positive impressions of the video game (r=0.54, P<.001). Intention to drink less was measured with one item on a 5-point scale (with responses from 0-4), involving whether participants planned to moderate their alcohol use in the future [44]. Drinking refusal self-efficacy was assessed with 7 items [45]. For example, participants were asked how sure they were that they could stop drinking if there were problems with friends or for themselves, with responses on a 5-point scale from “not at all sure” (1) to “extremely sure” (5). This scale was internally consistent at pregame (α=.83) and postgame (α=.88).

Statistical Analysis

Stata 16 (Stata Corp) was used for statistical analysis. No outliers were identified. Square root transformations were conducted for skewed-right variables (ie, AUDIT-C, game time, and the 2 manifest indicators of risky alcohol decisions). Square transformations were implemented for skewed-left variables (ie, intention to drink less and the 2 manifest indicators of enjoyment). Descriptive statistics, as well as t tests comparing pregame and postgame means of the dependent variables, were used for variables in their pretransformation form. Posttransformation variables were used for the structural equation model (SEM), which was implemented using the maximum likelihood method of estimation and covariance structure analysis. SEM is a technique for confirming a specified model of multivariate relationships [46]. Entailing simultaneous regressions, SEM permits the testing of the stage-like effects of our conceptual model for serious video game processes. The excellence of model fit is assessed according to the benchmarks of Hu and Bentler [47] as follows: a comparative fit index (CFI) value ≥0.95 and a root mean square error of approximation (RMSEA) value of close to 0.06 or less.

Exogeneous control variables included age, education, ethnicity (W=1), and gender (M=1), as well as the pregame measures of intention to drink less and drinking refusal self-efficacy. Endogeneous variables included AUDIT-C, game time, risky alcohol decisions, and enjoyment, as well as postgame measures of intention to drink less and drinking refusal self-efficacy. Paths were drawn from exogenous variables to endogeneous variables and among endogeneous variables, as depicted in Figure 4. Using an autoregression approach, paths from pregame to postgame intention to drink less and from pregame to postgame drinking refusal self-efficacy entail cross-lagged effects, which represent the stability of a measure over time and control the postgame variable for the pregame level of the variable [48]. In this manner, the effects of the other exogeneous and endogeneous variables on postgame intention to drink less and postgame drinking refusal self-efficacy are indicative of their influence on the changes from pregame to postgame in these health outcomes. There were the following 2 covariance paths: between game time and risky alcohol decisions and between postgame intention to drink less and postgame drinking refusal self-efficacy.

In the SEM, enjoyment, risky alcohol decisions, and pregame and postgame drinking refusal self-efficacy were instituted as latent variables, while the other variables were observed. In the first step of the SEM approach, confirmatory factor analysis (CFA) was conducted to test the unidimensionality of the latent variables on pregame and postgame drinking refusal self-efficacy. Second, a structural model was tested to assess relationships among the latent and observed variables. Mediation was assessed with the product of coefficients approach [49].

Results

Descriptive statistics are depicted in Table 1. In their pretransformation form, the mean for intention to drink less was significantly higher at postgame than at pregame (1.61 vs 1.46; t_{549}=-2.97, P=.003). Similar tests were run on the 7 pregame and postgame manifest indicators of drinking refusal self-efficacy, which was instituted as a latent variable in the SEM. In the following 5 cases, the item means were higher at postgame than at pregame (Table 1): (1) item 1, t_{549}=-5.51, P<.001; (2) item 3, t_{549}=-5.29, P<.001; (3) item 4, t_{549}=-5.89, P<.001; (4) item 5, t_{549}=-8.11, P<.001; and (5) item 6, t_{549}=-2.65, P=.008. In the other 2 cases, the item means did not vary significantly from pregame to postgame (Table 1) as
follows: item 2, $t_{549}=-1.93, P=.054$ and item 7, $t_{549}=-0.57, P=.57$.

### Table 1. Descriptive statistics (N=550).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>22.65 (1.18)</td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>14.41 (2.10)</td>
</tr>
<tr>
<td>AUDIT-C$^a$ (0-12 index), mean (SD)</td>
<td>4.11 (2.17)</td>
</tr>
<tr>
<td>Game time (1-4 scale), mean (SD)</td>
<td>1.81 (2.17)</td>
</tr>
<tr>
<td>Low-risk decisions (number), mean (SD)</td>
<td>1.61 (1.38)</td>
</tr>
<tr>
<td>High-risk decisions (number), mean (SD)</td>
<td>3.56 (3.30)</td>
</tr>
<tr>
<td>Game enjoyment (1-5 scale), mean (SD)</td>
<td>3.87 (1.13)</td>
</tr>
<tr>
<td>Game recommendation (1-5 scale), mean (SD)</td>
<td>4.13 (1.01)</td>
</tr>
<tr>
<td>Pregame intention to drink less (0-4 scale), mean (SD)</td>
<td>1.46 (1.36)</td>
</tr>
<tr>
<td>Postgame intention to drink less (0-4 scale), mean (SD)</td>
<td>1.61 (1.36)</td>
</tr>
<tr>
<td>Pregame drinking refusal self-efficacy, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Item 1 (1-5 scale)</td>
<td>3.58 (1.26)</td>
</tr>
<tr>
<td>Item 2 (1-5 scale)</td>
<td>4.09 (1.21)</td>
</tr>
<tr>
<td>Item 3 (1-5 scale)</td>
<td>3.55 (1.27)</td>
</tr>
<tr>
<td>Item 4 (1-5 scale)</td>
<td>3.30 (1.36)</td>
</tr>
<tr>
<td>Item 5 (1-5 scale)</td>
<td>3.01 (1.38)</td>
</tr>
<tr>
<td>Item 6 (1-5 scale)</td>
<td>3.89 (1.30)</td>
</tr>
<tr>
<td>Item 7 (1-5 scale)</td>
<td>4.05 (1.22)</td>
</tr>
<tr>
<td>Postgame drinking refusal self-efficacy, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Item 1 (1-5 scale)</td>
<td>3.86 (1.29)</td>
</tr>
<tr>
<td>Item 2 (1-5 scale)</td>
<td>4.18 (1.18)</td>
</tr>
<tr>
<td>Item 3 (1-5 scale)</td>
<td>3.81 (1.23)</td>
</tr>
<tr>
<td>Item 4 (1-5 scale)</td>
<td>3.63 (1.33)</td>
</tr>
<tr>
<td>Item 5 (1-5 scale)</td>
<td>3.49 (1.37)</td>
</tr>
<tr>
<td>Item 6 (1-5 scale)</td>
<td>4.02 (1.21)</td>
</tr>
<tr>
<td>Item 7 (1-5 scale)</td>
<td>4.07 (1.22)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>229 (41.64)</td>
</tr>
<tr>
<td>White</td>
<td>321 (58.36)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>317 (57.64)</td>
</tr>
<tr>
<td>Male</td>
<td>233 (42.36)</td>
</tr>
</tbody>
</table>

$^a$AUDIT-C: Alcohol Use Disorders Identification Test-Concise.

CFA included the latent structures for pregame and postgame drinking refusal self-efficacy. The initial CFA included covariance paths between pregame and postgame drinking refusal self-efficacy and between each pregame manifest indicator and its analogous postgame manifest indicator. The tested CFA had decent model fit (CFI=0.944; RMSEA=0.080; $\chi^2_{69}=312.61, P<.001$). According to modification indices, 2 additional covariance paths were added between latent variable indicators. The retested CFA had good model fit (CFI=0.977; RMSEA=0.052; $\chi^2_{67}=167.65, P<.001$). This latent variable structure, with factor loadings on the 2 factors, was used in the structural model, which was calculated next. The tested SEM had good model fit (CFI=0.960; RMSEA=0.039; $\chi^2_{246}=449.08, P<.001$). The Bentler-Raykov squared multiple correlation coefficients were as follows: AUDIT-C, 5.58%; game time, 2.01%; risky alcohol decisions, 11.53%; enjoyment, 17.22%; postgame intention to drink less, 40.57%; and postgame drinking refusal self-efficacy, 70.35%.
The effects of variables are depicted in Figure 5. Both lagged effects were significant (intention to drink less, $\beta=.60$, $P<.001$; drinking refusal self-efficacy, $\beta=.77$, $P<.001$), which suggests over-time stability in measurement. The positive effect of AUDIT-C on risky alcohol decisions was significant ($\beta=.30$, $P<.001$), supporting H1. In terms of RQ1, the effect of AUDIT-C on game time was not significant ($\beta=-.03$). The positive effect of game time on enjoyment was significant ($\beta=.18$, $P<.001$), supporting H2. The negative effect of risky alcohol decisions on game enjoyment was significant ($\beta=-.22$, $P<.001$), supporting H3. The positive effect of enjoyment on postgame intention to drink less was significant ($\beta=.21$, $P<.001$), supporting H4. The positive effect of game enjoyment on postgame drinking refusal self-efficacy was significant ($\beta=.16$, $P<.001$), supporting H5.

Figure 5. Direct effects of variables in the structural equation model (N=550). *$P<.05$, **$P<.01$, ***$P<.001$.

H6 and H7 entail mediation paths. The significant role of enjoyment in mediating the effect of game time on intention to drink less was documented, with a product of coefficients of $13.28$ ($P<.001$) [50]. Similarly, the significant role of enjoyment in mediating the effect of game time on drinking refusal self-efficacy was demonstrated, with a product of coefficients of $11.98$ ($P<.001$) [50]. These findings support H6. The significant role of enjoyment in mediating the effect of risky alcohol decisions on intention to drink less was demonstrated, with a product of coefficients of $7.78$ ($P<.001$) [50]. Similarly, the significant role of enjoyment in mediating the effect of risky alcohol decisions on drinking refusal self-efficacy was documented, with a product of coefficients of $7.02$ ($P<.001$) [50]. These findings support H7.

**Discussion**

**Principal Findings**

Our conceptual process model depicts how a serious game for alcohol prevention influences changes in alcohol-related outcomes. With our sample of young adults aged 21 to 25 years, which is an understudied yet at-risk group for binge drinking, the analysis suggested improvements from pregame to postgame in intention to drink less, as well as in 5 of the 7 manifest indicators of drinking refusal self-efficacy. The SEM approach supports the multistep conceptual model, moving from individual factors to 2 staggered substages of in-game factors to postgame alcohol outcomes. In a practical sense, the effects on intention to drink less and drinking refusal self-efficacy are important given their likelihood of predicting subsequent decreases in alcohol consumption behavior [34,36]. Of theoretical importance, our process model contains conceptual components from both health behavioral and game theories given that research has demonstrated that this joint utilization enhances the likelihood that serious games achieve their desired outcomes [19]. Importantly, the results pertain to an at-risk population as all study participants reported binge drinking during the prior 2 weeks.

Consistent with game theory, the extent that game players enjoyed One Shot elicited increases from pregame to postgame in their intention to drink less and drinking refusal self-efficacy. Notably, enjoyment mediated the effects of the following 2 in-game factors: game time and risky alcohol decisions. Thus, instead of these in-game factors having direct effects on alcohol outcomes, their documented influence was indirect, as mediated...
by enjoyment. These indirect effects are suggestive of the complex processes by which an alcohol-prevention serious game functions, with the concept of enjoyment at its core, which is consistent with media entertainment theory that posits that enjoyment is central to learning-related outcomes for entertainment media in general and serious games in particular [29].

These results on the mediating role of enjoyment suggest the need to integrate entertainment content, components, and appeals in serious game design and development as a means to foster learning and behavioral outcomes related to health. The combination of behavioral theory and game theory is needed to elicit desired health-related outcomes [19]. The design of our game is based on social cognitive theory [30], whereby game players learn through the social modeling of nonplayer characters, and PMT, which emphasizes the importance of threat and coping [21]. In addition, game theory specifies that a storytelling format is required to engage players in a serious game [9,10]. Important here is that game players have a degree of control in their decision making and subsequent trajectory across the game experience, which likely contributes to their level of game enjoyment.

It is also important to consider the role of AUDIT-C in the process. Participants with higher scores on AUDIT-C selected more in-game risky alcohol decisions, which is emblematic of how in-game decisions mirror real-world behaviors. In turn, participants who made more risky decisions enjoyed the game less. In terms of the overall process, participants with higher levels of AUDIT-C enjoyed the game less and, via the indirect pathway, had lower levels of intention to drink less and drinking refusal self-efficacy. That achieving positive health outcomes is impeded in this manner for our sample’s most hazardous drinkers (ie, those with high AUDIT-C levels) may relate to message discrepancy [51], which involves how the adoption of a recommended behavior (eg, decreased alcohol consumption) is most likely to occur when one’s own current behavior is not that dissimilar from the recommended behavior. Thus, because the drinking behaviors of participants with higher scores on AUDIT-C are in sharp contrast with the game’s recommended behavior, these participants are less likely to develop beneficial outcomes.

Limitations
We consider 4 main limitations here. First, while we assessed game time and risky alcohol decisions, there may be other in-game factors at play, including presence, flow, and engagement, which should be considered in future research. Second, our conceptual model included only one individual characteristic, AUDIT-C. Future research may want to use the full AUDIT because it has greater specificity in identifying hazardous drinking. Another individual factor that should be considered in future research is impulsivity, which is a well-recognized risk factor for both the initiation and continuation of alcohol misuse [32]. Third, another limitation of our study is that, while the one-group, pretest-posttest, quasi-experimental design permitted us to implement auto-regression models, an experimental design with a control group would be more robust. Fourth, we only assessed the short-term effects of the video game, but research suggests that the behavioral outcomes of serious health games may diminish with time [19]. To address this concern, it is recommended that future research measure both short-term and long-term outcomes.

Conclusions
Using the serious video game One Shot, we built and tested a multistep model for serious video game processes. The confirmation of research hypotheses suggests that serious video games can influence the alcohol consumption outcomes of young adults aged 21 to 25 years, which is an understudied at-risk group. Enjoyment is at the core of the documented processes, serving as an essential step in explaining how alcohol-related outcomes result from individuals’ differential hazardous drinking levels and in-game decisions. This integral role of enjoyment has theoretical implications for researchers of serious video games and practical implications for game designers and developers.
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Abstract

Background: People living with a tic disorder (TD)—such as Tourette syndrome (TS)—experience many negative psychological and social challenges arising from chronic tics, such as stigmatization from peers and poorer quality of life, and these can impact upon their families too. It can be difficult for this population to access face-to-face support for tics, and so online support communities offer one avenue for support from peers facing similar experiences. However, little is known about how online support communities may be used by people with TS and other TDs, and by others (eg, parents, caregivers) supporting a person with TS/TD.

Objective: This study aimed to explore users’ experiences of participation in online support communities for TS and TDs.

Methods: In total, 90 respondents (aged 13-62 years; 62% [56/90] female) from 13 countries completed an online survey exploring their experiences of using online support communities for TS and TDs. Respondents were people living with TS/TD themselves (n=68) or supportive others of someone with TS/TD (eg, parent, sibling, spouse; n=14), or both (n=8). The online survey contained open-ended questions eliciting their self-reported motivations for using online communities, their benefits and drawbacks of participation, and whether online support communities affected offline management of tics. Responses were analyzed using thematic analysis.

Results: Seven overarching themes captured experiences of using online support communities for TS/TDs. The overwhelming reason for their use was to find accessible support due to a lack of offline face-to-face support. Online support communities were valued sources of informational and emotional support, and also had a positive impact upon helping users’ psychological well-being. Online communities helped provide a space where people with TS/TDs could feel accepted and reduce the social isolation they felt offline. The suggestible nature of tics and being reminded of the challenging nature of TDs were main disadvantages arising from using online support communities, alongside conflict arising within online communities.

Conclusions: The findings suggest that online support communities appear to offer valuable informational and emotional support to those living with TS/TD and their families too, especially given the lack of locally available support. This facilitates a sense of community online, which can help users in overcoming long-standing social isolation and aid self-reported improvements in psychosocial well-being. Users reported some drawbacks in engaging with online support communities, such as conflict between different types of users and triggering content, which negatively affected experiences of community participation.

(J Med Internet Res 2020;22(11):e18099) doi:10.2196/18099
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Tic disorders (TDs)—such as Tourette syndrome (TS)—are noncurable neurodevelopmental conditions characterized by sudden, persistent, purposeless motor movements, or vocalizations known as tics [1]. TDs typically have their onset during childhood, and tend to peak in early adolescence [2]. Transient TD (ie, tics present for <1 year) is the most common, affecting approximately 3% of children; chronic TD (motor or vocal tics present for >1 year) and TS (motor and vocal tics for >1 year) affect approximately 1.61% and 0.77%, respectively [3]. Tics fluctuate in both frequency and severity over time, and for many tend to decline with age [4].

The processes involved in the assessment, diagnosis, and treatment of TDs can be tricky to navigate: delays in referral and diagnosis are common due to the fluctuating nature of tics, and how they can be indicative of other health issues (eg, eye problems, allergies) [5]. Patients with TDs describe many health care professionals as being uninformed about tics, in turn contributing to delays in diagnosis and intervention [6]. Furthermore, environmental and systemic barriers—such as geographical location, issues with funding, and service delays—between specialist services and patients often hinder access [7,8]. Evidence-based pharmacological and behavioral treatments and supportive care strategies can facilitate reductions in tics [9,10]. Pharmacological and behavioral treatments are effective for TDs but with unique issues affecting their use: for example, medications are often accompanied by adverse effects (eg, fatigue, drowsiness, weight gain) [7,11]. Additionally, TDs are seldom seen in isolation; attention deficit hyperactivity disorder, obsessive-compulsive disorder, autism spectrum disorder, and learning disorders are common comorbidities [12,13]. These comorbidities can further affect assessment and treatment options, as well as further impacting upon quality of life (QoL).

Chronic tics can impair functioning across many areas of everyday life for children and adults [2]. This includes their physical impact (eg, pain and injury from tics), emotional and psychological impact (eg, increased anxiety and hopelessness, questioning sense of self), impact upon school and work (eg, tics impacting upon classroom learning, misunderstanding from teachers, finding employment), and impact upon social life and relationships (eg, bullying, affecting family dynamics) [2,14,15]. TDs also impact upon the family too: interviews with parents of children with TS describe having to cope daily with tic-related challenges, such as seeing their child have painful tics, disruption to daily routines, and financial difficulties arising from additional caring responsibilities and tic-related behaviors [16]. The visible nature of tics often attracts attention from other people [17], and the negative impact of chronic tics on social relationships is widely known: stigmatization from others, discrimination, isolation, bullying, and social exclusion arising from TDs are common interpersonal issues found across the life span [6,18]. The consequences of childhood rejection and stigma can be long-lasting, with adults in one study describing purposely avoiding others to evade ridicule [18].

Social support is an important resource in coping with chronic conditions [19], and may help lessen the detrimental impact of TDs upon psychosocial well-being of individuals with TD and their families [20]. Receiving social support from others with similar lived experiences can help reduce isolation and aide adjustment and coping with tics [16,18,21]. Wadman et al [17] report how young people may find it difficult talking to their non- TS peers about tics—for example, being concerned about others’ reactions and perceptions—and suggest learning about other strategies people with TS use to educate others could be beneficial. Social support is important for families too: in an Australian study involving mothers of children with TS, respondents described the social isolation and decline in social support arising from the challenges of TS, and placed particular importance on the value of making connections with people who understood the lived experience of TS—such as other parents [21]. Furthermore, increased perceived social support among parents of children with TD was associated with emotional and practical coping mechanisms that helped manage tic-related difficulties [20]. However the relative rarity of TDs means local support—particularly for adults with TD—is seldom accessible [18].

With increasing access to the internet, online support communities provide new opportunities for people affected by specific health issues to share, communicate, and network together in an online space [22,23]. Online support offers many features that are not available in face-to-face offline support, including reducing geographical and financial restrictions in access, greater anonymity in participation, and being able to access informational and emotional support that may not be available offline [22,24]. The content of online support communities is generated by the users themselves, meaning they can discuss issues important to them. Online support communities are typically asynchronous platforms (eg, online forums on charity websites) and in recent years disease-specific groups have emerged on social networking sites (eg, Facebook) [23,25]. Furthermore, participation in online support communities can be more active or passive: users may actively engage in the community (eg, post messages, respond to others, upvote/like others’ content) or be more passive in reading others’ content but not interacting with it [26]. Benefits and drawbacks of online support community participation may vary by the type of chronic illness support is sought for; for example, women using a polycystic ovary syndrome online support community reported feeling empowered by reading about others living fulfilled lives despite their condition [27], while users of an inflammatory bowel disease online support community found peer support useful in guiding their treatment decisions [28]. For young people, online support communities can help validate and normalize what they are experiencing, sharing their thoughts, feelings, and experiences with similar others [24]. Online support communities are not without their problems and a range of difficulties have been described in the literature: greater anonymity and distance mean users may be rude to others, the wealth of information can be difficult to process and inaccurate information can be shared without fact checking, and the absence of facial and vocal cues in online communication can lead to misunderstandings in support [29]. However,
whether there exists any problems arising from engagement with TD online support communities remains to be seen.

For individuals with TDs and their support networks, online support communities could potentially provide a viable outlet to find social support from peers facing similar tic-related challenges, which subsequently may facilitate management of tics and aid their psychosocial well-being. People with TS have described how they may conceal and suppress their tics in public [17,18,30]: people with TS may have more control over how they present themselves online, and tics (and common comorbidities) may interfere less in seeking out online support compared with face-to-face. Previous research has highlighted the importance of peer acceptance and supportive friendships in providing practical and emotional support [6], but to date there has been little exploration of social support from peers with TDs. Therefore the aim of this study is to explore users’ perceptions and experiences of using online support communities for TDs, in order to gain insight into their participation in online support communities, benefits and drawbacks of being using online support communities, and the impact of using online support communities upon their offline management of TDs. Users of these online support communities reflect those with a TD (diagnosed or suspected), and supportive others (eg, parents, siblings, spouses and friends).

Methods

Participants and Recruitment

The study involved recruiting users of online support communities for TDs and TS. Relevant online support communities were identified via searches using Google and on Facebook employing a range of key terms in different combinations, such as online support, online group and tics, tic disorders, or Tourette syndrome. As there had been previous little research exploring online support communities for TDs/TS, it was felt that the criteria outlined by Coulson et al [23] provided a methodical way to identify suitable and active online support communities for this study. To identify eligible online support communities, they had to be (1) user led (ie, not led by health professionals) and currently active, meaning they had a minimum of 30 postings per month; (2) in English language; and (3) the terms and conditions of the online support communities did not preclude research. In online support communities where administrators/moderators were identifiable and contactable, an introductory message was sent to them requesting permission to post study information in the online support community. Where no administrators/moderators were apparent, the lead researcher (VP) independently posted the study advert directly to the online support community. Together, 14 eligible online support communities were contacted for recruitment purposes (n=11 Facebook groups, n=3 forums on other websites). Permission to recruit was obtained from 4 online support communities, with the remaining either declining to participate (n=7; reasons for declining were not provided) or failing to respond (n=3). Additionally, the advert was circulated by Tourettes Action (a UK-based TS charity) via their newsletter and social media channels, and was shared via Twitter by the NIHR MindTech MedTech Co-operative.

After identifying eligible online support communities, to take part in the study participants were (1) people with TD/TS themselves (diagnosed or suspected) or be someone supporting a person with TD/TS (eg, a parent, sibling, partner, or friend), or could be in both categories; (2) aged 13 years or older, as is typically the minimum age legally required to register to use online support communities [28]; and (3) be a member of 1 (or more) online support community specifically for TDs.

The study adverts provided information about the study aims and invited individuals to click on a link to the online survey (hosted on Jisc Online Surveys). On the survey’s landing page, respondents were presented with a more comprehensive overview of the study and their legal rights and protections. Participants were required to confirm they had read and understood the information and indicated their willingness to participate through completing an online consent form. Next, participants completed questions about themselves, their lived experience of TD/TS, and self-reported use of online support communities, as well as 6 open-ended questions exploring their personal motivations for using online support communities, benefits and drawbacks of participation, and ways in which the online support had impacted upon offline management of TDs (Textbox 1). The questions were based on those from previous research exploring online support community use for different health issues and chronic conditions [23,27,28,31,32]. Each question was accompanied by a free-text box, providing participants the opportunity to share their experiences.

Textbox 1. Open-ended questions presented in the online survey.

1. What first led you to use an online community for Tourette syndrome/tics?
2. What, if any, do you consider to be the main benefits to participating in online communities for Tourette syndrome and/or tics?
3. What, if any, drawbacks have you encountered in participating in online communities for Tourette syndrome and/or tics?
4. How have online communities influenced the way you manage your tics, or how you help the person you support (child/sibling/spouse/friend) with their tics? If so, please give some examples.
5. Has anything you have been made aware of or learnt from online communities helped you or the person you support (child/sibling/spouse/friend) in any other way? If so, please give some examples.
6. Is there anything else you wish to tell us about your experience of using online communities for Tourette syndrome and/or tics?
Patient and Public Involvement

Prior to finalizing the 6 open-ended questions, potential questions were discussed with a member of the Patient and Public Involvement (PPI) group from the Online Remote Behavioural Interventions for Tics trial (ORBIT trial [33]): the PPI group members have a diagnosis of TS or are a parent to a child with TS. Topics arising from this conversation were used to structure the final set of questions. The full online survey was subsequently reviewed by 3 members of the PPI panel to check it was understandable, appropriate, and sensitive to its intended audience.

Ethical Considerations

The study was reviewed and approved by the University of Nottingham Division of Rehabilitation, Ageing & Wellbeing Ethics Committee. The first 2 pages of the online survey consisted of comprehensive study information, rights in participation, and withdrawal procedures, alongside the research team’s contact details. The online consent form consisted of several statements, all of which the participant needed to agree to in order to participate in the study. All responses were kept securely: access to data was granted to members of the research team only, and all data were downloaded to and stored on a password-protected computer. No participants chose to withdraw after completing the online survey.

Analysis

Responses to the open-ended questions were analyzed by the first author (VP), using an inductive approach to thematic analysis [34]. As the role of online support communities for TDs had not been explored previously in research, a data-driven inductive approach without a theoretically derived coding scheme was judged as a practical analytic strategy to explore all aspects of the data. Analysis followed Braun and Clarke’s [34] guidelines: first, data familiarization and searching for initial meanings were performed through reading and re-reading each survey response several times. Second, preliminary codes detailing basic interpretation of responses were made, and similarly coded data were grouped together. Next, similarly coded data were organized into related clusters, which generated initial theme names. These initial themes were reviewed and the data used to support them examined. In instances where evidence gathered was insufficient to support a theme, codes were regrouped. Themes were defined and refined into subthemes to ensure findings credibly captured all important elements of the data set. Support this process, the second (NC) and third (EBD) authors reviewed the themes/subthemes and coded data, and with the first author (VP) finalized the themes.

Results

Participant Demographics

A total of 90 participants completed the online survey (Table 1): the majority (68/90, 76%) had a TD themselves. Slightly less than two-thirds of the sample were female (56/90, 62%), with ages ranging from 13 to 62 years (mean 27.28 [SD 13.11] years), and the majority resided in the United States (38/90). Participants varied in how long they (or the person they supported) had been living with tics, ranging from 6 months to 50 years (mean 12.56 [SD 13.19] years; median 9 years). Self-reported comorbidities were common, with over four-fifths (74/90, 82%) reporting at least one comorbid condition. The majority were members of more than 1 online support community (68/90, 76%) and reported using them for less than a year (53/90, 59%). Many respondents self-reported accessing online support communities frequently, with one-third accessing online support communities everyday (32/90) and another third accessing several times a week (34/90).

Thematic analysis generated 7 overarching themes reflecting reasons for accessing online support, the informational and emotional support gained from online support communities, feeling accepted and reducing isolation in having TDs, and problems with using online support.
<table>
<thead>
<tr>
<th>Demographic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>25 (28)</td>
</tr>
<tr>
<td>Female</td>
<td>56 (62)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>6 (7)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (2)</td>
</tr>
<tr>
<td><strong>Age, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Person with TD(^a) (n=68)</td>
<td>24.04 (11.32)</td>
</tr>
<tr>
<td>Person with TD who also supports someone with TD (n=8)</td>
<td>31.38 (16.07)</td>
</tr>
<tr>
<td>Non-TD person who supports someone with TD (n=14)</td>
<td>40.64 (10.93)</td>
</tr>
<tr>
<td><strong>Location, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>8 (9)</td>
</tr>
<tr>
<td>Austria</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Belgium</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Canada</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Germany</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Ireland (Republic of)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Italy</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Netherlands</td>
<td>1 (1)</td>
</tr>
<tr>
<td>New Zealand</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Norway</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Poland</td>
<td>1 (1)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>23 (26)</td>
</tr>
<tr>
<td>United States</td>
<td>38 (42)</td>
</tr>
<tr>
<td><strong>Self-reported co-occurring conditions(^b), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Autism spectrum disorder</td>
<td>22 (24)</td>
</tr>
<tr>
<td>Attention deficit hyperactivity disorder</td>
<td>27 (30.0)</td>
</tr>
<tr>
<td>Obsessive-compulsive disorder</td>
<td>41 (46)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>62 (69)</td>
</tr>
<tr>
<td>Depression</td>
<td>39 (43)</td>
</tr>
<tr>
<td>Dyslexia or other learning difficulty</td>
<td>13 (14)</td>
</tr>
<tr>
<td>Dyspraxia</td>
<td>6 (7)</td>
</tr>
<tr>
<td>Other</td>
<td>13 (14)</td>
</tr>
<tr>
<td><strong>Membership of TS(^2)/TD online support communities, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Member of one online support community</td>
<td>21 (23)</td>
</tr>
<tr>
<td>Member of two or more online support communities</td>
<td>69 (77)</td>
</tr>
<tr>
<td><strong>Frequency of using TS/TD online support communities, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Every day</td>
<td>32 (36)</td>
</tr>
<tr>
<td>Several times a week</td>
<td>34 (38)</td>
</tr>
<tr>
<td>Once a week</td>
<td>10 (11)</td>
</tr>
<tr>
<td>Once every couple of weeks</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Once a month</td>
<td>3 (3)</td>
</tr>
</tbody>
</table>
Using the Internet to Find Accessible Support
This theme describes how minimal availability of face-to-face support encouraged participants to seek out support from peers online.

Lack of Offline Support From Peers and Health Care Practitioners
Participants discussed how lack of in-person support—from people with TD and from health professionals—for TDs motivated their use of online platforms to find support.

I want to interact with others who also have the condition (...) adults have so few options for support.
[P40, aged 23, has TD]

Participants described their wish to access support from others experiencing TDs, and their dissatisfaction regarding the limited face-to-face opportunities to do so. Additionally implied is that many health care professionals appeared to have a basic understanding of TDs, but lacked a thorough appreciation of the difficulties faced by their patients. Finding and using online support communities was seen as a viable option to aid this.

Medical professionals need to realise that people go to these forums more than their doctors because your standard GP etc has no idea what TS is really like, we provide our own support because no one else will.
We are like a forgotten element of the medical society.
[P27, aged 43, has TD]

Breaking Geographical Barriers
Despite some discontent regarding limited face-to-face support, multiple participants appreciated how online groups meant they could access support regardless of their geographical location to account for their limited face-to-face support from others with TDs:

Such a valuable resource when don’t have any local TS families.
[P24, aged 46, parent of child with TD]

While face-to-face support groups may provide small local networks for patients, online support communities facilitate cross-cultural interactions providing people greater choice and opportunity to find and communicate with similar peers.

Ease of Access
Being able to access support via online support communities at any time was considered beneficial compared with scheduled face-to-face groups, especially by those who felt that accessing face-to-face support was challenging:

I actually prefer the online connections as opposed to in person because I have anxiety and the internet makes it easier for me to talk to people.
[P44, aged 19, has TD]

A small number of participants also advocated for online communication as helpful when comorbid conditions hindered their attendance at face-to-face groups.

Online Communities as Informational Sources
This theme explores how information obtained in online support communities supports users’ offline management of TDs and common comorbidities. Experienced online support community users were depicted as experts by participants, well-known for providing practical advice and strategies for lessening the impact of TDs.

Signposting to Health Services and Diagnostic Advice
Signposting newer members to appropriate health services and charities was commonly reported by participants, and had assisted many in acquiring a TD diagnosis and guidance on ways to explain tics and comorbidities to others. For many participants, the decision to access online support communities was motivated by concerns they may have a TD:

My initial suspicions that I might have TS led me to search for online communities (...) that community convinced me to speak to a doctor.
[P11, aged 50, has TD]

Helpful in Managing Tics
Several participants described how they tried out strategies shared by online support community members, such as learning to redirect tics, to manage their tics:

I’ve learned how to shorten my tic attacks, tricks and tips for painful tics like a head pillow for neck jerking and padded gloves for self-hitting tics.
[P13, aged 20, has TD]
One use of online support communities by participants was to share acquired behavioral and lifestyle management techniques with struggling, newly diagnosed members. Participants described how online support communities can facilitate TD management by allowing users to seek out personalized advice pertaining to specific, bothersome, and often self-injurious tics.

**Understanding Common Comorbidities to Gain Personal Insight**

Information shared regarding common comorbidities appeared to reassure and comfort users (both people with TD and parents supporting a child) about the commonness of comorbidities with and the complexities involved in managing multiple conditions:

*The awareness of the comorbidities that come alongside Tourettes has helped me and my family be less confused and worried as to why I had such bad OCD.* [P25, aged 16, has TD and sibling with TD]

**Explaining Tics to Other People**

Respondents described how reading other users’ accounts of similar discussions aided how they communicated their TD to others, and used information obtained from online support communities to facilitate offline discussion with other people:

*I learned a lot of information about Tourette’s, a lot of personal accounts that aligned with my experiences and comforted my worries, and ways to handle opening up about my TS to friends and family.* [P80, aged 21, has TD]

Being signposted to informational resources designed for teachers and classmates was reported to have great benefit in helping schools provide effective support:

*It has helped me to find information for school on how to deal with tics and about how Tourette’s symptoms manifest themselves.* [P31, aged 53, parent of child with TD]

**Patients Are Experts by Experience**

Participants were keen to highlight the importance of acquiring information from people with lived experience of TD:

*Support & advice from people & other families who have the experience of living with TS.* [P24, aged 46, parent of child with TD]

On occasion peer expertise was discussed by participants somewhat evocatively, denoted using capital letters or emotive language to emphasize the conviction underpinning the sentiment. This seemingly reflected a perceived need to accentuate the invaluable nature of patient voice in developing a nuanced understanding of TDs.

**Online Communities as Emotional Support Sources**

Respondents appreciated online support communities for providing an outlet for sharing and discussion between those experiencing similar difficulties. Mutuality was considered fundamental for other members to gain a comprehensive understanding of personal TD experiences. Such insight fostered emotional support and cultivated online environments in which participants felt comfortable in speaking openly and able to build friendships with likeminded users.

**Seeking Understanding Through Shared Experiences**

Narratives of lived experiences were felt to convey more valuable insights into aspects of TDs that informational sources could not offer. People with TDs were considered to possess a much-desired level of empathy and relatedness that those in participants’ offline world (eg, parents, siblings, non-TD friends) could not provide:

*Contact with others who know what it’s like to live with TS, WE are the real experts.* [P27, aged 43, has TD]

**Sharing in a Safe and Supportive Space**

People with TD and those supporting them reported that online support communities provided them the opportunity to express feelings freely and safely:

*It can help you get what you’re feeling out. If you’re stressed about something or need to rant you can.* [P19, aged 16, has TD]

Inferred was that online support communities provide outlets for members to discuss ongoing difficulties unreservedly and without the censorship they may experience when discussing emotive events with people in their offline world. The internet-mediated nature of communication between online support community members seemingly allowed participants to speak honestly and receive unquestioning empathy and support without fear of ramification.

**Forging Friendships and Bonding With Peers**

Through receiving emotional support from likeminded others and communicating with people who understood the lived experience of TD, participants detailed how online support communities helped support the development of new friendships:

*These communities are a great place to find (...) friends who you can talk and play games with and support that extends beyond tics into general life problems.* [P13, aged 20, has TD]

**Feeling Part of a Community**

Participation in supportive online support communities, particularly smaller communities, reportedly evoked a sense of community among members. The bonds formed with peers in online support communities were considered to replicate in-person support networks and facilitated connectedness and belonging to online environments.

**Reducing a Sense of Social Isolation**

People with TD and those supporting them both felt online support communities helped them feel less removed from society. Interacting with online support community members helped reduce feelings of loneliness, and many reported feeling less abnormal or weird as a result of using online support communities:

*Until I found the community, I was more or less convinced that I was alone in the way I felt – often*
rejected and embarrassed about my tics. I don’t feel like that anymore. [P10, aged 21, has TD]

For some, contact with individuals experiencing TDs was sufficient to feel integrated into a community, while others were inducted by reading members’ TD experiences and drawing parallels to personal life events.

Acceptance and Belonging

Participants discussed being immersed in accommodating, nonjudgmental online environments, with closeness and camaraderie between group members facilitating a sense of belonging:

A wonderful [OSC] for Tourette’s has helped so many people with accepting not only themselves but others and has made everyone a close family. [P34, aged 17, has TD]

Connections between online support community members were depicted as akin to familial relationships, further illustrating the community atmosphere cultivated within online support communities.

Paying It Forward

Several participants reported that sharing their experiences and expertise were useful to newer, struggling online support community members. Sharing experiences to engage in a process of reciprocal support was commonly discussed:

If people are going through the same struggles I did when I was younger I want to offer advice. [P84, aged 21, has TD]

Participants described a desire to give back to communities who had helped them throughout difficult times and a sense of validation of their abilities to support others. This seemingly perpetuated a cycle of reciprocal support that enabled better adjusted participants to remain connected to the group and in continued receipt of other psychosocial benefits.

Preference for Smaller Community

Some participants reported it being more difficult to find a sense of community and community benefits (friendship, closeness, and belonging) in larger online support communities:

It is hard to develop strong friendships or have conversations within groups of hundreds of members. [P82, aged 17, has TD]

For many, the inability to engage with all online support community members was a drawback and some participants expressed concerns regarding the motivations of lesser known, often silent members. Overall, respondents typically felt more comfortable in and supported by smaller, intimate online support communities.

Positive Impact on Psychosocial Well-Being

This theme denotes the positive impact online support communities have on participants’ attitudes and behaviors toward tics. Learning of others’ TD experiences resulted in a shift in beliefs about tics; several respondents expressed gratitude that their tics were less functionally impairing than many users, while some benefitted from the normalizing impact had by witnessing others live fulfilled lives despite tics. In turn this impacted participants’ offline world, with many reporting increased social activity and improved self-confidence in the ability to withstand public responses to tics.

Reappraising Own Circumstances

Comparison of oneself with other group members was found beneficial to most participants; hearing about more impairing TD experiences seemingly aided participants in reappraising their perception of their own TD, often as being minor compared with others:

Some people struggle with more severe/less socially acceptable tics, such as coprolalia or complex motor tics, I feel like mine aren’t such a big deal after all. [P81, aged 20, has TD]

This awareness appeared to help respondents accept their tics as less bothersome or apparent to other people, and reportedly helped minimize self-consciousness about their tics.

Improved Confidence and Acceptance of Tics

Through encouraging respondents’ acceptance of tics, online support communities were found to facilitate engagement in typical everyday activities (eg, work, going out):

I’ve learned that I shouldn’t be so self-conscious when I tic, that if people ask just explain and move on. [P35, aged 14, has TD]

Reducing shame and embarrassment about tics appeared to facilitate their acceptance of them. This revised outlook seemingly bolstered participants’ confidence, enabling many to embrace opportunities to socialize and address their disorder directly in their offline world. Acceptance of tics further aided participants to develop their own personal narratives to explain their tics to others:

They have made me more confident to tic in public. For most of my life, I have suppressed tics in public, leading to the feeling that I am hiding a part of me that I am ashamed of, followed by tic attacks when I get home. [P40, aged 23, has TD]

Normalization of TDs Provides Hope for the Future

Members with positive lived experiences were found to reassure participants that TDs do not necessarily impact upon long-term QoL:

Seeing other people with TS who are happy, successful and empowered helped me to embrace my TS as it showed me that my condition should give me strength and not hinder me. [P22, aged 16, has TD]

Experienced and potentially well-adjusted online support community users were depicted as role models for younger members, capable of offering hope regarding the future by illustrating that patients with TD can achieve the same life goals as typically developing peers. Virtually meeting other people with TD living normal lives was depicted as inspiring and encouraged participants to grow and learn from challenging experiences to achieve positive futures.
Reduction in Self-Blame
Self-blame was denoted among a handful of predominantly younger online support community members, many who once viewed tics as a punishment. Online support communities were found to help overcome this perception: the mechanisms through which this occurred were not discussed, but other positive influences on psychosocial well-being (acceptance, normalization, and reappraisal of circumstances) occurring following exposure to other individuals with TD plausibly helped facilitate this reduced self-blame:

*I don’t feel that my tics are my fault. I am trying to convince myself that I’m not doing something wrong by having tics, and this community is helping.* [P10, aged 21, has TD]

Problems With Online Support
Both tic-related and internet-based problems with online support community access were described by participants. A frequently mentioned concern by respondents was the tendency for non-evidence–based advice to be discussed and potentially mislead vulnerable users. Another concern centred around posts of graphic tic-related injury, with participants describing how this appeared to lead to an uncontrollable influx of tics, which often compelled temporary withdrawal from online support communities. Furthermore, reading others’ negative experiences perpetuated low mood and discouraged participants’ optimism for the future.

Tics Are Suggestible
Online support communities were commonly described as triggering, meaning how reading about tics or watching videos of tics could lead to heightened tic severity, frequency, or development of new tics. Most considered this a minor disadvantage, advising that avoiding online support communities when tics are particularly bothersome is a suitable solution:

*Sometimes you can pick up new tics, or reading about others will make your own tics increase in frequency. [...] I am having a “bad tic day” I will not read the posts in the community.* [P14, aged 18, has TD]

Several participants suggested using warnings preceding the body of particularly descriptive or visual posts.

Continuous Reminders of a Lifetime of Challenges
Exposure to others’ daily struggles reminded participants that managing TD was a necessary part of life. Negative experiences were discussed somewhat apathetically, with a handful of participants seemingly resigned to a potentially restricted future and accepting difficulties they/the person they support may someday encounter. For some this perpetuated low mood and enhanced the perceived magnitude of TD-related problems:

*It can be upsetting to see and read about the negative experiences some have had and can be depressing to be part of a group when you really just wish your child didn’t have this extra issue to cope with.* [P56, aged 52, parent of child with TD]

How Sound Is Others’ Advice?
Several participants expressed concerns regarding the validity of advice offered in online support communities:

*There are many people who come looking for advice—but a lot of the advice given is misleading, inaccurate and sometimes dangerous.* [P58, aged 35, parent of child with TD]

Respondents recognized that particularly among parents of children with TD, desperation to improve their child’s QoL led to them being vulnerable to accepting poor advice from unverified sources. Alternative treatment regimens were considered with skepticism, prompting multiple participants to emphasize that online support communities cannot replace medical guidance and recommend others to avoid engaging with experimental or anecdotal therapies.

Within-Group Conflict
Perceived judgment and a lack of consideration among online support community members were found to foster conflict between users, culminating in a negative community atmosphere. Many participants discussed encounters with unfriendly individuals within online support communities, citing intolerance for personal lifestyle choices and TD management styles as common reasons for withdrawing from online support communities.

Unfriendliness of Some Community Members
Respondents felt annoyed by those who expressed entitlement to greater empathy than others; this resulted in somewhat competitive conversations, not conducive to the supportive atmosphere that most members endeavored to create. Participants felt equal respect and acceptance were not afforded to all users:

*Some people can be judgemental. In some groups people seem to try to compete for ‘whose Tourette’s is the worst’.* [P39, aged 27, has TD]

Several participants additionally detailed how insensitive or provocative comments were easily misconstrued and prematurely judged some users. A small number of participants reported experiencing cyber bulling or harassment, contributing to their withdrawal from otherwise supportive networks.

Rigidity of Community Perspective
Many recognized that online support communities typically possess a unified and unwavering perception of different approaches for managing tics:

*Certain communities tend to develop a common voice. This one strongly supports CBD, that one strongly rejects it. This one loves CBIT, that one is sceptical. [...] either way one isn’t getting a healthy, integrated community or understanding of TS.* [P18, aged 38, parent of child with TD and spouse of person with TD]

For some, rigid online support community opinions were considered disadvantageous. Several respondents experienced rejection upon initiating discussions regarding topics which did not align with an online support community’s outlook.
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Additionally, participants commented that newly diagnosed and possibly inexperienced patients with TD may only participate in one online support community, meaning they may only be exposed to certain perspectives or a few resources.

Conflicts Between Different Types of Users

Frustrations regarding the tendency for parents of younger patients with TD to monopolize groups were common and discussed somewhat evocatively. Conflict between users with a TD and users supporting a person with TD were reported:

I find that parents of children with TS tend to have the loudest voices in some communities. It can focus conversations away from individuals who actually have the condition. [P40, aged 23, has TD]

Parents were depicted as insensitive and inconsiderate toward other group users; not only did people with TD feel parent users undervalued their opinions, but many also considered their domineering presence in groups prevented adults with TD from accessing comprehensive social support. Moreover, participants found parents’ use of online support communities as outlets to discuss the negative impact of their child’s TD on family life particularly distressing in questioning their own family’s true feelings toward them.

Discussion

Principal Findings

This study explored experiences of online support community users for those living with TDs and people supporting them, such as parents. Seven overarching themes were identified, many of which align with previous research into online support communities for long-term health conditions (eg, [23,27]) and appear to map onto empowering processes and outcomes attainment through online communities [35,36], including having increased knowledge about TD, helping shape communication with health professionals, and guiding offline management of tics. Research into social support in TDs has typically looked at support, thus rewarding interactions that plausibly shield people from exposure to certain perspectives or a few resources.

Conflict Between Different Types of Users

By contrast, 2 drawbacks of online support communities reported by some respondents were the credibility of advice provided by online support community users and rigidity of certain communities in terms of having strong opinions regarding different types of tic management. This could result in users finding it difficult to discuss evidence-based treatments that might not align with the online support community’s preferences, or may be directed toward non-evidence-based treatments. While the role of a moderator/administrator is generally consistent across online support communities (eg, to establish and maintain ground rules through overseeing group communication to maintain safe online space), each community will vary in how they moderate their online space [39], including the discussion of evidence-based and alternative treatments. Voluntary moderators of online support communities are often patients themselves or caregivers of patients [39], and their personal experiences and beliefs about tic management could potentially impact upon how they moderate online support communities. Shoebotham and Coulson [40] suggested that having health professionals as moderators could help in appraising (mis)information posted in online support communities; however, online support communities may wish to be separate from external organizations, and may not want professionals in their patient-led online spaces.

Emotional support was perhaps the greatest incentive for continuing to engage in online support communities for TDs. Aligning with online support communities for other chronic conditions [27,28], respondents benefitted from encountering likeminded others whose mutual understanding seemingly facilitated a level of understanding not apparent among non-TD networks. This was characterized by distinctions between sympathy and empathy, and provided a foundation for connections otherwise lacking in encounters with non-TD peers. Comfort in being surrounded by people who understood personal tic-related experiences encouraged uncensored and honest discussions, and respondents depicted online support communities as cathartic outlets in which reassurance, advice, and solidarity were plentiful. This may be in keeping with Cohen & Wills’ [41] direct effect hypothesis: through sharing negative experiences to an online support community, others can provide support, thus rewarding interactions that plausibly shield people with TD (and their supporters) from maladaptive threat appraisals and associated psychosocial impairments [18,38,42].

Our findings suggest several unique benefits of online support communities for TDs. Online groups granted much-desired access to other people with TD, and allowed for diverse cross-cultural connections too. The continuous availability of online support communities allows for support regardless of time boundaries and accessibility to users whose comorbidities deterred attendance to face-to-face support groups. Given the prevalence of comorbidities among people with TD [13], this may be particularly useful in recommending online support communities to patients and their families for whom attending in-person groups is particularly psychologically demanding.

Supporting previous literature [6], many respondents felt that medical professionals had inadequate TD knowledge—and so online support communities helped users in gaining personalized guidance and experiential information from fellow peers. This suggests that online support communities can supplement medical advice and offer users sufficient information to manage tics autonomously. Moreover, discussion regarding comorbidities was considered enlightening to participants and provided explanations for long-standing differences between themselves and non-TS peers. This normalization of experiences and sharing of resources appeared to help respondents build their confidence and encouraged initiation of TD-related conversations with others offline (eg, friends, family, teachers). Although online support communities perhaps emphasize the limitations of health care and public TD awareness, their provision of experiential information facilitates better offline management of tics and associated difficulties.

Supporting previous literature [6], many respondents felt that medical professionals had inadequate TD knowledge—and so online support communities helped users in gaining personalized guidance and experiential information from fellow peers. This suggests that online support communities can supplement medical advice and offer users sufficient information to manage tics autonomously. Moreover, discussion regarding comorbidities was considered enlightening to participants and provided explanations for long-standing differences between themselves and non-TS peers. This normalization of experiences and sharing of resources appeared to help respondents build their confidence and encouraged initiation of TD-related conversations with others offline (eg, friends, family, teachers). Although online support communities perhaps emphasize the limitations of health care and public TD awareness, their provision of experiential information facilitates better offline management of tics and associated difficulties.
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The culmination of emotional and informational resources seemingly perpetuates supportive online support communities. Many people with TS and families experience rejection in society due to tic-related stigma [43], and exclusion can precipitate social isolation, causing many with TDs to strive for community acceptance [6]. In this study, integration into online support communities was described as a privilege and one which helped reduce the social exclusion experienced offline. Understandably, respondents were protective of the community tone and expressed strong attachments to particularly supportive online support communities. Desire to maintain inclusive communities encouraged many to adopt the supportive role themselves and actively induct newer, inexperienced members. As such, online support communities provide a premade community in which acceptance is not a major struggle.

Meeting other people with TD and comparable difficulties within a group therapy setting may be sufficient enough to improve QoL [44], and several respondents reported online support community use prompted reappraisals of personal circumstances that in turn facilitated positive psychological adjustment (eg, improved confidence, hope for the future, engaging in regular social activities). Smith et al [6] support this, advocating that acceptance of tics into personal identity precipitates quicker adaptation to long-term conditions. Perhaps offering insight into the mechanisms of these psychosocial changes, Cohen and Wills’ [41] buffering hypothesis suggests that by illustrating what people with TD can achieve, supportive others (eg, caregivers) may reframe personal difficulties and help other online support community users from succumbing to maladaptive cognitions which endorse socially isolating behaviors. Additionally, several respondents talked about reappraising the stigma of self-blame and punishment they attributed to themselves for having tics. As well as other processes feeding into this reappraisal (eg, acceptance, improved confidence), another factor contributing to this could be through psychoeducational processes within online support communities, such as changing illness representations and new knowledge (eg, understanding more about the neurodevelopmental causes of TDs, the group mentality in online support communities in how they perceive and comprehend TDs). Furthermore, writing about personal experiences in health-specific dedicated online support communities allows users to authentically express themselves and may contribute to sense of empowerment in living with chronic conditions [45]. The findings also suggest online support community members become role models to others, whose adaptive behaviors and attitudes encourage others to participate in typical activities irrespective of tic-related impairments.

Despite the plethora of online support community benefits, participants were forthcoming about a number of limitations. Primarily, the suggestive nature of TDs perpetuated temporary onset of new tics and heightened tic severity upon exposure to graphic posts within online support communities. Similarly, vivid imagery in online support communities can be triggering for people who self-harm [23]. For people with TDs, this appears to be a double-edged sword in seeking out support: respondents have described the high value they place in communicating with similar peers, but it comes with risk of experiencing changes in tics (eg, increased frequency, new tics). Respondents in this study felt warnings preceding descriptions or videos of tics would be important in helping other users, and could be enforced by online support community moderators/administrators. Moreover, similar to Holbrey and Coulson [27], a number of members found reading others’ negative TD-related experiences reinforced negative feelings and low mood. Further research is necessary to establish whether this drawback is more prevalent among those with depressive symptomology; however, at present, health care professionals should exert caution when recommending online support communities to people with TD and their families by informing them of the potential risks to their psychological well-being.

As similarly reported for other health issues [23,40,46], conflict between online support community members was a further drawback of engaging in online communities, and should perhaps caution parents of younger community members that online support communities for TD hold similar risks to other internet-based activities. The dominant conflict described by some respondents was resentment among adults with TD toward parents seeking advice regarding their child. Supporting Malli et al [18], adult respondents expressed frustration regarding minimal offline support for adults with TD, and so parental domination of online spaces was felt to further impede access to peer networks. Furthermore, parents’ use of online support communities to discuss the negative impact of a child’s TD endorsed insecurities among adults with TD and concerns regarding familial resentment of them. Having distinct online support communities for people with TDs and their caregivers could be an option to reduce this conflict, but at the same time, there is a balance in that caregivers may learn much from people who have TDs.

Strengths and Limitations

To our knowledge, this is the first piece of research to examine online support community use for TS/TDs and may provide useful recommendations for practice: online support communities can be proposed as one accessible solution—with useful recommendations for practice: online support communities can be proposed as one accessible solution—with cautions—to people with TD and their families otherwise unable to access social support. Moreover, the study positively contributes to a growing literary body pertaining to use of online support communities among those experiencing chronic long-term conditions.

There were several limitations. Although a diverse sample of 90 people of varying ages, genders, and mix of TD-related experiences from across multiple countries participated, they were mostly from Westernized countries and from participants who could respond in English. Future research may wish to explore non-English language online support communities to be more representative. Similarly, the majority of respondents being female was surprising given the higher prevalence of TDs in males [2], and so suggests the acquired sample was not necessarily representative of the prevalence of TD by gender. Furthermore, respondents had not all received a TD diagnosis—with several reporting suspected (but not confirmed) TD—amongst self-reported comorbidities. The nature of the study meant we were unable to confirm whether participants’ suspected TD was diagnosable, and whether comorbidities had
been diagnosed too. Additionally, the sample was largely recruited through active online support communities; thus those with negative experiences who discontinued participation were not recruited, plausibly preventing the extent of online support community drawbacks from emerging. Although efforts were made to ask permission from moderators to post the study advert to several online support communities, ultimately 7 declined without explaining their reasons. It may be that patient-led groups wish to stay focused on patient-led discussion and do not want external organizations in their online spaces (eg, due to negative experiences with them; preferences to keep online groups for patients only). Finally, the nature of online survey methodology prevented follow-up questions, which may have provided greater insight and it remains unknown if other unique aspects of online support community use for TDs were not uncovered in this study.

Conclusion
Overall, online support communities were illustrated as an accessible support source for people with TDs and supportive others. Provision of informational and emotional support was delineated as the foundation for building online support communities, which facilitated a much appreciated sense of inclusion among users, and perpetuated improvements in psychosocial well-being and functioning. As such, despite their drawbacks, online support communities were largely considered hugely beneficial to those experiencing TDs and could be one resource that clinicians may recommend to socially isolated patients and families.
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Abstract

Background: Participatory education, in the form of peer education, may be an effective way to promote youth sexual health. With the advent of the internet, web-based interventions have potential as an attractive new tool for sexual health promotion by peers.

Objective: The aim of this study was to evaluate professional experts’ opinions on the perspectives for web-based participatory interventions to promote sexual health by peers and among young people.

Methods: Semistructured interviews were carried out with 20 experts (stakeholders in direct contact with young people, researchers, and institutional actors) specializing in sexual health, health promotion, peer education, youth, internet, and social media. After coding with N’Vivo, data were subjected to qualitative thematic analysis.

Results: The majority of experts (18/20, 90%) found this kind of intervention to be attractive, but highlighted the necessary conditions, risks, and limitations attached to developing an acceptable peer intervention on the internet for sexual health promotion among young people. Five main themes were identified: (1) an internet intervention; (2) sexual health; (3) internet skills, and uses and the need for moderation; (4) multifaceted peers; and (5) minority peers. In the absence of youth interest for institutional messages, the experts highlighted the attractive participatory features of web-based interventions and the need for geolocalized resources. However, they also warned of the limitations associated with the possibility of integrating peers into education: peers should not be mere messengers, and should remain peers so as not to be outsiders to the target group. Experts highlighted concrete proposals to design an online participatory peer intervention, including the process of peer implication, online features in the intervention, and key points for conception and evaluation.

Conclusions: The experts agreed that web-based participatory interventions for youth sexual health promotion must be tailored to needs, uses, and preferences. This type of action requires youth involvement framed in an inclusive and holistic sexual health approach. Peer education can be implemented via the internet, but the design of the intervention also requires not being overly institutional in nature. Involving young people in their own education in an interactive, safe online space has the potential to develop their empowerment and to foster long-term positive behaviors, especially in the area of sexual health.

(J Med Internet Res 2020;22(11):e18650) doi:10.2196/18650
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Introduction

UNESCO (United Nations Educational, Scientific and Cultural Organization) emphasizes that adolescence is the time to develop healthy habits and lifestyles related to sexual health, when individuals are exploring their sexuality and establishing interpersonal relationships [1]. Young people have emerging questions about sexual health, which go beyond disease and integrate emotional dimensions [2,3]. Major sexual and reproductive health issues affect young people, including puberty, sexually transmitted infections [4], unwanted pregnancy [5], and sexual violence, but information/communication technologies also have an influence on sexual behavior [1].

To address these issues, top-down sexual health education has been developed. However, learning is not limited to receiving and processing information; young people learn best when they are allowed to build their own understanding of information [1]. Among young people, interactive models that promote social interaction and exchanges of experiences could be effective in acquiring this knowledge and developing positive health behavior over the long term [6]. In this process, peer education corresponds to an educational approach that uses peers (sharing the same age, social context, function, education, or experience) to provide information and to promote certain types of behaviors and values [7,8]. Through informal social learning, peers appear as resources offering support and sharing similar experiences. Health actors have tried to advance peer education to become a formal process in public policy and practice, particularly with respect to youth sexual health [9-12].

In the past, peer education programs have been implemented in physical life, especially for HIV prevention and sexual health education [9,13,14], with different peer-led group sessions [9]. Past experiences have highlighted the value of a comfortable and user-friendly space to exchange information and perspectives about sexuality, with peer educators facilitating youth engagement [15]. A recent review of college campus peer interventions found positive improvements in knowledge and behaviors such as condom use and HIV testing [16].

With the advent of new technologies, the internet offers wide access to health information, particularly in sexual health [3], with benefits of interactivity and personalization of information [17]. Social media offer users the ability to generate, share, and receive information through multidirectional exchanges, which can transcend geographical boundaries and provide anonymity in discussing intimate topics [18,19]. Young people can join online communities to benefit from social support and find responses to their concerns. The online media have potential to offer great opportunities for peer education interventions in sexual health for young people.

Despite these recognized benefits, there is little research evaluating participatory interventions on the internet and by peers in youth sexual health. One intervention study explored the feasibility of peer education among adults focusing on men who have sex with men (MSM) for HIV prevention, with the training of leaders in a Facebook group [20]. Another study designed a social media “peer-led” intervention in a Facebook group for safer sex practices among young people [21]. Although the feasibility of these interventions has been demonstrated, much work remains to be done to determine whether this educational model is applicable and effective, and if it is complementary to traditional top-down systems. In particular, further research is needed to explore the educational and practical potential of these interventions, examining inherent risks and limitations. Feedback from experts (in the fields of internet, youth, and sexual education) should make it possible to address several of the key methodological issues.

Community-based participatory research brings together partners (actors in the field, designers and researchers, target audience) with different skills, knowledge, and expertise to address complex problems, including experienced professionals [22]. Collecting their views based on their experiences should inform the design of in-depth analyses, particularly for the development of peer education interventions on youth sexual health [15]. Currently, there are no data available on relevant stakeholders’ opinions and experiences on peer education, sexual health, youth, and the internet. Therefore, there is a need for informative research to fill these gaps, and to develop this new kind of intervention effectively.

Accordingly, the aim of this study was to evaluate expert opinions and to collect advice on web-based participatory interventions to promote young people’s sexual health through peers, and to study the inherent risks and limitations.

Methods

Design

Our methodology followed the Consolidated criteria for reporting qualitative research (COREQ) checklist for writing and reading qualitative research reports [23] (see Multimedia Appendix 1).

Participant Recruitment

We identified 37 French experts on the subject from existing publications in which they were named as authors, as well as reports and health promotion programs in which they were credited as editors and managers. These experts had different functions in diverse fields of expertise, including sexual health, young people’s health, connected health, peer education, and program methodology. They all had concrete experience on the subject and had expertise related to some or all of the study topic. Some of the experts were in charge of websites promoting the sexual health of young people, were developing educational programs or national sexual health guidelines, or had studied the sexual health of young people, particularly through the internet. We invited these experts to participate in the study by email. Of the 37 identified experts, 20 agreed to participate. The characteristics of the participant experts are presented in Table 1 (see Multimedia Appendix 2 for more details).
Table 1. Expert characteristics (N=20).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants, N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>13</td>
</tr>
<tr>
<td>Male</td>
<td>7</td>
</tr>
<tr>
<td>Organization type</td>
<td></td>
</tr>
<tr>
<td>Association</td>
<td>5</td>
</tr>
<tr>
<td>Public institute for prevention/promotion</td>
<td>5</td>
</tr>
<tr>
<td>Public hospital</td>
<td>4</td>
</tr>
<tr>
<td>National education</td>
<td>2</td>
</tr>
<tr>
<td>Public research institute</td>
<td>2</td>
</tr>
<tr>
<td>Public scientific/cultural/professional institution</td>
<td>1</td>
</tr>
<tr>
<td>Government agency</td>
<td>1</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
</tr>
<tr>
<td>Professor of health (public health, health promotion, gynecology)</td>
<td>3</td>
</tr>
<tr>
<td>Nurses and midwives specializing in sexual health</td>
<td>3</td>
</tr>
<tr>
<td>Clinical psychologists/youth psychotherapists</td>
<td>2</td>
</tr>
<tr>
<td>Heads of prevention department/prevention project manager</td>
<td>2</td>
</tr>
<tr>
<td>Sociologist experts on online youth sexuality</td>
<td>2</td>
</tr>
<tr>
<td>College teacher (science and sexuality education)</td>
<td>1</td>
</tr>
<tr>
<td>Regional health education program coordinator</td>
<td>1</td>
</tr>
<tr>
<td>Prevention facilitator; specialized educator</td>
<td>1</td>
</tr>
<tr>
<td>Advisor in social and family economy</td>
<td>1</td>
</tr>
<tr>
<td>Social marketing expertise manager</td>
<td>1</td>
</tr>
<tr>
<td>Documentation and information officer</td>
<td>1</td>
</tr>
<tr>
<td>Epidemiologist</td>
<td>1</td>
</tr>
<tr>
<td>Social worker</td>
<td>1</td>
</tr>
<tr>
<td>Specializations</td>
<td></td>
</tr>
<tr>
<td>Youth health</td>
<td>18</td>
</tr>
<tr>
<td>Sexual health</td>
<td>16</td>
</tr>
<tr>
<td>Education/prevention/promotion</td>
<td>12</td>
</tr>
<tr>
<td>Peer education</td>
<td>9</td>
</tr>
<tr>
<td>Internet and social media</td>
<td>5</td>
</tr>
<tr>
<td>Region</td>
<td></td>
</tr>
<tr>
<td>Paris region</td>
<td>16</td>
</tr>
<tr>
<td>Rest of France</td>
<td>4</td>
</tr>
</tbody>
</table>

**Interview Process**

A researcher who is a graduate in public health (PhD candidate) and trained in interview techniques conducted the semistructured interviews with professional experts. Each interview began with a presentation of our research subject and key associated concepts. The interview guide was not constructed based on a specific theoretical framework. Open-ended questions organized in a convergent manner were used to possibly prompt the interviewee on a subject. The content of the questions was based on factual information—seeking only. The semistructured interviews then followed the guide (see Multimedia Appendix 3) with adaptation depending on the interviewee’s experience. The interview guide was structured in four main sections: (1) features of experts, (2) youth sexuality concerns, (3) mechanisms for seeking information or exchange of experiences, and (4) opinions and experiences on web-based interventions and participatory features as peer education.
Interviews were audio-recorded after having obtained the agreement of the interviewed expert. The interviews lasted between 45 and 141 minutes with an average of 63 minutes. Most of the interviews were with individuals; only one interview was held with two experts working together. Interviews were carried out by telephone or at the experts’ place of practice, allowing the expert to remain in his or her working environment to complete the interview.

Regulatory and Ethical Aspects

The study obtained a favorable opinion (no. 18-515) from the Institut National de la Santé Et de la Recherche Médicale (INSERM) Ethics Evaluation Committee (IRB0000003888) and was reported to the INSERM Data Protection Officer. Identifying information was anonymized in the transcripts. Expressed consent was given orally at the beginning of the interview, as was the authorization to record.

Analysis

The interviewer transcribed and coded the digitized interviews verbatim and the notes taken during the interviews using NVivo 10 software. Using an inductive theme identification process to generate codes, an analytical framework was created. To ensure the validity of the results, the thematic analysis was carried out by two authors (PM, ELR), who followed the recommended phases and steps for the development of the themes in terms of qualitative content and thematic analysis [24]: Initialization, Construction, Rectification, and Finalization.

Results

Main Themes and Subthemes

Experts’ opinions were structured according to five main themes: (1) internet intervention; (2) sexual health; (3) internet skills and uses, and need for moderation; (4) multifaceted peers; and (5) minority peers. These themes are complementary, connected, and should be considered together for the development of participatory internet-based and sexual health promotion peer interventions. The themes and subthemes are presented in Textbox 1 (also see Multimedia Appendix 4 for the most significant quotes used to develop these themes).
### Textbox 1. Key themes and subthemes identified in the interviews.

<table>
<thead>
<tr>
<th>Theme 1: Internet intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Complementarity with existing offline sexual tools</td>
</tr>
<tr>
<td>• Secure, valid, and credible content</td>
</tr>
<tr>
<td>• Online personalized, interactive, and participatory features</td>
</tr>
<tr>
<td>• Adapting to rapid obsolescence of preferred media</td>
</tr>
<tr>
<td>• Social marketing to understand uses and preferences</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 2: Sexual health</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Importance of sexual health for young people</td>
</tr>
<tr>
<td>• Evolving sexual health concerns and issues</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 3: Internet skills and uses, and the need for moderation</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Heterogeneous internet use</td>
</tr>
<tr>
<td>• Diversity of skills in online information–seeking</td>
</tr>
<tr>
<td>• Need for online anonymity for sexual issues</td>
</tr>
<tr>
<td>• Risks of surfing the internet and social media</td>
</tr>
<tr>
<td>• Moderation of online social interactions</td>
</tr>
<tr>
<td>• Nonreceptivity of institutional messages</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 4: Multifaceted peers</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Importance of peer group for young people</td>
</tr>
<tr>
<td>• Peer education concept</td>
</tr>
<tr>
<td>• Notion of peers</td>
</tr>
<tr>
<td>• Peers’ involvement</td>
</tr>
<tr>
<td>• Limits of young people as “peer educators”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 5: Minority peers</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Online peer group dynamic</td>
</tr>
<tr>
<td>• Need to find peers outside the neighborhood</td>
</tr>
<tr>
<td>• Inclusiveness in health promotion interventions</td>
</tr>
<tr>
<td>• Risk of stigmatization and discrimination</td>
</tr>
<tr>
<td>• Self-rejection as a determinant of participation</td>
</tr>
<tr>
<td>• Collaboration with specialized organizations</td>
</tr>
</tbody>
</table>

### Internet Intervention

In view of young people’s daily internet use, the majority of experts (18/20, 90%) believe that web-based participatory interventions to promote youth sexual health are attractive, with essential prerequisites. One expert found the intervention to be attractive without suggesting any limit. Another did not find the intervention to be attractive (owing to too many limitations).

**Complementarity With Existing Offline Sexual Tools**

A program coordinator insisted that a web-based action must be complementary to existing offline sexual health tools and actions (i.e., the internet does not replace human contact; expert S5). Another highlighted the need to “digitize” existing health promotion techniques (S17).

### Secure, Valid, and Credible Content

An expert in direct contact with youth indicated that to address young people through a web-based intervention, she will need to be sure that it is well embedded and disseminates valid and credible contents (S13).

### Online Personalized, Interactive, and Participatory Features

Three experts (S1, S15, and S17) insisted on the importance of using internet tools to develop participatory actions, to go beyond observing or receiving information. Two experts (S1 and S17) mentioned online participatory features as attractive components, including shared construction of knowledge, the possibility of including influencers (role models), serious games, and chatbots (artificial intelligence). Two other experts (S8 and
S19) considered that young people may have needs for health services offline beyond the internet, particularly in sexual health (eg, access to abortion, protection from violence). They also suggested providing geolocalized resources to allow for a personalized response, according to participant location.

For an internet site, it is important to be able to say, for a local area, where I can get more information, where can I get condoms? It must be locally sited and rooted in an area. [S8]

Adapting to Rapid Obsolescence of Preferred Media

One expert (S5) warned that young people’s preferred online media sources are evolving quickly. Therefore, it is necessary to adapt actions to the evolution of internet uses and the rapid obsolescence of these preferred media.

It will already be obsolete, and will no longer correspond to their favorite network. This is something that changes fast, so for it to be set up and be effective, we have to be reactive. [S5]

Two experts (S5 and S15) also proposed to use multiple online media sources in parallel (interconnected), to observe preferences, and to be as close as possible to media uses.

Social Marketing to Understand Uses and Preferences

Moreover, a communications specialist pointed out the need for a social marketing strategy to understand young people’s internet usage and to adapt to their preferences in implementing actions.

How to attract young people? It has to be a brand, there must be a marketing strategy, one has to think about several different sites. What we are studying is peer education, which is quite well known. But one just has to get on terms with different internet sites and know how to make them work. [S15]

Sexual Health

Importance of Sexual Health for Young People

Based on her research, a sociologist expert on young people’s internet usage and sexuality (S19) explained that among other health issues, those related to sexual health appeared to be the most important among young people. Three experts (S1, S9, and S11) emphasized the emotional dimensions of sexual health: love and sentimentality, as well as sexual relationships are central for young people. In this sense, three experts (S1, S2, and S4) also recalled the importance of a holistic approach to sexual health action, treating it in a global way and going beyond the prevention of risks.

Evolving Sexual Health Concerns and Issues

A sociologist expert on young people’s sexuality as manifested online (S16) emphasized the importance of taking into account, when planning actions, the evolution of a young person’s sexuality concerns, especially following their sexual debut. He recommended recognizing that internet use evolves with life trajectories: “Internet usage is linked to one’s situation, and depends on age and on the changing concerns implicated in one’s emotional and gender relations” (S16).

Internet Skills and Uses, and the Need for Moderation

The majority of the experts (19/20, 95%) discussed young people’s internet usage as a route to address sexual issues (preferred media, use of social media to interact and search information). They emphasized the heterogeneity of the young population.

Heterogeneous Internet Use

One sociologist (S16) explained that exploring the internet may be a solitary activity at first when seeking to understand sexuality; in this phase, young people do not necessarily want to interact with others. However, they may ask questions on online search engines to find information and observe the exchanges in forum discussions (S3, S16).

Early adolescence, before the first sexual relations, is often a time of very solitary exploration of the internet, it is not social networks that are the most important. But at this stage young people do follow forums [discussions online]. [S16]

Diversity of Skills in Online Information–Seeking

Based on her experience, another expert (S19) insisted that heterogeneous internet usage for information retrieval must be considered. There is a diversity of backgrounds and different skills in research, analysis, and critical thinking concerning online information:

Young people from better-off backgrounds, who have the greatest inclination and also the most social, educational, economic, and cultural capital, will be the ones who will make the most use of the different resources the internet has to offer. [S19]

On the same subject, four experts in direct contact with young people (S2, S3, S9, and S11) made the point that they are eager to find answers online and are not always critical as to the reliability of the source. However, two experts in direct contact with young people (S6) and in sociology (S16) considered young people to be sufficiently competent to screen online information.

Young people have quite a strong tendency to resort to the internet, and their grasp of technology enables them to know the difference between a site which gives valid advice and one which looks untrustworthy. [S16]

Need for Online Anonymity for Sexual Issues

Moreover, given the intimate and personal nature of the topic of sexual health, three experts (S5, S6, and S19) mentioned the advantage of online anonymity as protection for those needing to ask questions or seek information. In practical terms, one explained the advantage of this: “They have anonymity already, so they will be able to ask their questions more easily than face to face, from behind their screen…without embarrassment or fear of judgment by their peers.” (S5)

One expert (S19) complemented this notion by explaining that young people generally leave their usual media sources that can identify them to go to other sites so as to have anonymity for questions on sexuality. However, two experts (S6 and S9) also pointed out that anonymity could have drawbacks, with the risk
of cyberbullying: “It can also be a protection for the most abusive or malicious, the internet ‘trolls’.‘” (S6)

Risks of Surfing the Internet and Social Media

Five experts in direct contact with young people (S2, S6, S9, S10, and S13) were those who gave the strongest warnings about online risks such as access to unreliable and invalid information (S3, S9), exposure of bodies by “nudes” (S2, S3, S10), or access to pornography (S2, S10).

In schools and colleges there are problems to be dealt with which arise on social media, on Snapchat. We have had quite a lot of trouble with photos where girls are posing on social network sites. [S3]

Moderation of Online Social Interactions

To address these risks, the majority of experts (15/20, 75%) expressed the view that online moderation is necessary, notably in web-based actions allowing social interactions. Even in a peer education intervention, educators should not disengage from their adult role (S7, S8). This moderation must make it possible to reduce hurtful acts and limit false information (S2, S3):

The moderator must be really good, so that as soon as there is a false statement, or one that is hurtful or insulting, the moderator intervenes. There would need to be a super-present moderator. [S3]

Nevertheless, two experts (S7 and S16) thought that young people might consider this moderation as imposed from the outside, thereby losing the desired “between young people” aspect.

Nonreceptivity of Institutional Messages

More generally, three experts (S6, S7, and S16) noted that young people are not attracted or receptive to traditional prevention actions and messages developed by institutions. Some experts (S5, S11, S15) pointed out that existing sexological tools (school interventions, websites) are effective. In contrast, two experts (S7 and S16) were critical of young people’s perception of formal actions, which are considered to be not effective or too institutional (S7).

To address the nonreceptivity to institutional messages, two experts (S6 and S17) insisted on the need to involve young people in project reflection. Moreover, a teacher (S3) explained the importance of “peers” for the acceptance and integration of the information received: “We know that studies show that when information and knowledge are offered by a member of a peer group, it is better accepted and retained than when it is provided by the teacher.”

Multifaceted Peers

Importance of Peer Group for Young People

For a sociologist expert on young people’s sexuality online (S19), the peer group corresponds to one of the new spheres of socialization where peers will be chosen and will take up a lot of space in the lives of young people. Peers could then intervene in education.

Peer Education Concept

Among experts who had experience in peer education (9/20, 45%), the majority (S1, S6, S7, S8, S15, and S19) considered peer education as part of an approach that involves youth participation in action. For another expert (S4), peer education was described as a discussion time between young people. One expert insisted on the importance of not considering young people only as “action users,” but rather including them in all stages of action development, not only in design:

This is a group of young people who self-select to set up a project which can be designed and made available to young people who are like themselves. […] They are the ones who will take the initiative, and will be involved in the design, the implementation, and the evaluation. [S6]

Notion of Peers

Six experts (S4, S6, S7, S8, S15, and S19) questioned the idea of “youth” being peers and the notion of “peers.” They insisted that peers must recognize and consider themselves as peers (S6, S7, S8, and S19). One (S6) advocated letting the group of peers form themselves within the action, without institutional involvement. One (S19) indicated that it is complicated to simply consider the “age” characteristic as the gateway. For one expert, young people are all peers and she considered this as a limitation: “It just means young people talking to young people, so they are ‘pseudo-pairs.’” (S4)

For others (S6, S8), it seemed more pertinent to define the notion of “peers” in terms of similarity in experiences or concerns, beyond the criterion of age:

“Similar” doesn’t mean in terms of gender or skin color, but similar in terms of daily realities of life. They will have unity in terms of place, geographical space, and age. [S6]

Peers’ Involvement

Two experts (S10 and S16) addressed the issue of young people’s involvement in web-based peer education. Some could be leaders and others more passive: “Some young people will immediately want to position themselves as leaders within the group, and others will prefer to come and look and say nothing.” (S10)

Three experts (S6, S7, and S8) identified different peer functions: moderators,educators, and receptors. One (S6) believed that peers could achieve online moderation: they are vigilant and autonomous for self-regulation. He suggested identifying “peer moderators” when the group is formed, based on peer involvement.

Limits of Young People as “Peer Educators”

In this sense, some young people could be selected to be “peer educators” (with young people taking over the action). However, three experts (S6, S7, and S8) highlighted the limitation of training peers to become “educators,” considering that they would only become institutional messengers (S7, S8) or reproduce the same effect as the prevention facilitators (S6).
If the peers have been formatted by the institutions, they will become outsiders to the group. The group will quickly realize that there is an institution behind them, and they will keep away...because as soon as adolescents are transformed into health educators, they are no longer adolescents, they are spokespersons for the adults. They are spokespersons for approved messages. That’s what I call parrots, the faithful repeaters of adult speech. [S7]

Yet, for one expert (S8), peer educators can facilitate close relationships, and people will believe information from peer educators because they are trained. For this expert, such peer educators may also have an effect on their social environment beyond their peers.

Experts were then divided between the need to let young people take over the action, with the right to their imperfections (S7), and the need for institutions to moderate and validate information and exchanges.

**Minority Peers**

**Online Peer Group Dynamic**

Based on his experience, a sociologist expert on young people’s sexuality online (S16) explained that online peers are mainly the same people as physical peers but are also those engaged with for online interactions. Online social life is not generally separated from daily physical life (S19), with one exception:

“For adolescents, it is rare to have a group of friends online which is completely different or much larger than one’s physical group of friends, but there is one exception to this which I think is important, and that is the case of sexual minorities. [S16]

**Need to Find Peers Beyond the Neighborhood**

Some specificities could lead people to search out peers in online areas (S16). Sexual minority populations have specific needs, including finding peers on the internet and far from their immediate geographical area (S10, S16, and S19). In particular, lesbian, gay, bisexual, transsexual (LGBT) peers would be present, but outside of the immediate environment. For these young people, “online peers” are then part of their real lives and are not to be considered as “virtual” (S19): “In LGBT contexts, this is something we often find: accessing the internet to get in touch with a network which can’t be located in certain geographical areas.” (S19)

**Inclusiveness in Health Promotion Interventions**

To adapt the action to specificities, three experts (S15, S18, and S19) mentioned inclusiveness issues to be considered to take vulnerable populations into account (eg, LGBT, people with disabilities, overweight, or deaf). For one expert (S15), representing minority populations in mainstream communication actions is a way to be inclusive. Another (S19) addressed the issue of “ourselves” and the need to form more specific subgroups: “We need to be inclusive in all our statements, at the same time it is good to form subgroups and to offer services which also correspond to within-group expectations.” (S19)

The difficulty of being inclusive was underlined, as it requires significant material, human, and financial resources (S18) to have an intervention that speaks to all (S15).

“If we want to be inclusive, then young white heterosexual girls will have to come up against queer people, young men who have sex with men, and come to terms with different life experiences. [S15]

**Risk of Stigmatization and Discrimination**

Moreover, one sexual health communications expert (S15) explained that risks of discrimination and stigmatization of specific audiences can occur in an all-audience activity. Minority people could perceive stigmatization and feel excluded, looked down upon, or treated differently.

For HIV, the recommendations are a bit different. For example, for a heterosexual person, testing is needed at some point during one’s lifetime, whereas for MSM it has to be 4 times per year. So there one has to work carefully, because there begins to be a risk of stigmatization. [S15]

**Self-Rejection as a Determinant of Participation**

One expert (S15) raised the problem of self-rejection affecting participation in a health program. A person who does not accept themselves will not want to be part of a peer group and take part in an action addressing issues of sexuality.

In the case of young MSM, some will not be at all willing to come near a peer-led health education program in which there is a risk of even raising the idea that desire for other men exists. There may be a kind of self-rejection. [S15]

**Collaboration With Specialized Organizations**

To address discrimination and self-rejection, one expert (S15) raised the importance of collaborating with specialized associations/organizations to take into account points of view and specificities. These organizations could intervene to moderate online peer exchanges (S19).

**Proposals Derived From the Themes**

From the thematic analysis, several proposals could be drawn out, which are presented in Textbox 2, that may be of direct use in designing an online participatory intervention for peer sexual health promotion.
Textbox 2. Advice from experts for intervention conception and evaluation.

**Domain 1: Peer intervention for sexual health promotion**
- Conceptualize in advance what is behind the terms “peer,” “peer-led,” and “peer education”
- Complement existing online and offline educational practices by listing existing sexological tools
- Avoid institutional formatting of trained peer educators, as peers should remain peers. Peer leaders can be identified within an already formed community and then recruited as peer educators
- Define a framework for the involvement (interaction and participation) of young people
- Design a plan for facilitating and moderating peer exchanges
- Take a holistic approach to sexual and reproductive health, going beyond risk
- Identify in advance the specific needs of the populations
- Develop an inclusive, nonheteronormative approach that avoids stigmatization/discrimination of specific minority populations
- Involve local actors and associations to be as close as possible to the expectations of young people (with ability to provide answers in the moderation of exchanges)

**Domain 2: Internet support**
- Develop a secure online environment that fosters “self-confidence”
- Use online media that allow horizontal transmission of information (peer education), rather than top-down information systems
- Develop a brand image that is not institutional and that allows young people to recognize it in the online environment (use of social marketing techniques)
- Offer participatory (games, quizzes) and interactive (discussion forum, chatbot, questions and answers, possibility to contact a professional) features
- Integrate young people’s favorite influencers and online characters, and the possibility of interacting with them
- Propose individual spaces (messaging, information folders) within the intervention to take into account the needs of solitary exploration
- Ensure anonymity of participants to encourage youth participation in intimate issues
- Grasp “youth culture” to be as close as possible to digital and online uses
- Be responsive in understanding the preferred tools and their use in an intervention
- Propose an interconnection of online media (website and social networks) to retain young people, integrate them into daily use, and observe preferences
- Provide a geolocalized response for access to sexual and reproductive health services or to meet with resource professionals offline and close to people’s homes

**Domain 3: Conception and evaluation**
- Use the community-based participatory research model to involve all stakeholders at all stages of the project (bridge between research, field, and realities)
- Ensure the diversity of the peer group involved in the design and facilitation of the program to move beyond heterogeneity and integrate/represent minority populations (LGBTQ, deaf, disabled, overweight)
- Design a theoretical model to evaluate the effect of the intervention on:
  - Determinants of behavior change: knowledge, attitudes, literacy level, behaviors
  - Measure the effect of collective determinants on each of the determinants of behavior change: effects of online social interactions, perceived online social support, and online social capital
  - Analyze online peer social networks
- Define an operational framework for the online intervention, to define in advance the process indicators to be evaluated:
  - Journey within the youth intervention: those who are active or lurkers within the intervention
  - Most used features and tools
  - Number of visits, interaction and participation rates in the proposed activities (to be linked to the effectiveness evaluation)
Discussion

Principal Findings

This study is the first to highlight experts’ opinions on key points and requisites for developing attractive and acceptable peer interventions on the internet for youth sexual health promotion. Experts considered this kind of intervention to be attractive, but warned of inherent risks and limitations. The experts interviewed provided very concrete and useful advice for developing web-based interventions for peer education, specifically in the field of sexual health.

One of the strengths of this work is that the experts did not confine themselves in the very purpose of arguing their “professional” point of view. By contrast, they envisioned the intervention by considering all the other actors involved, especially young people, with the help of their field experience. The themes addressed are therefore very broad, allowing the intervention to be thought of in its different dimensions with a global vision. This positioning of the experts is a very good indication of feasibility for the intervention because it shows that the experts project themselves in a global approach.

These results raise the following points for discussion: (i) there is a need to understand online uses and risks to take advantage of the internet; (ii) if peers are integrated into participatory education, they must recognize themselves as peers and must be selected for other characteristics than merely age; (iii) the notion of peers and specific audiences still needs to be understood to be inclusive in the web-based intervention.

Understanding Online Uses and Risks to Take Advantage of the Internet

Young people are daily users of the internet, but the experts stressed their heterogeneous skills in seeking information about sexuality, depending on sexual development. To adapt a web-based intervention for sexual health promotion, they highlighted participatory features but also underlined the need to provide geolocalized resources. They also emphasized the need to moderate content and exchanges. Understanding users by using social marketing and managing risks should make it possible to offer attractive, secure, and adapted interventions.

Grasping and understanding “youth culture” would make it possible to adapt health promotion actions to be as close as possible to users. Social marketing enables effective educational programs to be developed based on scientific knowledge and good communication [25]. To be reactive when faced with evolving preferences, it is advisable to design an interconnection of different media sources (eg, websites, apps, social network sites) and to offer attractive components (eg, games, individual spaces, forum discussions, or contact with influencers [26]). Important factors include the structure of the campaign and the content of the message (imaginative, fun, accessible, noninstitutionalized brand image, and engaging) [27].

However, young people may have difficulties in finding locally relevant information on health services [28]: needs may be expressed offline, and young users face many barriers of confidentiality, cost, and access to health services [29]. One solution is to adapt to target population environments [30] by providing geolocated information about access to offline services close to home. One example of this approach is the Australian organization PASH [31], which offers available local resources, including on-call resources, for personalized information.

To cope with online risks (eg, cyberbullying, pornography, body exposure), moderation should control interactions and abusive content, and provide a secure space that maintains the quality of information [32], while leaving space for user-generated content. For example, individuals may report a greater intention to participate in an online community that shows signs of moderation [33], but not if this moderation is involved too early [32]. A moderator should have an engaged and an interactive presence, and should be designed to generate new interests, provide discussion material, and respond to user requests [32]. The paradox is then to enable this moderation while at the same time allowing young people to be fully involved in the action.

Integrate Peers in Participatory Sexual Health Promotion

Facing the lack of focus on institutional messages, experts recognized the value of peer integration in web-based interventions. However, when discussing this possibility, many experts warned of limitations: peers should not be mere messengers and should remain peers so as not to be seen as outsiders by the group. The challenge then lies in young people taking ownership of their own education. One solution evoked was to identify active peers who can take the role of peer leaders once the online group is formed. Some experts thought that young people should be included at all stages of the project.

For sexuality education using digital media, it is recommended to use a variety of interactive methods and nonformal settings [1]. The appeal of peer sexuality education is that it has always existed on an informal basis, with young people sharing information with each other, including personal experiences [34]. From an action perspective, young people must be allowed to identify themselves as peers, particularly through the formation of subgroups within the intervention. “Peer” education can appear at this time, since the feeling of being “among peers” influences participation.

From a peer-education perspective, we first need to define the degree of involvement of peers in different steps of the project so that it remains a “peer-led” intervention. Next, it is necessary to allow them, through informational or experiential exchanges, to develop their knowledge and skills (peer education) [8,9]. This is also about justifying the inclusion of peers [35]. Many online interventions mobilize peer interactions to promote sexual health [18,36-41]; thus, a framework should make it possible to define the types of interactions between peers and to clarify the knowledge or skills to be developed. Based on the attractiveness of social interactions, the challenge is then to move from this informal mode to formal and conceptualized action led by institutions, particularly on the internet. It is also important to conceptualize “peers” and to define the common characteristics required for peers to be considered.
Understanding the Notion of Peers and Specific Audiences to Achieve Inclusivity

Experts do not always consider peers in the same way, with some prioritizing the “similar” aspect of a common level of life experiences, and others age.

Concretely, it would be interesting to consider the peer group as a nonfrozen and shifting network, built on common characteristics or paths, sharing not only an age characteristic but also sexual orientation, gender, health problem, or life experience. When considering “peer” education, we must define what this means, and when to differentiate “young people” and “peers.” “Adolescent” peer groups can be characterized by a high degree of social solidarity and a code that contrasts with adult values [7]. Nevertheless, peers can find each other more easily by way of experience. For example, the transmission of older people’s experiences of sexuality can sometimes establish a stronger link between peers of similar sexual orientation.

Considering this notion of peers, some young LGBT people, or those with disabilities or other characteristics, may feel excluded or unaffected by a general public action. For example, heteronormativity creates a sense of invisibility, invalidation, and marginalization for people of gender and sexual diversity [42]. Involving local actors or associations in actions permits an inclusive approach, to be close to specificities. Recommendations for inclusive research include using culturally appropriate language, not assuming that participants are heterosexual or that certain behaviors are “normal,” and being aware of one’s prejudices and knowledge limitations as a researcher [43]. In addition, community-based participatory research should integrate “all” target audiences into action management to elicit an appropriate response [22].

Strengths and Limitations

The strength of our study lies in the fact that it is the first to analyze expert opinions on the potential web-based interventions for peer-to-peer promotion of youth sexual health. These opinions thus complement the results of the few existing studies showing the feasibility of this type of intervention. Beyond the practical aspects and first demonstrations of effectiveness, previous studies such as the Harnessing Online Peer Education (HOPE) study and peer-led, social media–delivered interventions have highlighted the major aspect of involvement of peer leaders [20,21], which we temper with our results (ie, peers must remain peers).

Moreover, our study proposes guidelines to design and implement this kind of intervention. The diversity of the experts interviewed makes it possible to obtain opinions from institutional, research, and field professionals. The analysis has made it possible to take into account expectations, realities, and obstacles on the sexual health, youth, education, and internet aspects.

One of our limitations is that we were unable to find researchers who had evaluated this type of intervention, since it has not yet been developed and evaluated. This would certainly have provided new methodological tools essential for action research. Despite this, we were able to interview developers of online sexual health content for young people who also worked on peer education. However, we did not interview peer educators who have participated in peer education programs and could have provided more information about this specific topic. This is an inherent limitation of our recruitment methodology. We could also have asked young people about their needs, expectations, and attractions for this type of intervention. This should be included when developing programs of action through participatory research.

Conclusion

Experts expressed the view that web-based participatory interventions for youth sexual health promotion by peers must be tailored to sexual health needs (information-seeking, socialization, services), the evolution of internet uses, and preferences in terms of participatory features. This type of action requires youth involvement in an inclusive and holistic sexual health approach. Peer education can be implemented on the internet, but the quality of the intervention also relies on not making the intervention too institutional. Involving young people in their own education in an interactive, safe online space then has the potential to develop their empowerment and long-term positive behaviors, especially in the area of sexual health.
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Abstract

Background: Lung cancer screening is a US Preventive Services Task Force Grade B recommendation that has been shown to decrease lung cancer-related mortality by approximately 20%. However, making the decision to screen, or not, for lung cancer is a complex decision because there are potential risks (eg, false positive results, overdiagnosis). Shared decision making was incorporated into the lung cancer screening guideline and, for the first time, is a requirement for reimbursement of a cancer screening test from Medicare. Awareness of lung cancer screening remains low in both the general and screening-eligible populations. When a screening-eligible person visits their clinician never having heard about lung cancer screening, engaging in shared decision making to arrive at an informed decision can be a challenge. Methods to effectively prepare patients for these clinical encounters and support both patients and clinicians to engage in these important discussions are needed.

Objective: The aim of the study was to estimate the effects of a computer-tailored decision support tool that meets the certification criteria of the International Patient Decision Aid Standards that will prepare individuals and support shared decision making in lung cancer screening decisions.

Methods: A pilot randomized controlled trial with a community-based sample of 60 screening-eligible participants who have never been screened for lung cancer was conducted. Approximately half of the participants (n=31) were randomized to view LungTalk—a web-based tailored computer program—while the other half (n=29) viewed generic information about lung cancer screening from the American Cancer Society. The outcomes that were compared included lung cancer and screening knowledge, lung cancer screening health beliefs (perceived risk, perceived benefits, perceived barriers, and self-efficacy), and perception of being prepared to engage in a discussion about lung cancer screening with their clinician.

Results: Knowledge scores increased significantly for both groups with greater improvement noted in the group receiving LungTalk (2.33 vs 1.14 mean change). Perceived self-efficacy and perceived benefits improved in the theoretically expected directions.

Conclusions: LungTalk goes beyond other decision tools by addressing lung health broadly, in the context of performing a low-dose computed tomography of the chest that has the potential to uncover other conditions of concern beyond lung cancer, to more comprehensively educate the individual, and extends the work of nontailored decision aids in the field by introducing tailoring algorithms and message framing based upon smoking status in order to determine what components of the intervention drive behavior change when an individual is informed and makes the decision whether to be screened or not to be screened for lung cancer.

International Registered Report Identifier (IRRID): RR2-10.2196/resprot.8694
Introduction

Lung cancer screening is recommended by the US Preventive Services Task Force (USPSTF) with a Grade B recommendation and offers the potential to detect lung cancer via low-dose computed tomography of the chest at an earlier stage when more treatment options exist [1]. However, lung cancer screening is complex because there are associated risks and potential harms that complicate the decision to screen [1]. False-positive results and incidental findings have the potential to lead to invasive testing that are possible in this type of cancer screening [1,2]. Because of these potential risks, lung cancer screening is a preference-sensitive decision and requires patient-clinician discussion and a shared decision-making process. Therefore, the USPSTF recommends, and Medicare requires, that the decision to screen for lung cancer be the result of a documented shared decision making and counseling visit between a patient and their clinician with the use of one or more decision aids [1,3].

Knowledge and awareness about lung cancer screening among the general population is extremely low [4,5]. In order to foster increased patient-clinician discussions about this relatively new screening option, it is essential to leverage new ways to both increase awareness and knowledge about lung cancer screening. In response to our prior work with screening-eligible individuals, our team developed a theoretically grounded, computer-tailored decision support tool titled LungTalk (1) to increase awareness about lung cancer screening and improve knowledge about lung health and lung cancer screening benefits and risks, and (2) prepare individuals to engage in discussions with their clinician in order to support the shared decision-making process.

In this paper, the results of a community-based, pilot randomized controlled trial to compare the effects of LungTalk to those of a nontailored lung screening information sheet in a sample of screening-eligible individuals are presented. LungTalk was developed using the USPSTF Lung Cancer Screening Guidelines as well as qualifying and certification criteria of the International Patient Decision Aid Standards instrument [6] as described in our protocol [7]. In addition to evaluating feasibility of the study procedures, the following research questions were answered:

1. Are there changes in knowledge of lung cancer risk and screening, and lung cancer screening health beliefs (perceived risk, perceived benefits, perceived barriers, self-efficacy) between patients who received LungTalk and those who received the nontailored lung screening information sheet?
2. Are there changes in participants’ perceptions of being prepared to engage in a discussion with their clinician about lung cancer screening between patients who received LungTalk and those who received the nontailored lung screening information sheet?
3. Are there changes in self-reported patient-clinician discussions about lung cancer screening and receipt of a lung cancer screening recommendation between patients who received LungTalk and those who received the nontailored lung screening information sheet?

Methods

Study Sample and Recruitment

Participants (n=60), both men and women, who were eligible for lung cancer screening were recruited using Facebook-targeted advertisement. (Facebook has the ability to “target” an advertisement by demographics and keywords listed in each individual Facebook user’s profile or interest list.) Using this technique, we were able to purposively sample people aged 55 years and older who indicated smoking as an interest or like in their profile. Frandsen et al [8] demonstrated that participants recruited to smoking cessation randomized clinical trials with Facebook advertisements did not differ from those recruited by traditional methods in either smoking characteristics or demographics. Our team extended Frandsen’s [8] work by demonstrating that participants aged 55 years and older recruited to a web-based survey study for lung cancer screening did not differ from those recruited by traditional methods by either smoking characteristics or demographics thus demonstrating its utility to reach and recruit older long-term smokers [9]. A REDCap (Research Electronic Data Capture; Vanderbilt University) survey was used to screen and invite eligible participants to enroll in the study. Inclusion criteria mirrored the USPSTF Lung Cancer Screening Guidelines [1]: (1) aged 55 to 80 years; (2) 30 pack-year tobacco smoking history; (3) current smoker or former smoker who quit within the past 15 years; (4) not diagnosed with a condition that would be contraindicated for lung cancer screening; and (5) not diagnosed with lung cancer.

Interventions

LungTalk Interactive Program

LungTalk is a computer-tailored decision support tool that is theoretically grounded in the Conceptual Model on Lung Cancer Screening Participation [10]. This model links the Health Belief Model [11] to the Precaution Adoption Process Model [12] and includes key psychological variables (eg, stigma, mistrust, fatalism, fear, and worry) as factors that may influence an individual’s decision to screen, or not, for lung cancer [10]. LungTalk is designed to increase knowledge and awareness about the option to screen, or not, for lung cancer and to prepare screening-eligible individuals to engage in shared decision making about lung cancer screening with their clinician. LungTalk educates high-risk individuals about (1) lung health broadly including the effects of nicotine; (2) risk factors for the development of lung cancer; (3) the option of lung cancer screening with low-dose computed tomography of the chest; and (4) the risks and benefits of lung cancer screening.
Furthermore, because our prior research [4,13] revealed that messages needed to be different for needed to be different for individuals who currently versus used to smoke, messages in LungTalk are tailored by smoking status (see Multimedia Appendix 1).

LungTalk includes audio, video, and animation segments with tailoring algorithms for scripts presented from a master content library. In addition, LungTalk offers the option of saving or printing a tailored summary (at program completion) that individuals can use to guide a discussion with their clinician. This summary highlights key points related to lung health and screening tailored by smoking status, offers questions the user can ask to initiate a discussion with their clinician, and includes specific questions identified by the user that they wish to discuss with their clinician. Content in LungTalk is visually presented with text written at an eighth grade reading level. To meet the needs of people with low literacy and auditory preference learning styles, all content is narrated as well as shown as written text on screens (see Multimedia Appendix 1). Additional details on the development of LungTalk are described elsewhere [7].

Nontailored Lung Screening Information Sheet

The control group viewed a nontailored lung screening information sheet online that contained information compiled from lung cancer screening information developed by the American Cancer Society. The reading level of this written material was at an eighth grade level.

Data Collection

Data collected between January 2017 and February 2017 from participants in the state of Indiana. Data were collected via online surveys completed by participants (baseline only) and telephone interviews conducted by trained research staff. The follow-up surveys were developed in REDCap, a secure web-based application to build and manage online surveys and databases. Participants completed a 20-minute baseline survey prior to randomization. Follow-up surveys were then completed 1 week and 3 months postintervention. The baseline survey collected data on sociodemographic and health status characteristics, lung cancer and screening knowledge, lung cancer screening health beliefs (perceived risk of lung cancer, perceived benefits of, perceived barriers to, and self-efficacy for lung cancer screening) [11], perceived preparation to engage in a patient-clinician discussion about lung cancer screening, and stage of adoption for lung cancer screening (Cronbach $\alpha$ = .83).

A second telephone interview was completed 3 months after receipt of the intervention to assess whether the participant had a subsequent discussion about lung cancer screening with a clinician, received a clinician recommendation for screening, and stage of adoption for lung cancer screening [12].

Measures

Guided by the Conceptual Model on Lung Cancer Screening Participation, valid and reliable instruments were used to measure knowledge of lung cancer risk and screening, lung cancer screening health beliefs (perceived risk of lung cancer, perceived benefits of, perceived barriers to, and self-efficacy for lung cancer screening), health care clinician recommendation, perception of preparation to engage in a patient-clinician discussion about lung cancer screening, and stage of adoption for lung cancer screening participation. Stage of adoption was measured using an algorithm that is theoretically based upon the Precaution Adoption Process model [12]. The Precaution Adoption Process Model is supported by the Conceptual Model on Lung Cancer Screening Participation as an appropriate outcome variable in lung cancer screening decisions because it includes a stage to categorize individuals who have thoroughly weighed their options and decided not to be screened [12]. The Precaution Adoption Process Model categorizes individuals into 1 of 7 stages, including unaware, aware but unengaged, undecided, decided not to act, decided to act, action, and maintenance [14]. The Lung Cancer Screening Health Belief Scales (perceived risk, perceived benefits, perceived barriers, self-efficacy) had been previously validated in a community-based sample of 497 screening-eligible individuals [11]. Total knowledge, with Knowledge of Lung Cancer and Lung Cancer Screening, which is a 6-item multidimensional scale used in our preliminary study adapted from literature specific to lung cancer, will be assessed, including knowledge of lung cancer, risk, and screening; total perceived risk, with Perceived Risk of Lung Cancer Scale which is a 3-item scale with higher scores indicative of higher perceived risk of lung cancer; total perceived benefits (Cronbach $\alpha$ = .90), with Perceived Benefits of Lung Cancer Screening Scale which is a 6-item scale with higher scores reflective of higher perceived benefits of lung cancer screening (Cronbach $\alpha$ = .68); total perceived barriers, with Perceived Barriers to Lung Cancer Screening Scale which is a 17-item scale where higher scores reflect higher perceived barriers to lung cancer screening (Cronbach $\alpha$ = .86); and total self-efficacy, with Self-Efficacy for Lung Cancer Screening Scale and is a 9-item scale to assess individual beliefs about ability to arrange and complete an low-dose computed tomography to screen for lung cancer with higher scores reflective of higher levels of self-efficacy for lung cancer screening (Cronbach $\alpha$ = .83).

Statistical Analysis

Deidentified data collected via REDCap were exported for analyses. Data completeness was assessed through descriptive analyses. Means and standard deviations or frequency distributions were examined to check for coding errors and out-of-range values.

Our first goal was to evaluate the feasibility of study procedures. Therefore, we calculated study participation rates and rates of
completion and retention of participants at baseline (T1), 1-week postintervention (T2), and 3 months postintervention (T3). For each, we calculated the proportion of people who were recruited initially and retained at each data collection timepoint (see Figure 1). Patterns of missing values were examined and evaluated for randomness as described by Enders [15]. Diagnostic plots and inferential tests for tenability of assumptions were evaluated, and appropriate remedial methods were applied where required. We calculated means and standard deviations for each of the key study variables at each time point, as well as change scores calculated by value at T2 minus the value at T1, for both intervention groups. Means and standard deviations of study variables by group were also calculated.

Figure 1. Participant recruitment flowchart.
pooled model-based standard deviation and Cohen $d$ effect sizes (ie, difference between groups on the mean change scores of study variables divided by the model-based pooled SD of change scores). All analytic assumptions were verified, and analyses were performed using SAS (version 9.4; SAS Institute). Of the 60 participants recruited, 31 were randomized to receive LungTalk and 29 were randomized to the nontailored lung screening information sheet.

**Results**

**Participant Sociodemographics**
Participants ranged in age from 55 to 74 years (mean 62.4, SD 5.2) with fairly equal numbers of men (29/60, 48%) and women (31/60, 52%). The majority were White (48/60, 80%). Participant sociodemographic and health status characteristics are shown by intervention group in Table 1. No significant differences in sociodemographic or smoking status characteristics were observed. To assess feasibility of study procedures, Figure 1 shows the flow of participants through the study. We interviewed 100% (31/31) of group 1 (LungTalk) and 98.3% (28/29) of group 2 (nontailored lung screening information sheet) within 1 week of intervention completion.
Table 1. Demographics and smoking characteristics at baseline.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall (n=60)</th>
<th>LungTalk (n=31)</th>
<th>Nontailored lung screening information sheet (n=29)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>62.2 (5.2)</td>
<td>61.2 (4.8)</td>
<td>63.2 (5.5)</td>
<td>.13a</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-64</td>
<td>38 (63)</td>
<td>23 (74)</td>
<td>15 (52)</td>
<td>.07b</td>
</tr>
<tr>
<td>65+</td>
<td>22 (37)</td>
<td>8 (26)</td>
<td>14 (48)</td>
<td></td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.99b</td>
</tr>
<tr>
<td>Male</td>
<td>29 (48)</td>
<td>15 (48)</td>
<td>14 (48)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>31 (52)</td>
<td>16 (52)</td>
<td>15 (52)</td>
<td></td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.86c</td>
</tr>
<tr>
<td>White</td>
<td>48 (80)</td>
<td>24 (77)</td>
<td>24 (83)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>10 (17)</td>
<td>6 (19)</td>
<td>4 (14)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2 (3)</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td><strong>Family history of lung cancer, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.73c</td>
</tr>
<tr>
<td>Yes</td>
<td>10 (17)</td>
<td>6 (19)</td>
<td>4 (14)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>50 (83)</td>
<td>25 (81)</td>
<td>25 (86)</td>
<td></td>
</tr>
<tr>
<td><strong>Smoking status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.78b</td>
</tr>
<tr>
<td>Former</td>
<td>28 (46.7)</td>
<td>15 (48.4)</td>
<td>13 (44.8)</td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>32 (53.3)</td>
<td>16 (51.6)</td>
<td>16 (55.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.23c</td>
</tr>
<tr>
<td>&lt;High school</td>
<td>1 (2)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>High school/GED</td>
<td>19 (32)</td>
<td>10 (32)</td>
<td>9 (31)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>19 (32)</td>
<td>12 (39)</td>
<td>7 (24)</td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>21 (35)</td>
<td>8 (26)</td>
<td>13 (45)</td>
<td></td>
</tr>
<tr>
<td><strong>Income, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.94b</td>
</tr>
<tr>
<td>&lt;$25,000</td>
<td>25 (42)</td>
<td>14 (45)</td>
<td>11 (39)</td>
<td></td>
</tr>
<tr>
<td>$25,000-$50,000</td>
<td>20 (34)</td>
<td>9 (29)</td>
<td>11 (39)</td>
<td></td>
</tr>
<tr>
<td>&gt;$50,000</td>
<td>14 (24)</td>
<td>8 (26)</td>
<td>6 (21)</td>
<td></td>
</tr>
<tr>
<td><strong>Health insurance, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.33c</td>
</tr>
<tr>
<td>Medicare</td>
<td>14 (24)</td>
<td>9 (30)</td>
<td>5 (18)</td>
<td></td>
</tr>
<tr>
<td>Medicaid</td>
<td>8 (14)</td>
<td>4 (13)</td>
<td>4 (14)</td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>18 (31)</td>
<td>11 (37)</td>
<td>7 (25)</td>
<td></td>
</tr>
<tr>
<td>Medicare+supplement</td>
<td>8 (14)</td>
<td>2 (7)</td>
<td>6 (21)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2 (3.5)</td>
<td>0 (0)</td>
<td>2 (7)</td>
<td></td>
</tr>
<tr>
<td>Multiple</td>
<td>8 (14)</td>
<td>4 (13)</td>
<td>4 (14)</td>
<td></td>
</tr>
<tr>
<td>Pack-years tobacco smoking, mean (SD)</td>
<td>48.7 (19.5)</td>
<td>47.6 (21.9)</td>
<td>49.9 (16.6)</td>
<td>.29a</td>
</tr>
<tr>
<td>Packs smoked daily, mean (SD)</td>
<td>1.3 (0.5)</td>
<td>1.4 (0.5)</td>
<td>1.3 (0.5)</td>
<td>.97a</td>
</tr>
<tr>
<td>Years smoked, mean (SD)</td>
<td>36.6 (8.3)</td>
<td>35.4 (9.3)</td>
<td>37.9 (7.0)</td>
<td>.10a</td>
</tr>
<tr>
<td>Years since quitting, mean (SD)</td>
<td>6.3 (5.0)</td>
<td>6.7 (5.7)</td>
<td>5.8 (4.4)</td>
<td>.77a</td>
</tr>
</tbody>
</table>

*aWilcoxon rank-sum test.

bChi-square test.
Fisher exact test.

**Changes in Knowledge**

Mean scores, standard deviations, and change scores for knowledge and beliefs are shown in Table 2, along with the effect sizes and tests of the within-group change. Knowledge scores increased significantly for both groups from baseline to postintervention, although the improvement was greater for the group receiving LungTalk (2.33 vs 1.14 change in means which represents a 1.5 SD vs 1 SD change). Perceived self-efficacy for lung cancer screening also increased significantly for both groups, with a 0.5 SD change for each group. A small reduction in perceived risk of getting lung cancer was observed in the LungTalk group (SRM –0.13 or about one-tenth of an SD decrease) while an increase in perceived risk was seen in the nontailored lung screening information sheet group (SRM 0.30 or about one-third of an SD increase). Perceived benefits improved significantly for the LungTalk group (SRM 0.41, almost one-half SD increase), whereas the minor decrease in benefits was not significant for the nontailored lung screening information sheet group (SRM –0.14). A nonsignificant reduction in perceived barriers was observed in both groups, although the reduction was greater for the enhanced control group (SRM –0.33 vs –0.15).

While Table 2 provides insight into the within-group effects from each group separately, estimates of efficacy of LungTalk on knowledge and health beliefs are presented in Table 3. In Table 3, the between-group effect sizes and P values are shown for comparing groups on changes from baseline to 1-week postintervention on total scale scores, controlling for T1 value of the score (ie, controlling for initial score level at baseline). Compared with the nontailored lung screening information sheet group, the LungTalk group had a greater increase in total knowledge scale scores (8 items with P<.01). The large effect size of 0.85 indicated that the increase in knowledge for those who received LungTalk was more than three-quarters of an SD greater than the increase in knowledge for those who received the nontailored lung screening information sheet. While the change in perceived benefits did not reach significance, change was occurring in the theoretically expected direction. LungTalk increased participants’ perceptions of the benefits of lung cancer screening while benefits scores decreased slightly for the lung screening information sheet group (1.07 vs –0.18, P=.06).

Because knowledge was significantly higher for those who received LungTalk, we examined group differences on individual knowledge items to see where specific improvements were made (Table 4). Interestingly, the percentage of participants who correctly answered that a low-dose computed tomography of the chest is the test that is currently recommended for lung cancer screening increased significantly from baseline in both groups (LungTalk: 57% increase, lung screening information sheet: 52% increase; P<.001). Likewise, the percentages of participants in both groups who correctly knew that lung cancer screening is only recommended for current and former smokers increased significantly from baseline (LungTalk: 38%; P=.004; lung screening information sheet: 24%; P=.008). Compared to the lung screening information sheet group, significantly greater improvements in knowledge were seen for those receiving LungTalk on 3 knowledge items: (1) knowing that a person should talk with their health care provider about lung cancer screening before being screened (P=.10 vs P=.01, respectively); (2) knowing that lung cancer screening, if results are normal, should be done annually (P=.71 vs P=.007, respectively); and (3) knowing that 55 is the age that people should start screening for lung cancer (P=.48 vs P<.001, respectively).
Table 2. Scores at baseline (T1) and 1-week postintervention (T2) and within-group tests.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Lung Talk, mean (SD)</th>
<th>Nontailored lung screening information sheet, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total knowledge score</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>3.90 (1.47)</td>
<td>3.66 (1.47)</td>
</tr>
<tr>
<td>T2</td>
<td>6.27 (1.26)</td>
<td>4.79 (1.32)</td>
</tr>
<tr>
<td>Change</td>
<td>2.33 (1.54)</td>
<td>1.14 (1.16)</td>
</tr>
<tr>
<td>SRM&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.51</td>
<td>0.98</td>
</tr>
<tr>
<td>P value&lt;sup&gt;b&lt;/sup&gt;</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
</tr>
<tr>
<td><strong>Total perceived risk</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>13.74 (2.66)</td>
<td>13.69 (1.95)</td>
</tr>
<tr>
<td>T2</td>
<td>13.43 (2.40)</td>
<td>14.28 (2.36)</td>
</tr>
<tr>
<td>Change</td>
<td>-0.27 (2.13)</td>
<td>0.59 (1.96)</td>
</tr>
<tr>
<td>SRM</td>
<td>-0.13</td>
<td>0.30</td>
</tr>
<tr>
<td>P value&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.50</td>
<td>.12</td>
</tr>
<tr>
<td><strong>Total perceived benefits</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>17.55 (1.88)</td>
<td>18.34 (2.70)</td>
</tr>
<tr>
<td>T2</td>
<td>18.70 (3.10)</td>
<td>18.07 (2.89)</td>
</tr>
<tr>
<td>Change</td>
<td>1.17 (2.85)</td>
<td>-0.28 (2.00)</td>
</tr>
<tr>
<td>SRM</td>
<td>0.41</td>
<td>-0.14</td>
</tr>
<tr>
<td>P value&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.03</td>
<td>.46</td>
</tr>
<tr>
<td><strong>Total perceived barriers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>34.10 (7.15)</td>
<td>33.03 (6.48)</td>
</tr>
<tr>
<td>T2</td>
<td>33.20 (7.43)</td>
<td>30.90 (7.24)</td>
</tr>
<tr>
<td>Change</td>
<td>-0.90 (5.86)</td>
<td>-2.14 (6.49)</td>
</tr>
<tr>
<td>SRM</td>
<td>-0.15</td>
<td>-0.33</td>
</tr>
<tr>
<td>P value&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.41</td>
<td>.09</td>
</tr>
<tr>
<td><strong>Total self-efficacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>27.45 (5.08)</td>
<td>28.38 (4.87)</td>
</tr>
<tr>
<td>T2</td>
<td>28.97 (4.55)</td>
<td>30.38 (4.16)</td>
</tr>
<tr>
<td>Change</td>
<td>1.53 (3.30)</td>
<td>2.00 (3.56)</td>
</tr>
<tr>
<td>SRM</td>
<td>0.46</td>
<td>0.56</td>
</tr>
<tr>
<td>P value&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.02</td>
<td>.01</td>
</tr>
</tbody>
</table>

<sup>a</sup>SRM: standardized response mean = mean change / SD of change.

<sup>b</sup>2-sided paired test.
Table 3. Effect sizes.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Scale range</th>
<th>Adjusted mean (SE) change</th>
<th>Comparison</th>
<th>F test (df1, df2)</th>
<th>P value</th>
<th>Mean difference (95% CI)</th>
<th>Cohen d effect size&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total knowledge</td>
<td>0-6</td>
<td>LungTalk: 2.41 (0.20)</td>
<td>Nontailored lung screening information sheet: 1.06 (0.21)</td>
<td>21.5 (1, 56)</td>
<td>&lt;.01</td>
<td>1.35 (0.77, 1.93)</td>
<td>0.8482</td>
</tr>
<tr>
<td>Total perceived risk</td>
<td>3-12</td>
<td>LungTalk: -0.26 (0.34)</td>
<td>Nontailored lung screening information sheet: 0.58 (0.35)</td>
<td>3.03 (1, 56)</td>
<td>.09</td>
<td>-0.85 (–1.83, 0.13)</td>
<td>-0.3179</td>
</tr>
<tr>
<td>Total perceived benefits</td>
<td>6-24</td>
<td>LungTalk: 1.07 (0.45)</td>
<td>Nontailored lung screening information sheet: -0.18 (0.45)</td>
<td>3.79 (1, 56)</td>
<td>.06</td>
<td>1.25 (–0.04, 2.54)</td>
<td>0.3555</td>
</tr>
<tr>
<td>Total perceived barriers</td>
<td>17-68</td>
<td>LungTalk: -0.72 (1.06)</td>
<td>Nontailored lung screening information sheet: -2.32 (1.07)</td>
<td>1.12 (1, 56)</td>
<td>.29</td>
<td>1.60 (–1.43, 4.62)</td>
<td>0.1931</td>
</tr>
<tr>
<td>Total self-efficacy</td>
<td>9-36</td>
<td>LungTalk: 1.37 (0.54)</td>
<td>Nontailored lung screening information sheet: 2.17 (0.55)</td>
<td>1.08 (1, 56)</td>
<td>.30</td>
<td>-0.80 (–2.35, 0.75)</td>
<td>-0.1896</td>
</tr>
</tbody>
</table>

<sup>a</sup>Positive effect size indicates greater increase from T1 to T2 for LungTalk than for InfoSheet. Negative effect size indicates greater increase from T1 to T2 for InfoSheet than for LungTalk.

Table 4. Individual knowledge items by within-group change.

<table>
<thead>
<tr>
<th>Knowledge item</th>
<th>LungTalk</th>
<th>Nontailored lung screening information sheet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Who is more likely to get lung cancer? (a person who has smoked cigarettes for a long time)</td>
<td>27 (87.1)</td>
<td>25 (80.7)</td>
</tr>
<tr>
<td>What is the most common symptom of lung cancer? (chronic cough)</td>
<td>25 (80.7)</td>
<td>25 (83.3)</td>
</tr>
<tr>
<td>Which test is currently recommended for lung cancer screening? (low-dose CT&lt;sup&gt;b&lt;/sup&gt; scan)</td>
<td>8 (25.8)</td>
<td>25 (83.3)</td>
</tr>
<tr>
<td>Compared to a chest x-ray, how much radiation does a lung scan expose you to? (about the same as a chest x-ray)</td>
<td>6 (19.4)</td>
<td>11 (36.7)</td>
</tr>
<tr>
<td>What should a person do before being screened for lung cancer? (talk with their health care provider about low-dose CT screening)</td>
<td>21 (67.7)</td>
<td>29 (96.7)</td>
</tr>
<tr>
<td>If you choose to have a lung scan to screen for lung cancer and everything is normal, when will you need to have your next one? (in 1 year)</td>
<td>17 (54.8)</td>
<td>25 (83.3)</td>
</tr>
<tr>
<td>Who is currently recommended to have a lung scan to screen for lung cancer? (only current and former smokers)</td>
<td>10 (32.3)</td>
<td>21 (70.0)</td>
</tr>
<tr>
<td>At what age is it recommended that people start to screen for lung cancer? (55)</td>
<td>7 (22.6)</td>
<td>24 (80.0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>2-sided McNemar test of paired proportions.  
<sup>b</sup>CT: computed tomography.

Changes in Participants’ Perceptions

As shown in Table 5, satisfaction with the LungTalk intervention was significantly higher than with the nontailored lung screening information sheet. Individuals in both groups felt “prepared” or “very prepared” to have a discussion with their clinician about lung screening, with no significant differences between the 2 intervention groups on preparedness (P=.52).
Table 5. User satisfaction, clinician recommendation, shared decision-making discussion by group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Lung Talk (n=31)</th>
<th>Nontailed lung screening information sheet (n=29)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Satisfaction (T2)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not at all satisfied</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>.002</td>
</tr>
<tr>
<td>Somewhat satisfied</td>
<td>1 (3)</td>
<td>4 (14)</td>
<td></td>
</tr>
<tr>
<td>Satisfied</td>
<td>7 (23)</td>
<td>16 (55)</td>
<td></td>
</tr>
<tr>
<td>Very satisfied</td>
<td>22 (73)</td>
<td>8 (28)</td>
<td></td>
</tr>
<tr>
<td><strong>Preparedness (T2)</strong></td>
<td></td>
<td></td>
<td>.52</td>
</tr>
<tr>
<td>Somewhat prepared</td>
<td>4 (13)</td>
<td>6 (21)</td>
<td></td>
</tr>
<tr>
<td>Prepared</td>
<td>10 (33)</td>
<td>6 (21)</td>
<td></td>
</tr>
<tr>
<td>Very prepared</td>
<td>16 (53)</td>
<td>17 (59)</td>
<td></td>
</tr>
<tr>
<td><strong>Clinician recommendation (T3)</strong></td>
<td></td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td>Yes</td>
<td>8 (28)</td>
<td>4 (15)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>22 (72)</td>
<td>25 (85)</td>
<td></td>
</tr>
<tr>
<td><strong>Shared decision-making discussion about lung cancer screening (T3)</strong></td>
<td></td>
<td></td>
<td>.23</td>
</tr>
<tr>
<td>Yes</td>
<td>10 (34)</td>
<td>5 (19)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>20 (66)</td>
<td>24 (81)</td>
<td></td>
</tr>
</tbody>
</table>

a2-sided Fisher exact test.
P-value is from two-sided Fisher’s exact Test.

**Changes in Self-Reported Patient-Clinician Discussions**

At 6 months, though the number of participants who reported that they had a discussion with their clinician in the LungTalk group (10/31, 34.5%) was double that in the nontailed lung screening information sheet group (5/29, 18.5%), this difference was not significant ($P=.23$). Similar results were observed at 6 months for receipt of a clinician recommendation for lung screening; 27.6% (8/31) in the LungTalk group reported receiving a recommendation from their clinician compared to 14.8% (4/29) in the nontailed lung screening information sheet group. This difference was also not significant ($P=.33$).

**Discussion**

**General**

It is still relatively early on in the development of decision support tools for lung cancer screening. Most have focused on calculating personal risk for the development of lung cancer and subsequent recommendations to screen are based upon calculated risk status [16-20]. These tools range in level of complexity and delivery including pamphlets, brochures, videos, educational scripts, and computer programs [16-20]. These tools can also be deployed in multiple formats such as by mail, telephone, in person, and via the internet. Dharod and colleagues [14] examined the feasibility of a digital health outreach strategy via a patient portal directing individuals to an interactive website which then accessed screening eligibility.

Similar to other patient decision aids [16-20], the mPATH (mobile Patient Technology for Health) Lung Interactive website is atheoretical and calculates risk for lung cancer but does not tailor beyond personalized risk [14]. LungTalk focuses on empowering individual patients with knowledge so that they are an informed partner as they discuss with their clinician and make a decision about lung cancer screening. In addition, LungTalk goes beyond much of what other decision tools focus on by addressing lung health broadly, in the context of performing a low-dose computed tomography of the chest that has the potential to uncover other conditions of concern beyond lung cancer, to more comprehensively educate the individual. LungTalk extends the work of nontailed decision aids in the field, by introducing tailoring algorithms and message framing based upon smoking status in order to determine what components of the intervention are driving behavior change when an individual is informed and makes the decision to screen, or not, for lung cancer. LungTalk is innovative in its tailored messaging approach based on smoking status and tailored printout that helps patients initiate a discussion with their clinician about their lung health and the option of screening.

As an intervention, individuals using LungTalk felt equally prepared to engage in a discussion with their clinician about lung cancer screening as they did with the nontailed lung screening information sheet. From the patient perspective, being prepared to engage in a shared discussion about lung cancer screening is essential to successfully involving the patient in the dyadic communication clinical context of this patient-clinician equitable engagement; however, participants were significantly more satisfied with LungTalk ($P=.002$). As interventions are developed, it is essential for developers to take into consideration user satisfaction in efforts to increase the likelihood of both initial and sustained engagement with the intervention.

Consistent with other types of cancer screening, knowledge and health beliefs have been shown to be associated with lung cancer screening behavior [11]. In addition, there is strong support in
other types of cancer screening that tailored interventions are much more effective in promoting cancer screening behavior because messaging is more personally relevant to the individual making the decision to screen. LungTalk included messaging to increase knowledge and results support its effectiveness in doing so over the nontailored intervention (8 item with $P<.01$).

In particular, knowing that normal or negative lung cancer screening results still require adherence to annual screening while eligible is important and LungTalk increased this knowledge level compared to the change from the nontailored lung screening information sheet ($P=.007$). Since the majority of lung cancers identified on lung cancer screening exams were on subsequent exams as opposed to initial exams, this is essential knowledge for screening-eligible individuals.

With regard to health beliefs, even though LungTalk improved perceived benefits and self-efficacy in expected directions, changes were not significantly different compared those of the lung screening information sheet. LungTalk fell short in reducing perceived barriers to lung cancer screening, an important variable that often predicts cancer screening behaviors. The impact of these interventions on perceived risk of lung cancer was not observed and highlights a critical gap in the tailored messaging component of the intervention. Moving forward, it is important that tailored messages be further refined to target specific barriers to lung cancer screening as well as perceived risk as it relates to lung cancer for the target patient population in order to improve the efficacy of LungTalk as both a health communication and decision support tool.

Strengths and Limitations

As a pilot study, we had adequate power for estimating effect sizes and detecting large effect sizes. For example, 26 participants in each group were required for 80% power to detect a large Cohen $d$ effect size of 0.80 SD difference between means, and we slightly exceeded 26 per group. A larger sample (eg, 64 per group) would be needed to detect a medium effect size of 0.50 with 80% power.

As with all studies, this study is not without limitations. Our recruitment methods may have influenced who participated in this study. Targeted Facebook advertisement allowed us to purposively sample people aged 55 years and older who indicated smoking as an interest on their Facebook page. People who use Facebook and who indicate smoking as an interest may constitute unique sample. Our sample demographics, however, indicate that we successfully recruited a racially diverse, national sample with equal numbers of men and women. Randomization also was effective; no differences between groups were observed at baseline. Our nonsignificant group differences in change scores on health belief variables were likely due to inadequate integration of content and tailored messages in LungTalk that would impact health belief constructs. Future versions of LungTalk need to address these constructs specifically in content and tailored messages if we are to change health beliefs in the directions that promote patient-clinician discussions about lung cancer screening and shared decisions.

Conclusion

Preliminary results indicate LungTalk is a helpful communication tool for individuals who are considering the option of lung cancer screening. Specifically, LungTalk can help enhance the shared decision-making process by priming individuals with essential baseline knowledge to support an informed discussion with a health care clinician about potential risks and benefits related to lung cancer screening.
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Abstract

Background: Over the past decade, the emergence of several large federated clinical data networks has enabled researchers to access data on millions of patients at dozens of health care organizations. Typically, queries are broadcast to each of the sites in the network, which then return aggregate counts of the number of matching patients. However, because patients can receive care from multiple sites in the network, simply adding the numbers frequently double counts patients. Various methods such as the use of trusted third parties or secure multiparty computation have been proposed to link patient records across sites. However, they either have large trade-offs in accuracy and privacy or are not scalable to large networks.

Objective: This study aims to enable accurate estimates of the number of patients matching a federated query while providing strong guarantees on the amount of protected medical information revealed.

Methods: We introduce a novel probabilistic approach to running federated network queries. It combines an algorithm called HyperLogLog with obfuscation in the form of hashing, masking, and homomorphic encryption. It is tunable, in that it allows networks to balance accuracy versus privacy, and it is computationally efficient even for large networks. We built a user-friendly free open-source benchmarking platform to simulate federated queries in large hospital networks. Using this platform, we compare the accuracy, k-anonymity privacy risk (with k=10), and computational runtime of our algorithm with several existing techniques.

Results: In simulated queries matching 1 to 100 million patients in a 100-hospital network, our method was significantly more accurate than adding aggregate counts while maintaining k-anonymity. On average, it required a total of 12 kilobytes of data to be sent to the network hub and added only 5 milliseconds to the overall federated query runtime. This was orders of magnitude better than other approaches, which guaranteed the exact answer.

Conclusions: Using our method, it is possible to run highly accurate federated queries of clinical data repositories that both protect patient privacy and scale to large networks.

(J Med Internet Res 2020;22(11):e18735) doi:10.2196/18735
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Introduction

Background

Widespread adoption of electronic health records has generated vast amounts of data, which are increasingly being used in clinical, epidemiological, and public health research [1]. Data from multiple health care organizations are often needed to increase statistical power or to access diverse patient populations and geographic regions. Although it is possible to combine patient-level data from multiple sites into a secure central repository for analysis, there are often significant technical and regulatory barriers to doing this in a way that ensures patient privacy. Institutions must compare the benefit of centralized data for research with the risk of violating the Health Insurance
Portability and Accountability Act (HIPAA) and other privacy laws as a result of unintended disclosure of patient data. An alternative approach is to create federated clinical data research networks, which broadcast queries to multiple sites, run analyses locally, and then combine the results. In this way, sites retain control over their patient data. Two of the largest networks in the United States are the Patient-Centered Outcomes Research Network (PCORNet) [2] and the National Institutes of Health (NIH)—funded Accrual to Clinical Trials (ACT) network [3-5], both of which connect dozens of health care organizations across the country and include health data on nearly 100 million Americans.

As patients often receive care at more than one clinical site, the data for a patient at any one site might not be complete, and the same information about a patient might be duplicated at different sites. This can lead to queries returning incorrect results. This problem is amplified when the sites in the network are geographically close and there is greater overlap in their patient populations. However, because patients move or travel, sometimes across state or country borders, even far apart sites might share patients. A similar situation arises when patients’ data are intentionally separated for technical reasons, such as when large amounts of clinical data (eg, diagnoses and medications) and genomic data are stored in different locations, and it is not feasible to merge them into a single database. In both cases, computation must be performed in a distributed fashion, but the challenge is that an individual patient’s data may be spread across multiple databases.

Various methods to addressing this problem have been described in the literature, but they have different trade-offs in terms of accuracy, privacy, scalability, and computational complexity. We grouped these into 3 broad categories: aggregate counts, hashed patient identifiers, and privacy-guaranteed methods (Figure 1).

**Figure 1.** Federated query methods. We classify methods for merging distributed queries into 3 groups: (top) sharing aggregate counts, (middle) sending full hashed patient identifiers, and (bottom) generating bitstrings (displayed as hexadecimal) that do not directly correspond to individual patients but can be merged together. HLL: HyperLogLog; MPC: multiparty computation; SSN: social security number.

### Aggregate Counts
Federated queries in PCORNet and ACT ask sites to return the number of patients in their local databases who match some set of criteria, such as having both hypertension and diabetes. The networks present the user with the aggregate count from each site, and no attempt is made to link patients across sites or deduplicate records. This can lead to large overestimates of the number of distinct patients who match a query if the counts from each site are naively summed [6]. To protect patient privacy, the networks mask small counts by displaying ≤10 patients. However, it is possible to combine results from multiple queries to reveal information about individual patients (see the Methods section for details). Sites participating in these networks are aware of this privacy risk, which they mitigate through institutional agreements that require sites to audit researchers’ queries and monitor their use of the network.

### Hashed Patient Identifiers
The most accurate and semisecure method to deduplicate the results in a federated query is for each site to return the full list of patients who match the query. Privacy is the main concern, as data on every patient matching the query (potentially many millions of people) must be shared. Patient identifiers (eg, name and date of birth) [7] are typically encrypted using a one-way hash function, such as Secure Hash Algorithm 1 (SHA-1) [8]. The same patient at two sites will be hashed to the same value if the same hash function is used (and there are no inconsistencies in the underlying demographic data). Unfortunately, hash functions are vulnerable to dictionary or linkage attacks, where an adversary who knows the encryption
method can simply generate a rainbow table of the hashes of many possible patient identifiers (eg, exhaustively searching all 9-digit social security numbers or accessing public voter registration lists) and then use this to reidentify the list of hash values returned by a site [9].

Privacy-Guaranteed Methods

Secure multiparty computation (MPC) and homomorphic encryption techniques enable true privacy guarantees in a federated network (see the Methods section) and have recently been introduced for distributed genome-wide association studies [10] and pharmacological collaboration [11]. The limitation of these algorithms is their computational complexity. Protocols that securely determine the number of shared patients between two sites [6,12-14] are impractical for large networks because the number of pairwise and multiway comparisons grows exponentially with the number of sites. Other approaches that avoid exponential comparison either require sharing gigabytes of data [15], making numerous rounds of back-and-forth communication [16], or using trusted third parties [17]. These are also problematic because, as we have previously shown [18], large federated clinical data networks are fragile, with multiple sites typically failing to respond even to aggregate count queries.

HyperLogLog Sketch

In this paper, we propose a new method for combining data from sites in a federated clinical data network, based on the HyperLogLog (HLL) probabilistic sketching algorithm [19]. A probabilistic sketch is a small data structure that summarizes large amounts of data. A calculation can run on the sketch to obtain a fast, accurate estimate of what the result would be on the original data. Although HLL is widely used in many software programs, such as internet search engines, to our knowledge, it has not been applied to federated queries of health data.

The basic idea behind HLL (and other minimum value sketches) [20] is that the minimum of a collection of random numbers between 0 and 1 is inversely proportional to how many numbers are present. For example, a single random number between 0 and 1 has an expected value of 0.5; however, if we have 99 random numbers, the minimum has an expected value of 0.01. By using a hash function that maps patients to a random number between 0 and 1, we can estimate the number of patients who match a query at a site by keeping track of just the minimum hash value of the matching patients. If the minimum hash value is \(v\), then the estimated number of patients is \((1/v) - 1\). Although the accuracy of this estimate is poor, the method can be improved by using \(t\) different hash functions to generate \(t\) independent estimates of the number of patients. The average of these results in a more accurate overall estimate. The set of \(t\) minimum hash values is the sketch.

If each site in a network uses the same hash function and returns its minimal hash value, then we can estimate the number of distinct patients in the whole network that match the query from the smallest of those values. Although it may seem unintuitive that the network minimum hash is the same as the hash for one hospital, the hospital which the minimum hash corresponds to changes when multiple hash functions are used, allowing the estimator to be accurate.

Instead of using \(t\) hash functions, HLL improves the accuracy of this method by using a single hash function but efficiently dividing the patients into \(t\) partitions and returning the minimum hash value of patients in each partition. HLL also returns the position of the leading one indicator in the binary expansion of the minimum values rather than the actual values. This only has a small effect on accuracy; however, it greatly reduces the risk of reidentification from a dictionary attack. For \(t\) partitions, the relative error of HLL is approximately \(1/\sqrt{t}\). For example, by asking sites to share an HLL sketch with only 100 values, the number of distinct patients can be estimated with a 10% relative error. The error can be reduced by increasing \(t\). Although higher \(t\) increases the risk of reidentification, the risk is quantifiable and predictable, enabling networks to define policies that maximize accuracy while reducing risk to an acceptable level.

Objectives

We aim to enable accurate estimates of the number of unique patients matching a federated query while providing strong guarantees on the amount of protected medical information revealed.

Structure of This Paper

In the Methods section, we first show how sites can generate a privacy-preserving HLL sketch of the patients who match a query and how the shared sketches from sites can be combined to estimate the number of unique patients in the network who match the query. We then describe several obfuscation approaches that further reduce the privacy risk of aggregate counts, hashed identifiers, and HLL sketches. These include methods that might result in a loss of information or an increase in computational complexity to make it more difficult or impossible for an adversary to identify patients. In the Results section, we test our algorithm and other methods using simulated networks of different sizes and degrees of patient overlap. We compare them along several dimensions, including accuracy, privacy risk, computation time, and amount of data shared. Finally, in the Discussion section, we summarize the trade-offs and limitations of the algorithms and provide recommendations on when networks should consider using HLL sketches.

Methods

Algorithms and Obfuscation Techniques for Federated Queries

Here, we describe the algorithms we compared. The basic model assumes that a researcher at one hospital in the network sends a query of the form How many unique patients have condition X across the hospital network? to a central network hub. The hub then distributes the query to all the hospitals in the network. The hospitals determine which of their patients match the query and return a result (the form of this result varies by algorithm) to the hub. The hub combines the results and returns an estimate of the total number of unique patients to the researcher. The name of each algorithm combines the base method (Count,
Count
Each hospital runs the researcher’s query locally and sends the hub a single count of the number of matching patients. The hub returns 2 numbers: (1) the maximum count from a hospital and (2) the sum of counts from all hospitals. The maximum count corresponds to a lower bound on the result, because even in the event of significant overlapping patients between hospitals, there are at least as many unique patients across the network as there are at a single hospital. For example, in Figure 1, hospitals 1, 2, and 3 have 100,000, 80,000, and 50,000 patients, respectively. It might be the case that all patients at hospitals 2 and 3 are also patients at hospital 1, which has the maximum count. However, this is not possible for the hospitals with smaller counts. For example, out of 100,000 patients of hospital 1, at most 80,000 can also be patients at hospital 2. The sum of all counts is obviously an upper bound, although it might be a substantial overestimate when there is a significant overlap between hospitals. Conversely, the maximum of all counts is obviously a lower bound.

Count+Mask
The procedure is identical to Count, except that if the actual count of a hospital is between 1 through 9 inclusive, the hospital returns 10 to the hub instead. This masking procedure ensures that no nonzero number corresponds to fewer than 10 patients, ensuring 10-anonymity. Both the PCORNet and ACT networks use Count+Mask. ACT further obfuscates the result by adding a small random number between –10 and +10 to the actual count [4]; however, we ignore this in our analyses.

Count+MPC
This protocol is based on the ElGamal cryptosystem [21] using a distributed private key to ensure that no one party can decrypt intermediate data. Only the final sum is decrypted. The individual hospital counts are hidden, even if all hospitals but one and the hub are compromised. The major disadvantage is that the MPC requires all hospitals to respond before any answer can be given. In large networks, it is likely that some hospitals will either be slow to respond or not respond at all [18], which limits this protocol to only small networks in practice (for additional information on our MPC implementation, see Multimedia Appendix 1 [6,7,10-12,14-17,21-24]).

HashedIDs
Each hospital runs the query locally, producing a list of matching patient IDs. Each hospital needs to use the same process for constructing IDs so that the same patient at different hospitals will have the same ID. As there is no universal patient identifier, the ID should be based on information likely to be unique to the patient and available at all hospitals, such as the concatenation of the patient’s first name, last name, and date of birth [7] (for additional details and limitations of generating a patient ID, see Multimedia Appendix 1 [6,7,10-12,14-17,21-24]). Patient IDs are encrypted using a one-way hash function. For our simulations, we used SHA-1, but in practice, a newer, more secure hash function should be used. The list of hashed IDs is then sent back to the hub. The hub then counts the number of distinct hashed IDs received from all sites and returns this as the exact answer to the query. Sites can precompute the hashed IDs for all of their patients to improve the performance of queries. Note that because HashedIDs uses the same hash function for all queries, a dictionary or linkage attack by the hub has a high likelihood of success.

HashedIDs+Rehash
This is identical to HashedIDs, except that the originating hospital (the hospital with the researcher who ran the query) also sends the hub a random string encrypted with the public keys of each of the other hospitals (using any kind of standard off-the-shelf asymmetric key encryption, as used in protocols such as Rivest-Shamir-Adleman [RSA] and Hypertext Transfer Protocol Secure [HTTPS]). Each hospital rehashes all the patients, prepending the random string before running it through SHA-1. By doing so, because the hub does not know the random prefix string, it cannot perform a dictionary attack to reverse the hash function, and thus, all patients get 10-anonymity. Of course, rehashing all patients with each query requires additional computational time.

HLL
A graphical overview of HLL is shown in Figure 2. Like HashedIDs, in HLL, the hospital uses the SHA-1 hash function to produce a 160-bit pseudorandom number for each patient that matches a query. The first 64 bits are interpreted as an integer $B$, and the patient is put into bucket $B \mod t$, where $t$ is the number of buckets. The hospital then finds the position $V$ of the first bit set to 1 in bits 65 to 128 of the SHA-1 string. Within each bucket, the hospital stores the largest value $V$ corresponding to a patient. The list of bucket values is the HLL sketch from that hospital. (Note that like HashedIDs, hospitals can precompute the buckets $B$ and values $V$ for all of their patients, so that this step does not have to be repeated for each query.)
Figure 2. HLL sketches. (a) To create an HLL sketch, we first hash a set of identifiers for the matching patients (e.g., social security number) to binary strings. The first several bits of each binary string are used to bucket the values, and then within each bucket, we store the position of the leading one indicator of the minimum value. (b) HLL sketches from different hospitals are merged by simply taking, within each bucket, the maximum value across sketches. (c) Given a list of buckets, we can estimate the cardinality. HLL: HyperLogLog; SSN: social security number.

(a) Creating an HLL sketch

<table>
<thead>
<tr>
<th>Patient SSN</th>
<th>Hashed values</th>
<th>Minimum values</th>
<th>HLL sketch</th>
</tr>
</thead>
<tbody>
<tr>
<td>000-23-1313</td>
<td>00000101...</td>
<td>0000000...</td>
<td>00000101...</td>
</tr>
<tr>
<td>000-64-8912</td>
<td>1000110...</td>
<td>1000100...</td>
<td>1000110...</td>
</tr>
<tr>
<td>000-61-8721</td>
<td>1101111...</td>
<td>1000100...</td>
<td>1000110...</td>
</tr>
<tr>
<td>000-11-3754</td>
<td>0100110...</td>
<td>0010010...</td>
<td>0100110...</td>
</tr>
<tr>
<td>000-65-9687</td>
<td>0001111...</td>
<td>0001000...</td>
<td>0100110...</td>
</tr>
<tr>
<td>000-87-5414</td>
<td>0001101...</td>
<td>0001000...</td>
<td>1000111...</td>
</tr>
<tr>
<td>000-37-5814</td>
<td>0000110...</td>
<td>0001000...</td>
<td>1101111...</td>
</tr>
<tr>
<td>000-57-9987</td>
<td>0001000...</td>
<td>0001000...</td>
<td>1100101...</td>
</tr>
<tr>
<td>000-12-3453</td>
<td>0111111...</td>
<td>0001000...</td>
<td>1100101...</td>
</tr>
<tr>
<td>000-82-2008</td>
<td>1100111...</td>
<td>0001000...</td>
<td>1100101...</td>
</tr>
</tbody>
</table>

(b) Merging HLL sketches

<table>
<thead>
<tr>
<th>Hospital 1</th>
<th>Hospital 2</th>
<th>Hospital 1+2</th>
</tr>
</thead>
<tbody>
<tr>
<td>HLL</td>
<td>HLL</td>
<td>HLL</td>
</tr>
<tr>
<td>00: 4</td>
<td>00: 1</td>
<td>00: max(4,1)=4</td>
</tr>
<tr>
<td>01: 3</td>
<td>01: 2</td>
<td>01: max(3,2)=3</td>
</tr>
<tr>
<td>10: 2</td>
<td>10: 3</td>
<td>10: max(2,3)=3</td>
</tr>
<tr>
<td>11: 3</td>
<td>11: 2</td>
<td>11: max(3,2)=3</td>
</tr>
</tbody>
</table>

(c) Estimating cardinality

\[
E = \left( \frac{1}{t} \int_0^t \left( \log_2 \left( \frac{2 + u}{1 + u} \right) \right) \frac{1}{u} \, du \right)^{-1} \cdot t^2 \cdot \left( \sum_{i=1}^{m} 2^{-\tau[i]} \right)^{-1}
\]

The hospitals send these HLL sketches to the central hub. The hub combines the sketches by taking the maximum within each bucket across the hospital sketches, generating a sketch of the union. The hub then estimates the cardinality \( C \) of the union sketch using the standard HLL estimator [19]. The hub also provides a 95% CI by using the fact that the SD of the estimate is around \( 1/\sqrt{t} \), so \( 1.96/\sqrt{t} \) gives the lower and upper bounds of a 95% CI.

HLL+Mask

As shown in Figure 3, this algorithm is identical to HLL, except that the hospital precomputes a list of bucket values that are less than 10-anonymous. If after generating the HLL sketch corresponding to the query, a hospital sees that there is a bucket that is not 10-anonymous, the hospital aborts and reverts to the Count+Mask algorithm, where only a single (possibly masked) aggregate count is returned. The hub thus receives a combination of sketches and masked counts.
Figure 3. Applying obfuscation to HLL sketches. (a) HLL+Mask: For each bucket, we count the total number of patients (not just the ones who match the query) whose hashes have the same leading 1-indicator. If that number is less than 10, then the bucket is not 10-anonymous, so we do not send the HLL sketch. Instead, we only send a masked aggregate count of the number of patients matching the query. (b) HLL+Shuffle: We do a coordinated random shuffling so the central hub does not know what the original buckets were for the leading 1 indicator. However, the hub can still estimate cardinality in the same way as HLL without obfuscation. HLL: HyperLogLog.

(a) HLL+Mask

<table>
<thead>
<tr>
<th>HLL sketch</th>
<th>All matching hashes at hospital (not just in query)</th>
<th>m-anonymity of bucket</th>
</tr>
</thead>
<tbody>
<tr>
<td>00: 4</td>
<td>000001101, 000001000, 000001111, 000001000</td>
<td>00: 4</td>
</tr>
<tr>
<td>01: 3</td>
<td>010011101, 010010101, 010011111</td>
<td>01: 3</td>
</tr>
<tr>
<td>10: 2</td>
<td>100110100, 100100001, 100101100, 100111000</td>
<td>10: 4</td>
</tr>
<tr>
<td>11: 3</td>
<td>110011111, 110010000</td>
<td>11: 2</td>
</tr>
</tbody>
</table>

If any bucket less than 10-anonymous, send only masked count

(b) HLL+Shuffle

<table>
<thead>
<tr>
<th>Hospital 1</th>
<th>Hospital 2</th>
<th>Coordinated random shuffle</th>
</tr>
</thead>
<tbody>
<tr>
<td>HLL</td>
<td>HLL</td>
<td></td>
</tr>
<tr>
<td>00: 4</td>
<td>00: 4</td>
<td>00 → 10</td>
</tr>
<tr>
<td>01: 3</td>
<td>01: 2</td>
<td>01 → 11</td>
</tr>
<tr>
<td>10: 2</td>
<td>10: 3</td>
<td>10 → 01</td>
</tr>
<tr>
<td>11: 3</td>
<td>11: 2</td>
<td>11 → 00</td>
</tr>
</tbody>
</table>

The hub combines the sketches together using the HLL cardinality estimator to obtain an estimate of the count of the union of all the hospitals that sent sketches with appropriate 95% error bounds. From that, the hub goes through something similar to Count. The hub returns 2 numbers: the sum of all raw hospital counts plus the 95% CI maximum for the HLL union count, which gives an upper bound, and the maximum of the set of raw counts or the 95% CI minimum for the HLL union, which gives a lower bound.

HLL+Rehash

This algorithm uses HLL but with an obfuscation method similar to HashedID+Rehash. When the originating hospital sends a query to the hub, it sends both a query and a random string encrypted with public keys of each of the other hospitals in the network. The hospitals completely regenerate the HLL sketch while prepending the random string to the patient IDs before hashing. Although this procedure takes more time, the hub cannot use a dictionary attack at all because it does not know the random string. Thus, all patients are guaranteed 10-anonymity if the random string is not revealed to the hub.

HLL+Shuffle

This algorithm also sends a random string encrypted with public keys of each of the other hospitals in the network to the hub. However, it is much faster than HLL+Rehash because it avoids having to rehash all patients. Each hospital first creates an ordinary HLL sketch using their precomputed hashed IDs. It then shuffles the ordering of the buckets using the random string to determine the sort order and then sends the shuffled sketch to the hub (Figure 3).

As every hospital uses the same permutation, the sketches can still be combined and the normal estimators can be used. However, the hub, without knowing the random string, cannot know which bucket in the original sketch corresponds to a bucket in the shuffled sketch. Normally, an HLL bucket is less than 10-anonymous if that value+bucket pair corresponds to fewer than 10 individuals at the hospital. With shuffling, an HLL bucket is less than 10-anonymous only if that value corresponds to fewer than 10 individuals at the hospital. On average, this decreases the risk by dividing the risk score by the number of buckets. In other words, the buckets partition the patient population into smaller, more identifiable groups. By shuffling the buckets, it is no longer known which partition the value came from, which makes the value less identifiable.

HLL+MPC

Like Count+MPC, this method is based on the ElGamal homomorphic cryptosystem, and we use the same primitives as in that method (with the same security guarantees). We additionally take inspiration from a previous paper applying MPC to a Flajolet-Martin style approximate counter [16]. The key setup, exchange, encryption and decryption routines are identical to those of Count+MPC (for additional information on our MPC implementation, see Multimedia Appendix 1 [6,7,10-12,14-17,21-24]).

HLL+Shuffle+MPC

This procedure is simply a combination of HLL+Shuffle and HLL+MPC. Each hospital simply shuffles their buckets according to the random string before performing the encryption. The rest of the procedure is identical to that of HLL+MPC.

Testing and Evaluating the Algorithms

To quantitatively measure privacy loss, we used an adapted \( k \)-anonymity model of privacy, whereby the privacy risk is defined to be the number of revealed data points that correspond
to fewer than \(k=10\) patients [22,25] (for details on the privacy risk score, see Multimedia Appendix 1 [6,7,10-12,14-17,21-24]). We ran benchmarks for runtime, accuracy, and privacy loss on (1) shared aggregate counts (\textit{Count} and \textit{Count+Mask}), (2) shared hashed identifiers (\textit{HashedIDs}), and (3) our proposed HLL approach. Each of these was paired with various obfuscation techniques of masking, rehashing, shuffling, and MPC. HLL was tested using different number of buckets or values in the sketch. We indicate the size of the sketch, \(t\), with a number after \textit{HLL}, such that \textit{HLLN} means \(2^N\) values. For example, \(t=2^1=2\) (\textit{HLL1}), \(t=2^4=16\) (\textit{HLL4}), \(t=2^7=128\) (\textit{HLL7}), and \(t=2^{15}=32,768\) (\textit{HLL15}). Although \textit{Count+MPC} uses a standard MPC privacy-guaranteed cryptosystem, we implemented our own protocols for the HLL+MPC variants using ElGamal encryption [21] and a private equality test [23]. We did not run benchmarks for other existing privacy-guaranteed methods because they do not scale well and are infeasible for running on large data sets, with either extremely high runtime or error (for descriptions of several of these algorithms and their limitations, see Multimedia Appendix 1 [6,7,10-12,14-17,21-24]).

Due to patient privacy, we cannot test the algorithms using actual hospital data. Therefore, we developed software for generating simulated federated networks of hospitals spread geographically with highly varying sizes and overlap [24] (for details on simulating a federated hospital network, see Multimedia Appendix 1 [6,7,10-12,14-17,21-24]). We ran our benchmarks on simulated networks containing up to 100 million total distinct patients, distributed across 100 hospitals. In the simulations, patients on average received care at 2 hospitals. However, this number varies and hospitals that are geographically close in the simulations are modeled to have a larger number of shared patients.

The benchmarks were run on an 8-core AMD Ryzen 1700 processor with 16 GB of RAM running Ubuntu 18.04.2 Long Term Support. We measured the wall-clock time for each pipeline component for time complexity and serialized bitstrings in each communication round for transmission space complexity. We provide all code in GitHub [26].

### Results

#### Quantitative Simulation Benchmark Results

Multimedia Appendix 2 lists the detailed benchmark results for accuracy, privacy risk, and runtimes of queries matching 1, 10, 100, 1000, 10,000, 100,000, 1 million, 10 million, or 100 million patients using the different methods. As an example, Table 1 shows a subset of rows from the table in Multimedia Appendix 2 corresponding only to queries matching 10,000 patients and HLL sketches with \(2^{7}\) (HLL7) and \(2^{15}\) (HLL15) values.

Accuracy is described in absolute terms as the 95% CIs of the estimated number of patients who matched a query in 100 simulated experiments. More precisely, in each of the 100 runs, each estimator tries to return either its best guess or upper or lower bounds. If it returns a single best guess, then we report the 97.5 and 2.5 percentiles as the upper and lower bounds, respectively. If it returns upper or lower bounds, then we report the 97.5 percentile of the upper bound and the 2.5 percentile of the lower bound. These are then converted into relative errors by comparing them with the true number of distinct patients.

Privacy risk is determined by counting the number of statistics (ie, a count, HLL bucket, or hash) that are not 10-anonymous revealed to either the hub or the hub colluding with a hospital. It relates to the number of patients who are potentially identifiable with a specific statistic, but it does not necessarily mean that an adversary will be able to identify a patient from a statistic. Therefore, it can be thought of as an upper bound on direct linkage risk. Note that this guarantee is applicable primarily for one common threat model. In the Discussion section, we will cover some other more sophisticated potential avenues for attack.

Wait time is the additional computational time that hospitals require to generate the statistics plus the time the hub requires to combine each hospital’s results. (It does not include the time each hospital needs to run the query.) For the same query, hospitals might have different wait times based on the number of matching patients. We, therefore, report both mean wait time, which is the average hospital computation time+hub computation time, and max wait time, which is the maximum hospital computation time for a run+hub computation time.
As an example, in Table 1, for a query that actually matches 10,000 patients, the basic Count algorithm had an estimated count CI (using the summation for the upper estimate and maximum for the lower estimate) of 899.9 to 19,470 patients or a relative error of −91% to +95%. It also, on average, had 2.65 hospitals that returned potentially identifiable counts because the value was less than 10. This risk can be eliminated with Count+Mask, which increases the error, or by Count+MPC, which adds computational complexity, and only gives a single guess, instead of both upper and lower bounds. On the opposite extreme, HashedIDs returns the exact answer, but all 10,000 patients’ identities are at risk from a dictionary attack. (Note that Table 1 lists the risk for HashedIDs at 19,174 because the same patient’s hash value can be returned by more than one hospital. We report the number of potentially identifiable values shared, not the number of unique patients at risk.) In HashedIDs+Rehash, the hub alone cannot identify patients from the hash values (the Risk:Hub column). However, the risk returns if an adversary can also obtain the secret random string from a hospital (the Risk:Hub+Site column).

Table 1 shows that HLL7 and HLL15 can achieve a more tunable balance between accuracy and privacy. HLL7 has a relative error of −17% to +13% (8310 to 11,347), which is considerably better than that of Count, and HLL15 results in an even smaller relative error of −1% to 1% (9928 to 10,075). HLL7 and HLL15 generate, on average, 15.73 and 3707 potentially identifiable values. However, adding obfuscation with HLL+Shuffle adds essentially no additional computation time but reduces the risk to less than 1 (0.23 on average) potentially identifiable value. In other words, highly accurate estimates with only 1% error can be obtained with most queries having no risk of reidentification. Even if an adversary obtains the secret random string, the risk of 3707 is much less than 19,174 for HashedIDs.

Graphical Comparison of Algorithms

Figure 4 graphically illustrates the accuracy (the horizontal axis) and risk (the vertical axis) trade-off of the different algorithms. For simplicity, only the upper bound of the relative error is used for accuracy. (The lower bound and absolute errors are not shown.) Although an individual simulation is plotted as a single point in the figure, algorithms are shown as regions because changing the input parameters to the simulation affects the results. For example, the blue region in Figure 4 covers the range of HLLs with queries of different sizes (10 to 10 million matching patients) and sketches of different sizes (HLL1=2 to HLL15=32,768 values).

Table 1. Benchmark results for selected methods for queries matching 10,000 patients.

<table>
<thead>
<tr>
<th>Method and obfuscation</th>
<th>Estimated number of patients</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimated number of patients</td>
<td>Range of counts</td>
<td>Relative error (%)</td>
<td>Wait (seconds)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>Max</td>
<td>Risk: Hub</td>
</tr>
<tr>
<td>Count</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>899.9-19,470</td>
<td>−91 to 95</td>
<td>0</td>
<td>2.65</td>
</tr>
<tr>
<td>Mask</td>
<td>899.9-19,477</td>
<td>−91 to 95</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MPC</td>
<td>18,886-19,470</td>
<td>89 to 95</td>
<td>0.099</td>
<td>0.099</td>
</tr>
<tr>
<td>HLL7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>8310-11,347</td>
<td>−17 to 13</td>
<td>0.006</td>
<td>0.006</td>
</tr>
<tr>
<td>Shuffle</td>
<td>8310-11,347</td>
<td>−17 to 13</td>
<td>0.006</td>
<td>0.006</td>
</tr>
<tr>
<td>Rehash</td>
<td>8310-11,347</td>
<td>−17 to 13</td>
<td>0.007</td>
<td>0.016</td>
</tr>
<tr>
<td>Mask</td>
<td>7167-14,123</td>
<td>−28 to 41</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>MPC</td>
<td>8310-11,347</td>
<td>−17 to 13</td>
<td>37.83</td>
<td>37.83</td>
</tr>
<tr>
<td>Shuffle+MPC</td>
<td>8310-11,347</td>
<td>−17 to 13</td>
<td>37.83</td>
<td>37.83</td>
</tr>
<tr>
<td>HLL15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>9928-10,075</td>
<td>−1 to 1</td>
<td>1.462</td>
<td>1.462</td>
</tr>
<tr>
<td>Shuffle</td>
<td>9928-10,075</td>
<td>−1 to 1</td>
<td>1.462</td>
<td>1.462</td>
</tr>
<tr>
<td>Rehash</td>
<td>9928-10,075</td>
<td>−1 to 1</td>
<td>1.625</td>
<td>1.668</td>
</tr>
<tr>
<td>Mask</td>
<td>899.9-19,477</td>
<td>−91 to 95</td>
<td>0.012</td>
<td>0.012</td>
</tr>
<tr>
<td>HashedIDs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>10,000-10,000</td>
<td>0 to 0</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>Rehash</td>
<td>10,000-10,000</td>
<td>0 to 0</td>
<td>0.002</td>
<td>0.004</td>
</tr>
</tbody>
</table>

aMPC: multiparty computation.
bHLL: HyperLogLog.
The key takeaway from Figure 4 is that Count and HashedIDs are extremes that cover only one axis or the other, whereas variations of HLL enable networks to select an algorithm that fits anywhere between the axes. In other words, with HLL, networks can determine an acceptable risk level and pick the sketch size and obfuscation method that will give the most accurate result. Alternatively, they can start with a desired accuracy and pick the most secure method that runs within a given amount of time.

Count+Mask has the worst accuracy but guarantees 10-anonymity (thin horizontal gray box; Figure 4). As each patient in the simulation was, on average, at two hospitals, queries that matched all 100 million distinct patients returned counts from each hospital that added up to 200 million—a 100% overestimate. Queries that only matched a few patients (small queries) had much greater error because of the obfuscation. The worst case, in theory, is when a query matches one distinct patient and that patient happens to be at each of the 100 hospitals. As each hospital returns ≤10, the upper bound estimate assumes that there are 10 patients in each hospital and that there is no overlap. This would result in an upper bound estimate of 100×10=1000 or a relative error of 99.900%. Even when patients are only at one hospital (no overlap), Count+Mask can have a 900% error.

Without obfuscation, the relative error of Count in the simulations remained near 100% for queries of all sizes (thin vertical gray box; Figure 4). However, for small queries, many sites returned potentially identifiable counts less than 10. At the other extreme, HashedIDs always gave correct answers (0% relative error). However, this requires sharing individual data on all matching patients (thin vertical brown box; Figure 4). The risk can be reduced if a different hash function is used for each query (HashedIDs+Rehash) and an adversary is unable to discover the hash functions.

Variations of HLL fill in the space between Count, Count+Mask, and HashedIDs, allowing the networks to tune their estimation method to achieve a more desirable balance of accuracy and risk for a given application. In Figure 4, HLL (the blue region), HLL+Shuffle (the red region), and HLL+Rehash (the thin horizontal green box) have the same accuracy but different levels of risk. In contrast to Count, which has more risk with smaller queries, HLL, like HashedIDs, has a higher risk with larger queries. Doubling the number of buckets in the HLL sketch reduces the error by a factor of sqrt(2); however, without obfuscation, it also doubles the risk.

The benefit of HLL+Shuffle is that buckets can be added to reduce error with only minimal change in risk. For queries that matched fewer than 100,000 patients, even HLL15+Shuffle, which has a relative error of only approximately 1%, had an average privacy risk of less than 1. HLL+Rehash reduced risk even further but required over a minute of extra computational time in some experiments, whereas the computational time of HLL+Shuffle is negligible. HLL+Mask guarantees 10-anonymity, but its error was often almost as large as Count+Mask. The benefit of HLL+Mask is that it can leverage the improved accuracy of HLL when possible, while ensuring that no added risk is introduced.

Figure 4. Comparison of the query accuracy/privacy risk trade-off based on the simulations of a network with 100 sites and 100 million patients. HashedIDs and Count bound the graph, whereas HLL-based methods enable a more balanced approach. (HLL+MPC is only shown for 10 million patients, and the values for HLL7+MPC and HLL15+MPC are theoretical rather than experimental.) HLL+MPC reduces the HLL risk by 1/s, where s is the number of sites in the network. HLL+Shuffle reduces the HLL risk by 1/t, where t is the number of values in the HLL sketch. HLL: HyperLogLog; MPC: multiparty computation.
**Qualitative Comparison of the Algorithms**

Table 2 provides a qualitative summary of the results. In general, HLL, especially with obfuscation, is much more accurate than aggregate counts, lower risk than sharing hash values of all matching patients, and more scalable than privacy guaranteeing algorithms. The relevant benefits of certain methods depend on the number of patients who match the query. For example, as the number of patients increases, the risk of Count decreases, as indicated by “(–)”, while the risk of HLL7 increases, as indicated by “(+).”

**Table 2. Qualitative comparison of algorithms.**

<table>
<thead>
<tr>
<th>Method and obfuscation</th>
<th>Approximation error</th>
<th>Runtime wait</th>
<th>Risk:Hub</th>
<th>Risk:Hub+Site</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Large</td>
<td>Very small</td>
<td>Medium (–)</td>
<td>Medium (–)</td>
</tr>
<tr>
<td>Mask</td>
<td>Large</td>
<td>Very small</td>
<td>Zero</td>
<td>Zero</td>
</tr>
<tr>
<td>MPC(^a)</td>
<td>No change(^b)</td>
<td>Medium</td>
<td>Zero</td>
<td>Zero</td>
</tr>
<tr>
<td>HLL7(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Medium</td>
<td>Small</td>
<td>Medium (+)</td>
<td>Medium (+)</td>
</tr>
<tr>
<td>Shuffle</td>
<td>No change</td>
<td>No change</td>
<td>Small (+)</td>
<td>No change</td>
</tr>
<tr>
<td>Rehash</td>
<td>No change</td>
<td>Medium (+)</td>
<td>Zero</td>
<td>No change</td>
</tr>
<tr>
<td>Mask</td>
<td>Medium (+)</td>
<td>Medium (–)</td>
<td>Zero</td>
<td>Zero</td>
</tr>
<tr>
<td>MPC</td>
<td>No change</td>
<td>Large</td>
<td>Small (+)</td>
<td>Small (+)</td>
</tr>
<tr>
<td>Shuffle+MPC</td>
<td>No change</td>
<td>HLL7+MPC</td>
<td>Very small (+)</td>
<td>HLL7+MPC</td>
</tr>
<tr>
<td>HLL15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Small</td>
<td>Medium</td>
<td>Large (+)</td>
<td>Large (+)</td>
</tr>
<tr>
<td>Shuffle</td>
<td>No change</td>
<td>No change</td>
<td>Small (+)</td>
<td>No change</td>
</tr>
<tr>
<td>Rehash</td>
<td>No change</td>
<td>Medium (+)</td>
<td>Zero</td>
<td>No change</td>
</tr>
<tr>
<td>Mask</td>
<td>Large (+)</td>
<td>Medium (–)</td>
<td>Zero</td>
<td>Zero</td>
</tr>
<tr>
<td>HashedIDs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Zero</td>
<td>Medium (+)</td>
<td>Very large (+)</td>
<td>Very large (+)</td>
</tr>
<tr>
<td>Rehash</td>
<td>No change</td>
<td>No change</td>
<td>Zero</td>
<td>No change</td>
</tr>
</tbody>
</table>

\(^a\)MPC: multiparty computation.

\(^b\)No change: the value is the same as the method without any obfuscation.

\(^c\)HLL: HyperLogLog.

**Computational and Communication Costs**

Multimedia Appendix 3 shows the theoretical upper bounds on the computational costs of each method plus obfuscation technique, theoretical exact communication costs (the space complexity of the amount of data that the hospitals and hub have to send over the network), and the actual empirical results of both computational and communication costs.

**Discussion**

**Summary of Results and Practical Considerations**

In this study, we surveyed and benchmarked a range of methods for determining the number of distinct patients who matched a federated query, exploring the trade-offs in accuracy, privacy, and speed. We explicitly do not endorse a single one-size-fits-all method because different networks and institutions will have different needs. With data use agreements and a trusted third party, HashedIDs provides the most accurate results. When minimizing privacy risk is the most important factor, networks can choose between (1) fast but inaccurate methods such as Count+Mask, (2) accurate but slow algorithms such as HLL+Rehash, or (3) privacy-guaranteed methods that only work on small networks. A key goal of the ACT network is real-time queries that enable rapid exploration of the data. As a result, adding even a few seconds of computational time to ACT queries might not be acceptable. When runtimes must be minimized, methods such as HLL7+Mask and HLL7+Shuffle are fast and have a good balance between accuracy and privacy. In practice, we envision a combination approach. Queries can first be run using a fast, private method, such as Count+MPC. Given these rough results and the needs of the researcher, hospitals can then be asked to return the HLL sketches for the patients who matched the query. The initial count estimate and the privacy risk allowed by the network could be used to select the HLL sketch size and obfuscation method that would return the most accurate result in a reasonable amount of time. In the final stage of research (eg, in preparation for a full clinical trial), investigators could request permission.
from institutions to run accurate but potentially identifiable queries, such as HLL or HashedIDs.

**Limitations**

It is important for each institution to assess their own risk models. In particular, our risk model assumes that given a sketch for a given condition (e.g., hypertension), the adversary already has access to the list of patients at the hospital and wants to identify patients that have the condition. The filled buckets of an HLL sketch correspond to hashes of patients who have the condition, and our goal is to ensure that for every patient with the condition, at least nine other patients without that condition could have hashed to the same value, ensuring 10-anonymity. Statistics that do not meet this requirement count for the privacy loss score. For example, our privacy risk analysis differs considerably from that of Desfontaines et al [27] who argue that “cardinality estimators do not preserve privacy.” However, their threat model assumes that an adversary can access the sketches as they are being generated, one patient at a time. In contrast, our risk model is based on each hospital’s final sketch, which represents all patients who match the query.

In addition, some amount of information is leaked about the patients not included in the sketch, precisely because they were not included. This does not allow an adversary to pinpoint patients with a condition but may sometimes allow them to determine a patient lacking that condition. Of course, this type of leakage is to some extent a problem with any aggregate query system, because if an adversary learns that only 1% of patients at a hospital have a condition, then they know with high certainty that most patients do not. In line with our analysis mentioned earlier, however, for this type of leakage, Count is more private than HLL, which is more private than HashedIDs, so the same privacy-accuracy trade-off applies.

We only considered a federated or distributed network in which no patient-level clinical data leave the institution and queries only return aggregate counts. This is in contrast to privacy-preserving record linkage approaches whose goal is to assemble a centralized deduplicated limited or deidentified data set through an honest broker without exchanging identifiable information. With the appropriate technologies, a secure infrastructure, and the proper institutional agreements in place, it is possible to merge data sets, even on large scales. PCORNNet, in particular, has used methods similar to HashedIDs and HashedIDs+Rehash to do this for subsets of hospitals in its network [28,29]. There are multiple advantages of centralized data, including exact results and ease of use. However, in this study, we showed that (1) linking and deduplicating data at the individual patient level is not necessary to obtain accurate estimates and (2) this can be done in a computationally efficient manner. There are benefits to this federated model. It reduces concerns that hospitals might have in sharing data, it does not require updating and relinking the central database, and it places less dependency on having an honest broker.

**Conclusions**

We believe that as federated data networks expand to include more institutions and data types (clinical, genomic, environmental, etc), researchers will increasingly depend on fast, accurate, and secure query tools to obtain the greatest possible scientific value from the networks. However, because no single algorithm meets all these requirements, having the ability to select among different methods for a particular application is essential. In this study, we introduce HLL and several obfuscation techniques to provide networks with a tunable approach to determine the number of distinct patients who match a query, which is more balanced than commonly used methods that greatly sacrifice accuracy (Count+Mask), privacy (HashedIDs), or scalability.

**Acknowledgments**

This study was supported by the NIH Big Data to Knowledge Award U54HG007963 from the National Human Genome Research Institute, U01CA198934 from the National Cancer Institute, and R01LM013345 from the National Library of Medicine. YY was also supported by a training grant T15LM007092 from the NIH National Library of Medicine.

**Conflicts of Interest**

None declared.

Multimedia Appendix 1
Details on the algorithms, secure methods that are not scalable to large networks, the privacy risk score, and the federated hospital network simulation.

[PDF File (Adobe PDF File), 149 KB - jmir_v22i11e18735_app1.pdf ]

Multimedia Appendix 2
Detailed benchmark results.

[PDF File (Adobe PDF File), 156 KB - jmir_v22i11e18735_app2.pdf ]

Multimedia Appendix 3
Time and space complexity for various methods.

[PDF File (Adobe PDF File), 118 KB - jmir_v22i11e18735_app3.pdf ]
References


Abbreviations

ACT: Accrual to Clinical Trials
HLL: HyperLogLog
MPC: multiparty computation
NIH: National Institutes of Health
PCORnet: Patient-Centered Outcomes Research Network

©Yun William Yu, Griffin M Weber. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 03.11.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Integrating a Machine Learning System Into Clinical Workflows: Qualitative Study

Sahil Sandhu1, BS; Anthony L Lin2, MD; Nathan Brajer2, MBA, MD; Jessica Sperling3, PhD; William Ratliff4, MBA; Armando D Bedoya5, MD; Suresh Balu4, MBA, MS; Cara O’Brien6, MD; Mark P Sendak4, MPP, MD

1Trinity College of Arts & Sciences, Duke University, Durham, NC, United States
2Duke University School of Medicine, Durham, NC, United States
3Social Science Research Institute, Duke University, Durham, NC, United States
4Duke Institute for Health Innovation, Durham, NC, United States
5Division of Pulmonary, Allergy, and Critical Care Medicine, Duke University School of Medicine, Durham, NC, United States
6Department of Medicine, Duke University School of Medicine, Durham, NC, United States

Corresponding Author:
Sahil Sandhu, BS
Trinity College of Arts & Sciences
Duke University
420 Chapel Drive, Box 98033
Durham, NC
United States
Phone: 1 4085504752
Email: sahilssandhu@gmail.com

Abstract

Background: Machine learning models have the potential to improve diagnostic accuracy and management of acute conditions. Despite growing efforts to evaluate and validate such models, little is known about how to best translate and implement these products as part of routine clinical care.

Objective: This study aims to explore the factors influencing the integration of a machine learning sepsis early warning system (Sepsis Watch) into clinical workflows.

Methods: We conducted semistructured interviews with 15 frontline emergency department physicians and rapid response team nurses who participated in the Sepsis Watch quality improvement initiative. Interviews were audio recorded and transcribed. We used a modified grounded theory approach to identify key themes and analyze qualitative data.

Results: A total of 3 dominant themes emerged: perceived utility and trust, implementation of Sepsis Watch processes, and workforce considerations. Participants described their unfamiliarity with machine learning models. As a result, clinician trust was influenced by the perceived accuracy and utility of the model from personal program experience. Implementation of Sepsis Watch was facilitated by the easy-to-use tablet application and communication strategies that were developed by nurses to share model outputs with physicians. Barriers included the flow of information among clinicians and gaps in knowledge about the model itself and broader workflow processes.

Conclusions: This study generated insights into how frontline clinicians perceived machine learning models and the barriers to integrating them into clinical workflows. These findings can inform future efforts to implement machine learning interventions in real-world settings and maximize the adoption of these interventions.

(J Med Internet Res 2020;22(11):e22421) doi:10.2196/22421
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Introduction

Advances in predictive analytics and machine learning offer an opportunity to improve the diagnosis and management of acute conditions. A prominent use case for machine learning in health care is sepsis, a leading cause of death in US hospitals [1], which accounts for 1.7 million hospitalizations [2] and costs the US health system US $23 billion annually [3]. Machine learning
algorithms have been shown to outperform traditional screening scores in early sepsis detection [4]. Despite the rise in competing models and products for early sepsis detection [5], few machine learning models have been implemented as part of clinical care [6-8]. As a result, little evidence exists on the optimal integration of these sepsis models and other machine learning models into clinical workflows [9].

Early detection and treatment of sepsis is essential to decrease patient mortality [10]. Implementing standardized bundles can help ensure timely and proper sepsis care and has been associated with reductions in mortality [11-13]. Despite consensus that sepsis treatment bundles improve patient outcomes, only 49% of patients in US hospitals receive appropriate care [14]. The reasons for low compliance include the lack of a gold standard for sepsis diagnosis and the difficulty of rapidly mobilizing resources needed to treat individuals suspected of having sepsis [15,16].

Clinical decision support (CDS) systems may play a role in improving bundle compliance and delivery of timely treatment. CDS sepsis early warning systems leverage electronic health information to continuously stratify patients for the risk of sepsis and alert clinicians [17-22]. Unfortunately, many sepsis CDS systems fail to improve outcomes because of poor diagnostic accuracy and program implementation [23-25]. Eliciting perspectives directly from clinicians using such models can identify real-world barriers and facilitators impacting implementation efforts. Despite a growing body of literature on both physician perspectives of sepsis CDS implementation [26-28] and sepsis machine learning algorithms, more research is needed to understand clinician views on black box machine learning models that do not explain their predictions in a way that humans can understand [29,30]. To address this gap in the literature, this study identifies factors that affect the integration of a black box sepsis machine learning system into the workflows of frontline clinicians.

Methods

Setting

This study analyzes the implementation of the Sepsis Watch program at the Duke University Hospital (DUH). DUH is the flagship hospital of a multi-hospital academic health system with approximately 80,000 emergency department (ED) visits annually. According to our institutional definition for sepsis, over 20% of adults admitted through the DUH ED develop sepsis [31], and nearly 68% of sepsis occurs within the first 24 hours of hospital encounter [32].

Program Description

In a previous study, we designed a digital phenotype for sepsis using clinical data available in real time during the patient’s hospital encounter. We then developed a deep learning model to predict a patient’s likelihood of meeting the sepsis phenotype within the subsequent 4 hours [33,34]. The model analyzed 42,000 inpatient encounters and 32 million data points. Model inputs included static features (eg, patient demographics, encounter information, and prehospital comorbidities) and dynamic features (eg, laboratory values, vital signs, and medication administrations). The model pulls data from the electronic health record (EHR) and is updated every hour to ensure real-time analysis of sepsis risk.

Concurrent with model development, an interdisciplinary team of clinicians, administrators, and data scientists designed a workflow to translate outputs from the model into clinical action (Figure 1). The team created a web application to display all patients presenting to the ED and their risk of sepsis. In the application, every patient was classified and presented by the model as meeting sepsis criteria (black card), high risk of sepsis (red card), medium risk (orange card), or low risk (yellow card). Rapid response team (RRT) nurses are the primary users of the Sepsis Watch application and remotely monitor all patients in the ED. For patients meeting sepsis criteria or at high risk of sepsis, an RRT nurse conducts a chart review and calls the ED attending physician to discuss the patients’ care pathway. If the attending physician agrees that the patient is likely to have sepsis, the RRT nurse supports the patient care team to ensure that sepsis care bundle items are ordered and completed. After the call, the RRT nurse continues to monitor the completion of the bundle items and follows up as needed with the ED attending physician or ED nurse.

Before implementation, RRT nurses were extensively trained in person in the program workflow and application. ED physicians were informed about the program in faculty meetings and via email. Both nurses and physicians were educated on the model’s aggregate performance measures relative to other methods, and visualizations of individual patient cases were developed.
presented to demonstrate how the model could detect sepsis hours before the clinical diagnosis [30]. A full description of the planning and implementation process can be found elsewhere [32].

Study Design
A team of clinicians and social science researchers cocreated 2 interview guides: one for ED attending physicians and one for RRT nurses. The guide was designed to walk participants through each step of the workflow and probe for the associated barriers and facilitators. Subsequent questions in the interview guides covered training and dissemination of the new program, areas for improvement, and perceived utility. The guides were informed by the situational awareness model, which differentiates among 3 levels of situational awareness: (1) perception of relevant information, (2) comprehension of that information, and (3) anticipation of future events based on that information [35]. Although we drew from the situational awareness model to help support a high-level structure, we did not aim to examine the effect of Sepsis Watch on these levels or underlying mechanisms given our inductive and exploratory study approach. The interview guides were piloted among 3 clinicians to inform improvements to specific questions and overall structure.

ED leaders and RRT leaders invited physicians and RRT nurses to participate in semistructured interviews. As an operational project, participation was fully voluntary. From January 2019 to April 2019, we recruited 7 ED physicians (n=7; Table 1) and 8 RRT nurses (n=8; Table 2) to participate in the semistructured interviews. Although we used a convenience sampling approach to recruit participants, Tables 1 and 2 demonstrate how individual participants represent a diverse sample with regard to demographics, experience, and involvement in the design of the program. Of the 15 participants, 4 were involved in the design and development of Sepsis Watch.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Experience as an RRTa nurse</th>
<th>Experience as a nurse</th>
<th>Was the participant involved in program development?</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRT nurse 1</td>
<td>7 months</td>
<td>4 years</td>
<td>No</td>
</tr>
<tr>
<td>RRT nurse 2</td>
<td>4 years</td>
<td>13 years</td>
<td>Yes</td>
</tr>
<tr>
<td>RRT nurse 3</td>
<td>5 years</td>
<td>10 years</td>
<td>No</td>
</tr>
<tr>
<td>RRT nurse 4</td>
<td>4 years</td>
<td>10 years</td>
<td>No</td>
</tr>
<tr>
<td>RRT nurse 5</td>
<td>3 years</td>
<td>5 years</td>
<td>No</td>
</tr>
<tr>
<td>RRT nurse 6</td>
<td>5 years</td>
<td>30 years</td>
<td>Yes</td>
</tr>
<tr>
<td>RRT nurse 7</td>
<td>3 years</td>
<td>4 years</td>
<td>Yes</td>
</tr>
<tr>
<td>RRT nurse 8</td>
<td>4 years</td>
<td>10 years</td>
<td>No</td>
</tr>
</tbody>
</table>

aRRT: rapid response team.

All interviews were conducted in person and face to face by the first author. Data collection started 4 months into the implementation of Sepsis Watch to give participants enough time to reflect on the initial rollout and describe any changes in workflow and perceptions. Following a semistructured interview format, participants were asked the same questions delineated in the interview guide, with flexibility for follow-up questions and probes. The interviews averaged 35 min in duration. Interviews were recorded with the written consent of the participants and transcribed verbatim. In the qualitative analytic process, data collection was terminated when no new themes or insights emerged (ie, thematic saturation) across both participant groups [36].

To analyze the transcripts, we followed a modified grounded theory approach, a widely used and established analytic method in social science research [37]. Grounded theory provides a systematic approach to derive and classify themes from qualitative data, such as interview transcripts. This approach
employs a coding process to organize qualitative data, in which text is labeled with codes or short phrases that reflect the meaning of sentences or paragraphs [38]. These codes are then used to generate higher-level themes that emerge as the major study findings.

In our study, coding was conducted in 3 phases. In the first phase, we used line-by-line coding to create tentative open codes closely grounded in the raw data. In the second phase, focused coding was employed to create higher-level categories and subcategories from the open codes. In the third phase, we selectively defined relationships among various categories. The final codebook was discussed and reviewed with members of the research team. Data were analyzed using NVivo Qualitative Data Analysis Software (version 12, QSR International). We queried codes to identify the most prevalent themes among the 2 participant groups. This study was approved by the Duke University Health System Institutional Review Board (Protocol ID: Pro00093721).

**Results**

A variety of themes emerged as important factors that shaped the integration of Sepsis Watch into routine clinical care (Table 3). Factors were grouped into 3 thematic areas: (1) perception of utility and trust, (2) implementation of Sepsis Watch processes, and (3) workforce considerations. For each area, we describe the corresponding subthemes with representative quotations.

<table>
<thead>
<tr>
<th>Thematic area</th>
<th>Subtheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perception of utility and trust</td>
<td>Trust and accuracy</td>
</tr>
<tr>
<td></td>
<td>Perception of machine learning</td>
</tr>
<tr>
<td></td>
<td>Context-specific utility</td>
</tr>
<tr>
<td>Implementation of the Sepsis Watch program</td>
<td>Tool layout and design</td>
</tr>
<tr>
<td></td>
<td>Value of human communication</td>
</tr>
<tr>
<td></td>
<td>Nurse strategies</td>
</tr>
<tr>
<td></td>
<td>Information flow challenges</td>
</tr>
<tr>
<td></td>
<td>Gaps in knowledge and understanding</td>
</tr>
<tr>
<td>Workforce considerations</td>
<td>A new role—Sepsis Watch nurse</td>
</tr>
<tr>
<td></td>
<td>Skills and capabilities required for success</td>
</tr>
</tbody>
</table>

**Perception of Utility and Trust**

This area focuses on themes related to clinicians’ attitudes toward the Sepsis Watch program, including trust and accuracy, broader perceptions about the role of machine learning in clinical practice, and the settings in which the program was perceived to be the most useful. Representative quotations are presented in Table 4.
Table 4. Representative quotations on perceived utility and trust.

<table>
<thead>
<tr>
<th>Subtheme</th>
<th>Quote</th>
</tr>
</thead>
</table>
| Trust and accuracy              | ● “Sepsis Watch is very good at predicting patients and identifying patients who are septic...we’ve had a lot of patients here that have actually come to our [CICU] unit from the ED\(^a\) who have popped up on Sepsis Watch.” [RRT\(^b\) nurse]  
  ● “Blood cultures seem to weigh very heavily in the algorithm...I can pretty much bet you money that every single time I order blood cultures on somebody, sixty minutes later I’ll get a phone call from Sepsis Watch that says they tripped positive...it means I was thinking about infection but I wasn’t worried enough to pursue the true sepsis bundle.” [ED physician]  
  ● “I had at least two patients who went to the ICU that I never got a Sepsis Watch call for, at all. So, I don’t know how those got missed...The rest of them, so a lot of the false positives were like...COPD exacerbation or something like that.” [ED physician]  
  ● “The initiative...just creates a lot more vigilance...I almost feel like I’m very cognizant of sepsis and almost like, imagining the Sepsis Watch people upstairs like, looking down on me...I’m honestly like, just waiting for their call. Like, can you imagine like, I was like, oh this must be them. So, in some ways I think that’s good, that it has fostered vigilance.” [ED physician] |
| Perception of machine learning  | ● “I think a big part of people not understanding [Sepsis Watch], including actually the ED doc, is if vitals are stable. We’re not gonna treat because they look stable. I know but we’re trying to catch it before it’s unstable. And that’s the biggest piece people don’t get...fact that it’s predictive like, hammering that in will help people see...we’re trying to prevent the decline.” [RRT nurse]  
  ● “Most people don’t know much about [machine learning] and there’s always this idea of like, you can’t replace me and my training and that I’m standing in front of the patient telling you if they’re septic or not.” [ED physician] |
| Context-specific utility        | ● “It’s probably a way more useful tool, not in the ED. In the ED, all we think about all the time is sepsis cause it’s such a big part of our practice. So, that’s why I think it doesn’t apply well to us, but it would apply well in other settings where they don’t think about or see or miss the bundle more often.” [ED physician] |

\(^a\) ED: emergency department.  
\(^b\) RRT: rapid response team.

**Perception of Machine Learning**

Both RRT nurses and ED physicians said that they lacked the knowledge and understanding required to assess the validity of the machine learning model. Nurses reported feeling uncomfortable reviewing and assessing high-risk patients with minimal information and would often wait for more information to populate the medical record before having the confidence to call the ED physicians. Physicians also lacked knowledge about the model and the predictive nature of the model.

When asked about the role of machine learning in health care more broadly, physicians had varied responses. Some physicians noted a lack of knowledge, fear of overstepping, and resistance to change in medicine as potential barriers. Other physicians saw an opportunity to introduce machine learning to operations and logistics problems before CDS.

**Context-Specific Utility**

ED physicians felt that they were not necessarily the appropriate target adopters for Sepsis Watch. Respondents felt that ED attending physicians at large academic health centers were particularly adept at identifying and treating sepsis. Instead, they perceived Sepsis Watch to be most useful for residents who were still developing clinical skills, low-resource community settings, or hospitals with a poor track record for treating sepsis.
Implementation of Sepsis Watch Processes

This thematic area focuses on the implementation of the Sepsis Watch program, including the use of the tool and the interactions between RRT nurses and ED physicians. Although the nurses created their own communication strategies to facilitate interaction, barriers to positive interactions included challenges in information flow and gaps in understanding and knowledge. Representative quotations are presented in Table 5.

<table>
<thead>
<tr>
<th>Subtheme</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Layout and design</strong></td>
<td>• “It’s just easy to navigate. You start at triage and go through the different tabs. The colors are easy...You quickly glance at it and you already have an idea of what you’re getting yourself into...If you’re used to navigating an iPhone, it’s pretty easy to just figure it out.” [RRT nurse]</td>
</tr>
<tr>
<td></td>
<td>• “I start to really go through the patient’s chart and see what they presented to the emergency room for you know, what was their complaint, what’s their past history, and then I’ll look at their lab values and things like that and vitals and medications and stuff...The biggest thing I look for is the notes you know that the ED\textsuperscript{a} staff are writing. You know, that kind of guides a lot.” [RRT nurse]</td>
</tr>
<tr>
<td><strong>Value of human communication</strong></td>
<td>• “No matter how good the technology is, if the interface is bad no one’s going to use it and then they’re going to interpret that as the technology is bad...we use the RRT...like an air traffic controller in an airport that gets all this stuff, consolidates it and calls it out to the right people, until we figure out a way to do it through the computer interface.” [ED physician]</td>
</tr>
<tr>
<td><strong>Nurse strategies</strong></td>
<td>• “This is how it goes. ‘Hey, this is [person’s name] from Sepsis Watch. How are you? Good. Okay, I’m calling about Mr Wallace in A-15. He’s popped up at high risk for sepsis. I see that you know, he came in complaining of a cough. I see that you’ve already done like, a lactate, antibiotics. Are you thinking sepsis?’ I try to put a piece of information to show I’ve done a chart review to show that this is not like, a cold call, that I’ve actually looked.” [RRT nurse]</td>
</tr>
<tr>
<td><strong>Informational flow challenges</strong></td>
<td>• “If [the ED physicians] are busy with other patients, sometimes you cannot get communication with them on the first point of contact, so on your first phone call, they may be running a code in the resuscitation bay...then you have to wait about like, an hour or two to kind of get in touch with them.” [RRT nurse]</td>
</tr>
<tr>
<td></td>
<td>• “It’s an interruption. I mean it’s a random call at a random time that’s completely disruptive to workflow. Every single call we get is completely disruptive to workflow. And when it’s not giving me any new information, it’s even less helpful.” [ED physician]</td>
</tr>
<tr>
<td></td>
<td>• “It would be hard to escalate to the ED physicians because we don’t work with them, we’re not there, we don’t have that relationship with them. They don’t know who we are, they don’t really know what we do, so I think for me, then to be saying I feel like you need to start this patient on antibiotics...that wouldn’t go down too well...If you were like, down, physically down in the ED with them, I think that would be a different case scenario.” [RRT nurse]</td>
</tr>
<tr>
<td></td>
<td>• “Part of the problem is, ED is such a team-based approach that it’s often that you’re so busy that I’m sort of doing my round around the ED caring for people and the resident’s doing theirs, and the nurses doing theirs that you might not overlap frequently enough or adequately enough to convey that information to the people that need to know. For me to have to track them both down to give them that information would be burdensome and that’s what would get in the way of flow in the ED.” [ED physician]</td>
</tr>
<tr>
<td><strong>Gaps in knowledge and understanding</strong></td>
<td>• “In the beginning it was very difficult making those phone calls because I don’t think that they understood exactly what Sepsis Watch was. There was a lot of like, ‘who are you, what are you doing, is this lawsuit type of thing?’ They were worried...that if they decided not to treat...and then it turned into sepsis, that they were worried about potentially getting sued for malpractice.” [RRT nurse]</td>
</tr>
<tr>
<td></td>
<td>• “At first there was a little bit of unwieldiness with the actual bucket that we could sort the patients into, so in other words, what does it mean to place them into the [sepsis bundle] protocol, continue to watch them, or to say no, the source is not septic, they don’t need to be watched any longer. But I think as time’s gone on now, we’re more comfortable with the different answers that they’re looking for and that Sepsis Watch nurses are more comfortable guiding us to an answer.” [ED physician]</td>
</tr>
<tr>
<td></td>
<td>• “I think there’s some areas for [ED physicians] to learn because a few questions I will get are like ‘why does [Sepsis Watch] say they’re high-risk because they don’t look septic here.’ Obviously, I don’t know exactly why the app is populating them that way, so I think if they understood that we don’t have all the bits of information that are making them a red card or a black card or yellow or orange...I just have how the computer model populates them into which color and I’m kind of going from there.” [RRT nurse]</td>
</tr>
</tbody>
</table>

\textsuperscript{a}RRT: rapid response team.
\textsuperscript{b}ED: emergency department.

**Layout and Design**

RRT nurses frequently complimented the Sepsis Watch application for being easy to use and well designed. They described the benefits of visually delineating sepsis risk into colors (eg, red cards as high risk, orange cards as medium risk) and tracking patients across distinct tabs (eg, patients to be triaged, screened out for sepsis, and those in the sepsis bundle). Although RRT nurses use the Sepsis Watch dashboard to monitor important sepsis signs and symptoms (eg, lactate and white blood count), the EHR remains a valuable source for additional information. Some RRT nurses felt more comfortable...
with the patient’s chart and reported aggregating information presented in both systems.

**Value of Human Communication**

Both ED physicians and RRT nurses described the benefits of having RRT nurses as the effector arm of Sepsis Watch, especially in comparison with the more traditional best practice alerts (BPAs) through the EHR. Physicians described how BPAs frequently slow them down and that they are more likely to ignore the BPAs. In contrast, physicians reported that workflow interruptions from human interaction cause less alarm fatigue and get their attention immediately.

**Nurse Strategies**

To facilitate conversations with physicians, RRT nurses developed their own communication and workflow strategies. For example, rather than calling the ED physician for each patient with sepsis or for a high-risk case, nurses often grouped multiple patients together by area of the ED to minimize the number of calls. Similarly, RRT nurses avoided calling ED physicians before shift changes.

During the phone call itself, some RRT nurses ask “how are you” or “is this a good time to call” to gauge the physician’s busyness before they continue the conversation. Other nurses presented information from their chart review to demonstrate that they had a working knowledge of the patient’s case. Many RRT nurses cited the importance of being succinct, direct, and polite to maximize the chances of a positive interaction.

**Informational Flow Challenges**

Although most RRT nurses did not face many barriers in reaching the ED physicians on the phone, some described challenges. Nurses often described how the busy workflows of the ED physicians, coupled with the remote monitoring nature of the RRT, could impede information flow. For example, one nurse described challenges in calling physicians amid resuscitation efforts. Nurses hypothesized that communicating with ED physicians might be easier in person than via phone. Furthermore, nurses reported that a lack of working relationships between the ED physicians and RRT nurses before Sepsis Watch made it challenging to build rapport and communicate freely.

Physician respondents noted that calls, although brief, were still interruptions in their busy workflows, which decreased their receptivity for calls from the RRT nurse. In addition, physicians felt that targeting calls about sepsis detection and treatment to the ED attending physicians only required them to disseminate the information to the entire ED care team, such as residents and nurses.

**Gaps in Knowledge and Understanding**

RRT physicians reported that at the start of the program, the ED physicians were unfamiliar with the purpose of the program, the role of the RRT nurse, and the flow of the call. This initial unfamiliarity might have resulted in confusion and misunderstanding. For example, RRT nurses heard from some physicians that they feared being increasingly liable and accountable for proper sepsis treatment with Sepsis Watch rollout. Over time, collaboration between RRT nurses and ED physicians improved.

Even though the Sepsis Watch tool does not inherently provide explanations for risk scores, RRT nurses were sometimes asked to explain the risk score. This created a mismatch between what ED physicians and RRT nurses understood about the technology.

**Workforce Considerations**

This thematic area describes the workforce implications of the Sepsis Watch program. The program required the creation of a new professional Sepsis Watch Nurse role to translate the machine learning algorithm to the patient’s bedside. It is also important to identify the skills and capabilities needed for nurses to successfully perform the duties of the new role. Representations of workforce implications are presented in Table 6.

### Table 6. Representative quotations on workforce implications.

<table>
<thead>
<tr>
<th>Subtheme</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>A new role — Sepsis Watch nurse</td>
<td>“It’s been enlightening. You are Sepsis Watch nurse. You are watching sepsis you know, in the ED and it’s cool you know, it’s a totally new job title under the RRT role and a new responsibility and one I welcome. I think it’s really good and I think having a nurse with good clinical judgement, hopefully, as being that second check.” [RRT nurse]</td>
</tr>
<tr>
<td></td>
<td>“I would rather be looking at this than be walking around the unit doing turns, pulling up, boosting, cleaning, and putting out fires on the unit. So, this workflow has been nice like, it allows me to step back and use my mind in a different way.” [RRT nurse]</td>
</tr>
<tr>
<td></td>
<td>“We’re not here to contradict what they’re already doing. If they tell me that they’re not worried about sepsis, I don’t disagree with them...I don’t try to argue with them. They are the physician. They’re the ones that know the patient. I’m looking at a computer screen. I don’t actually see the patients themselves.” [RRT nurse]</td>
</tr>
<tr>
<td>Skills and capabilities required for success</td>
<td>“I think if you have a good clinical background and are familiar with sepsis and you’re kind of familiar with how to treat sepsis and stuff that you can probably perform sepsis watch. I don’t know that you necessarily have to be an RRT nurse...Sepsis Watch is so specific, if you’ve got a good general medicine background, I think you could probably serve as a good sepsis watch nurse.” [RRT nurse]</td>
</tr>
<tr>
<td></td>
<td>“I think getting people who only want to do it would be helpful. I think you’ll find enough people who would want to do it I think making it not mandatory for people who don’t want to do it. Recruit some people who do. Management support and buy in and hey, this is your job, it’s important. And positive feedback as far as results, statistics.” [RRT nurse]</td>
</tr>
</tbody>
</table>

---

*ED: emergency department.
RRT: rapid response team.*
A New Role: Sepsis Watch Nurse

RRT nurses took pride in their new role of a Sepsis Watch Nurse, especially given their participation in the program design and pilot implementation. More specifically, RRT nurses enjoyed the investigative and diagnostic role of the Sepsis Watch role. Although RRT nurses are empowered with information through Sepsis Watch, they recognized the boundaries of their own scope of practice and the need to continue to respect the professional autonomy of physicians.

Skills and Capabilities Required for Success

When asked about the skills and knowledge needed to be a good Sepsis Watch nurse, the RRT nurses mentioned good clinical judgment, knowledge of sepsis, and critical care experience. If nurses are unfamiliar with sepsis, they might rely too heavily on the model without using their own critical thinking skills. RRT nurses also explained the importance of strong communication skills to confidently speak with attending physicians whom they may not personally know. Although the Sepsis Watch nurse has to interact with a web-based dashboard, RRT nurses thought that strong computer skills were not necessary for the role, given the simplicity of the app. RRT nurses also recommended recruiting nurses interested in the role and the need to create buy-in through continuous feedback.

Discussion

In our study, we conducted interviews with ED physicians and RRT nurses to understand the factors affecting the integration of a machine learning tool into clinical workflows. We found 3 main thematic areas: (1) perception of utility and trust, (2) implementation of Sepsis Watch processes, and (3) workforce considerations, with 10 corresponding subthemes. Taken together, our findings show how RRT nurses can effectively monitor the outputs of a machine learning model and communicate their assessment to ED physicians. To our knowledge, this is the first qualitative research study to investigate the real-world implementation of a machine learning sepsis early warning system in practice.

RRT nurses had positive impressions of the layout and design of the Sepsis Watch tool. This may be partially explained by the participatory approach with which the Sepsis Watch solution was built. Clinicians provided frequent input from the design of the tool to its broader use in clinical workflows. Clinician preferences were incorporated to optimize the ease of use and utility for end users [39]. For example, the visual display of the risk of sepsis was simplified from a continuous risk scalar value into 3 brightly colored categories of risk (low, medium, and high) to reduce cognitive burden [26]. Furthermore, the simplicity of the tool allowed RRT nurses to integrate Sepsis Watch into their current clinical workflow instead of replacing workflows. The RRT nurses described how they still used the EHR and their own clinical judgment skills to contextualize the model outputs.

We also found that both RRT nurses and ED physicians had very limited prior exposure to machine learning–based CDS systems. The lack of machine learning foundational knowledge and firsthand experience made it more difficult for clinicians to trust the Sepsis Watch algorithm. For example, clinicians often felt uncomfortable trusting the Sepsis Watch prediction when they could not see clear signs and symptoms in their patients. Some physicians reported the need to know why and how the model predicted the outcome. Similarly, 2 previous studies examining predictive alerts for sepsis suggested that the perceived utility decreased when the model frequently identified clinically stable patients [27,28]. They also found that false positives from other nonsepsis etiologies could increase alarm fatigue. Thus, product developers must consider how limited model explainability and false positives threaten clinicians’ trust in model outputs, particularly for patients without visible clinical symptoms. At the same time, the goal should be to optimize rather than maximize trust, in which clinicians maintain some skepticism of a tool’s capabilities to prevent overreliance [40]. For example, we learned that even when physicians did not trust a model output, they still reported paying closer attention to a patient’s clinical progression over time or ordering tests more quickly.

Despite these challenges, we also found that positive experiences with the tool and human connections improved clinician acceptance. RRT nurses described that their trust in the model increased from their personal experiences as the algorithm successfully predicted patients with sepsis. Physicians suggested that receiving feedback on patients with sepsis who they had personally missed diagnosing but who were correctly identified by Sepsis Watch would build trust in the model. Future implementation efforts may incorporate feedback loops to improve clinician adoption of machine learning models. As machine learning products become more widespread, health professional schools should incorporate foundational machine learning courses into their curriculum to build baseline literacy [41]. Health care organizations should provide training and educational resources and conferences for their existing clinical staff [42]. Model developers should develop clear product labels to help clinicians understand when and how to appropriately incorporate machine learning model outputs into clinical decisions [43].

As health systems start to implement black box models as part of routine care, this study shows the feasibility of leveraging a small team of nurses to communicate machine learning outputs to a larger cohort of ED physicians. Previous attempts at sending automated CDS alerts directly to the treating provider have been associated with high levels of alert fatigue [23]. In our program, RRT nurses mitigate alarm fatigue by screening the patients first, holding the providers more accountable for meeting bundle requirements, and by adding a human connection to the model output. Adding a human intermediary has its own challenges, such as interrupting busy ED workflows and additional delays with remote monitoring. For example, despite the model’s high predictive value within the first hour of ED presentation [44], nurses sometimes waited for more clinical information to populate in the medical record before calling physicians about patients flagged as being at high-risk for sepsis. In future iterations of the program, these human-made delays need to be anticipated and addressed through training or workflow design to ensure patient safety.
Future programs that deploy clinicians as an effector arm for model outputs must also consider how to best recruit, train, and deploy their machine learning–ready workforce. We found that creating a new, specialized role for the program allows nurses enough time and patient volume to build unique expertise and effective strategies to communicate with physicians. Recruiting clinicians with strong interest in the program, familiarity with sepsis, and strong communication skills is critical.

We were able to use the findings from these interviews to drive program improvements and to inform the scale. For example, to improve the user interface of the tool, we allowed for more space for free text comments from nurses, and we de-emphasized visual displays of model trend lines for sepsis risk. To streamline the workflow and reduce the burden on ED physicians, we no longer required nurses to call ED physicians if they had already clearly ruled out sepsis or started treatment. We also identified broader strategies to build trust and accountability in machine learning tools, such as educating clinicians on model performance and utility within the local context, respecting professional discretion, and engaging end users early and often throughout program design and implementation [30].

Limitations

This study has several limitations. First, its findings need to be generalized with caution to other settings or applications that differ in organizational structure, capacity, and professional norms and practices. Other settings that also use a participatory approach to intervention development may result in unique tool layouts or workflows. Second, the study largely focuses on workflow integration and does not explore the multi-year planning and stakeholder engagement process crucial for the successful launch of Sepsis Watch. Similarly, only frontline clinicians were interviewed despite the large number of stakeholders involved in project development and maintenance (eg, organizational leadership, hospital administrators, data scientists) or impacted directly by the program (ie, patients; [45,46]). However, for frontline clinicians, having 2 distinct respondent groups in the study allowed for triangulation and strengthening of the analysis. Finally, although we included clinicians involved in the development of the Sepsis Watch program in our sample, given their unique expertise and insight, their participation could have biased the findings to frame Sepsis Watch more positively. Thus, further studies with a larger sample size may use survey approaches to quantify factors influencing the adoption of machine learning CDS tools and examine variations by clinician characteristics, including involvement in program development. Such approaches should consider using well-studied theoretical models for instrument development, such as the Unified Theory of Acceptance and Use of Technology [47].

Conclusions

Although previous studies have built and studied factors affecting the implementation of CDS tools [48], the use of black box models in health care settings presents unique challenges and opportunities related to trust and transparency. Previous studies exploring the implementation of these models have focused on surveying clinician perspectives on future rollout [42,49-51]. Unfortunately, these studies do not uncover providers’ real-life experiences using artificial intelligence tools in current practice. More research is needed to understand the real-world barriers and facilitators to the design and implementation of machine learning products. Understanding how these factors interact in diverse contexts can inform implementation strategies to ensure adoption. Although we used our findings to inform program improvements locally, our learning can help other health organizations that are planning to integrate machine learning tools into routine practice.
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Abstract

Background: Technology-assisted intervention and prevention strategies present opportunities for substance use–related research with emerging adults (EAs) and their peers. Emerging adulthood is a developmentally distinct period in which individuals between the ages of 18 and 29 years undergo unique emotional, cultural, developmental, and biological changes as they transition into adulthood. Crowdsourcing, or gathering feedback from a large group within web-based communities, offers researchers a unique and cost-effective way to obtain large amounts of information in a short period.

Objective: This paper presents market feedback obtained via Amazon’s Mechanical Turk from EAs (N=458) on the acceptability and utility of brief intervention scripts for a smartphone app currently under development. The mobile app, Harbor, teaches friends of EAs with substance use problems effective and supportive strategies for helping their friend make changes in their substance use behavior.

Methods: We examined feedback on the wording of the intervention scripts and estimated the market size of EAs who may use this app. Furthermore, we calculated correlations between script ratings and measures of personal risky drinking (ie, Alcohol Use Disorder Identification Test) and the participants’ use of confrontational, enabling, or supportive behaviors with an existing friend.

Results: Approximately half of our sample (208/458, 45.4%) indicated that they had a close friend for whom they had concerns about their substance use, suggesting a potentially high demand for an app such as Harbor. Initial findings suggest that peers who engage in less enabling behaviors with friends who have a substance use problem exhibited lower risky drinking behaviors overall ($r_{206}=-0.501; P<.001$). Concerning acceptability, 98.0% (449/458) of the sample rated the scripts’ dialogue as either somewhat, moderately, or extremely realistic (mean 3.92, SD 0.48) on 5-point Likert scale items. Finally, 95.4% (437/454) of respondents indicated that the scripts would be at least slightly helpful for training peers to help their friends with substance use issues. Finally, individuals who were better able to identify enabling language in enabling scripts self-reported fewer enabling behaviors toward their friend’s substance use ($r_{206}=-0.236; P=.001$).

Conclusions: There exists a demonstrated level of desirability and acceptability among EAs for a mobile app such as Harbor. EAs who wish to engage in more supportive behaviors with their friends who engage in substance use and who are amenable to assisting their friends with sobriety likely would use and benefit from this app.

(J Med Internet Res 2020;22(11):e16632) doi:10.2196/16632
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Introduction

Background

National surveys show that emerging adults (EAs; 18-29 years) in the United States have higher rates of substance use than any other age group [1]. To make matters worse, EAs also have inferior treatment engagement rates compared with other age groups [1]. In a nationally representative sample of EAs (N=19,312), only 11% (n=2124) of those diagnosed as having a substance use disorder received related treatment [2]. Given this treatment gap, it is important to think about concerned significant others (CSOs), such as peers, of EA substance users as potential first responders. The reach of social networks in the United States peaks during the emerging adulthood years, which points toward the importance of close friends and the influence they can have during this time [3]. This paper presents data from a crowdsourcing study to inform the development of a mobile app that harnesses the social support of such peers for EA substance users.

Online survey research (ie, crowdsourcing) allows investigators a flexible and convenient means of collecting data on a wide variety of issues and topics. Crowdsourcing is the practice of collecting information or feedback on a project or task by enlisting the assistance of large samples of people, typically via the internet. In addition to the relative ease with which researchers can collect online data, especially with EAs, crowdsourcing is as reliable as or even more reliable than traditional EA sampling methods [4]. Crowdsourcing respondents tend to be more ethnically diverse [4], which is particularly important in the development of substance use interventions. That is, individuals in clinical trials are less ethnically diverse, less clinically impaired, more highly educated, and more frequently employed than individuals receiving treatment in community settings [5]. In short, online crowdsourcing may assist intervention developers in acquiring more diverse samples of EAs.

Following the principles of community-based participatory research (CBPR) in the development of the Harbor mobile app (eg, collaborating with community members and translating knowledge gained through the partnership into specific actions), we conducted a crowdsourcing study with a large sample of EAs (N=458). Combining aspects of CBPR with this crowdsourcing project may encourage a sense of empowerment and collective ownership in EA substance use research [6]. Participants gave feedback on whether they considered themselves to have a friend experiencing substance use issues and how they viewed the intervention scripts for Harbor. In addition, among those with friends with substance use problems, we analyzed associations between their intervention script feedback and measures of actual interactions they had with friends. Finally, we analyzed whether and how participants’ personal alcohol use was associated with script ratings.

Harbor helps EAs (aged 18-29 years) assist their friends in making changes to their substance use behaviors. It is an adaptation of a family therapy model called the Community Reinforcement Approach With Family Training (CRAFT), where CSOs learn communication skills to help individuals who demonstrated risky or problematic substance use behaviors [7].

Objectives

Specifically, we sought to answer the following 3 questions:

1. What is the potential market size of EAs who may use the Harbor mobile app?
2. What do potential Harbor users think of our intervention screenshots/scripts?
3. How do screenshot/script ratings associate with self-reported participant behaviors in response to existing friends experiencing substance use problems?

Regarding the hypotheses, we first proposed that a large proportion of EAs would have friends with substance use problems. Second, based on prior acceptability studies for our face-to-face model, we hypothesized that participants would rate the scripts favorably. Third, we hypothesized that intervention script ratings would correlate negatively with actual self-reported interactions with their friends. Specifically, more confrontational or enabling friends would view the supportive intervention script (ie, CRAFT procedures script) as less helpful. Similarly, confrontational or enabling friends would rate the intervention scripts as less confrontational or enabling, respectively. We based hypotheses on the logic that such friends possess biases toward how they currently interact with their EA friends who misuse substances. Finally, we hypothesized that participants with riskier alcohol use would rate scripts as less enabling and self-report more frequent enabling behaviors toward their friends’ substance use compared with individuals with less risky alcohol use.

Methods

CBPR

CBPR promotes participant involvement and feedback in all stages of the research process and has resulted in greater inclusion of users’ experiences in behavioral health intervention development processes overall [8-11]. As part of this effort, there has been an increased focus on the expansion of patient-centered medicine [12], shared decision-making practices [13], and patient-friendly forms of communicative implementation as a whole [14]. Central to the CBPR ideology is the notion that by embracing and incorporating the experiences of end users, researchers reduce the risk of misunderstanding individuals’ health-seeking behaviors, which ultimately lowers the risk of undermining clinical practice [15]. Cognizant of and responsive to unique cultural, social, and economic factors affecting EA communities, CBPR is a move toward reconciliation, reciprocity, and production of culturally relevant prevention measures for this population. In this regard, a CBPR approach is well suited for promoting the utilization of substance use treatment among EAs.

Integrating end user feedback during the initial development may help improve the effect sizes of technological interventions, which typically have small effect sizes [16,17]. Thus, lay knowledge and expertise may help improve intervention outcomes in the field [18]. In addition, sustained intervention or prevention strategies with a target population proves difficult.
but seeking input from community members in research design and achieving shared health outcomes increases program sustainability [20]. This study asked EAs for initial feedback on script wording and the app’s quality to drive revisions. Individuals with lived experience can later review these revisions.

**Harbor: Background and Intervention Philosophy**

In 2 prior studies, the authors adapted the CRAFT model for use with peer dyads [21,22]. At its core, CRAFT is a behavioral family therapy model for the CSOs of individuals with substance use disorders [7], and most research on CRAFT targets spouses. The CRAFT model emphasizes that CSOs attempt to interrupt their loved ones’ substance use by (1) arranging prosocial activities at times when they would likely use, (2) refraining from enabling their substance use by not doing pleasant things with them while they are using or doing things to prevent the natural consequences of their use, and (3) avoiding confrontation while their significant other is intoxicated. Essentially, CRAFT trains CSOs to reward substance-free behaviors and not reward substance-using behaviors. The overarching idea is that individuals will choose a substance-free life if it is more rewarding than one involving substances.

Previous research indicates that EAs are amenable to helping their close friends by learning the behaviors associated with the CRAFT model. However, they were less likely to want to disassociate with friends when their friends were using [21]. Thus, the peer dyad version of CRAFT, called the Peer-Enhanced Community Reinforcement Approach (Peer-CRA), de-emphasized this feature, which appears more suitable for those in romantic and cohabitating relationships. In addition, in a preliminary study, both peers and EAs with substance use problems who received Peer-CRA significantly reduced their substance use [22]. Despite promising findings, one issue in a previous face-to-face study was that most peers only attended 1 session and did not receive the full CRAFT model as planned. Ideally, the development of a mobile app will aid in the delivery of this content, supporting peer first responders whose EA friends may have not yet received any sort of substance use intervention and/or treatment.

**Harbor App Design and Features**

The third author of this manuscript (DS) and a team of 4 EAs developed Harbor, which comprises 4 main modules. First, peers enter information about their EA friend’s substance use to get feedback on the seriousness of their friend’s problem. This module adapts the principles of brief motivational interventions by providing normative feedback, comparing an individual’s use with well-established norms. Such interventions are efficacious at reducing substance use by correcting misperceived norms about substance use prevalence [23]. This novel feature of Harbor delivers normative feedback to peers with hopes of engaging them in helping processes by raising awareness about the gravity of their friend’s substance use. This module may be useful for peers who are ambivalent about helping a friend with substance use problems. The second module teaches peers the principles of CRAFT through a series of mock text dialogues demonstrating confrontational, enabling, and supportive (ie, per the CRAFT intervention) responses to their EA friend’s retelling of a substance use–related incident (Multimedia Appendices 1-3). This study focused primarily on this feature of Harbor. Third, Harbor contains a module designed to discuss the idea of arranging competing prosocial activities at times when the EA friend would normally use substances. Finally, Harbor concludes with a module focused on training EA peers on how to have a discussion with their EA friends about seeking treatment.

**The Market Need for Harbor**

A recent meta-analysis found that only about 20% (n=10) of studies with EA samples from noncollege settings used technology-assisted interventions [24]. Furthermore, most technology-assisted interventions included were preventative in nature and mostly targeted alcohol use. The Harbor app addresses these limitations. First, it galvanizes EAs to act as first responders for their close friends who demonstrate risky substance use behaviors. Second, it teaches EA peers’ supportive skills to address multiple forms of substance use (ie, alcohol and cannabis use). In addition, a systematic review found that technology-assisted interventions worked equally well compared with the more traditional interventions for EAs in noncollege settings [24]. This finding suggests that the Harbor app may have expanded utility beyond traditional college settings where most research with EA samples occurs.

In examining the market for mobile apps related to Harbor, we found a dearth of programs designed to address the needs of concerned EAs with close friends who use substances. Most apps on the market target individuals attempting to ameliorate their own substance use issues and use common intervention strategies such as daily affirmations, drink tracking, and networking. Apps such as Blood Alcohol Tracker, AlcoDroid, Substance Abuse and Addiction Assessments, Cravings Manager, and 12 Steps AA Companion currently exist for Apple, Android, and Blackberry users [25]. Each app has a unique self-reporting function and interfaces primarily with the client. Unlike the Harbor app, these apps do not involve another person to assist with changing behaviors. Although effective in reducing personal substance use or connecting individuals who may have substance use issues, these and other programs do not specifically focus on EAs. Furthermore, rather than focusing solely on recovery-oriented support (eg, Al-Anon Speaker Tapes and Al-Anon Audio Companion), a program such as Harbor could provide harm reduction alternatives to EA peers with concerns about a friend’s substance use along the full severity spectrum.

**Participant Recruitment**

The authors obtained institutional review board approval before implementing the study procedures and informed consent from participants before their engagement with the app. Researchers conducted participant recruitment via Amazon’s Mechanical Turk (MTurk) program from April 19, 2016, to September 2, 2016. MTurk is an online pool of workers who complete surveys and similar tasks for remuneration. In addition, surveys completed by MTurk workers have yielded reliable data [26], and online MTurk studies have successfully replicated findings originally drawn from in-person studies [27].
Despite the promise of MTurk for data collection, additional safeguards are necessary to enhance data quality. First, we used qualification screening to confirm participants’ eligibility. After completing this qualification test and if eligible to participate in the study, participants completed the full survey. Participants were between the ages of 18 and 29 years and reported having consumed at least one alcoholic beverage in the past year. We eliminated survey responses completed too quickly (<5 min) and those missing validity check questions from the participant pool [27,28]. Finally, it is possible, although extremely unlikely, that one person would have multiple accounts and complete the full survey multiple times. However, Amazon’s requirement of providing a valid social security number during account setup should prevent one person from registering multiple times.

Measures

**Intervention Script Ratings**

Participants read short text conversations used to teach the principles of enabling substance use, confronting another’s substance use, or encouraging change in their friend’s substance use via nonjudgmental responses that also encouraged substance-free activities (ie, supportive behaviors). Using 5-point Likert scales, participants then rated these scripts on how enabling (1=extremely encouraging use to 5=extremely enabling use), confrontational (1=extremely nonconfrontational to 5=extremely confrontational), or supportive (1=extremely unsupportive to 5=extremely supportive) they were. Furthermore, the authors prompted participants to respond with how accurately the scripts depict real-life conversations between EAs (1=extremely unrealistic to 5=extremely realistic) and how useful the scripts would be in teaching them how to support their friend’s sobriety (1=not helpful at all and 5=extremely helpful). Multimedia Appendices 1-3 show examples of confrontational, enabling, and supportive scripts respectively, as well as script rating items for each. Finally, respondents rated how likely they would be to use this mobile phone app or others like it based on various referral sources (1=completely unlikely and 5=completely likely).

**Self-Reported Interactions With Friends**

The authors asked eligible participants, “Do you currently have any friends for whom you have concerns about their substance use?” Those who replied affirmatively completed the Significant Other Behavior Questionnaire (SBQ), a valid and reliable (α=.85) measure of the significant other’s responses to an identified individual’s substance use [29-31]. Authors amended the wording of individual items of the SBQ to achieve greater relevance for EAs, close friend dyads (eg, “friend” replaced “significant other”). In addition, the adapted version of the SBQ included 1 revised item to eliminate the assumption that all peers live together (eg, “Do you refuse to be around your friend when they are drinking or using?” versus “Do you refuse to be home when they are drinking?”) and used “drinking and drug use” instead of “alcohol use” to account for multiple substances [20].

The amended SBQ contains 5-point Likert scale items (1=completely unlikely and 5=completely likely) clustered within 4 subscales: support sobriety (SS), support substance use (SSU; ie, enabling), punish substance use (PSU; ie, confronting), and withdrawal from friend (WFF). The SS subscale (8 items, range 8-40) measures the frequency with which a peer uses positive supportive strategies with their friend to encourage their friend to remain sober (eg, “Do you spend more time with your friend when they are not drinking or using drugs?”). The SSU subscale (6 items, range 6-30) measures the frequency with which a peer has encouraged their friend to use substances (eg, “Do you bring alcoholic beverages/drugs to your friend?”). The PSU subscale (5 items, range 5-25) measures the frequency with which a peer uses coercive or otherwise negative strategies to stop their friend from using substances (eg, “Do you have arguments regarding drinking or drug use when your friend is using?”). The WFF subscale (5 items, range 5-25) measures the frequency with which a peer attempts to withdraw from their friend while they are using substances (eg, “Do you refuse to be around your friend when they are drinking or getting high?”).

**Substance Use**

To measure participants’ personal substance use, we used the Alcohol Use Disorder Identification Test (AUDIT), a valid and reliable (α=.88) measure of risky alcohol use [32-34]. Along with the AUDIT, we measured peers’ related substance use problems with the Substance Problem Scale (SPS, past month version), a 16-item scale from the larger Global Assessment of Individual Needs-I. Each item consists of a 4-point Likert scale indicating the last time an individual experienced a particular substance use–related issue (0=never, 1=more than a year ago, 2=past year, and 3=past month). We recoded responses to SPS items to reflect the past year problems categorically (0=not past year, 1=past year/month). The SPS contains items consistent with the Diagnostic and Statistical Manual of Mental Disorders criteria for substance use disorders and some additional items related to risky substance use behaviors (eg, hiding use) [35]. Furthermore, SPS has been used in various EA studies [36-38], demonstrated good reliability (α=.85) in predicting substance use disorders with a nationally representative sample of EAs [39], cross-validated with independently made psychiatric diagnoses [40], and is correlated with perceived EA status [38].

**Data Analysis**

The authors conducted analyses using SPSS 25.0 [41], first checking distributions for normality and assessing missing data, which were minimal. Nevertheless, analysts used multiple imputations through which statistical software imputed missing variables 5 times, analyzed each of the completed data sets, and pooled the results of each analysis into a final data set. The final results did not significantly differ from the original, unadjusted analyses. The authors present descriptive analyses of demographic data, individual SBQ items and SBQ subscales, and full-scale scores from the SPS and AUDIT. Furthermore, the authors estimated the potential market size of individuals that may benefit from using the mobile app. In addition, analysts calculated Pearson product-moment correlations between the SBQ, its subscales, and intervention script ratings and intercorrelations between SBQ subscales. Finally, analysts calculated Pearson correlations between these intervention script ratings and personal measures of risky drinking behaviors (ie,
AUDIT) as well as between the SBQ subscale and AUDIT scores.

Results

Demographics

Table 1 illustrates the demographic characteristics of our sample. On average, the full EA sample included participants who were 25.4 years old; among them, 58.1% (266/458) identified as male and 72.7% (333/458) identified as White. We note that the proportion of the sample working 35 or more hours per week (248/458, 54.1%) is lower than that reported in many national, multisite clinical trials [5]. Participants reported a median, past year income of roughly US $23,000, and a mean MacArthur Scale of Subjective Social Status [42] of 4.29. Our sample had a mean SPS (past year) score of 2.56 (range 0-16) and a mean AUDIT score of 6.38 (range 0-36). In both cases, higher scores represent greater issues pertaining to substance use.

Table 2 contains the SBQ individual item results as well as subscale scores.
Table 1. Participant demographic characteristics (N=458).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>25.39 (2.84)</td>
</tr>
<tr>
<td>Age at first substance use (years), mean (SD)</td>
<td>17.18 (2.60)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>270 (59.0)</td>
</tr>
<tr>
<td>White, n (%)</td>
<td>333 (72.7)</td>
</tr>
<tr>
<td>Asian, n (%)</td>
<td>47 (10.3)</td>
</tr>
<tr>
<td>African American, n (%)</td>
<td>32 (7.0)</td>
</tr>
<tr>
<td>Hispanic/Chicano/Latino, n (%)</td>
<td>31 (6.8)</td>
</tr>
<tr>
<td>American Indian/Alaskan Native, n (%)</td>
<td>5 (1.1)</td>
</tr>
<tr>
<td>Native Hawaiian/Pacific Islander, n (%)</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Other, n (%)</td>
<td>9 (2.0)</td>
</tr>
<tr>
<td>Any postsecondary education, n (%)</td>
<td>270 (59.0)</td>
</tr>
<tr>
<td>Employed full time, n (%)</td>
<td>248 (54.1)</td>
</tr>
<tr>
<td>Employed part time, n (%)</td>
<td>117 (25.5)</td>
</tr>
<tr>
<td>Unemployed, n (%)</td>
<td>93 (20.3)</td>
</tr>
<tr>
<td>Unenrolled and unemployed, n (%)</td>
<td>40 (8.7)</td>
</tr>
<tr>
<td>Not enrolled, n (%)</td>
<td>188 (41.0)</td>
</tr>
<tr>
<td>Four-year college/university, n (%)</td>
<td>186 (40.6)</td>
</tr>
<tr>
<td>Two-year community/junior college, n (%)</td>
<td>55 (12.0)</td>
</tr>
<tr>
<td>High school, n (%)</td>
<td>12 (2.6)</td>
</tr>
<tr>
<td>Technical school, n (%)</td>
<td>10 (2.2)</td>
</tr>
<tr>
<td>Job training program, n (%)</td>
<td>5 (1.1)</td>
</tr>
<tr>
<td>GED(^a) classes, n (%)</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>Single, n (%)</td>
<td>215 (46.9)</td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>90 (19.6)</td>
</tr>
<tr>
<td>Divorced, n (%)</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>In a serious relationship, n (%)</td>
<td>149 (32.5)</td>
</tr>
<tr>
<td>SPS(^b) score (past year), mean (SD)</td>
<td>2.56 (4.23)</td>
</tr>
<tr>
<td>AUDIT(^c) score, mean (SD)</td>
<td>6.38 (5.69)</td>
</tr>
</tbody>
</table>

\(^a\)GED: general equivalency diploma.
\(^b\)SPS: Substance Problem Scale.
\(^c\)AUDIT: Alcohol Use Disorder Identification Test.
## Table 2. Peer Significant Other Behavior Questionnaire subscale responses to friend’s substance use (n=208).

<table>
<thead>
<tr>
<th>SBQ&lt;sup&gt;a&lt;/sup&gt; item and subscale (1=highly unlikely, 5=highly likely)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you...</td>
<td></td>
</tr>
<tr>
<td>stop your friend’s drinking and drug use by getting angry (PSU&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>2.07 (0.78)</td>
</tr>
<tr>
<td>have arguments regarding drinking and drug use when your friend is using (PSU)</td>
<td>2.62 (0.85)</td>
</tr>
<tr>
<td>show how unhappy you are when your friend is drinking or using drugs (PSU)</td>
<td>3.49 (0.82)</td>
</tr>
<tr>
<td>scare your friend from drinking or using drugs by warning (PSU)</td>
<td>2.29 (0.83)</td>
</tr>
<tr>
<td>tell your friend about things they did when drunk or high (PSU)</td>
<td>3.87 (0.78)</td>
</tr>
<tr>
<td>spend more time with your friend when they are not drinking or using (SS&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>3.73 (0.83)</td>
</tr>
<tr>
<td>do things your friend likes when your friend is not drinking or using (SS)</td>
<td>3.96 (0.67)</td>
</tr>
<tr>
<td>give your friend compliments when they are not drinking or using (SS)</td>
<td>3.79 (0.77)</td>
</tr>
<tr>
<td>enjoy your friend’s company when they are not drinking or using (SS)</td>
<td>4.21 (0.67)</td>
</tr>
<tr>
<td>do things for your friend when they are not drinking or using (SS)</td>
<td>3.93 (0.67)</td>
</tr>
<tr>
<td>support your friend when he or she is having trouble staying sober (SS)</td>
<td>4.06 (0.68)</td>
</tr>
<tr>
<td>arrange nondrinking or using social outings (SS)</td>
<td>3.79 (0.76)</td>
</tr>
<tr>
<td>when your friend is not drinking or using, do you enjoy each other (SS)</td>
<td>4.38 (0.52)</td>
</tr>
<tr>
<td>when your friend is drinking or using, do you join him/her (SSU&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>2.62 (0.87)</td>
</tr>
<tr>
<td>bring alcoholic beverages or drugs to your friend’s house (SSU)</td>
<td>1.94 (0.77)</td>
</tr>
<tr>
<td>buy alcohol for your friend when you are at bars, etc (SSU)</td>
<td>1.97 (0.77)</td>
</tr>
<tr>
<td>do things your friend likes when your friend is drinking or using (SSU)</td>
<td>2.67 (0.84)</td>
</tr>
<tr>
<td>tell your friend it is ok to have “just two or three” (SSU)</td>
<td>2.53 (0.89)</td>
</tr>
<tr>
<td>tell your friend they are fun to be with when they are drinking or using (SSU)</td>
<td>1.97 (0.71)</td>
</tr>
<tr>
<td>leave social situations when your friend is drinking or using (WFF&lt;sup&gt;e&lt;/sup&gt;)</td>
<td>3.02 (0.83)</td>
</tr>
<tr>
<td>refuse to be around your friend when they are drinking or using (WFF)</td>
<td>2.91 (0.89)</td>
</tr>
<tr>
<td>keep out of your friend’s way when he or she is drunk or high (WFF)</td>
<td>3.16 (0.82)</td>
</tr>
<tr>
<td>make other plans to go out alone or with others when your friend has been drinking or using (WFF)</td>
<td>3.51 (0.81)</td>
</tr>
<tr>
<td>refuse to take care of your friend when they are drunk or high (WFF)</td>
<td>2.26 (0.82)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subscale</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Punish substance use</td>
<td>2.87 (0.55)</td>
</tr>
<tr>
<td>Support sobriety</td>
<td>3.98 (0.51)</td>
</tr>
<tr>
<td>Support substance use</td>
<td>2.28 (0.60)</td>
</tr>
<tr>
<td>Withdraw from friend</td>
<td>2.98 (0.67)</td>
</tr>
</tbody>
</table>

<sup>a</sup>SBQ: Significant Other Behavior Questionnaire.  
<sup>b</sup>PSU: punish substance use.  
<sup>c</sup>SS: support sobriety.  
<sup>d</sup>SSU: support substance use.  
<sup>e</sup>WFF: withdraw from friendship.

### Hypothesis 1: Market Size/Acceptability

Approximately half of the participants (208/458, 45.4%) indicated that they had a friend experiencing problems with alcohol or drugs. A majority of the sample (334/458, 72.9%) reported they would be **somewhat likely** or **completely likely** to use the mobile app, although the likelihood of use varied depending on the referral source. Fewer participants (222/458, 48.5%) reported that they would be at least **somewhat likely** to search app stores on their own for such an app. However, if their close friend or someone directly associated with them (eg, their therapist, another close friend, a family member) asked them to use the app, 81.2% (372/458) of participants reported they would be at least **somewhat likely** to use it.

### Hypothesis 2: Participant Intervention Script Ratings

Overall, participants rated the intervention scripts favorably in terms of linguistic/cultural accuracy and overall script utility.
Participants comprehensively rated the scripts as slightly realistic or better overall (mean 3.92, SD 0.48). Regarding utility, an overwhelming majority of peers (418/458, 91.3%) rated the scripts as at least slightly helpful in assisting them to support their friends who use substances. Participants identified scripts specifically designed to be enabling (mean 4.42, SD 0.49) and confrontational (mean 4.28, SD 0.50) as such. However, participants rated supportive scripts more neutrally (mean 2.96, SD 0.62).

**Hypothesis 3: Participant Intervention Script Ratings and Self-Reported Interactions With Friends**

Table 3 displays correlations between SBQ subscales (ie, self-reported actual behaviors) and confrontational, enabling, and supportive script ratings. Overall, the sample had higher scores for both enable drinking and confront drinking subscales relative to prior studies [43,44]. As hypothesized, there was a significant negative correlation ($r_{206}=-0.236, P<.001$) between enabling script ratings and scores on the SSU subscale of the SBQ, indicating that those who reported more enabling behaviors in real life rated the intervention script dialogue as less enabling. Similarly, there was a significant positive correlation between enabling script ratings and scores on the SS subscale of the SBQ ($r_{206}=0.375, P<.001$).

As hypothesized, a positive correlation ($r=0.170, P=.01$) existed between supporting sobriety and confrontational script ratings, indicating that EAs who already support their friend’s sobriety were more successful in identifying confrontational language. Conversely, correlations between supportive script ratings and the SS subscale were nonsignificant. Furthermore, nonsignificant correlations emerged between confrontational script ratings and the PSU subscale of the SBQ.

Participants rated to what degree they perceived these three scripts as supportive, enabling, or confrontational.

Table 4 displays intercorrelations between the SBQ subscales. Most were in the expected directions based on prior theory and research. For instance, participant scores on the SS subscale correlated negatively with scores on the SSU subscale ($r=-0.207, P=.003$).

### Table 3. Script ratings and Significant Other Behavior Questionnaire subscale correlations.

<table>
<thead>
<tr>
<th>Script type</th>
<th>PSU$^b$</th>
<th>SS$^b$</th>
<th>SSU$^c$</th>
<th>WFF$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Supportive script</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.054</td>
<td>0.086</td>
<td>0.157$^e$</td>
<td>0.031</td>
</tr>
<tr>
<td>$P$ value (two-tailed)</td>
<td>.44</td>
<td>.22</td>
<td>.02</td>
<td>.66</td>
</tr>
<tr>
<td>Participants, n</td>
<td>208</td>
<td>208</td>
<td>208</td>
<td>208</td>
</tr>
<tr>
<td><strong>Enabling script</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.154</td>
<td>0.375</td>
<td>-0.236</td>
<td>0.274</td>
</tr>
<tr>
<td>$P$ value (two-tailed)</td>
<td>.03</td>
<td>&lt;.001</td>
<td>.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Participants, n</td>
<td>208</td>
<td>458</td>
<td>458</td>
<td>458</td>
</tr>
<tr>
<td><strong>Confrontational script</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.008</td>
<td>0.170</td>
<td>-0.071</td>
<td>0.060</td>
</tr>
<tr>
<td>$P$ value (two-tailed)</td>
<td>.91</td>
<td>.01</td>
<td>.31</td>
<td>.39</td>
</tr>
<tr>
<td>Participants, n</td>
<td>208</td>
<td>208</td>
<td>208</td>
<td>208</td>
</tr>
</tbody>
</table>

$^a$PSU: punish substance use.

$^b$SS: support sobriety.

$^c$SSU: support substance use.

$^d$WFF: withdraw from friendship.

$^e$Italicized data represent findings significant at a level of <.05.
Table 4. Significant Other Behavior Questionnaire subscale intercorrelations.

<table>
<thead>
<tr>
<th>SBQ subscale</th>
<th>PSU&lt;sup&gt;a&lt;/sup&gt;</th>
<th>SS&lt;sup&gt;b&lt;/sup&gt;</th>
<th>SSU&lt;sup&gt;c&lt;/sup&gt;</th>
<th>WFF&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSU</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>1</td>
<td>0.406&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.004</td>
<td>0.287</td>
</tr>
<tr>
<td>P value (two-tailed)</td>
<td></td>
<td>&lt;.001</td>
<td>.94</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Participants, n</td>
<td>208</td>
<td>208</td>
<td>208</td>
<td>208</td>
</tr>
<tr>
<td>SS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.406</td>
<td>1</td>
<td>−0.207</td>
<td>0.452</td>
</tr>
<tr>
<td>P value (two-tailed)</td>
<td></td>
<td>&lt;.001</td>
<td>−.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Participants, n</td>
<td>208</td>
<td>208</td>
<td>208</td>
<td>208</td>
</tr>
<tr>
<td>SSU</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.004</td>
<td>−0.207</td>
<td>1</td>
<td>−0.389</td>
</tr>
<tr>
<td>P value (two-tailed)</td>
<td></td>
<td>.94</td>
<td>.003</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Participants, n</td>
<td>208</td>
<td>208</td>
<td>208</td>
<td>208</td>
</tr>
<tr>
<td>WFF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.287</td>
<td>0.452</td>
<td>−0.389</td>
<td>1</td>
</tr>
<tr>
<td>P value (two-tailed)</td>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Participants, n</td>
<td>208</td>
<td>208</td>
<td>208</td>
<td>208</td>
</tr>
</tbody>
</table>

<sup>a</sup>PSU: punish substance use.
<sup>b</sup>SS: support sobriety.
<sup>c</sup>SSU: support substance use.
<sup>d</sup>WFF: withdraw from friendship.
<sup>e</sup>Italicized data represent findings significant at a level of <.05.
<sup>f</sup>Data not applicable (1:1 correlations).

Individuals who scored higher on the SS subscale of the SBQ also rated the scripts as more accurate overall in terms of the language used being representative of how EAs may text or converse with one another in more natural contexts ($r=0.136$, $P=.001$). Conversely, EAs who scored higher on the SS subscale of the SBQ rated the scripts as less useful overall ($r=-0.144$, $P=.04$). Table 5 presents the correlations for the SBQ subscales with mean script accuracy and utility ratings across all scripts. Finally, aligned with a priori hypotheses, enabling script ratings were negatively correlated with AUDIT scores ($r=-0.139$, $P=.003$). In other words, participants with higher AUDIT scores rated enabling scripts lower (ie, lower perceived enabling).

Table 6 displays the correlations between the AUDIT scores and intervention script ratings.

This suggests that those with higher AUDIT scores may perceive their own substance use and attitudes toward their friends’ substance use as nonenabling and similarly be an example of a subgroup that may benefit from using the Harbor app.
Table 5. Significant Other Behavior Questionnaire subscale and overall script accuracy and utility ratings.

<table>
<thead>
<tr>
<th>SBQ&lt;sup&gt;a&lt;/sup&gt; subscale</th>
<th>Script accuracy</th>
<th>Script utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSU&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson correlation</td>
<td>0.073</td>
<td>0.010</td>
</tr>
<tr>
<td>P value (two-tailed)</td>
<td>.29</td>
<td>.88</td>
</tr>
<tr>
<td>Participants, n</td>
<td>208</td>
<td>208</td>
</tr>
<tr>
<td>SS&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson correlation</td>
<td>0.204&lt;sup&gt;d&lt;/sup&gt;</td>
<td>−0.144</td>
</tr>
<tr>
<td>P value (two-tailed)</td>
<td>.003</td>
<td>.04</td>
</tr>
<tr>
<td>Participants, n</td>
<td>208</td>
<td>208</td>
</tr>
<tr>
<td>SSU&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson correlation</td>
<td>−0.067</td>
<td>−0.010</td>
</tr>
<tr>
<td>P value (two-tailed)</td>
<td>.34</td>
<td>.89</td>
</tr>
<tr>
<td>Participants, n</td>
<td>208</td>
<td>208</td>
</tr>
<tr>
<td>WFF&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson correlation</td>
<td>0.021</td>
<td>0.035</td>
</tr>
<tr>
<td>P value (two-tailed)</td>
<td>.77</td>
<td>.61</td>
</tr>
<tr>
<td>Participants, n</td>
<td>208</td>
<td>208</td>
</tr>
</tbody>
</table>

<sup>a</sup>SBQ: Significant Other Behavior Questionnaire.
<sup>b</sup>PSU: punish substance use.
<sup>c</sup>SS: support sobriety.
<sup>d</sup>Italicized data represent findings significant at a level of <.05.
<sup>e</sup>SSU: support substance use.
<sup>f</sup>WFF: withdraw from friendship.

Table 6. Alcohol Use Disorder Identification Test score and script rating correlations.

<table>
<thead>
<tr>
<th>Substance use measure</th>
<th>Confrontational script</th>
<th>Enabling script</th>
<th>Supportive script</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUDIT&lt;sup&gt;a&lt;/sup&gt; score</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson correlation</td>
<td>−0.020</td>
<td>−0.139&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.107</td>
</tr>
<tr>
<td>P value (two-tailed)</td>
<td>.66</td>
<td>.003</td>
<td>.02</td>
</tr>
<tr>
<td>Participants, n</td>
<td>458</td>
<td>458</td>
<td>458</td>
</tr>
</tbody>
</table>

<sup>a</sup>AUDIT: Alcohol Use Disorder Identification Test.
<sup>b</sup>Italicized data represent findings significant at a level of <.05.

Discussion

Principal Findings

This study investigated 3 research questions: What is the potential market size of EAs who may use an app such as Harbor? What do potential Harbor users think of our intervention scripts? How do script ratings associate with self-reported participant behaviors toward existing friends’ substance use problems? Systematic reviews on the functionality, feasibility, and acceptability of smartphone apps for EAs reveal a need for more rigorous evaluations of the perceived utility of and demand for apps [45]. From 2015 to 2019, smartphone ownership among EAs increased from 85% to 96% [46,47]. Considering this, reaching EAs with substance use problems through technology is an attractive option.

Almost half of our sample (208/458, 45.4%) reported having a friend for whom they currently had concerns about their substance use, and 81.4% (373/458) of our survey respondents indicated they would be likely to download and use the Harbor app depending upon the referral source. This willingness to use such a program suggests a strong demand for a mobile app such as Harbor, as many EAs may have friends for whom they have concerns regarding substance use but lack the training and/or confidence to broach such issues with them. In addition, many participants in our sample were able to identify the supportive, confrontational, or enabling language within the scripts. Overall,
These findings indicate that the app is acceptable to participants, and interpretations may vary depending on the user.

Although participants’ script utility ratings indicated some ambivalence about how helpful the app’s scripts would be, the pattern of correlations makes a theoretical sense, that is, many of the correlations between the SBQ and intervention script ratings indicate that participants would have room for growth in communications with their EA peers affected with substance use. For instance, enabling script ratings correlated negatively with self-reported enabling behaviors in real life. This suggests that EAs’ peers who self-reported enabling behaviors rate enabling scripts lower. This may indicate that decreasing enabling is a viable change target among such peers. Such findings may also support the construct validity of the single item used to measure the enabling script.

Conversely, those who already understand the concept of the role of enabling behavior in contributing to their peers’ substance use may not benefit from the training module. The positive correlations between the SS subscale and both the enabling and confrontation script ratings underscore this point. Those who already use science-based communication and support their peers’ sobriety likely recognize enabling and confrontational behaviors when they see them. For such individuals, the app may not teach new communication skills but rather affirm the skills they already have. This may help explain the negative correlation between supporting sobriety scores and script utility ratings ($r_{206}=-0.097$, $P=.04$). Although they rated the scripts as linguistically accurate, individuals who are already engaging in supportive behaviors seem to perceive their lack of personal need for such an app. The negative correlation could also indicate that those low on supportive behaviors rated the communication skills module as more useful, affirming its need among those for whom the content appeared novel.

Furthermore, these associations generally support the validity of these constructs among EAs. There are few studies on close friend communication patterns about substance use in the context of one peer having elevated use. To our knowledge, this is only the second study of SBQ measures involving EAs, and both support the notion that enabling, confrontation, and supporting sobriety are relevant concepts for peers with friends who misuse substances. It is encouraging that these associations support the theory-based (ie, CRAFT) intervention. Future research on Harbor could test whether confrontation, enabling, and support change over time for individuals who use the app.

Finally, it may be that the lower-than-expected ratings on the utility of the app were due to only showing select content of the app, that is, participants in this study did not see the entire intervention. Consequently, although they received a brief orientation to the purpose of the app before the presentation of the mock scripts, a lack of context about the rationale for speaking with friends about substance use in a specific way may have affected ratings. This study demonstrates some initial support for the acceptability and need for the intervention. However, future research on satisfaction with the Harbor app should come from actual users of the mobile app exposed to all content.

**Limitations**

Researchers and practitioners should examine the insights gained from this study in conjunction with the study’s limitations. First, although the sample size is larger than or comparable to other feasibility studies, including technology-assisted interventions [48-51], it still may not be generalizable to the general EA population. It is also unclear whether peer reports of willingness to use the mobile app would translate to an increase in their supportive behaviors, and ultimately, a reduction in their close friend’s substance use. Another potential limitation is the use of MTurk and self-reported data; however, according to prior research [52,53], both online survey data collection and self-reported data have demonstrated validity and reliability as research methods. To strengthen the reliability of the data gained from this study, researchers embedded several validity check items within the online survey. Furthermore, it should be noted that participants in this study did not download and interact with the app; they merely saw static screenshots and rated some of the scripts from 1 of 4 modules. Furthermore, additional engagement with the CSOs throughout intervention testing could build upon the CBPR framework used to guide this initial study. At the time of writing this paper, we have completed qualitative interviews with participants in the face-to-face version of the intervention. We did not verify survey findings with respondents, which would have enhanced participant involvement.

**Future Studies**

Mobile apps can make behavioral health care more accessible, interactive, and efficient [15]. In general, clients find digital interventions easy to operate and useful, and rates of prolonged use are generally high [54]. This study demonstrated the acceptability and feasibility of Harbor, a mobile app designed to teach EAs who have friends with substance use problems ways to intervene with their friends’ substance use. Substance use in EAs is a major public health problem [55], and Harbor may be useful in extending both the reach and efficacy of treatments targeting this population. The findings also demonstrated the construct validity of enabling, confronting, and supporting behaviors among peers of EAs who may be struggling with substance use problems. Future research on Harbor can test its efficacy in improving EAs’ substance use treatment outcomes by altering these peer behaviors.
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Abstract

Background: An increasing number of eHealth interventions aim to support healthy behaviors that facilitate weight loss. However, there is limited evidence of the effectiveness of the interventions and little focus on weight loss maintenance. Knowledge about end user values and needs is essential to create meaningful and effective eHealth interventions, and to identify persuasive system design (PSD) principles and behavior change techniques (BCTs) that may contribute to the behavior change required for successful long-term weight loss maintenance.

Objective: This study aimed to provide insight into the design of eHealth interventions supporting behavior change for long-term weight maintenance. The study sought to identify the values and needs of people with obesity aiming to maintain weight after weight loss, and to identify PSD principles, BCTs, and design requirements that potentially enable an eHealth intervention to meet end user values and needs.

Methods: This study presents the concept of integrating PSD principles and BCTs into the design process of eHealth interventions to meet user values and needs. In this study, individual interviews and focus groups were conducted with people with obesity (n=23) and other key stakeholders (n=27) to explore end user values and needs related to weight loss maintenance. Design thinking methods were applied during the focus group sessions to design identify elements and to explore how eHealth solutions can support the needs to achieve sustainable weight loss maintenance. The PSD model and behavior change taxonomy by Michie were used to identify PSD principles and BCT clusters to meet end user values and needs.
Results: A total of 8 key end user values were identified, reflecting user needs for weight loss maintenance support: self-management, personalized care, autonomy, feel supported, positive self-image, motivation, happiness, and health. Goals and planning, feedback and monitoring, repetition and substitution, shaping knowledge, social support, identity, and self-belief were some of the BCT clusters identified to address these concepts, together with PSD principles such as personalization, tailoring, self-monitoring, praise, and suggestions.

Conclusions: The process of translating end user values and needs into design elements or features of eHealth technologies is an important part of the design process. To our knowledge, this is the first study to explore how PSD principles and BCTs can be integrated when designing eHealth self-management interventions for long-term weight loss maintenance. End users and other key stakeholders highlighted important factors to be considered in the design of eHealth interventions supporting sustained behavior change. The PSD principles and BCTs identified provide insights and suggestions about design elements and features to include for supporting weight loss maintenance. The findings indicate that a combination of BCTs and PSD principles may be needed in evidence-based eHealth interventions to stimulate motivation and adherence to support healthy behaviors and sustained weight loss maintenance.

Trial Registration: ClinicalTrials.gov NCT04537988; https://clinicaltrials.gov/ct2/show/NCT04537988

(J Med Internet Res 2020;22(11):e22598) doi: 10.2196/22598
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Introduction

The Challenges of Weight Loss Maintenance

Globally, obesity has grown to epidemic proportions and nearly tripled between 1975 and 2016 [1]. In 2016, more than 650 million adults worldwide were obese [1], which led to individual and societal challenges with regard to health, well-being, and economic burden [2-5]. Many people with obesity manage to lose weight, but an alarmingly large percentage of people (3 out of 4) fail to maintain the lost weight over time [6]; therefore, long-term weight maintenance following weight loss is a major concern.

Sustained health behavior change is required to prevent weight regain [7-9], and the chance of success increases when individuals maintain healthy behaviors and weight loss for 2 to 5 years [10,11]. The US National Weight Control Registry [12] and several weight maintenance-related studies provide information about factors [13] associated with successful long-term weight maintenance [8-12]. The identified factors include continued adherence to behavioral strategies such as frequent self-weighing and habitual routines, including high levels of physical activity, healthy diet, eating breakfast regularly, and consistent eating patterns across weekdays and weekends [8,10,13-20].

The challenges that people face when trying to prevent weight regain after weight loss are complex, with several biological, behavioral, cognitive, emotional, social, and environmental factors interacting [16,21]. To address these challenges, novel solutions and emerging technologies, such as eHealth solutions, have the potential to support the self-management and behavior change processes needed for continued weight control [17,21-26]. At present, several eHealth interventions are available to support weight loss [23,27-29]. However, evidence of long-term effects related to weight loss maintenance solutions is limited. Research examining the potential of design for sustained behavior change through eHealth interventions [27] focusing on weight loss maintenance is therefore needed [30,31].

Combining Persuasive and Behavior Change Techniques in eHealth Design

eHealth interventions and persuasive technologies offer possibilities for improving self-management of health and are increasingly used to support healthy behaviors for improved health and well-being [26,28-32]. Establishing habits for long-term behavior change and weight loss maintenance is challenging and takes time [10,33]. For long-term behavior change, eHealth interventions need to provide effective self-management strategies, support lifestyle change, and promote healthy behaviors. A major challenge to effective eHealth is to integrate motivating and engaging design elements for adherence and continuity of use [23,34,35]. Despite these challenges, such technologies have the potential to empower individuals and transform health care by shifting the focus from cure to prevention and self-management with improved health outcomes [36-38]. This requires not only attention to existing evidence from research and clinical practice but also careful design in collaboration with end users and other stakeholders to develop and implement feasible and sustainable eHealth solutions [36,39-42]. In the design of eHealth interventions, behavior change techniques (BCTs) [43] and persuasive system design (PSD) principles [44] are increasingly applied to design effective behavioral interventions that motivate, engage, and promote healthy lifestyles in support of continued behavior change [45-47]. Behavior change taxonomy by Michie [43] has been systematically developed to meet the need for standardized reporting when designing and evaluating complex behavior change interventions, building on a broad range of BCTs to describe intervention components and content, independent of theory. The PSD model by Oinas-Kukkonen [26] includes a range of PSD principles that can be applied when designing novel and user-friendly eHealth interventions and persuasive technology to support healthy behaviors and behavior change.
However, the most effective combination of such techniques and principles remains unclear [23,26,36,43,47-55].

The research team of this study had recently conducted a scoping review [23] that identified PSD principles [26] (eg, personalization, self-monitoring, tailoring, praise, suggestions, rewards, and reminders) and BCT clusters [43] (eg, feedback and monitoring, goals and planning, social support, shaping knowledge, associations, and repetition and substitution) applied in eHealth interventions to stimulate motivation, adherence, and weight loss maintenance [23]. Findings from the review suggest different strategies for losing weight than for weight maintenance [23]. Although eHealth interventions, when developed in line with user needs [36,56,57], have the potential to support the difficult behavior change process needed to prevent long-term weight regain [10,21,23,58-60], the scoping review revealed that user involvement in the design and development of such eHealth interventions is lacking [23]. Moreover, there is insufficient knowledge about the most ideal combinations of PSD principles and BCTs to support weight maintenance over time [23]. To create meaningful and effective digital behavior change interventions, it is essential to identify the end user values and needs and the related PSD principles and BCTs during the requirement specification process [23,32,36,39,61]. A holistic and broad stakeholder-driven approach, including key stakeholders, is imperative to design and develop sustainable eHealth interventions that reflect the values and support the goals of the end users [36,39].

**Objectives**

The overall aim of this study was to provide insight into the design of eHealth interventions aiming to support behavior change for long-term weight loss maintenance. The goal was to identify values and needs of people with obesity aiming to maintain weight after weight loss (ie, end users) and how these values and needs can be met by PSD principles and BCTs in eHealth intervention design. The following research questions were addressed:

1. What are the values and needs of people with obesity (ie, end users) aiming to maintain weight after initial weight loss, according to key stakeholders (eg, end users and health care providers)?
2. Which PSD principles, BCTs, and design requirements can be identified to meet end user values and needs?

End user values refer to the main drivers of behavior or high-level needs or requirements (eg, improved health and motivation to maintain healthy routines in the long term), indicating the added values of the technology or a solution to support users in reaching their goals (ie, maintaining weight after weight loss) [36,39]. End user needs refer to demands and low-level requirements (ie, low-level needs) that people want to solve to address their problems (eg, realistic goal setting, self-regulation, and coping skills to maintain weight) [36,39]. A value can drive several underlying needs [36,39,62].

A key stakeholder was defined as someone central in understanding end user challenges and needs, including possible latent and future needs, and someone that could provide valuable input on how to meet end user needs in eHealth technology design [36,63].

**Methods**

**The Double Diamond Framework and the Center for eHealth Research and Disease Management Roadmap**

This study builds on the innovation and design framework of the Double Diamond [64,65] and the Center for eHealth Research and Disease Management (CeHRes) comprehensive roadmap [36,39] to guide the design and development of an evidence-based eHealth intervention supporting long-term behavior change and weight loss maintenance. Figure 1 presents a combination of the Double Diamond [64] and the CeHRes roadmap [36,39].
As a first step, a diagnose phase was included [66,67], consisting of the previously performed scoping review [23] and an alignment workshop with the research group (including a user representative) to define the issues at hand (ie, problem definition) and create an initial overview of the stakeholders in the weight loss maintenance conundrum.

The shape of the Double Diamond represents the process of gathering insights (diverging to discover) and translating these insights into ideas or concepts (converging to define) [21,64,65,68-72]. The Double Diamond framework utilizes design thinking methods that can be applied to identify user needs and to find innovative solutions for complex health care challenges [63,70,71,73]. Design thinking explores and elaborates on what is desirable from a user perspective, what is technologically feasible, and what is economically viable [74]. Complementing the design thinking process, the CeHRes roadmap [36,39] was applied as a guideline for holistic development, implementation, and evaluation of eHealth technologies. The CeHRes roadmap consists of the following iterative phases: contextual inquiry, value specification, design, operationalization, and summative evaluation [36,39]. The roadmap integrates concepts of persuasive technology design [26], human-centered design, and business modeling through participatory development with continuous evaluation cycles during the eHealth development and implementation process [39].

This study focuses on the discover and define phase [64] (Figure 1), including the contextual inquiry and value specification phases [39]. During the discover phase [64], a stakeholder analysis [63] was executed to identify key stakeholders who could provide insights into the needs, challenges and problems of people aiming to maintain weight after weight loss (ie, end users) [63]. As part of the contextual inquiry, individual interviews and focus group sessions were performed to elicit end user values and needs and to inquire how needs can be met by eHealth technology [36]. During the define phase [64], the values and needs of end users were identified, resulting in value specification [39]. Finally, the PSD model [26], behavior change taxonomy by Michie [43], and the results from the recent scoping review [23] were used to translate values and needs into PSD principles and BCTs [39,75,76].

Key Stakeholder Identification and Recruitment

Stakeholder Analysis

To identify key stakeholders, as part of the discover phase, a service design workshop [63] was organized with a multidisciplinary team of stakeholders, consisting of end user representatives (ie, people with obesity aiming to maintain weight after initial weight loss; n=2), health care personnel (ie, health care providers; n=5), and project group representatives (n=3). See Figure 2 for study participants, including the participants in the service design workshop.
### Study Participants and Data Collection

#### Double Diamond Framework

<table>
<thead>
<tr>
<th>Research goal and questions (RQ)</th>
<th>Method</th>
<th>End users*</th>
<th>Other key stakeholders</th>
</tr>
</thead>
</table>
| Identifying key stakeholders (to answer in RQ1) | Service design workshop | End user representative (n=2) | eHealth researcher (n=1) 
Clinical health psychologist (n=1) 
eHealth content developer (n=1) 
Obesity experts (i.e., physician, clinical nutritionist, nurse, and behavioral scientist) (n=5) |
| Identifying values & needs of primary end-users (to answer RQ1) | Individual interviews | End users (n=10) 
Patient organization/end user representative (n=1) | Primary health care provider
(Health center) (n=7) 
Secondary health care providers 
(Obesity specialist centers) (n=4) 
Private sector (n=1) 
Policy level (n=1) |
| Identifying values, needs & design elements to support weight maintenance (to answer RQ1 and RQ2) | Focus group interviews | End users (n=10)* | Secondary health care providers 
(i.e., physician, behavioral therapist, clinical nutritionists, and exercise physiologist) (n=6) |

---

End users: people with obesity aiming to maintain weight after initial weight loss.

*One interview was performed as a group interview.

A total of 2 end users (ie, patients) participated in both individual interviews and focus group.

---

The stakeholder identification workshop was led by a service designer and aimed to create a map of key stakeholders [63] to involve in the research and design process. On the basis of the methods from stakeholder theory and service design [36,63,73,77,78], idea generation was facilitated during the workshop by using a large whiteboard stakeholder map as a mind mapping tool [63], generating a preliminary list of potential stakeholders. The initial list of stakeholders was then narrowed to key stakeholders based on group discussions and mutual agreement during the workshop session. The broad and multidisciplinary stakeholder involvement in this study is part of a holistic and human-centered development [36,39,70,73].

#### Recruitment of End Users and Other Key Stakeholders

Prospective end users (ie, people with obesity aiming to maintain weight after initial weight loss—the intervention target group) were defined as adults aged 18 years or above, with BMI $\geq 30$ kg/m$^2$ [79] before weight loss, who had recently lost 8% weight or more (eg, through a low-calorie diet or lifestyle change program), and who were in need of support to prevent weight regain. People who met these criteria and had previously experienced weight loss, which was followed by weight regain and/or weight maintenance, were selected for study participation. Eligible participants also had to have access to the internet and be fluent in the Norwegian language. Recruitment was conducted over several weeks by 3 collaborative leading obesity research and treatment centers in Norway through convenience sampling, that is, people meeting the inclusion criteria were invited to participate in the study by their health care provider when undergoing treatment or during outpatient follow-up visits. Potential study participants (ie, prospective end users) received written and oral study information, and were invited to participate in individual interviews and focus groups at local hospitals and research centers (Figure 2). If interested, the potential participants were contacted by the research team, provided with an appointment time, and informed that they would receive a gift certificate (approximate value US $30) as compensation for time spent or of potential costs (eg, transport and parking). Representatives of other key stakeholders identified during the stakeholder analysis (eg, health care providers) were contacted based on convenience sampling and invited to participate in individual interviews and focus groups through the collaborating health care institutions. See Figure 2 for details.

#### Ethical Approval and Informed Consent

This study was approved by the Hospital Privacy and Security Protection Committee (institutional review board, approval number: 2017/12702) at Oslo University Hospital (OUH) in Norway, one of the largest medical centers in northern Europe. All participants involved in this study received study information and signed a written informed consent form before participation.
Identification of End User Values and Needs

Semistructured Interviews

As part of the data collection, individual semistructured interviews were performed with prospective end users (n=11) who had recently lost weight and needed support and guidance to prevent weight regain. Other key stakeholders (n=13) were also interviewed to capture a broad perspective and understanding of end user challenges, values, and needs to maintain weight after weight loss [36,73,80] (Figure 2). Interviews with end users and other key stakeholders were guided by the overarching research question: What are the values and needs of people with obesity aiming to maintain weight after initial weight loss?

Individual interviews (60-min to 90-min long) were performed and audio recorded by the first and third author (RA: 17/23, 73%; MS: 6/23, 26%). A semistructured interview guide was developed (Multimedia Appendix 1), providing an overview of the themes to explore. These themes included everyday life, behavior, thoughts, feelings, routines, challenges, strategies, values and needs to maintain weight, experiences and preferences related to health apps, activity and nutrition tracker, and weight management technology (eg, apps, health forums, web-based weight management programs, videos, blogs, and wearables).

Focus Groups

To further explore and validate the everyday needs of end users and elaborate on engaging and motivating design elements that could potentially support weight maintenance in eHealth design, 3 focus group sessions were held [80-82]. In 2 focus groups, 10 end users (n=10) participated, 5 in each group. In the third focus group, other key stakeholders (ie, health care personnel) participated (n=6) [81,82] (Figure 2). The focus groups lasted approximately 2.5 hours and were facilitated by a service designer and the first author (RA). A digital designer and a Scrum (ie, Agile project management methodology or framework) product owner also participated in the focus groups. The focus group sessions had an explorative and creative framework (ie, design thinking [73]. All 3 focus groups were given the topics to discuss. These topics included everyday life, behavior, thoughts, feelings, routines, challenges, strategies, values and needs to maintain weight, experiences and preferences related to health apps, activity and nutrition tracker, and weight management technology (eg, apps, health forums, web-based weight management programs, videos, blogs, and wearables).

Focus Groups

To further explore and validate the everyday needs of end users and elaborate on engaging and motivating design elements that could potentially support weight maintenance in eHealth design, 3 focus group sessions were held [80-82]. In 2 focus groups, 10 end users (n=10) participated, 5 in each group. In the third focus group, other key stakeholders (ie, health care personnel) participated (n=6) [81,82] (Figure 2). The focus groups lasted approximately 2.5 hours and were facilitated by a service designer and the first author (RA). A digital designer and a Scrum (ie, Agile project management methodology or framework) product owner also participated in the focus groups. The focus group sessions had an explorative and creative character, applying participatory and ideation methods from design thinking [73]. All 3 focus groups were given the following assignment and topics to discuss.

First, a “What is your favorite app?” assignment was performed, where participants described and/or suggested their own apps. The assignment was performed to stimulate creativity and to create trust and social connections within the group. During the assignment, positive and negative aspects of the apps were elaborated on employing brainstorming techniques. The following topics were then explored to provide input for the main research questions:

- Which design elements can help you/end users to maintain weight?

Sticky notes and a large whiteboard were used to discuss these topics (ie, open-ended questions) with the focus group participants, eliciting potential unmet user needs. This technique was used to create an image of the diversity of user needs [73]. A dynamic and informal discussion, where focus group participants could instantly react to each other’s suggestions, provided the researchers with a broad impression of the topics [81].

To identify engaging and motivating design elements, feature cards were applied based on design methods and principles from open card sorting (although applied in a less traditional way than card sorting tasks for information architecture; Multimedia Appendix 2) [83-87]. The cards contained PSD principles and BCTs identified in the previously mentioned scoping review [23]. Additional design elements were included to explore other potentially engaging elements supporting behavior change and to facilitate the creative process related to users’ requirements, preferences, and ideas to meet their needs [23,86-90]. These elements include metaphors (eg, when a target is reached, a flower grows in a garden), avatars (eg, a virtual or digital person based on oneself), and gamification elements (eg, points and trophies).

The participants could also choose to develop their own cards with motivational elements through sketching or writing, as some cards had no content (ie, were blank). Examples of how the design elements could be used in app design were presented during the introduction. The focus group participants could choose and sort the cards they identified as useful (ie, to motivate and support weight maintenance) and then share their results in an open group discussion. Participants sorted the selected cards into groups of must have, nice to have, and not needed.

Translation of Values and Needs Into PSD Principles, BCTs, and Design Requirements

The requirement elicitation methods (ie, individual interviews, focus groups) aimed to capture the user perception of what end users need and how the design of an eHealth technology should be [36]. A total of 3 researchers (RA, MS, and JW) participated in the analysis and validation process of values and needs before translating these into PSD principles, BCTs, and high-level requirements for the design and development of an eHealth weight loss maintenance intervention [91] (Multimedia Appendix 3) [76]. Figure 3 illustrates the steps used when translating end user values and needs into PSD principles, BCT clusters, and high-level design requirements. The presented methods provided input for the main research question: Which PSD principles, BCTs, and design requirements can be identified to meet the end user’s values and needs?
Data Analysis

**Semistructured Interviews**

As part of the define phase, verbatim transcription of audio recordings of the anonymized interviews (n=23) were analyzed by the first author (RA). Thematic analysis was applied, inspired by Brown and Clark [92], using NVivo (QSR International) qualitative analysis software. End user needs were identified through in-depth analysis and inductive coding of the data until saturation was reached [92]. A second researcher (MS) analyzed 17% (4/23) of the transcribed interviews for analysis validation. Overall, 2 researchers (RA and MS) participated in all of the coding of the identified needs into value categories (performed independently of each other), and a third researcher (JW) participated in validating 1/3 of the coding. The findings were continuously discussed within the research team during this process (RA, LN, MS, JW, LP, and JH). All steps contributed to the development of a comprehensive understanding of the data and to identify a representative and specific set of end user values and needs, as expressed by the key stakeholders [75,76,93]. Multimedia Appendix 3 presents examples from the analysis process related to the key values.

**Focus Groups**

The design elements and related needs identified during the 3 focus group sessions were analyzed, documented, and combined by the first author into one overview in a mind mapping tool (XMind, XMind Ltd) [94]. The findings were discussed with the service designer, digital designer, and the Scrum product owner participating in the focus groups, next to the research team. The identified design elements served as input for the analysis and identification of PSD principles and BCTs to meet end user values and needs (Figure 3).

**Identifying PSD Principles, BCTs, and Design Requirements**

To identify PSD principles and BCTs, the PSD model by Oinas-Kukkonen [26], behavior change taxonomy by Michie [43], previously conducted scoping review [23], and design elements from the focus group sessions were employed (Figure 3). Through small iterations in the analysis process, needs could be linked to one or more end user values. These could then be linked to possible PSD principles and BCT clusters, leading to the formulation of high-level requirements and suggested design features. The identification analysis was performed by the first author and one of the coauthors (RA and MS). A third coauthor (JW) validated 1/3 of the analysis with regard to inconsistencies and disagreements (randomly selected) and contributed to the requirement development. Data analysis and requirement development were continuously discussed by the research team. This identification process resulted in an overview of PSD principles and BCTs aimed at supporting end user values and needs as well as high-level requirements of an eHealth intervention aiming to support weight loss maintenance. The high-level requirements will allow for innovation during the next steps of the design and development process (Figure 1).

**Results**

**Key Stakeholders and Demographics**

**Key Stakeholders**

The key stakeholders identified were prospective end users (ie, people with obesity aiming to maintain weight after initial weight loss) and health care providers from primary and secondary health care providing health services to the target group. Additional key stakeholders identified were policy makers (ie, from the Norwegian Directorate of eHealth); representatives from a patient organization (ie, the Norwegian Association for People with Obesity); and researchers...
conducting research in behavioral medicine, obesity, and weight loss maintenance with clinical experience. See Figure 4 for a final key stakeholder map. In addition, the multidisciplinary design, software, and content development teams involved in the research project were consulted for expert opinions related to digital design and development (included as indirect stakeholders). Figure 2 presents an overview of key stakeholder involvement in each of the separate research processes in this study (N=50).

Figure 4. Key stakeholder map.

Prospective End Users Involved: General Characteristics
A total of 21 prospective end users, 67% (21/50) women, median age 53 years (range 24-70 years), participated in individual interviews and focus groups. As presented in Multimedia Appendix 4, approximately two-thirds of the participating end users reported having had obesity and weight maintenance challenges for most of their life. All end user participants reported having tried various diets (eg, low-calorie and/or very low–calorie diet) and/or conservative treatments (eg, lifestyle programs) to lose weight. They all also described having had several attempts to maintain their weight loss. All participants reported owning a smartphone, tablet, and/or computer and using them on a daily basis for various purposes (eg, social media, news, weather forecasts, financial services, and buying public transport tickets).

Values and Needs of People Aiming to Maintain Weight After Weight Loss
The results from the individual interviews with end users (n=11) and other key stakeholders (eg, health care personnel, presented in Figure 2; n=13) revealed that end user needs could be clustered into 8 themes (ie, key values) to maintain weight after weight loss. The 8 key values identified included self-management, personalized care, motivation, feel supported, positive self-image, health, happiness, and autonomy. See Figure 5 for details, including subcategories identified for each of the 8 interconnected values, with some of them overlapping one another.
Each specific key value (i.e., high-level need or requirement) was generally supported by identified needs. Needs refer to demands and low-level requirements described by end users as aspects to be solved or met to address their weight maintenance problem. In this study, several needs were identified that underlie or support a specific key value (i.e., high-level needs). In certain cases, a need could support multiple interrelated key values. For example, the need for positive feedback on good and bad days to keep up with routines and healthy habits could be linked to the value motivation and to the value feel supported. Similarly, the need for personalized self-monitoring could be linked to the value self-management and the value personalized care. Multimedia Appendix 3 provides an overview of examples indicating how low-level end user needs were connected to, and embodied, the key values. The following sections describe the findings related to each of the 8 identified key values.

**Key Value: Self-Management**

*Self-management* or *self-regulation* was one of the key values highlighted by participants as important to enable sustainable weight maintenance. Many people who struggle to prevent weight regain have difficulties regulating their eating behavior, engaging in physical activities, and establishing new habits:

> Many lack competence and skills to do what they actually have learned in practice... [Health care personnel]

In particular, self-regulation strategies and skills to implement into daily routines (e.g., planning), dealing with challenges (e.g., tempting situations and *back on track* when weight increases), and strategies for coping with emotional eating and impulse control were highlighted as essential needs within the concept of self-management:

Weight maintenance is all about planning. I would like to have different plans for different situations, a plan A for “normal days and weeks” and a plan B when “crisis occurs,” for example cake at work or holidays, to be able to withstand the constant feeling of hunger and tempting situations. [End user]

For self-management, comprehension of one’s own process to create awareness and reflection around one’s own behavior was considered an essential need by end users and other key stakeholders:

> To understand my own behavior and choices is really important. I can reflect and become aware of my own behavior. [End user]

*Help to identify automated behavioral patterns and unhealthy behaviors (e.g., eating unhealthy food), self-monitoring of weight and healthy habit support is of essence to understand and regulate behavior...* [Health care personnel]

During the self-management process, the experiences of accomplishment, mastery, and success were deemed especially important to be able to “keep up” over time:

> I try to focus on what I actually have reached so far. Sometimes I even try old trousers that are now too big... [End user]

All stakeholders expressed the need for reliable and easily accessible information. As stated by one of the end users, “a lot of information is available for weight loss, but not for weight maintenance.”
Key Value: Personalized Care

All stakeholders emphasized that needs and requirements differ depending on the person and whether the focus is on weight loss or weight gain prevention. The differences described included aspects such as knowledge, support, and differences in self-management strategies to regulate eating behaviors, negative thoughts, and/or emotions:

People differ, and they experience different challenges over time. [Health care personnel]

Tailored support to reach goals and establish healthy habits, including small personal steps (ie, subgoals), and to get personal feedback and “information that fits me” (end user) were other needs expressed within the personalized care value:

I would like to choose my own habits, goals and sub-goals to work on, such as reaching a weight target, eating more fruit or walk 6000 steps per day, and to keep track of my own progress. [End user]

Key Value: Motivation

Finding motivation to keep up with the new habits was highlighted by all stakeholders as an important factor to keep focus and maintain weight. End users stated that being able to identify individual motivators or reasons (ie, intrinsic motivation) for maintaining weight and being able to select goals related to individual purpose were essential for staying motivated over time. Other key stakeholders described being able to focus on important purposes, defined by the end users themselves, could contribute to “strengthening of self-regulation capacity and the autonomous motivation required” for the necessary processes of change:

The real goal is to find out who you want to be and how you want to live your life, and set your own targets, what’s important to you? [Health care personnel]

Examples of personal motivators described by end users included having good health, being more social, being able to play with grandchildren, being able to work, fit into normal clothes, and feeling confident. Receiving tailored (social) support and confirmation were also described by end users as crucial to stay motivated during difficult times or when struggling to self-regulate. Other key stakeholders described aspects such as practicing new habits and realistic goal setting, instant reinforcements (ie, rewards, tailored feedback) related to goals and outcomes, reminders of past success, and information about positive versus negative aspects of weight maintenance or regain as being of essence for continued motivation.

Key Value: Feel Supported

Feeling supported, with positive feedback to keep focus and stay motivated to maintain weight, was seen as crucial by all stakeholders. Several end users mentioned that they lacked support in their social surroundings and/or avoided social settings as much as possible. They described that being able to receive confirmation and (social) support, the feeling of not being alone, and having support on good and bad days or in crisis situations were important needs to be met during weight maintenance:

It feels safe when I am part of something and get follow up. It would be nice to have a technology that supports, especially if the weight goes in the wrong direction, in tempting or crisis situations. [End user]

Other important aspects mentioned by end users included positive reinforcement (eg, praise and self-selected rewards), just-in-time support (eg, tailored feedback and 24/7 availability), and the ability to learn from others by sharing experiences with people in similar situations (eg, social learning, social comparison, cooperation, and social facilitation). These statements were supported by other key stakeholders:

It is really important that the technology motivates and supports me to keep up… [End user]

They need a motivator, somebody cheering on the sideline, to be able to continue with the healthy habits to maintain weight. [Health care personnel]

Key Value: Positive Self-Image

To feel confident and believe in oneself was mentioned by most stakeholders as being of essence for weight loss maintenance. The participating end users also stated that the focus should be on the whole person, not solely on their weight:

I want to be seen as a person. [End user]

Several end users and other key stakeholders described that many have low self-confidence after several attempts at weight reduction:

Repetition is the clue and regular confirmation, to not fall back into old routines. If they fall back, they lose their confidence even more. [Health care personnel]

Positive focus on one’s strengths and capabilities, the experiences of success, respect for oneself, identity, and self-worth were other areas identified by all end users as important to address to create a more positive self-image and support self-actualization:

I feel confident when I know that I do the right things to stay on track. [End user]

Key Value: Health

Several end users described that the cost of maintaining weight after weight loss tends to outweigh the benefits. End users, therefore, stated that they not only want to focus solely on weight but also on positive health effects of a healthier lifestyle and of being less heavy. They indicated that having a good health was one of their main initial motivators to lose weight. Other key stakeholders highlighted aspects such as focusing on short- and long-term health effects of target behavior as important factors to support a feeling of enhanced control and improved health and well-being:

We try to focus on their health and well-being—on the positive effects—some still feel the costs more than the benefits. [Health care personnel]
Key Value: Happiness

The end users expressed a preference to bring attention to enjoyable, fun, and positive benefits of healthy behaviors:

> Healthy diet and good health should be something fun and nice, not something that gives me a bad conscience and demands a lot of energy. [End user]

To make physical activities more fun, several end users reported using activity trackers or smartphones to monitor activity levels.

> Many are highly motivated in the beginning of the weight maintenance phase, until they notice they are still hungry and start to struggle with the same things as in the past. To stay motivated, finding physical activities that bring joy or added purpose and are worth continuing can help. [Health care personnel]

In terms of technology, special attention was also directed toward fun and enjoyable elements to stimulate happiness and positive feelings, so that a healthy lifestyle could be followed to maintain weight:

> A technology that gives a fun and meaningful experience...I like to get inspired in a positive and fresh way, maybe with colors, illustrations, symbols and movies. [End user]

The stakeholders also described being able to focus on short- and long-term health rewards of daily habits, through monitoring and rewarding healthy behaviors or targets, as ways to increase pleasure and happiness. One health care personnel said, “A technology that gives joy and a sense of meaning or added value will be used.”

Suggestions and information to make healthy eating more attractive and tastier were also described as ways to increase pleasure and happiness. Other key stakeholders also described factors such as making healthy eating more attractive and enjoyable, being able to get information on the health benefits of being active, and to see body composition improve as important factors for gaining insight.

Key Value: Autonomy

Many end users described the freedom to choose and be in charge as essential aspects to independently master their own behavior change process. They stated that mastery could be reached by having knowledge, abilities, and skills to achieve a healthy lifestyle and continue to do so. The end users also expressed that having customized plans (eg, for weekdays, weekends, holidays) would help induce a feeling of free choice, mastery, and control. Other key stakeholders also supported this:

> I would like several modules, not dependent on each other...menus to choose from. A personal choice of what to register, which data to share, and when. [End user]

> I think the user should be able to choose their own functions and focus...some need more focus on diet, while other need structuring and planning, like a calendar or reminders. [Health care personnel]

All stakeholders described the following factors as important to be able to choose and continue with healthy habits: facilitating a better understanding of the end users’ own process and behavior, enhancing the understanding of how the body and mind work, and learning about health and strategies for self-regulation:

> It is important to realize that you have a choice. It is not the surroundings that decide what you eat or do. [Health care personnel]

Identified PSD Principles, BCTs, and Design Requirements of an eHealth Weight Loss Maintenance Intervention

Focus Group Results: Design Elements

Focus group findings provided an overview of potential design elements that could meet end user needs when aiming to maintain weight after weight loss. See Table 1 for details. The findings indicate that some design elements were considered more important to incorporate in eHealth weight loss maintenance interventions than others. However, most design elements were characterized as must have during focus groups 2 and 3.
Table 1. Focus group results with identified design elements.

<table>
<thead>
<tr>
<th>Design elements (cards)</th>
<th>Focus group 1 (end users)</th>
<th>Focus group 2 (end users)</th>
<th>Focus group 3 (health care personnel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal setting</td>
<td>++(^a)</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Planning</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Motivating messages</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Personalization</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Self-monitoring</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Visualization</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Tailoring</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Feedback</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Knowledge(^b)</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Decision support(^b)</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Suggestions(^c)</td>
<td>++</td>
<td>+</td>
<td>++</td>
</tr>
<tr>
<td>Rewards</td>
<td>+</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Reminders</td>
<td>+</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Wearables or sensor technology</td>
<td>+</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Practice habits</td>
<td>+</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Rehearse on situations or challenges</td>
<td>+</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Social support: health care personnel</td>
<td>+</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Social support: other users</td>
<td>+</td>
<td>+</td>
<td>++</td>
</tr>
<tr>
<td>Social support: virtual coach</td>
<td>+</td>
<td>_(^d)</td>
<td>+</td>
</tr>
<tr>
<td>Gamification elements</td>
<td>–</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Metaphors</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Avatar</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

\(^a\)Elements characterized as must have.

\(^b\)Design elements suggested by focus group participants.

\(^c\)Elements characterized as nice to have.

\(^d\)Elements characterized as not needed.

Needs identified during open brainstorming in the focus groups were linked to the design elements. See Table 2 for details. In the analysis process examining the results, the 8 key values were linked to the needs identified.
Table 2. Focus group results with design elements to support weight maintenance needs.

<table>
<thead>
<tr>
<th>Key values</th>
<th>Needs</th>
<th>Design elements cards (PSD² and/or BCT³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>Set own goals (personalized)</td>
<td>Goal setting:</td>
</tr>
<tr>
<td>V2</td>
<td>Subgoals (eg, eat more fruit)</td>
<td>BCT—goals and planning</td>
</tr>
<tr>
<td>V3</td>
<td>Build strategies and plans for different situations (eg, weekdays, weekends, holidays, and birthdays)</td>
<td>Planning:</td>
</tr>
<tr>
<td>V4</td>
<td>Crisis plan and support plan (eg, on “bad days” or periods)</td>
<td>BCT—goals and planning</td>
</tr>
<tr>
<td>V5</td>
<td>Back-on-track strategy (eg, when drawback occurs, weight increases)</td>
<td></td>
</tr>
<tr>
<td>V6</td>
<td>Positive or motivational messages:</td>
<td>Motivating messages:</td>
</tr>
<tr>
<td>V7</td>
<td>Personalized feedback when reaching goals or achievements (eg, self-selected rewards, motivational words, and reminders of personal drivers for losing weight)</td>
<td>PSD—praise</td>
</tr>
<tr>
<td>V8</td>
<td>On a “difficult” day or period</td>
<td>BCT—feedback and monitoring</td>
</tr>
<tr>
<td></td>
<td>When using the app (eg, “Welcome back! What’s the status?”)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Slow positive health effects</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No negative feedback</td>
<td></td>
</tr>
<tr>
<td>✓</td>
<td>Personal goals, monitoring, plans, and reminders</td>
<td>Personalization:</td>
</tr>
<tr>
<td>✓</td>
<td>Personal messages (praise) and self-selected rewards</td>
<td>PSD—personalization</td>
</tr>
<tr>
<td>✓</td>
<td>Several modules, interdependent (personal choice)</td>
<td></td>
</tr>
<tr>
<td>✓</td>
<td>Long-term monitoring of behavior, goals, and plans (eg, through visualizations)</td>
<td>Self-monitoring:</td>
</tr>
<tr>
<td>✓</td>
<td>My diary (easy and quick self-selected registrations)</td>
<td>PSD—self-monitoring</td>
</tr>
<tr>
<td></td>
<td>Understanding own behavior: holist insights health and well-being (eg, weight, activity, emotion, sleep, and stress)</td>
<td>BCT—feedback and monitoring</td>
</tr>
<tr>
<td>✓</td>
<td>Smart, tailored feedback related to individual lifestyle, goals, and behavior (eg, automatic activity trackers)</td>
<td>Tailoring:</td>
</tr>
<tr>
<td>✓</td>
<td>Automatic adaptation: favorite modules and interests easily available</td>
<td>PSD—tailoring</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Key values</th>
<th>Needs</th>
<th>Design elements cards (PSD and/or BCT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>✔</td>
<td>—</td>
</tr>
<tr>
<td>V2</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>V3</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>V4</td>
<td>—</td>
<td>⬜</td>
</tr>
<tr>
<td>V5</td>
<td>✔</td>
<td>⬜</td>
</tr>
<tr>
<td>V6</td>
<td>—</td>
<td>✔</td>
</tr>
<tr>
<td>V7</td>
<td>—</td>
<td>⬜</td>
</tr>
<tr>
<td>V8</td>
<td>—</td>
<td>✔</td>
</tr>
</tbody>
</table>

- Health promoting (eg, positive spin-offs of maintaining weight and healthy behavior)
- Positive “boost” messages related to behaviors or habits
- Positive feedback on “bad days” (eg, personal values, positive goal focus, and earlier achievements)
- Tailored support (eg, related to crisis plan, tips and feedback, and timely)
- Smart, tailored feedback-based automatic monitoring and registrations
- Competence and skills to regulate behavior, emotions, and thoughts
- Information:
  - How the body works after weight loss and recent research and knowledge to maintain weight
  - Effects and benefits of healthy behaviors and maintaining weight (eg, fun facts)
  - Preferably presented through a choice of text or sound, supported by visuals and movies
- Reflect on behaviors and decisions
- Support in making healthy choices
- The best evidence-based strategies and tips to maintain weight
- Focus on health and well-being (eg, how to reach goals and keep up with healthy habits)
- Practical tips (eg, self-regulation, when technology is not enough)
- Rewards (eg, points, trophies) related to goals and targets (eg, weight and activity goals)
- Self-selected rewards for motivation
- Rewards:
  - PSD—rewards
- Feedback:
  - PSD—praise
  - BCT—feedback and monitoring
- Knowledge:
  - BCT—shaping knowledge and natural consequences
- Decision support:
  - PSD—reduction and suggestions
  - BCT—antecedents, goals and planning, (eg, action planning), and associations
- Suggestions:
  - PSD—suggestions
  - BCT—regulation
- Rewards:
  - PSD—rewards
<table>
<thead>
<tr>
<th>Key values</th>
<th>Needs</th>
<th>Design elements cards (PSD(^a) and/or BCT(^b))</th>
</tr>
</thead>
<tbody>
<tr>
<td>V(^1)(^c)</td>
<td>• Reminders:</td>
<td></td>
</tr>
<tr>
<td>V(^2)(^d)</td>
<td>• My goals, values, and plan</td>
<td></td>
</tr>
<tr>
<td>V(^3)(^e)</td>
<td>• Healthy habits to maintain weight and how the body works</td>
<td></td>
</tr>
<tr>
<td>V(^4)(^f)</td>
<td>• When it goes well and when “off track” (eg, reminders of past successes, trouser that is too big, before and after pictures)</td>
<td></td>
</tr>
<tr>
<td>V(^5)(^g)</td>
<td>• Automatic registrations and automatic behavior trackers (eg, weight, activity trackers, wearables, sensors, and smart devices)</td>
<td></td>
</tr>
<tr>
<td>V(^6)(^h)</td>
<td>• Ease of use, easy monitoring, and long-term storage of data</td>
<td></td>
</tr>
<tr>
<td>V(^7)(^i)</td>
<td>• Personal contact or helper (eg, family or friend for motivation and support)</td>
<td></td>
</tr>
<tr>
<td>V(^8)(^j)</td>
<td>• Practice (new) healthy habits</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Keep up with daily routines and healthy habits in the long term</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Train and prepare for risk situations or tempting situations (eg, “what-if plans,” impulse control, and self-regulation)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Contact with coach or health care personnel or general practitioner (eg, when technology is not enough)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Support or personal helper (eg, family, friend, or other users or peers through social forum or chat or inspirational user stories) to share experience, learn about health-related behaviors from others, and cooperate</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Points and trophies when reaching goals and targets to keep focus and motivation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Animated coach for motivation and joy</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)PSD: persuasive system design.  
\(^b\)BCT: behavior change technique.  
\(^c\)V1: personalized care.  
\(^d\)V2: feel supported.  
\(^e\)V3: positive self-image.
The findings indicate that several design elements, supported by PSD principles and BCTs, can be applied to facilitate and motivate short- and long-term behavior changes. Positive feedback, associations (eg, prompts and cues), and rewards (eg, earning points and receive trophies) were identified as motivational elements to inculcate new behavior and for short-term goal setting during the focus group sessions. For long-term behavior change, rewarding strategies linked to, for example, self-selected rewards, identity (eg, reminders of past successes), natural consequences (eg, information about health consequences of performing the behavior), and social support (eg, social cooperation and social learning) were elements identified as potential motivators for sustainable change.

The findings presented in Tables 2 and 3, supported by findings from the previously mentioned scoping review [23], served as input in the analysis to identify PSD principles, BCTs, and requirements of an eHealth intervention to support end user values and needs.
Table 3. Identified behavior change technique clusters supporting end user values.

<table>
<thead>
<tr>
<th>Behavior change technique clusters based on behavior change taxonomy by Michie</th>
<th>Key values</th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
<th>V5</th>
<th>V6</th>
<th>V7</th>
<th>V8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheduled consequences</td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
</tr>
<tr>
<td>Reward and threat</td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>k</em></td>
<td><em>k</em></td>
<td><em>k</em></td>
<td><em>k</em></td>
<td><em>k</em></td>
<td><em>k</em></td>
</tr>
<tr>
<td>Repetition and substitution</td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
</tr>
<tr>
<td>Antecedents</td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
</tr>
<tr>
<td>Associations</td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
</tr>
<tr>
<td>Covert learning</td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
</tr>
<tr>
<td>Natural consequences</td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
<td><em>i</em></td>
</tr>
<tr>
<td>Feedback and monitoring</td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
</tr>
<tr>
<td>Goals and planning</td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
</tr>
<tr>
<td>Social support</td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
</tr>
<tr>
<td>Comparison of behavior</td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
</tr>
<tr>
<td>Self-belief</td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
</tr>
<tr>
<td>Comparison of outcomes</td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
</tr>
<tr>
<td>Identity</td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
</tr>
<tr>
<td>Shaping knowledge</td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
</tr>
<tr>
<td>Regulations</td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
<td><em>j</em></td>
</tr>
</tbody>
</table>

aV1: personalized care.  
bV2: feel supported.  
cV3: positive self-image.  
dV4: health.  
eV5: happiness.  
fV6: motivation.  
gV7: autonomy.  
hV8: self-management.  

1Not identified BCTs supporting key values.  
2Behavior change techniques (BCTs) mentioned applied to stimulate motivation and/or adherence in weight loss maintenance interventions (for long-term change), identified in the previously performed scoping review [23].  
3Identified BCTs supporting the key values.  
4Most frequently applied behavior change techniques in weight loss maintenance interventions, identified in the previously performed scoping review [23].  
5The most frequently identified behavior change techniques in relation to key values in this study.  
6BCTs included in eHealth interventions that found significant effects for weight loss maintenance, identified in the previously performed scoping review [23].

**Identified PSD Principles, BCTs, and Design Requirements of an eHealth Intervention to Support End User Values and Needs**

The end user values and needs identified were mapped using BCT taxonomy by Michie [43] to identify BCT clusters of potential relevance for eHealth interventions supporting long-term weight loss maintenance. See Table 3 for the results of this mapping and analysis.

Of the 16 BCT clusters, 15 could be linked to the identified 8 key values for eHealth weight loss maintenance interventions. Most BCTs were linked to the key values *self-management* (11/16), *motivation* (11/16), and *autonomy* (9/16). BCT clusters supporting 4 key values or more included *natural consequences* (eg, information about health and emotional consequences), *feedback and monitoring* (eg, related to weight and behavior), *self-belief* (eg, focus on past success and positive self-talk to raise self-confidence), *goals and planning* (eg, goal setting, action planning, and problem solving, including relapse prevention and coping planning of risks for weight regain), *identity* (eg, focus on personal strengths or purpose for behavior change associated with the new behavior), *shaping knowledge* (eg, advice and strategies related to diet, physical activity, and...
behavior change), regulations (eg, skills to regulate or reduce negative emotions), and social support to maintain healthy behaviors.

As indicated in Table 3, goals and planning, feedback and monitoring, and social support were identified as important for weight loss maintenance support by the analysis of BCTs to meet end user values as well as findings from the previous scoping review [23]. The BCT clusters self-belief, natural consequences, and identity were also highlighted as being of essence to meet end user values. However, in the previous scoping review, these BCT clusters were not recognized as frequently applied techniques [23]. The identified BCT clusters in Table 3 (including the underlying techniques) were considered during the high-level requirements specification to illustrate possible combinations of BCTs and PSD principles. Multimedia Appendix 3 presents examples of the BCTs in relation to values, needs, and high-level requirements.

To map the PSD principles relating to end user values and needs, the PSD model [26] was applied. See Table 4 for details. The findings indicate that most of the identified PSD principles were from the primary task (6/7) and dialog support (6/7) categories of the PSD model [26], followed by the social support (4/7) and credibility support (4/7) categories.
<table>
<thead>
<tr>
<th>Persuasive system design principles</th>
<th>Key values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>V1(^a)</td>
</tr>
<tr>
<td><strong>Primary task support</strong></td>
<td></td>
</tr>
<tr>
<td>Reduction</td>
<td>✓</td>
</tr>
<tr>
<td>Tunneling</td>
<td></td>
</tr>
<tr>
<td>Tailoring(^{k,l,m})</td>
<td>✓</td>
</tr>
<tr>
<td>Personalization(^{k,l,m})</td>
<td>✓</td>
</tr>
<tr>
<td>Self-monitoring(^{k,l,m,n})</td>
<td>✓</td>
</tr>
<tr>
<td>Simulation(^l)</td>
<td>✓</td>
</tr>
<tr>
<td>Rehearsal</td>
<td></td>
</tr>
<tr>
<td><strong>Dialog support</strong></td>
<td></td>
</tr>
<tr>
<td>Praise(^{k,m})</td>
<td>✓</td>
</tr>
<tr>
<td>Rewards(^m)</td>
<td>✓</td>
</tr>
<tr>
<td>Reminders(^l)</td>
<td>✓</td>
</tr>
<tr>
<td>Suggestions(^k)</td>
<td></td>
</tr>
<tr>
<td>Similarity</td>
<td></td>
</tr>
<tr>
<td>Liking</td>
<td></td>
</tr>
<tr>
<td>Social role</td>
<td></td>
</tr>
<tr>
<td><strong>System credibility support</strong></td>
<td></td>
</tr>
<tr>
<td>Trustworthiness</td>
<td></td>
</tr>
<tr>
<td>Expertise</td>
<td></td>
</tr>
<tr>
<td>Surface credibility</td>
<td></td>
</tr>
<tr>
<td>Real-world feel</td>
<td></td>
</tr>
<tr>
<td>Authority</td>
<td></td>
</tr>
<tr>
<td>Third-party endorsements</td>
<td></td>
</tr>
<tr>
<td>Verifiability</td>
<td></td>
</tr>
<tr>
<td><strong>Social support</strong></td>
<td></td>
</tr>
<tr>
<td>Social learning</td>
<td></td>
</tr>
<tr>
<td>Social comparison</td>
<td></td>
</tr>
<tr>
<td>Normative influence</td>
<td></td>
</tr>
<tr>
<td>Social facilitation</td>
<td></td>
</tr>
<tr>
<td>Cooperation</td>
<td></td>
</tr>
<tr>
<td>Competition</td>
<td></td>
</tr>
<tr>
<td>Recognition</td>
<td></td>
</tr>
<tr>
<td><strong>Others(^o)</strong></td>
<td></td>
</tr>
<tr>
<td>Feedback(^{k,l,m,n})</td>
<td>✓</td>
</tr>
<tr>
<td>Goal setting(^{k,l,m,n})</td>
<td>✓</td>
</tr>
<tr>
<td>Social support(^{k,m,n})</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) V1: personalized care.  
\(^b\) V2: feel supported.  
\(^c\) V3: positive self-image.
End User Values and Needs to Maintain Weight After Weight Loss

The findings from the semistructured interviews and focus groups with key stakeholders were consistent and complemented each other with respect to the 8 interconnected key values that were identified in this study: self-management, personalized care, motivation, feel supported, positive self-image, health, happiness, and autonomy. The key values (ie, main drivers of behavior or high-level requirements) were each supported by identified needs (ie, demands or low-level requirements), sometimes supporting multiple key values. The identified values were interconnected, rather than strictly separated, and dynamic, as the drivers and individual needs can change during long-term maintenance of lost weight.

The 8 identified key values may drive the need for behavior change that is required to successfully maintain weight over time, and motivation and chance for success may increase as these values are met. This means that in eHealth interventions aiming to facilitate sustainable weight loss maintenance, supporting the identified key values in this study could be of essence.

Several of the overlapping end user values identified in this study are in line with research and theories arguing that most behavior is multi-motivated and that a value-driven and positive approach to health and well-being is required to achieve sustainable behavior change [95-98]. In such a holistic approach, behavior tends not to be determined by one value or specific goal but by several dynamic needs simultaneously [96,97,99,100]. Theories about motivation, self-regulation, and social learning [101-104] are likely to be of use in the design of eHealth interventions emphasizing values and needs, as identified in this study. For example, the self-determination theory [103,105] offers a macro theory of human motivation and personality, suggesting that motivation to change is dependent on whether people’s needs for competence, autonomy, and social relations or relatedness are met. A such, self-determination theory could potentially act as a framework to support several of the identified values and needs, including the individual needs for knowledge and skills (ie, competence) to self-manage, and individual differences with regard to personality, psychological, and/or motivational profile [103,105-108].
PSD Principles, BCT Clusters, and Design Requirements to Meet End User Values and Needs

Several PSD principles and BCT clusters were identified as potentially promising to meet the identified key end user values. Findings from this study are consistent with the results from the scoping review previously conducted by the research team [23], indicating that goals and planning, feedback and monitoring, and social support should be pursued long term to maintain weight [22,23,107,109-114]. However, this study revealed some BCT clusters not previously identified (eg, identity and self-belief) [23] that could be important to maintain long-term weight loss.

The challenge related to weight loss maintenance for people with obesity is evident, as many people struggle to maintain weight and may easily fall back into old habits following weight loss [6]. This can be explained by the nature of habits, as habits are often learned, automatic, and sometimes even unconscious processes formed through repetition [25]. In this study, BCTs within the repetition and substitution clusters (eg, habit formation and habit reversal) were identified. Habit formation can be integrated into eHealth interventions to support the formation of new and lasting habits and might be a missing link in the effort to address the challenges related to weight loss maintenance [7,10,14,15,22,115-121]. To adapt to the dynamic changes in individual needs over time and to support contextual changes, personalization and tailoring were identified PSD principles of essence in this study.

Findings from this study point to a combination of several PSD principles and BCTs as a necessity to meet end user values and needs in eHealth weight loss maintenance interventions. Persuasive technologies and application of PSD principles in digital behavioral interventions might be key to support long-term weight loss maintenance, especially when combined with BCTs and behavior change theories [23,47]. However, evidence and guidance on how to combine these strategies are nonexistent [23]. PSD principles can be applied to create engaging, user-friendly, persuasive technologies that can support healthy choices and decisions and may be particularly important in the adoption of new habits (eg, suggestions, reduction, self-monitoring, rewards, and feedback). On the other hand, BCTs seem to be important for sustainable behavior change, and the identified techniques (eg, goals and planning, monitoring and feedback, repetition and substitution, associations, antecedents, regulation of emotions, self-belief, and identity) can be learned and put into daily life, even without technology.

In this study, for some of the key values, only a few supporting BCT clusters and/or PSD principles could be identified. This could indicate that some BCTs or PSD principles have yet to be discovered, possibly because some needs may be future or latent needs. It could also indicate that BCT clusters (eg, covert learning) [43] that are not fully desired through identified end user values or needs, but could none the less be important for the required behavior change, should receive particular attention in technology design and may need to be combined with PSD principles (eg, rehearsal) [26] to support the user and create the aspired impact on behavior change.

Implications for Future Design and Practice

There are numerous potential advantages of digital health technology. Digital technologies can, for example, overcome time and place barriers, with improved accessibility (24/7 availability) and timely support; enable people to track and aggregate real-time data from sensors and smart devices; and may also support personalized and tailored interventions, depending on user behaviors and needs [122]. To date, however, research examining the design for sustainable behavior change is still sparse [23,123].

If centered around end user needs and priorities, digital self-management support systems have the potential to meet several of the key values identified in this study [104,124-128], which might lead to the long-term behavior change needed to maintain weight. The success of such systems also depends on the incorporation of facilitating factors linked to weight maintenance, including self-regulation strategies (eg, cognitive and emotion regulation, goal setting, effective coping, and problem-solving skills), and increased confidence in own ability to self-regulate [13,104,126-128]. Reversal of established behaviors and habits can be challenging, particularly over time [129,130]. However, applying a combination of the identified BCTs and PSD principles (eg, repetition and substitution, identity, feedback and monitoring, goals and planning, and personalization) in future eHealth interventions, linking healthy habits to self-determined goals and identity (eg, individual purpose, health or life goal), might contribute to sustainable behavior change and long-term weight control [52,105,108,125,129,131-136]. According to end users and other key stakeholders, many experience that it costs more than it benefits to change behaviors for continued weight control after weight loss. As identified in this study, digital technologies that are designed to support personal and autonomous motivation, self-efficacy, self-regulation skills, positive body image, self-selected rewards, and health and well-being (eg, not only weight) could also contribute to long-term weight control and improve the cost-benefit ratio that many people experience while trying to balance behaviors to prevent weight regain [23,103,104,111,125,131,134,137,138].

Although eHealth technologies can contribute to improve health care, support sustainable behaviors promoting health and well-being [139], and increase impact and uptake through personalized and tailored design [36,45,122,140-142], eHealth interventions can only be effective if actually used. This means that persuasive and engaging technologies, as examined in this study, have the potential to support people in engagement and adherence to healthy lifestyles in pursuit of their goal of weight maintenance [30,34].

Behavior change interventions are usually complex, and some studies show how interventions incorporating multiple BCTs, rather than just a few BCTs, tend to have larger effects on promoting health behavior change [43,54,143-145]. Digital behavioral obesity interventions that combine PSD principles with behavior change theories have also been shown to produce statistically significant weight loss results more frequently [47]. Specifying one ideal combination of PSD principles and BCTs to support sustainable behavior change and weight control in
eHealth interventions might not be possible. Varying individual values and needs, which requires a personalized and tailored approach, make specifying an ideal combination at the very least challenging [15,142,146,147]. Investigating which PSD principles, BCTs, and content that is most effective for sustained engagement, for whom and in which context, should be a goal for future research developing or examining digital weight loss maintenance interventions [107].

With several biological, behavioral, psychological, social, and environmental factors interacting, the challenges related to obesity and weight loss maintenance are complex and numerous [16,21]. In this study as well as in the scoping review previously published by the research team [23], personalization and tailoring, including tailored support and personal feedback, were highlighted as factors of great importance for the success of digital interventions targeting behavior change and weight loss maintenance. Individual differences, including personality and psychological profiles that may impact behavior and behavior change, should also be examined and taken into consideration when designing and tailoring such digital interventions in the future [106]. Tailoring based on individual characteristics (e.g., personality, motivational orientation) could be of essence when aiming to create effective technological features supporting behavior change [142]. Cognition, affect, and behavior related to individual context have also been identified as core components of engagement and should be considered in the design and development, including the form of delivery and content, of digital interventions aiming to enhance and sustain engagement and support health behavior change [107,147]. In the development process, this issue could be addressed by identifying a variety of user types (e.g., personas) [148], and the combination of applied PSD principles and BCTs may potentially be adjusted or tailored per user type [142,149]. Ideally, BCTs and PSD principles applied in eHealth behavior change interventions should allow for flexible interaction and adaptability based on the dynamic and changing individual end user needs over time.

Rapid technology developments have changed the way modern organizations approach innovation to create value for end users and stakeholders [68,69,91,150-152]. This study integrates design thinking with BCTs and PSD principles and can guide co-design processes to identify design elements to meet end user values and needs for behavior change in future interventions [64,65,153]. The proposed method used in this study also unlocks and explores current, latent, and future user needs and possible solutions through its iterative and participatory process [21,39,40,68-72,77,154]. The key values, BCTs, and PSD principles identified in this study can provide input to future design and development processes of eHealth weight maintenance interventions. Co-design and prioritization of BCTs and PSD principles with key stakeholders, including designers and developers, may further develop and specify eHealth interventions, allowing for functional requirements and physical design to be adapted and optimized during prototype development and user testing [40,73,91,155]. In addition, multidisciplinary design teams and quick experiments during the entire design and development process may increase the chance for the technology design to successfully meet user needs. However, as shown in this study, some values and needs could be conflicting. The findings from this study also suggest that some needs, PSD principles, or BCTs for sustainable behavior change are yet to be discovered [23,36].

**Recommendation for Future Design, Research, and Implementation**

Considering the significant individual and public health challenges of obesity and weight maintenance after weight loss, novel, human-centered, and evidence-based solutions aiming to close the gap between weight loss and maintenance of the new weight for long term are needed. First, future design and development of research-based eHealth interventions targeting weight maintenance should aim to investigate how to meet the key values identified in this study and capture expectations and uncovered, or potentially latent, end user needs to support weight maintenance over time [91]. Second, personalization appears to be an important ingredient in successful behavior change. Future research should, therefore, examine the role of personalized and emerging eHealth technologies, supporting the integration of identity-oriented approaches with habit formation and self-regulation strategies to achieve long-term behavior change needed to maintain weight after loss. Third, design elements that facilitate autonomous motivation, create a positive experience and engage users over time, contribute to making healthy behaviors enjoyable, and improve self-efficacy and positive self-image through technology should also be examined [141,147,156].

People, technology, and context are intertwined [39,42,157]. Both services and technologies are shaped through their use, which is why design that allows for interaction and continuous adaptation to user requirements, through personalization and tailoring, is particularly important for adoption and long-term use. To be effective, future solutions aiming to support weight loss maintenance should therefore aim to fit both end user values and needs as well as intervention features and context [42,158]. For researchers, designers, and developers concerned with supporting long-term weight loss maintenance, the findings indicate potential PSD principles and BCTs that can be applied in digital design for sustained behavior change to address the identified key values. Future research should therefore investigate and evaluate how to combine the PSD principles and BCTs in the best way to develop effective, persuasive eHealth interventions supporting sustainable behavior change and weight loss maintenance. Evaluation of technology use also has the potential to reveal user profiles and promising PSD principles and BCTs, addressing the complexity of behavior change to meet individual needs to maintain weight over time [60,76,159]. The value proposition and technology features of future eHealth interventions can be further explored, prioritized, and specified through co-design, prototyping, and testing with key stakeholders, contributing to the next steps of technology design, development, and implementation.

**Strengths and Limitations**

This study had some limitations. First, a few of the participating end users were still aiming to reduce weight, although their initial weight loss goal was achieved at the point of recruitment. However, this was the case for a few participants only, and as
these participants were also focusing on weight gain prevention, the main results were not considered to be significantly affected. End user needs did differ during weight loss compared with weight maintenance, particularly with regard to dietary monitoring and control (ie, calorie count and registration). In reality, these aspects probably vary and interact. This study therefore likely reflects real-life aspects of weight loss or weight maintenance.

Second, more women than men participated in the study, which may have limited generalizability for the male population. Several other key stakeholders were male, potentially enhancing a representative perspective related to male needs and values when aiming to change behavior and maintain weight after weight loss, with the support of eHealth technology.

Third, not all participating end users had experience with successful long-term weight loss maintenance. Needs following a longer period of weight loss maintenance might be different from the needs following a short-term period. As most end users in this study were recruited within 2 to 3 months following weight loss, this could have influenced the findings in this study with regard to long-term needs. By including end users with positive as well as negative experiences from short- and long-term weight gain prevention, a broad view and understanding of the weight maintenance phenomena could be explored.

Fourth, the participants who volunteered for this study might have been more engaged, motivated, and interested in the use of eHealth technologies than the average weight maintenance key stakeholder. Given the nature of the qualitative methods applied in this study, the findings allow for detailed information about a complex issue. However, more research examining aspects of values and needs to maintain weight loss over time is required to enhance generalizability. Finally, identification of PSD principles and BCT clusters might have been prone to subjectivity by the researchers. However, to prevent subjective interpretation, 3 researchers participated in the validation of identified PSD principles and BCTs to reveal and address inconsistencies in this study.

This study also had several strengths. First, the research and development team were multidisciplinary, with clinical and research expertise within behavioral medicine, obesity, eHealth, and persuasive technology, and included user representatives as well as software developers and designers. Second, the methods applied required high levels of end user and other key stakeholder involvement. Such an approach can be time consuming but might be critical for success when designing and developing eHealth interventions [36]. Third, by applying a variety of qualitative methods and involving various stakeholders [36,75,93], a broad understanding of the issues at hand was achieved, capturing and verifying end user needs from various perspectives (eg, patients, health care personnel, and policy makers). Fourth, the mixed and converging research and design methodologies applied [39,68,72], involving multiple researchers in the data collection and analysis processes, aimed to increase validity and reduce possible researcher bias. Finally, the presentation of values and needs and a thorough description of the analysis process identifying and translating PSD principles and BCTs into high-level requirements aimed at contributing to transparency, understanding, and reproducibility of the findings.

Conclusions

eHealth interventions have the potential to support the regulation of behaviors and maintenance of weight after weight loss. This study contributes to a better understanding of the values and needs of people aiming to maintain weight after weight loss. The translation of values and needs into design elements or features supported by PSD principles and BCTs could play an important role in the design of future eHealth interventions that support sustained behavior change and long-term weight maintenance. How PSD principles and BCTs can be combined in the best way to facilitate behavior change to achieve long-term weight loss maintenance remains to be determined.

The methods described in this study can guide the design of digital interventions and services supporting behavior change to meet end user values and needs in the future. To the best of our knowledge, this is the first study to present insights and suggestions for a new approach on how to identify and translate end user values and needs into PSD principles and BCTs when designing eHealth self-management interventions for sustained behavior change and weight loss maintenance.
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Abstract

Background: Recruitment for clinical trials continues to be a challenge, as patient recruitment is the single biggest cause of trial delays. Around 80% of trials fail to meet the initial enrollment target and timeline, and these delays can result in lost revenue of as much as US $8 million per day for drug developing companies.

Objective: This study aimed to conduct a systematic review and meta-analysis examining the effectiveness of online recruitment of participants for clinical trials compared with traditional in-clinic/offline recruitment methods.

Methods: Data on recruitment rates (the average number of patients enrolled in the study per month and per day of active recruitment) and conversion rates (the percentage of participants screened who proceed to enroll into the clinical trial), as well as study characteristics and patient demographics were collected from the included studies. Differences in online and offline recruitment rates and conversion rates were examined using random effects models. Further, a nonparametric paired Wilcoxon test was used for additional analysis on the cost-effectiveness of online patient recruitment. All data analyses were conducted in R language, and \( P<.05 \) was considered significant.

Results: In total, 3861 articles were screened for inclusion. Of these, 61 studies were included in the review, and 23 of these were further included in the meta-analysis. We found online recruitment to be significantly more effective with respect to the recruitment rate for active days of recruitment, where 100% (7/7) of the studies included had a better online recruitment rate compared with offline recruitment (incidence rate ratio [IRR] 4.17, \( P=.04 \)). When examining the entire recruitment period in months we found that 52% (12/23) of the studies had a better online recruitment rate compared with the offline recruitment rate (IRR 1.11, \( P=.71 \)). For cost-effectiveness, we found that online recruitment had a significantly lower cost per enrollee compared with offline recruitment (US $72 vs US $199, \( P=.04 \)). Finally, we found that 69% (9/13) of studies had significantly better offline conversion rates compared with online conversion rates (risk ratio 0.8, \( P=.02 \)).

Conclusions: Targeting potential participants using online remedies is an effective approach for patient recruitment for clinical research. Online recruitment was both superior in regard to time efficiency and cost-effectiveness compared with offline recruitment. In contrast, offline recruitment outperformed online recruitment with respect to conversion rate.

(KEYWORDS online clinical trial; web-based clinical trial; hybrid clinical trial; online recruitment; remote recruitment; recruitment; clinical trial; conversion rate)
**Introduction**

Historically, recruitment of participants for clinical trials has been critically dependent upon physician referrals and overall site performance. Increasing needs for more effective recruitment methods have led to “trial and error” models, where a number of different recruitment strategies are utilized and modified according to observed effects on recruitment [1]. Such traditional recruitment strategies include, but are not limited to, soliciting subjects through mail and telephone using health records and registers, media campaigns, newspaper advertisements, and input during radio and television talks [2].

Currently, recruitment for clinical trials continues to be a challenge, as patient recruitment is the single biggest cause of trial delays. Around 80% of trials fail to meet the initial enrollment target and timeline, and these delays can result in lost revenue of as much as US $8 million per day for drug developing companies [3]. As pointed out by Gul and Ali [4], slow and inefficient recruitment may have scientific, economic, and ethical consequences. The costs associated with recruitment are wasted, and data quality is hampered by a reduction in statistical power due to underrecruitment. Recruiting appropriate participants in a sufficient number to fulfill sample size requirements is critical for the validity of the research findings, and failure may lead to invalid or inconclusive results. Further, for traditional offline recruitment strategies, location of trial sites quickly becomes the bottleneck for participant diversity in clinical research, as sites only succeed in recruiting patients within a relatively short radius. Potentially, this results in clinical research that lacks generalizability and makes it difficult for clinical trials to be a cornerstone for providing scientific evidence on the safety and efficacy of novel pharmaceutical compounds.

Using online recruitment strategies, such as social media advertisements, Google search engine advertisements, and other website campaigns, may enable researchers to target specific study populations by demographic characteristics, location, and keywords previously used in potential participants’ user profiles. In 2018, Akers et al [5] found that Facebook advertisements gave “flexibility to monitor and modify advertisement tactics based on feedback,” and Shere et al [6] argued that social media recruitment should be redefined as an active recruitment tool rather than a low-budget passive tool, as targeting specific populations effectively yielded high recruitment rates. Similar arguments were made by Watson et al [7], Jones et al [8], and Carter-Harris et al [9] who all reported social media advertisements to be a “viable tool for more efficient and cost-effective recruitment.” The potential reach of online recruitment by far exceeds the reach that traditional recruitment methods are able to generate, but whether online recruitment strategies outperform traditional offline recruitment strategies still remains unclear in the literature. Herein, traditional in-clinic recruitment methods are referred to as offline recruitment.

The aim of this study was to evaluate the effectiveness of online patient recruitment by systematically reviewing studies that utilize online strategies for patient recruitment and by conducting meta-analyses comparing online and offline recruitment strategies on the following two recruitment metrics: recruitment rate (the number of patients enrolled in the study on average per month and per day of active recruitment) and conversion rate (the percentage of participants screened who proceed to enroll into the clinical trial). Further, this study investigated the cost-effectiveness of online recruitment compared with offline recruitment in clinical research. In the study, we investigated the following three hypotheses: (1) The recruitment rate is higher in online recruitment compared with offline recruitment; (2) The conversion rate is higher in offline recruitment compared with online recruitment; and (3) The cost per enrolled subject is lower in online recruitment compared with offline recruitment.

**Methods**

**Literature Search**

We conducted a systematic review and meta-analysis in accordance with the PRISMA statement [10] searching the following databases: PubMed, EMBASE, Cochrane Library, Web of Science, and Google Scholar. The search was conducted between February and May 2020, and was carried out by combining keywords within the following three topic domains: “online/remote/web-based,” “patient/participant/subject recruitment,” and “clinical trial/study.” Two reviewers (MBM and ZA) independently screened all titles and abstracts, and any discrepancies were resolved through discussion. Apart from duplicates, studies were excluded based on the content of the abstract if there was no clear indication that they investigated the feasibility of online patient recruitment.

**Screening and Study Selection**

Studies were included in the systematic review provided that they fulfilled the following inclusion criteria: (1) Clinical studies using online recruitment and/or prescreening of patients for randomized controlled trials (RCTs), observational studies, and online surveys relevant to the focus of this study and (2) Clinical studies using a fully virtual approach from screening to data collection. For the meta-analysis, only studies that compared online patient recruitment with offline patient recruitment were included. Studies were excluded if they fulfilled one or more of the following exclusion criteria: (1) non-English papers; (2) systematic reviews; and (3) other (nonrelevant online programs, eg, parenting training programs).

**Data Extraction**

For data collection, the first reviewer (MBM) used a structured form to extract the following qualitative and quantitative data: (1) study design and year; (2) study location by country; (3) total number of participants enrolled in the study; (4) online and offline recruitment metrics (full recruitment period in months, number of days with active recruitment, number of patients completing prescreening, number of patients enrolled by recruitment method, and costs); and (5) age and gender of the participants in the study. For studies where stated data collection was inadequate, the study authors were contacted and necessary data were obtained when possible.
Outcomes Assessed

The primary outcome variable for analysis was an aggregate measure of recruitment effectiveness defined by the recruitment rate and conversion rate. Two analyses were carried out. First, the recruitment rate was defined as the number of patients recruited per month for the entire recruitment period, and second, the recruitment rate was defined as the number of patients recruited per day of active recruitment days. As online campaigns are mostly run in shorter periods with active online advertisements, removing the days in between advertisements was expected to provide a more realistic understanding of the recruitment. For offline recruitment, days in between nonactive recruitment were removed in the second analysis. The conversion rate was defined as the percentage of patients screened who proceeded to enroll into the clinical trial. Prescreening is either an online prescreening questionnaire, or on-ground screening or telephone call for assessing primary eligibility. If necessary, we recalculated the metrics needed for the analyses where possible.

The secondary outcome of interest was the cost-effectiveness of online recruitment compared with offline recruitment. To standardize cost data, we adjusted all costs to US$ using XE Live Exchange Rate 2020.

Statistical Methods

We pooled effect sizes based on the Mantel-Haenszel method for both recruitment rate (incidence rate ratio [IRR]) and conversion rate (risk ratio [RR]). A random effects DerSimonian and Laird meta-analysis [11] was used to report both incidence rates and relative risks. Further, we calculated heterogeneity (DerSimonian and Laird estimator), which was examined using the $I^2$ statistics, and 95% prediction intervals were calculated. The Hartung-Knapp adjustment for a random effects model was used to calculate 95% CIs, reflecting the uncertainty in heterogeneity. All data analyses were conducted in R (R Foundation for Statistical Computing) [12] (packages included devtools, meta, dmetar, and pbkrtest), and $P<.05$ was considered significant.

Meta-Analysis

The only criterion for carrying out the meta-analysis was the availability of sufficient outcomes. We considered that any amount of statistical heterogeneity would be acceptable, as studies included in this paper recruited for a wide range of therapeutic areas and trial interventions. Hence, we expected high heterogeneity among the included studies. However, the recruitment strategy was far more homogeneous between studies, and therefore, we considered the findings worth reporting. We performed two separate meta-analyses to determine the effectiveness of online patient recruitment.

Recruitment Rate

The effect size for recruitment rate was calculated as an incidence rate (IR), as this rate signifies how many events occur within a standardized timeframe. Effect sizes were pooled to generate the IRR, examining the relation between the incidence rate in the online recruitment group (IR_{online}) and the one in the offline recruitment group (IR_{offline}). The pooled data for recruitment rate was presented in a forest plot showcasing whether the recruitment rate was in favor of online or offline recruitment.

Conversion Rate

The conversion rate was calculated as an event rate with relative risk as the effect size, since event rate data deal with the number of persons experiencing an event in each group and the total sample size in each group. Effect sizes were pooled to generate RRs as the summary measure. As for recruitment rate, the pooled data were presented in a forest plot showcasing whether the conversion rate was in favor of online or offline recruitment.

Additional Analysis

This study presents a cost-effectiveness analysis for studies included in the meta-analyses defined as cost per enrollee. As the distribution in our two paired data sets was nonnormal, cost-effectiveness was examined by a nonparametric paired sample Wilcoxon test that does not assume a specific underlying distribution of data.

Risk of Bias

The risk of bias was assessed using the Cochrane Risk of Bias Tool for randomized studies and the ROBINS-I tool for nonrandomized studies. The studies were assessed for risk of bias in relation to our review question and not the study authors’ research question.

Results

Literature Search

A total of 3861 articles, including references from articles, were identified for possible inclusion based on their titles, and of these, 395 were selected for abstract screening. Of these, 135 studies were selected for full-article review, and 61 studies that reported the use of online patient recruitment without meeting any of the exclusion criteria were included in the systematic review. Of the selected studies, 23 studies investigated the feasibility of online patient recruitment compared with offline patient recruitment and were included in the meta-analysis after removing duplicates (Figure 1).
Characteristics of All Included Studies

Multimedia Appendix 1 shows the detailed characteristics of all studies included in this review. Most were conducted in the United States or Australia, and together, the studies covered a wide range of therapeutic areas and trial interventions, with the majority of studies recruiting either adult smokers [7,9,13-24], men who have sex with men [8,25-33], or pregnant and postpartum women [6,34-39]. Of all the studies included, 15 reported a full clinical trial utilizing online recruitment itself (eg, [40-44]), while 46 of the studies described the recruitment strategy utilized in a clinical trial reported in a separate paper. In total, 39 studies covered the recruitment strategy for RCTs, 14 studies covered the recruitment strategy for observational research trials, and eight studies covered the recruitment strategy for online surveys.

Recruitment Strategy

Of the 61 studies included in this review, 42 studies concluded that targeting potential study participants online was an effective tool for recruitment. Only four studies reported that online recruitment was not effective [17,45-47], which might reflect the timing and time period of the online strategy in these four studies. The remaining studies did not conclude on effectiveness. A total of 55 studies used paid advertisements in their online recruitment strategy, of which 42 studies specifically used Facebook. In 2016, Adam et al [36] used Facebook advertisements to target pregnant women for an RCT and found that online recruitment rates had been “dramatically improved.” Similar findings were reported by Cowie et al [48], who found that Facebook yielded highly efficient and cost-effective results when targeting people aged 60 years or older. In contrast, Rait et al [17] found that Facebook advertisements expanded reach when recruiting young adults for a smoking cessation trial; however, only a small proportion was eligible for the study, and offline methods were therefore superior to online methods both in regard to cost and time-efficiency. In total, 26 studies further used websites relevant for the specific trial, for example, popular drug control websites when recruiting for a drug abuse prevention study [34,49,50].

Demographics

On examining the overall patient demographics of the included studies, most papers recruited participants aged 18 years or above, and the vast majority of studies recruited both men and women. Furthermore, 46 of the studies targeted a so called hard-to-reach population, reaching a sample that has previously been shown to be difficult to recruit owing to either stigmatization, such as smoking cessation research (eg, [7,21]) and HIV prevention research (eg, [29,30,51-53]), or underrepresentation and low prevalence, such as research involving children with fetal alcohol spectrum disease [54] and some psychiatric conditions [55-59]. In 2014, Shere et al [6] successfully utilized social media to recruit a hard-to-reach population of women in the periconceptional period for an RCT, and among others, Morgan et al [60] effectively recruited a sample for an RCT evaluating a depression intervention through several online strategies [61].

Characteristics of the Studies Included in the Meta-Analyses

For the meta-analyses, we included 23 studies, and all reported data on comparing the effectiveness of online and offline recruitment strategies. In total, 14 of the studies included in the meta-analyses recruited for RCTs reported in a separate paper [6-8,19-21,27,30,36,45,46,62-64]. Of the 23 studies, approximately 25% began online recruitment at a later time point than offline recruitment owing to low recruitment rates.
through offline recruitment approaches [6,28,36,45,62]. Data extracted from the 23 studies were used to calculate the recruitment rate, conversion rate, and cost per enrollee. Multimedia Appendix 2 shows the aggregated characteristics of the studies included in all the meta-analyses.

**Effectiveness of Online Patient Recruitment**

*Principal Findings*

This study found that online recruitment strategies are superior to offline recruitment initiatives when measuring recruitment effectiveness by recruitment rate and cost-effectiveness. With online strategies, participants are recruited faster and more cost-effectively. However, this study found that offline recruitment outperforms online recruitment when converting potential participants to actual enrollees, which altogether is in line with our study hypotheses.

For recruitment rate, we found online recruitment to be significantly more effective when examining the recruitment rate for active days of recruitment, where 100% (7/7) of the studies included had a better online recruitment rate compared with the offline recruitment rate ($P=0.04$). When examining the entire recruitment period in months, we found that 12 of 23 studies (52%) had a better online recruitment rate compared with the offline recruitment rate. For the conversion rate, we found that only 4 out of the 13 studies (31%) had a better online conversion rate compared with the offline conversion rate.

**Meta-Analyses**

*Recruitment Rate*

For the seven studies included in our first meta-analysis, we found that the recruitment rate for online recruitment was superior to that for traditional offline recruitment when comparing the number of active recruitment days presented as an IRR. For online recruitment, this corresponded to the number of days the advertisements were active on social media or other relevant websites. For offline recruitment, this was the number of days with active on-ground recruitment and active days of advertisements in newspapers, on busses, etc. Pooling the data from the seven studies, we found that online recruitment strategies recruited subjects significantly faster than offline recruitment strategies (IRR 4.17, 95% CI 1.12-15.59, $P=0.04$). Hereby, online recruitment strategies yielded 4.17 times more participants per day of active recruitment compared with offline recruitment strategies. As expected, we found high heterogeneity between studies ($I^2=100\%$) (Figure 2).

**Recruitment Rate**

<table>
<thead>
<tr>
<th>Study</th>
<th>Online Events</th>
<th>Online Time</th>
<th>Offline Events</th>
<th>Offline Time</th>
<th>Incidence Rate Ratio</th>
<th>IRR</th>
<th>95%-CI</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jones et al</td>
<td>154</td>
<td>205</td>
<td>94</td>
<td>205</td>
<td>1.64 [1.27; 2.12]</td>
<td>1.64</td>
<td></td>
<td>14.3%</td>
</tr>
<tr>
<td>Bracken et al</td>
<td>16</td>
<td>330</td>
<td>29</td>
<td>1470</td>
<td>2.46 [1.33; 4.52]</td>
<td>2.46</td>
<td></td>
<td>14.0%</td>
</tr>
<tr>
<td>Adam et al</td>
<td>25</td>
<td>28</td>
<td>45</td>
<td>210</td>
<td>4.49 [2.75; 7.32]</td>
<td>4.49</td>
<td></td>
<td>14.1%</td>
</tr>
<tr>
<td>Partridge et al</td>
<td>68</td>
<td>45</td>
<td>173</td>
<td>510</td>
<td>4.45 [3.37; 5.90]</td>
<td>4.45</td>
<td></td>
<td>14.3%</td>
</tr>
<tr>
<td>Bull et al</td>
<td>1079</td>
<td>270</td>
<td>897</td>
<td>360</td>
<td>2.06 [1.88; 2.27]</td>
<td>2.06</td>
<td></td>
<td>14.4%</td>
</tr>
<tr>
<td>Raymond et al</td>
<td>1764</td>
<td>56</td>
<td>134</td>
<td>378</td>
<td>88.86 [74.55; 105.92]</td>
<td>88.86</td>
<td></td>
<td>14.4%</td>
</tr>
<tr>
<td>Parsons et al</td>
<td>220</td>
<td>35</td>
<td>694</td>
<td>162</td>
<td>1.47 [1.26; 1.71]</td>
<td>1.47</td>
<td></td>
<td>14.4%</td>
</tr>
</tbody>
</table>

For our second meta-analysis, all 23 articles were included. Here, we compared the full period of recruitment for both online and offline strategies, looking at the number of months of recruitment from the start of the first advertisement or campaign to the end of the last advertisement or campaign. Pooling the data from the 23 included studies, we found that online recruitment was similar to offline recruitment with respect to effectiveness when nonactive days within the recruitment period were also included in the analysis (IRR 1.11, 95% CI 0.62-1.97, $P=0.7$). Again, we found high heterogeneity between studies ($I^2=99\%$) (Figure 3).
Conversion Rate

For our meta-analysis on conversion rate, we included 13 of the 23 articles. We found that traditional offline recruitment strategies were superior to online recruitment strategies when comparing the percentage of participants screened who proceed to enroll into the clinical trial presented as a RR. For online recruitment, potential participants were screened through online questionnaires when clicking on online advertisements. For offline recruitment, potential participants who had shown interest in participating in the clinical trial were screened on ground or through telephone calls. Pooling the data from the 13 included studies, we found that online recruitment strategies converted significantly fewer potential participants into enrolled subjects compared with offline recruitment strategies (RR 0.8, 95% CI 0.67-0.96, \(P=0.02\)). Hereby, offline recruitment strategies are more effective in converting participants who are screened into enrolled subjects in clinical trials. As for the recruitment rate, we found high heterogeneity between studies (\(I^2=96\%\)) (Figure 4).

Figure 4. Conversion rate for online and offline recruitment. Value <1, in favor of offline recruitment; value >1, in favor of online recruitment.
Additional Analysis

Cost-Effectiveness of Online Recruitment

Of the 23 articles included for the meta-analyses, 13 studies reported data on the cost per enrolled participant [7,8,17,19-21,24,28,46,47,57,62,63]. The median cost per enrollee for online recruitment strategies was US $72 (range US $3.9-251.2), while the median cost per enrollee for offline recruitment strategies was US $199 (range US $19.1-839.0). However, the average cost per enrolled participant varied between the different studies, and in total, 4 out of the 13 included studies reported online recruitment to be less cost-effective compared with offline recruitment. We found a significant difference between online and offline cost-effectiveness ($P=0.048), with a V value of 17, meaning that there was a large difference between the two groups. Multimedia Appendix 3 presents cost per enrollee for all studies included in this analysis.

Risk of Bias for Studies Included in the Meta-Analyses

For the 14 randomized studies, none of the studies were deemed to be at risk of bias owing to allocation concealment, blinding, and missing outcome data when assessing the articles in relation to the focus of this review. Hence, no performance bias, detection bias, or attrition bias was identified. For the nine nonrandomized studies, no bias related to confounding, selection of participants, and classification of interventions was identified. However, for the studies included, the representativeness of the recruited samples was often discussed. In total, 13 of the studies included tested differences in representativeness relative to samples obtained through offline recruitment [6-8,19-21,24,28-31,36,47]. Of these, only 31% (4/13) reported that samples recruited online were similarly representative to samples recruited offline, whereas 69% (9/13) found relevant differences among the two groups. Characteristics that were most frequently reported to be imbalanced included gender (no consistent trend found), age (no consistent trend found), and education (higher education overrepresented for offline recruitment). A summary of the risk of bias can be found in Multimedia Appendix 2.

Discussion

Overall Findings

This study found that targeting potential participants using online remedies is an effective approach for patient recruitment for clinical research. Online recruitment strategies were superior in regard to time efficiency and cost-effectiveness compared with offline recruitment strategies. In contrast, offline recruitment strategies outperformed online recruitment strategies when examining conversion rate. To our knowledge, this is the first time a meta-analysis has been performed on the effectiveness of online patient recruitment. Our findings are consistent with findings from previous reviews on online patient recruitment [65].

Quantitative Analysis

The recruitment rate reported in this study was only significantly better for online recruitment when days in between active recruitment were removed from the analysis ($P=0.04$). This emphasizes that advertisements and campaigns on social media are efficient in a relatively short time period, after which the recruitment effectiveness starts dropping. Such findings were also reported by Juraschek et al [45], who concluded that offline recruitment was superior to online recruitment in a randomized trial recruiting cancer survivors. Therefore, online strategies should be run in intermittent campaigns to maximize full recruitment capacity, and they could also be of value when considering a short-term high-output recruitment solution. As pointed out previously, a large proportion of the studies that compared online and offline methods utilized online recruitment strategies only after realizing that offline strategies did not provide enough participants [6,7,28,36,46,62]. This could have an impact on the results for online recruitment, because the online solution here is at risk of being a short-sighted sticking-plaster solution. If online targeting had been the primary strategy of recruitment, the results might have been in the favor of online recruitment in this case [66].

Offline conversion rates were found to be significantly higher than online conversion rates ($P=0.02$), as originally hypothesized. This could be due to sites having existing health records of suited patients for specific studies. For prescreening in an offline setting, it is only patients who have already shown interest in participating or referrals who already have prequalified for enrollment that are actually screened by inclusion and exclusion criteria. Further, the reach of traditional offline recruitment strategies, such as measurements of how many people read newspapers or how many people listen to campaigns on radio, cannot be quantified to the same extent as the reach for online advertisements. Hence, we do not know the actual conversion rates for specific initiatives, and therefore, the results on the conversion rate in this paper could be overestimated for offline recruitment strategies.

Our cost-effectiveness analysis showed that online recruitment is more cost-effective compared with offline recruitment. For online strategies, organic reach, such as social sharing generated online, may contribute to high cost-effectiveness, as it gives an exponential increase in message exposure, and Shere et al [6] referred to online sampling as “snow-ball recruitment,” which involves letting social media automatically expand the reach of a similar population. Even so, the cost differences arguably can be even larger, since the costs associated with offline recruitment strategies may have been underestimated. This is because for offline recruitment, the costs of personnel time were only included in very few of the cost measurements in the articles. On the other hand, setting up online advertisements and tracking and monitoring them demands personnel hours, especially in cases where the staff is inexperienced in online advertisements and campaigns and needs thorough training. As alluded earlier, to obtain the best out of online recruitment efforts, trained personnel specifically dedicated to plan proper recruitment strategies and mitigations are required. As Facebook and other online sites are in a constant state of flux, best practices for recruitment strategies here are hard to develop since no fit-for-all model works [5].
Qualitative Analysis

This review found that the majority of published studies that used online patient recruitment were recruiting a hard-to-reach population and utilizing the potential for online recruitment tools to specifically target an underrepresented population. For this finding, it is worth noting that online remedies also have the advantage of no in-person contact, as these hard-to-reach populations often are rather stigmatized (eg, drug abusers). Further, studies included in this review targeted men and women aged 18 years or above, with no studies reporting age as a critical bottleneck for online recruitment. Overall, this study found that online recruitment was favorable compared with offline recruitment. For clinical researchers, these findings could be of great value when designing future research studies.

Shortcomings of Online Patient Recruitment

Online methods have recruited samples with atypical demographic characteristics compared with offline methods, suggesting that the internet may reach a different population of subjects compared with samples recruited offline and hereby introduce a risk of recruitment bias. For instance, one study recruited smokers who were more likely to be nondaily smokers, exhibit high motivation to quit, and use alcohol than reported in other studies [13,67], and Bull et al [27] recruited a sample through Facebook, where the vast majority of individuals were Caucasian. On the other hand, this could introduce higher diversity in the trial, reflecting real-world demographics. Therefore, some studies argue that a combination of online and offline strategies to reach sample targets yields the most representative and unbiased samples [47]. However, during recent years, being on the internet has become the norm for almost everyone, and differences in populations may therefore be declining. Furthermore, design of advertisements is also likely an important factor, as different designs and persona character types may influence the audience signing up for a study.

Strengths and Limitations

The vast majority of studies included in both the review and meta-analyses were RCTs, which are considered the “gold standard” for clinical trials. Further, online recruitment can be easily monitored, and data metrics from online sites are detailed and easy to obtain. However, although online recruitment metrics are widely available, many studies included in our meta-analysis lacked recruitment data for both online and offline recruitment methods. As such, the data were not complete for all of the 23 studies included in the meta-analysis. In addition, our 95% prediction intervals should be interpreted with caution because prediction intervals have been reported to be less reliable in meta-analyses with unbalanced study sizes [68]. Although speculative, more complete data could potentially have reduced any ambiguity in the results. Finally, what we have considered for our review may not be exhaustive, as there could be underlying factors that have not been investigated. We collected a limited amount of demographic data from the articles, and only touched upon the discussion related to demographics and the two recruitment methods.

Implications for Clinical Trials

Inability to meet recruitment targets in clinical research is the biggest cause of trial delays. Our findings suggest that online strategies for patient recruitment for clinical trials can speed up recruitment and potentially reduce trial delays, as this paper substantiates that online recruitment is both more time-efficient and cost-effective compared with offline recruitment. However, this paper also suggests that to obtain the best possible results, both effort and money should be invested in online recruitment campaigns. To maximize the recruitment rate, online strategies should not be seen as an add-on to offline recruitment, but should be a primary recruitment strategy itself. Nevertheless, despite our recommendation, dealing with online recruitment methods requires engaging patients fast in the recruitment process and making sure that subjects who are transferred from the digital platform are contacted and scheduled instantly for a screening visit, as the online recruitment method may be inefficient if this is not happening [69].

Unanswered Questions and Future Research

For future trials, researchers need to be able to adapt from an offline setting to an online setting, including online remedies in clinical trials, as hybrid and fully virtual trials are already emerging [70-72]. More research on online and offline recruitment strategies and what methods within the two recruitment strategies are most effective is therefore needed.
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Abstract

Background: There has been growing interest in data synthesis for enabling the sharing of data for secondary analysis; however, there is a need for a comprehensive privacy risk model for fully synthetic data: If the generative models have been overfit, then it is possible to identify individuals from synthetic data and learn something new about them.

Objective: The purpose of this study is to develop and apply a methodology for evaluating the identity disclosure risks of fully synthetic data.

Methods: A full risk model is presented, which evaluates both identity disclosure and the ability of an adversary to learn something new if there is a match between a synthetic record and a real person. We term this “meaningful identity disclosure risk.” The model is applied on samples from the Washington State Hospital discharge database (2007) and the Canadian COVID-19 cases database. Both of these datasets were synthesized using a sequential decision tree process commonly used to synthesize health and social science data.

Results: The meaningful identity disclosure risk for both of these synthesized samples was below the commonly used 0.09 risk threshold (0.0198 and 0.0086, respectively), and 4 times and 5 times lower than the risk values for the original datasets, respectively.

Conclusions: We have presented a comprehensive identity disclosure risk model for fully synthetic data. The results for this synthesis method on 2 datasets demonstrate that synthesis can reduce meaningful identity disclosure risks considerably. The risk model can be applied in the future to evaluate the privacy of fully synthetic data.

(J Med Internet Res 2020;22(11):e23139) doi:10.2196/23139
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Introduction

Data Access Challenges

Access to data for building and testing artificial intelligence and machine learning (AIML) models has been problematic in practice and presents a challenge for the adoption of AIML [1,2]. A recent analysis concluded that data access issues are ranked in the top 3 challenges faced by organizations when implementing AI [3].

A key obstacle to data access has been analyst concerns about privacy and meeting growing privacy obligations. For example, a recent survey by O’Reilly [4] highlighted the privacy concerns of organizations adopting machine learning models, with more than half of those experienced with AIML checking for privacy issues. Specific to health care data, a National Academy of Medicine/Government Accountability Office report highlights privacy as presenting a data access barrier for the application of AI in health care [5].
Anonymization is one approach for addressing privacy concerns when making data available for secondary purposes such as AIML [6]. However, there have been repeated claims of successful re-identification attacks on anonymized data [7-13], eroding public and regulator trust in this approach [13-22].

Synthetic data generation is another approach for addressing privacy concerns that has been gaining interest recently [23,24]. Different generative models have been proposed, such as decision tree–based approaches [25] and deep learning methods like Variational Auto Encoders [26,27] and Generative Adversarial Networks (GANs) [28-31].

There are different types of privacy risks. One of them is identity disclosure [23,24,32], which in our context means the risk of correctly mapping a synthetic record to a real person. Current identity disclosure assessment models for synthetic data have been limited in that they were formulated under the assumption of partially synthetic data [33-39]. Partially synthetic data permit the direct matching of synthetic records with real people because there is a one-to-one mapping between real individuals and the partially synthetic records. However, that assumption cannot be made with fully synthetic data whereby there is no direct mapping between a synthetic record and a real individual.

Some researchers have argued that fully synthetic data does not have an identity disclosure risk [29,40-46]. However, if the synthesizer is overfit to the original data, then a synthetic record can be mapped to a real person [47]. Since there are degrees of overfitting, even a partial mapping may represent unacceptable privacy risk. Therefore, identity disclosure is still relevant for fully synthetic data.

Another type of privacy risk is attribution risk [42,47], which is defined as an adversary learning that a specific individual has a certain characteristic. In this paper, we present a comprehensive privacy model that combines identity disclosure and attribution risk for fully synthetic data, where attribution is conditional on identity disclosure. This definition of privacy risk is complementary to the notion of membership disclosure as it has been operationalized in the data synthesis literature, where similarity between real and synthetic records is assessed [28,48]. We then demonstrate the model on health data.

**Background**

Key definitions and requirements will be presented, followed by a model for assessing identity disclosure risk. As a general rule, we have erred on the conservative side when presented with multiple design or parameter options to ensure that patient privacy would be less likely to be compromised.

**Definitions—Basic Concepts**

The basic scheme that we are assuming is illustrated in Figure 1. We have a real population denoted by the set $P$ of size $N$. A real sample $R$ exists such that $R \subseteq P$, and that is the set that we wish to create a synthetic dataset $S$ from. Without loss of generality, the real and synthetic samples are assumed to be the same size, $n$.

The data custodian makes the synthetic sample available for secondary purposes but does not share the generative model that is used to produce the synthetic sample. Therefore, our risk scenario is when the adversary only has access to the synthetic data.

Synthetic records can be identified by matching them with individuals in the population. When matching is performed to identify synthetic records, that matching is done on the quasi-identifiers, which are a subset of the variables and are known by an adversary [49]. For example, typically, a date of birth is a quasi-identifier because it is information about individuals that is known or that is relatively easy for an adversary to find out (eg, from voter registration lists [50]). More generally, an adversary may know the quasi-identifiers about an individual because that individual is an acquaintance of the adversary or because the adversary has access to a population database or registry of identifiable information.

The variables that are not quasi-identifiers will be referred to as sensitive variables. For example, if a dataset has information about drug use, that would be a sensitive variable that could cause harm if it was known. In general, we assume that sensitive
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The relationships between the different datasets under consideration. Matching between a synthetic sample record and someone in the population goes through the real sample and can occur in 2 directions.
values would cause some degree of harm if they become known to an adversary.

To illustrate the privacy risks with fully synthetic data, consider the population data in Table 1. Individuals in the population are identifiable through their national IDs. We will treat the variable of one’s origin as a quasi-identifier and one’s income as the sensitive value. Table 2 displays the records from the real sample, and Table 3 presents records for the synthetic sample.

As can be seen, there is only one North African individual and one European individual in the population, and they both are in the real sample. Therefore, these unique real sample records would match 1:1 with the population and, therefore, would have a very high risk of being identified. The population-unique European and North African records are also in the synthetic data, and thus, here we have a 1:1 match between the synthetic records and the population.

The sensitive income value in the synthetic sample is very similar to the value in the real sample for the North African record. Therefore, arguably, we also learn something new about that individual. The sensitive income value is not so close for the European record, and therefore, even though we are able to match on the quasi-identifier, we will not learn meaningful information about that specific individual from synthetic data.

Table 1. Example of a population dataset, with one’s origin as the quasi-identifier and one’s income as the sensitive variable.

<table>
<thead>
<tr>
<th>National ID</th>
<th>Origin</th>
<th>Income ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Japanese</td>
<td>110k</td>
</tr>
<tr>
<td>2</td>
<td>Japanese</td>
<td>100k</td>
</tr>
<tr>
<td>3</td>
<td>Japanese</td>
<td>105k</td>
</tr>
<tr>
<td>4</td>
<td>North African</td>
<td>95k</td>
</tr>
<tr>
<td>5</td>
<td>European</td>
<td>70k</td>
</tr>
<tr>
<td>6</td>
<td>Hispanic</td>
<td>100k</td>
</tr>
<tr>
<td>7</td>
<td>Hispanic</td>
<td>130k</td>
</tr>
<tr>
<td>8</td>
<td>Hispanic</td>
<td>65k</td>
</tr>
</tbody>
</table>

Table 2. Example of a real sample, with one’s origin as the quasi-identifier and one’s income as the sensitive variable.

<table>
<thead>
<tr>
<th>Origin</th>
<th>Income ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>European</td>
<td>70k</td>
</tr>
<tr>
<td>Japanese</td>
<td>100k</td>
</tr>
<tr>
<td>Hispanic</td>
<td>130k</td>
</tr>
<tr>
<td>Hispanic</td>
<td>65k</td>
</tr>
<tr>
<td>North African</td>
<td>95k</td>
</tr>
</tbody>
</table>

Table 3. Example of a synthetic sample, with one’s origin as the quasi-identifier and one’s income as the sensitive variable.

<table>
<thead>
<tr>
<th>Origin</th>
<th>Income ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japanese</td>
<td>115k</td>
</tr>
<tr>
<td>Japanese</td>
<td>120k</td>
</tr>
<tr>
<td>North African</td>
<td>100k</td>
</tr>
<tr>
<td>European</td>
<td>110k</td>
</tr>
<tr>
<td>Hispanic</td>
<td>65k</td>
</tr>
</tbody>
</table>

This example illustrates that it is plausible to match synthetic sample records with individuals in the population and thus identify these individuals, since a synthesized record can have the same value as a real record on quasi-identifiers. However, such identification is only meaningful if we learn somewhat correct sensitive information about these matched individuals. Learning something new is considered when evaluating identifiability risks in practical settings [51] and is part of the definition of identity disclosure [52]. Learning something new is also similar to the concept of attribution risk as it has been operationalized in the data synthesis literature [42,47].

Counting Matches

To formulate our model, we first need to match a synthetic sample record with a real sample record. Consider the synthetic sample in Table 3 with a single quasi-identifier, one’s origin; we want to match the record with the “Hispanic” value with the real sample in Table 2. We find that there are 3 matching records in the real sample. Without any further information, we would
select one of the real sample records at random, and therefore, the probability of selecting any of the records is one-third. However, there is no correct selection here. For example, we cannot say that the third record in the real sample is the correct record match, and therefore the probability of a correct match is one-third; there is no 1:1 mapping between the fully synthetic sample records and the real sample records.

The key information here is that there was a match—it is a binary indicator. If there is a match between real sample record \( s \) and a synthetic sample record, we can use the indicator \( I_s \) (which takes on a value of 1 if there is at least one match, and 0 otherwise).

**Direction of Match**

A concept that is well understood in the disclosure control literature is that the probability of a successful match between someone in the population and a real record will depend on the direction of the match [53]. A randomly selected person from the real sample will always have an equivalent record in the population. However, a randomly selected record in the population may not match someone in the real sample due to sampling. The former is referred to as a sample-to-population match, and the latter as a population-to-sample match.

In our hypothetical example, an adversary may know Hans in the population and can match that with the European record in the synthetic sample through the real sample. Or the adversary may select the European record in the synthetic sample and match that with the only European in a population registry through the real sample, which happens to be Hans. Both directions of attack are plausible and will depend on whether the adversary already knows Hans as an acquaintance or not.

Now we can combine the 2 types of matching to get an overall match rate between the synthetic record and the population: the synthetic sample-to-real sample match and the real sample-to-population match, and in the other direction. We will formalize this further below.

**Measuring Identification Risk**

We start off by assessing the probability that a record in the real sample can be identified by matching it with an individual in the population by an adversary. The population-to-sample attack is denoted by \( A \) and the sample-to-population attack by \( B \).

Under the assumption that an adversary will only attempt one of them, but without knowing which one, the overall probability of one of these attacks being successful is given by the maximum of both [49]:

\[
\max(A, B) \quad (1)
\]

The match rate for population-to-sample attacks is given by El Emam [49] (using the notation in Table 4):

\[
\text{This models an adversary who selects a random individual from the population and matches them with records in the real sample. A selected individual from the population may not be in the real sample, and therefore, the sampling does have a protective effect.}
\]

Under the sample-to-population attack, the adversary randomly selects a record from the real sample and matches it to individuals in the population. The match rate is given by El Emam [49]:

\[
\text{We now extend this by accounting for the matches between the records in the synthetic sample and the records in the real sample. Only those records in the real sample that match with a record in the synthetic sample can then be matched with the population. We define an indicator variable, } I_s = 1, \text{ if a real sample record matches a synthetic sample record. Therefore, we effectively reduce the real sample to those records which match with at least 1 record in the synthetic sample. The population-to-synthetic sample identification risk can thus be expressed as}
\]

\[
\text{And similarly, the synthetic sample-to-population identification risk can be expressed as}
\]

\[
\text{And then we have the overall identification risk from equation (1):}
\]

\[
\text{The population value of } 1/F \text{ can be estimated using methods described in various disclosure control texts [49,54-59].}
Table 4. Notation used in this paper.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>An index to count records in the real sample</td>
</tr>
<tr>
<td>$t$</td>
<td>An index to count records in the synthetic sample</td>
</tr>
<tr>
<td>$N$</td>
<td>The number of records in the true population</td>
</tr>
<tr>
<td>$f_s$</td>
<td>The equivalence class group size in the real sample for a particular record $s$ in the real sample. The equivalence class is defined as the set of records with the same values on the quasi-identifiers.</td>
</tr>
<tr>
<td>$F_s$</td>
<td>The equivalence group size in the population that has the same quasi-identifier values as record $s$ in the real sample. The equivalence class is defined as the set of records with the same values on the quasi-identifiers.</td>
</tr>
<tr>
<td>$n$</td>
<td>The number of records in the (real or synthetic) sample</td>
</tr>
<tr>
<td>$I_s$</td>
<td>A binary indicator of whether record $s$ in the real sample matches a record in the synthetic sample</td>
</tr>
<tr>
<td>$R_s$</td>
<td>A binary indicator of whether the adversary would learn something new if record $s$ in the real sample matches a record in the synthetic sample</td>
</tr>
<tr>
<td>$k$</td>
<td>Number of quasi-identifiers</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Adjustment to account for errors in matching and a verification rate that is not perfect</td>
</tr>
<tr>
<td>$L$</td>
<td>The minimal percentage of sensitive variables that need to be similar between the real sample and synthetic sample to consider that an adversary has learned something new</td>
</tr>
</tbody>
</table>

Adjusting for Incorrect Matches

In practice, 2 adjustments should be made to equation (6) to take into account the reality of matching when attempting to identify records [60]: data errors and the likelihood of verification. The overall probability can be expressed as:

$$p_r(a|pr(b|a)pr(c|a,b))$$

$pr(a)$ is the probability that there are no errors in the data, $pr(b|a)$ is the probability of a match given that there are no errors in the data, and $pr(c|a,b)$ is the probability that the match can be verified given that there are no errors in the data and that the records match.

Real data has errors in it, and therefore, the accuracy of the matching based on adversary knowledge will be reduced [53,61]. Known data error rates not specific to health data (eg, voter registration databases, surveys, and data from data brokers) can be relatively large [62-65]. For health data, the error rates have tended to be lower [66-70], with a weighted mean of 4.26%. Therefore, the probability of at least one variable having an error in it is given by $1-(1-0.0426)^k$, where $k$ is the number of quasi-identifiers. If we assume that the adversary has perfect information and only the data will have an error in it, then the probability of no data errors is $pr(a)=(1-0.0426)^k$.

A previous review of identification attempts found that when there is a suspected match between a record and a real individual, the suspected match could only be verified 23% of the time [71], $pr(c|a,b)=0.23$. This means that a large proportion of suspected matches turn out to be false positives when the adversary attempts to verify them. A good example from a published re-identification attack illustrating this is when the adversary was unable to contact the individuals to verify the matches in the time allotted for the study [11] (there are potentially multiple reasons for this, such as people moved, died, or their contact information was incorrect), which was 23%. It means that even though there is a suspected match, verifying it is not certain, and without verification, it would not be known whether the match was correct. In some of these studies, the verification ability is confounded with other factors, and therefore, there is uncertainty around this 23% value.

We can now adjust equation (6) with the $\lambda$ parameter:

$$\lambda=0.23\times(1-0.0426)^k \ (8)$$

However, equation (8) does not account for the uncertainty in the values obtained from the literature and assumes that verification rates and error rates are independent. Specifically, when there are data errors, they would make the ability to verify less likely, which makes these 2 effects correlated. We can model this correlation, as explained below.

The verification rate and data error rate can be represented as triangular distributions, which is a common way to model phenomena for risk assessment where the real distribution is not precisely known [72]. The means of the distributions are the values noted above, and the minimum and maximum values for each of the triangular distributions were taken from the literature (cited above).

We can also model the correlation between the 2 distributions to capture the dependency between (lack of) data errors and verification. This correlation was assumed to be medium, according to Cohen guidelines for the interpretation of effect sizes [73]. We can then sample from these 2 triangular distributions inducing a medium correlation [74]. The 2 sampled values can be entered into equation (8) instead of the mean values, and we get a new value, $\lambda_s$, based on the sampled values.

We draw from the correlated triangular distributions for every record in the real sample.

We can use the $\lambda_s$ value directly in our model. However, to err on the conservative side and avoid this adjustment for data errors and verification over-attenuating the actual risk, we use instead the midpoint between $\lambda_s$ and the maximum value of 1. We define
This more conservative adjustment can be entered into equation (6) as follows:

**Learning Something New**

We now extend the risk model in equation (10) to determine if the adversary would learn something new from a match. We let \( R_s \) be a binary indicator of whether the adversary could learn something new:

Because a real sample record can match multiple synthetic sample records, the \( R_s \) is equal to 1 if any of the matches meets the “learning something new” threshold.

In practice, we compute \( I_s \) first, and if that is 0, then there is no point in computing the remaining terms for that \( s \) record: we only consider those records that have a match between the real and synthetic samples since the “learning something new” test would not be applicable where there is no match.

Learning something new in the context of synthetic data can be expressed as a function of the sensitive variables. Also note that for our analysis, we assume that each sensitive variable is at the same level of granularity as in the real sample since that is the information that the adversary will have after a match.

**Figure 2.** The relationship between a real observation to the rest of the data in the real sample and to the synthetic observation, which can be used to determine the likelihood of meaningful identity disclosure.

---

We propose a model to assess what the adversary would learn from each sensitive variable. If the adversary learns something new for at least \( L \% \) of the sensitive variable, then we set \( R_s = 1 \); otherwise, it is 0.

**Nominal and Binary Sensitive Variables**

We start off with nominal/binary sensitive variables and then extend the model to continuous variables. Let \( X_s \) be the sensitive variable for real record \( s \) under consideration, and let \( J \) be the set of different values that \( X_s \) can take in the real sample. Assume the matching record has value \( X_s = j \) where \( j \in J \), and that \( p_j \) is the proportion of records in the real sample that have the same \( j \) value.

We can then determine the distance that the \( X_s \) value has from the rest of the real sample data as follows:

\[
d_j = 1 - p_j
\]

(12)
The distance is low if the value \( j \) is very common, and it is large if the value of \( j \) is very different than the rest of the real sample dataset.

Let the matching record on the sensitive variable in the synthetic record be denoted by \( Y_t = z, \) where \( z \in Z \) and \( Z \) is the set of possible values that \( Y_t \) can take in the synthetic sample; in practice, \( Z = \{\} \). For any 2 records that match from the real sample and the synthetic sample, we compare their values. The measure of how similar the real value is to the rest of the distribution when it matches is therefore given by \( d_j \times [X_j = Y_t], \) where the square brackets are Iverson brackets.

How do we know if that value indicates that the adversary learns something new about the patient?

We set a conservative threshold; if the similarity is larger than 1 standard deviation, assuming that taking on value \( j \) follows a Bernoulli distribution, we then have the inequality for nominal and binary variables that must be met to declare that an adversary will learn something new from a matched sensitive variable.

The inequality compares the weighted value with the standard deviation of the proportion \( p_j. \)

Continuous Sensitive Variables

Continuous sensitive variables should be discretized using univariate k-means clustering, with optimal cluster sizes chosen by the majority rule \([75]\). Again, let \( X \) be the sensitive variable under consideration, and \( Y_t \) be the value of that variable for the real record under consideration. We define the cluster's size in the real sample with the value of the sensitive variable that belongs to the matched real record under consideration as \( C_r. \)

For example, if the sensitive variable is the cost of a procedure and it is \$150, and if that specific value is in a cluster of size 5, then \( C_r = 5. \) The proportion of all patients that are in this cluster compared to all patients in the real sample is given by \( p_j. \)

In the same manner as for nominal and binary variables, the distance is defined as

\[ d_j \times p_j \] (14)

Let \( Y_t \) be the synthetic value on the continuous sensitive variable that matched with real records. The weighted absolute difference expresses how much information the adversary has learned,

\[ d_j \times [X_j = Y_t]. \]

We need to determine if this value signifies learning too much. We compare this value to the median absolute deviation (MAD) over the \( X \) variable. The MAD is a robust measure of variation. We define the inequality:

\[ d_j \times [X_j = Y_t] < 1.48 \times \text{MAD} \] (15)

When this inequality is met, then the weighted difference between the real and synthetic values on the sensitive variable for a particular patient indicates that the adversary will indeed learn something new.

The 1.48 value makes the MAD equivalent to 1 standard deviation for Gaussian distributions. Of course, the multiplier for MAD can be adjusted since the choice of a single standard deviation equivalent was a subjective (albeit conservative) decision.

Comprehensive Evaluation of Attacks

An adversary may not attempt to identify records on their original values but instead generalize the values in the synthetic sample and match those. The adversary may also attempt to identify records on a subset of the quasi-identifiers. Therefore, it is necessary to evaluate generalized values on the quasi-identifiers and subsets of quasi-identifiers during the matching process.

In Multimedia Appendix 1, we describe how we perform a comprehensive search for these attack modalities by considering all generalizations and all subsets, and then we take the highest risk across all combinations of generalization and quasi-identifier subsets as the overall meaningful identity disclosure risk of the dataset.

Methods

We describe the methods used to apply this meaningful identity disclosure risk assessment model on 2 datasets.

Datasets Evaluated

We apply the meaningful identity disclosure measurement methodology on 2 datasets. The first is the Washington State Inpatient Database (SID) for 2007. This is a dataset covering population hospital discharges for the year. The dataset has 206 variables and 644,902 observations. The second is the Canadian COVID-19 case dataset with 7 variables and 100,220 records gathered by Esri Canada [76].

We selected a 10% random sample from the full SID and synthesized it (64,490 patients). Then, meaningful identity disclosure of that subset was evaluated using the methodology described in this paper. The whole population dataset was used to compute the population parameters in equation (5) required for calculating the identity disclosure risk values according to equation (11). This ensured that there were no sources of estimation error that needed to be accounted for.

The COVID-19 dataset has 7 variables, with the date of reporting, health region, province, age group, gender, case status (active, recovered, deceased, and unknown), and type of exposure. A 20% sample was taken from the COVID-19 dataset (20,045 records), and the population was used to compute the meaningful identity disclosure risk similar to the Washington SID dataset.

Quasi-identifiers

State inpatient databases have been attacked in the past, and therefore, we know the quasi-identifiers that have been useful to an adversary. One attack was performed on the Washington SID [11], and a subsequent one on the Maine and Vermont datasets [10]. The quasi-identifiers that were used in these attacks and that are included in the Washington SID are shown in Table 5.
Table 5. Quasi-identifiers included in the analysis of the Washington State Inpatient Database (SID) dataset.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGE</td>
<td>patient's age in years at the time of admission</td>
</tr>
<tr>
<td>AGEDAY</td>
<td>age in days of a patient under 1 year of age</td>
</tr>
<tr>
<td>AGEMONTH</td>
<td>age in months for patients under 11 years of age</td>
</tr>
<tr>
<td>PSTCO2</td>
<td>patient's state/county federal information processing standard (FIPS) code</td>
</tr>
<tr>
<td>ZIP</td>
<td>patient's zip code</td>
</tr>
<tr>
<td>FEMALE</td>
<td>sex of the patient</td>
</tr>
<tr>
<td>AYEAR</td>
<td>hospital admission year</td>
</tr>
<tr>
<td>AMONTH</td>
<td>admission month</td>
</tr>
<tr>
<td>AWEEKEND</td>
<td>admission date was on a weekend</td>
</tr>
</tbody>
</table>

For the COVID-19 dataset, all of the variables, except exposure, would be considered quasi-identifiers since they would be knowable about an individual.

Data Synthesis Method

For data synthesis, we used classification and regression trees [77], which have been proposed for sequential data synthesis [78] using a scheme similar to sequential imputation [79,80]. Trees are used quite extensively for the synthesis of health and social sciences data [34,81-88]. With these types of models, a variable is synthesized by using the values earlier in the sequence as predictors.

The specific method we used to generate synthetic data is called conditional trees [89], although other tree algorithms could also be used. A summary of the algorithm is provided in Textbox 1. When a fitted model is used to generate data, we sample from the predicted terminal node in the tree to get the synthetic values.

Textbox 1. Description of the sequential synthesis algorithm.

Let us say that we have 5 variables, A, B, C, D, and E. The generation is performed sequentially, and therefore, we need to have a sequence. Various criteria can be used to choose a sequence. For our example, we define the sequence as A→E→C→B→D.

Let the prime notation indicate that the variable is synthesized. For example, A’ means that this is the synthesized version of A. The following are the steps for sequential generation:

- Sample from the A distribution to get A’
- Build a model F1: E ∼ A
- Synthesize E as E’ = F1(A’)
- Build a model F2: C ∼ A + E
- Synthesize C as C’ = F2(A’, E’)
- Build a model F3: B ∼ A + E + C
- Synthesize B as B’ = F3(A’, E’, C’)
- Build a model F4: D ∼ A + E + C + B
- Synthesize D as D’ = F4(A’, E’, C’, B’)

The process can be thought of as having 2 steps, fitting and synthesis. Initially, we are fitting a series of models (F1, F2, F3, F4). These models make up the generator. Then these models can be used to synthesize data according to the scheme illustrated above.

Risk Assessment Parameters

As well as computing the meaningful identity disclosure risk for the synthetic sample, we computed the meaningful identity disclosure risk for the real sample itself. With the latter, we let the real sample play the role of the synthetic sample, which means we are comparing the real sample against itself. This should set a baseline to compare the risk values on the synthetic data and allows us to assess the reduction in meaningful identity disclosure risk due to data synthesis. Note that both of the datasets we used in this empirical study were already de-identified to some extent.

For the computation of meaningful identity disclosure risk, we used an acceptable risk threshold value of 0.09 to be consistent with values proposed by large data custodians and have been suggested by the European Medicines Agency and Health Canada for the public release of clinical trial data (Multimedia Appendix 1). We also set L=5%.
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Results

The meaningful identity disclosure risk assessment results according to equation (11) for the Washington hospital discharge data are shown in Table 6. We can see that the overall meaningful identity disclosure risk for the synthetic data is significantly lower than the threshold of 0.09. We compare this to the real data, where the overall reduction in risk due to synthesis is approximately 5 times. The synthetic data is 4.5 times below the threshold.

The risk result on the real dataset is consistent with the empirical attack results [11]: An attempt to match 81 individuals resulted in verified, correct matches of 8 individuals, which is a risk level of 0.099 and is more or less the same as the value that was calculated using the current methodology. The real data risk was higher than the threshold, and therefore, by this standard, the original dataset would be considered to have an unacceptably high risk of identifying individuals.

The results for the synthetic Canadian COVID-19 case data are also below the threshold by about 10 times, and 4 times below risk values for the real data, although the original data has a risk value that is also below the threshold.

However, it is clear that the synthetic datasets demonstrate a significant reduction in meaningful identity disclosure risk compared to the original real dataset.

Table 6. Overall meaningful identity disclosure risk results. (The italicized values are the maximum risk values.)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Synthetic data risk</th>
<th>Real data risk</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Population-to-sample risk</td>
<td>Sample-to-population risk</td>
</tr>
<tr>
<td>Washington State Inpatient Database</td>
<td>0.00056</td>
<td>0.0197</td>
</tr>
<tr>
<td>Canadian COVID-19 cases</td>
<td>0.0043</td>
<td>0.0086</td>
</tr>
</tbody>
</table>

Discussion

Summary

The objective of this study was to develop and empirically test a methodology for the evaluation of identity disclosure risks for fully synthetic health data. This methodology builds on previous work on attribution risk for synthetic data to provide a comprehensive risk evaluation. It was then applied to a synthetic version of the Washington hospital discharge database and the Canadian COVID-19 cases dataset.

We found that the meaningful identity disclosure risk was below the commonly used risk threshold of 0.09 for 4.5 times and 10 times. Note that this reduced risk level was achieved without implementing any security and privacy controls on the dataset, suggesting that the synthetic variant can be shared with limited controls in place. The synthetic data also had a lower risk than the original data by between 4 and 5 times.

These results are encouraging in that they provide strong empirical evidence to claims in the literature that the identity disclosure risks from fully synthetic data are low. Further tests and case studies are needed to add more weight to these findings and determine if they are generalizable to other types of datasets.

Contributions of this Research

This work extends, in important ways, previous privacy models for fully synthetic data. Let $R'_s$ be an arbitrary indicator of whether an adversary learns something new about a real sample record $s$. An earlier privacy risk model [42,47] focused on attribution risk was defined as:

This is similar to our definition of learning something new conditional on identity disclosure. Our model extends this work by also considering the likelihood of matching the real sample record to the population using both directions of attack, including a comprehensive search for possible matches between the real sample and synthetic sample. We also consider data errors and verification probabilities in our model, and our implementation of $R'_s$ allows for uncertainty in the matching beyond equality tests.

Some previous data synthesis studies examined another type of disclosure: membership disclosure [28,48]. The assessment of meaningful identity disclosure, as described in this paper, does not preclude the evaluation of membership disclosure when generating synthetic data, and in fact, both approaches can be considered as complementary ways to examine privacy risks in synthetic data.

Privacy risk measures that assume that an adversary has white-box or black-box access to the generative model [29] are not applicable to our scenario, as our assumption has been that only the synthetic data is shared and the original data custodian retains the generative model.

Applications in Practice

Meaningful identity disclosure evaluations should be performed on a regular basis on synthetic data to ensure that the generative models do not overfit. This can complement membership disclosure assessments, providing 2 ways of performing a broad evaluation of privacy risks in synthetic data.

With our model, it is also possible to include meaningful identity disclosure risk as part of the loss function in generative models to simultaneously optimize on identity disclosure risk as well as data utility, and to manage overfitting during synthesis since a signal of overfitting would be a high meaningful identity disclosure risk.

Limitations

The overall risk assessment model is agnostic to the synthesis approach that is used; however, our empirical results are limited...
to using a sequential decision tree method for data synthesis. While this is a commonly used approach for health and social science data, different approaches may yield different risk values when evaluated using the methodology described here.

We also made the worst-case assumption that the adversary knowledge is perfect and is not subject to data errors. This is a conservative assumption but was made because we do not have data or evidence on adversary background knowledge errors. Future work should extend this model to longitudinal datasets, as the current risk model is limited to cross-sectional data.
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Abstract

Background: De-identifying personal information is critical when using personal health data for secondary research. The Observational Medical Outcomes Partnership Common Data Model (CDM), defined by the nonprofit organization Observational Health Data Sciences and Informatics, has been gaining attention for its use in the analysis of patient-level clinical data obtained from various medical institutions. When analyzing such data in a public environment such as a cloud-computing system, an appropriate de-identification strategy is required to protect patient privacy.

Objective: This study proposes and evaluates a de-identification strategy that is comprised of several rules along with privacy models such as k-anonymity, l-diversity, and t-closeness. The proposed strategy was evaluated using the actual CDM database.

Methods: The CDM database used in this study was constructed by the Anam Hospital of Korea University. Analysis and evaluation were performed using the ARX anonymizing framework in combination with the k-anonymity, l-diversity, and t-closeness privacy models.

Results: The CDM database, which was constructed according to the rules established by Observational Health Data Sciences and Informatics, exhibited a low risk of re-identification: The highest re-identifiable record rate (11.3%) in the dataset was exhibited by the DRUG_EXPOSURE table, with a re-identification success rate of 0.03%. However, because all tables include at least one “highest risk” value of 100%, suitable anonymizing techniques are required; moreover, the CDM database preserves the “source values” (raw data), a combination of which could increase the risk of re-identification. Therefore, this study proposes an enhanced strategy to de-identify the source values to significantly reduce not only the highest risk in the k-anonymity, l-diversity, and t-closeness privacy models but also the overall possibility of re-identification.

Conclusions: Our proposed de-identification strategy effectively enhanced the privacy of the CDM database, thereby encouraging clinical research involving multiple centers.
Introduction

The Observational Medical Outcomes Partnership Common Data Model (OMOP-CDM), defined by the nonprofit organization Observational Health Data Sciences and Informatics (OHDSI) [1], is a standard data schema [2,3] that uses standardized terms [4]. An established CDM database can be used by multiple institutions to conduct quick analyses under the same conditions using the analysis tools provided by OHDSI, such as Atlas [5] and Achilles [6]. Furthermore, CDM can be used not only for research in combination with a distributed research network for collecting results analyzed by an individual institution but also in clinical decision support systems for patient-specific medical treatment by combining advanced analysis and prediction techniques such as artificial intelligence. Consequently, many medical institutions have recently attempted establishing CDM databases.

However, owing to security concerns, existing CDM databases remain inaccessible from outside the network of their institutions; therefore, only authorized researchers are allowed to analyze their clinical data. Moreover, institutions operate the CDM databases only in on-premise environments for security concerns regarding sensitive information. Nevertheless, owing to increasing system complexities and service availability, operators generally prefer to run the CDM database in a cloud-computing environment. This recent trend has led to recent regulatory and legal considerations regarding network accessibility [7].

Meanwhile, while the demand for research using medical data that has been accumulated over the past decades has increased, interinstitutional research specifically requires appropriate de-identification of medical data because of privacy concerns. Hence, to address these concerns, anonymization studies and frameworks are currently being proposed for various datasets [8-10].

As CDM database research does not extract nor analyze the institutional raw data, it involves a low risk of personal information disclosure. However, as various clinical databases are accessed and analyzed in a public environment, the construction of a CDM database requires not only an access control policy but also highly tailored protection mechanisms in addition to evaluation of the adequacy of the anonymization [11]. Therefore, in this study, we proposed and evaluated a de-identification strategy for the OMOP-CDM database using privacy models such as k-anonymity.

Methods

OMOP-CDM Database

The OMOP-CDM database is one of the significant core projects managed by the OHDSI, which uses common representation for the clinical data of various projects to support medical research. For instance, ATHENA is a standardized vocabulary [4], Atlas is a unified web-based interface to analyze CDM data [5], and Achilles is used for data characterization [6]; in addition to these tools, several useful applications have also been provided [12-14].

The specifications of the OMOP-CDM [15] are actively being amended according to the needs of researchers. At the time of writing this article, version 6.0.0 of the CDM had been published. However, this research uses the CDM database constructed by the Korea University Anam Hospital on March 23, 2020, based on version 5.3.1 of the OMOP-CDM schema. The tables comprising the database include the standardized vocabulary, metadata, clinical data tables, health system data tables, health economics, and derived elements, in addition to the results schema.

The standardized vocabulary contains 10 tables with detailed information on the concepts used in the OMOP-CDM, while the standardized metadata preserves the entire metadata information derived from data that have been transformed into the OMOP-CDM database in 2 tables. Similarly, the 16 standardized clinical tables contain patient clinical data; the tables that store the clinical data have a relation with the PERSON table, which stores the patient’s personal information; the 4 standardized health system data tables contain information on the agency providing the treatment; the 2 standardized health economics data tables contain payment information for the medical services; the standardized derived elements store information such as the dosing period in 3 tables; and the results schema stores information such as the definition of each cohort in 2 tables. In the OMOP-CDM, some raw source data collected by institutions remain in fields named “source_value,” which are used for flexibility and research convenience and are generally not shared outside the source institution. However, because of the high accessibility of the cloud-computing environment, these should be protected using proper security measures.

ARX Anonymization Framework

This study uses the ARX anonymization framework [16] as the evaluation tool for de-identification. ARX is widely used open-source software for anonymizing data that include sensitive information; it supports a variety of privacy models, risk analysis models, data transformation methods, and methods to analyze the anonymized data.

The anonymizing process using ARX can be divided into 4 steps: (1) configuration, (2) exploration, (3) utility analysis, and (4) risk analysis. In the configuration step, ARX imports the data and then assigns each field to one of the following elements: identifier, quasi-identifier, sensitive data, or insensitive data. The information in the fields that are set as identifiers is removed in the anonymizing process. Transformation rules such as generalization or aggregation are applied to the data in the fields that are set as quasi-identifiers. The fields marked as sensitive
or insensitive data do not undergo transformation, and the sensitive fields are protected by a privacy model such as k-anonymity. Once the field attribution is complete, ARX creates the privacy model and sets the model parameters before finally performing the data anonymization. In addition, ARX represents possible transformations as a lattice and can produce various levels of data anonymization depending on the transformation rules and the selected privacy model. In the exploration step, the user explores the results and selects the transformation for the analysis. In the utility analysis step, the user evaluates the transformation selected in the previous step by various statistical analysis methods such as logistic regression and chooses a suitable transformation for the de-identification scenario expected by the user. Finally, in the risk analysis step, ARX analyzes the risk of re-identification under the chosen transformation using 3 re-identification attacker models: prosecutor, journalist, and marketer [17]. In the prosecutor attacker model, the attacker is assumed to know the targeted individual in the database. In the journalist attacker model, an attacker does not know whether the targeted person is listed in the database. In the marketer attacker model, an attacker aims at identifying a large number of records from a database, rather than any particular individual. This study excluded the CDM tables that did not undergo the extract-transform-load (ETL) procedure from the evaluation process and randomly sampled the data from the database for tables exceeding the maximum analytical data size of ARX (rows × cols = 2^32 – 1).

Methods for Anonymizing Personally Identifiable Information

Anonymization techniques for personally identifiable information include pseudonymization, aggregation, data reduction, categorization, and masking. Pseudonymization is the generic term for replacing personally identifiable information with other values; it includes heuristic pseudonymization, encryption, and substitution. In aggregation, an individual value is replaced with a statistical value such as the mean or median of the identifiers or quasi-identifiers of the group to which the individual belongs. Data reduction is the simple removal of elements that make an individual identifiable: Although this is the strongest anonymizing method, it causes loss of some important data and degrades the value of the entire dataset. Categorization is the most common anonymization method, wherein personal information is replaced with a representative group value. Finally, masking converts a portion of the data to either a blank or noise, such as “**”.

Results

Proposal for De-Identification of Personal Information in CDM

Owing to the importance of de-identifying personal information while using personal health data for secondary research, the OMOP-CDM already implements a certain level of de-identification during the construction of its database: The reference architecture provided by OHDSI, namely the OHDSIonAWS [18], uses several anonymization methods to comply with the Health Information Portability and Accountability Act (HIPAA) [7]. However, although the OMOP-CDM adopts standardized terminology, it is designed to maintain the original source information in the field of “_SOURCE_VALUE.” Therefore, it is necessary to consider the appropriateness of the de-identification level for this database. In this study, we propose an enhanced de-identification strategy that is comprised of a set of rules for privacy models such as k-anonymity, l-diversity, and t-closeness for the OMOP-CDM from the perspective of reconnection with other information and privacy models.

The de-identification strategy for the CDM presented in this research is as follows: First, according to the Safe Harbor method in the HIPAA privacy rule [19], the data included in the CDM are classified as identifiers, quasi-identifiers, raw data, sensitive data, or insensitive data. “Raw data” refers to fields including the keyword “source_value” in the OMOP-CDM convention: A raw data field preserves data from the institution’s database before it is converted to the CDM database through ETL. Second, the identifiers are deleted, and the raw data are protected by anonymization methods; specifically, the foreign key that can be linked with the institutional database is deleted. Third, fields containing intentionally stored data such as those in the SURVEY_CONDUCT table are maintained. Fourth, if a field includes identifiers or quasi-identifiers, this field or table must not be used, although it is intentionally stored.

Table 1 shows the transformations for the fields named “source_value.” These rules collaborate with the privacy models to achieve a high de-identification level. The table lists only the fields named by the “source_value” or those possibly containing (quasi-)identifiers.

Identifiers such as the name and social security number are removed during the ETL. We designated the fields in Table 1 as quasi-identifiers because they contain raw data. However, the fields containing clinical data such as “quantity” in DRUG_EXPOSURE are considered as sensitive information and are therefore protected by anonymizing the quasi-identifiers using either the l-diversity or t-closeness model.

In Table 1, most tables such as PERSON and OBSERVATION clearly contain sensitive information that may identify a specific individual. However, the data stored in the LOCATION, CARE_SITE, PROVIDER, PAYER_PLAN, and COST fields do not directly identify the individual: For instance, the CARE_SITE table contains information regarding the institution at which health care has been delivered. Despite its property, this information may be sensitive because a combination of these data could implicitly specify the individual. However, following the proposed strategy could reduce the number of data records. For instance, even after de-identification is implemented, if the combination of the identifiers and quasi-identifiers is unique or does not satisfy the pre-defined criteria of the privacy models (ie, “k,” “l,” or “t”), this data could identify the individual in the database. Although there seems to be a loss of important data, this strategy actually minimizes the impact on the data analyses from de-identification because the “source_value” fields can be replaced by the “source_concept_id” fields. For instance, the “gender_source_value” of the PERSON table stores the gender of the individuals as recorded in the institution: For example,
this value could be “Male/Female” or “0/1”; the standard concept for gender in OMOP-CDM is “M/F.”
Table 1. Proposal for enhanced de-identification for the Observational Medical Outcomes Partnership Common Data Model (OMOP-CDM) specification. Information regarding the CDM table, its fields, and its descriptions have been cited from [15].

<table>
<thead>
<tr>
<th>Tables and fields</th>
<th>Description</th>
<th>De-identification method</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PERSON</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Person_source_value</td>
<td>A key derived from a personal identifier in the source data</td>
<td>Remove⁸</td>
</tr>
<tr>
<td>Gender_source_value, Race_source_value, Ethnicity_source_value</td>
<td>The codes for the gender, race, and ethnicity of an individual as they appear in the source data</td>
<td>Masking⁸</td>
</tr>
<tr>
<td><strong>VISIT_OCCURRENCE</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visit_source_value, Admitting_from_source_value, Discharge_to_source_value</td>
<td>The codes for the visit, where the patient was admitted from, and the discharge disposition as they appear in the source data</td>
<td>Masking</td>
</tr>
<tr>
<td><strong>VISIT_DETAIL</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visit_detail_source_value, Admitted_from_source_value, Discharge_to_source_value</td>
<td>The codes for the visit, admitting source, discharge disposition, and optional details information as they appear in the source data</td>
<td>Masking</td>
</tr>
<tr>
<td><strong>CONDITION_OCCURRENCE</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition_source_value, Condition_status_source_value</td>
<td>The codes for the condition and its status as they appear in the source data</td>
<td>Masking</td>
</tr>
<tr>
<td><strong>DRUG_EXPOSURE</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sig</td>
<td>The directions on the drug prescription as recorded in the original prescription</td>
<td>NLP³</td>
</tr>
<tr>
<td>Drug_source_value, Route_source_value, Dose_unit_source_value</td>
<td>The codes for the drug, administration route, and dose unit as they appear in the source data</td>
<td>Masking</td>
</tr>
<tr>
<td><strong>PROCEDURE_OCCURRENCE</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Procedure_source_value, Modifier_source_value</td>
<td>The codes for the procedure and qualifier as they appear in the source data</td>
<td>Masking</td>
</tr>
<tr>
<td><strong>DEVICE_EXPOSURE</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Device_source_value</td>
<td>The code for the device as it appears in the source data</td>
<td>Masking</td>
</tr>
<tr>
<td><strong>MEASUREMENT</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measurement_source_value, Unit_source_value, Value_source_value</td>
<td>The measurement name, unit (code), and value as a number as they appear in the source data</td>
<td>Masking</td>
</tr>
<tr>
<td><strong>NOTE</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Note_text</td>
<td>The content of the note</td>
<td>NLP</td>
</tr>
<tr>
<td><strong>SURVEY_CONDUCT</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validated_survey_source_value, Survey_source_identifier</td>
<td>Source value representing the validation status of the survey and a unique identifier for each completed survey in the source system</td>
<td>Masking</td>
</tr>
<tr>
<td><strong>OBSERVATION</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value_as_string</td>
<td>The observation result stored as a string</td>
<td>NLP</td>
</tr>
<tr>
<td><strong>SPECIMEN</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specimen_source_value, Unit_source_value, Anatomic_site_source_value, Disease_status_source_value</td>
<td>The specimen value, unit information, anatomic site, and disease status information as they appear in the source data</td>
<td>Masking</td>
</tr>
<tr>
<td><strong>LOCATION</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Address_1, address_2</td>
<td>The address field (street address, building, suite, floor) and zip or postal code as they appear in the source data</td>
<td>Partial remove⁴</td>
</tr>
<tr>
<td>Latitude, longitude</td>
<td>The geocoded latitude and longitude</td>
<td>Remove</td>
</tr>
<tr>
<td>Location_source_value</td>
<td>The information that is used to uniquely identify the location as it appears in the source data</td>
<td>Masking</td>
</tr>
<tr>
<td><strong>CARE_SITE</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Care_site_source_value</td>
<td>The identifier for the care site and the source code for the Place of Service in the source data</td>
<td>Masking</td>
</tr>
</tbody>
</table>
The providers name, National Provider Identifier (NPI), Drug Enforcement Administration (DEA) number of the provider, provider identifier, source code for the provider specialty, and gender information in the source data

The source codes for the payer, health benefit plan, reason justifying the contract, sponsor of the health plan, family, and reason for stopping coverage as they appear in the source data

The source values for the cost, revenue code, and three-digit drug source code as they appear in the source data

Evaluation and Validation of De-Identification of Personal Information in CDM

The aforementioned principles apply to identifiers, quasi-identifiers, and raw data. However, personal information that is often disclosed as sensitive information must also be protected via an appropriate de-identification policy according to the laws in force like HIPAA as well as the adopted privacy models. As already mentioned, the commonly used privacy models include k-anonymity [20], l-diversity [21], and t-closeness [22], among which k-anonymity is most widely used. In this model, anonymization methods are first applied to the identifiers and quasi-identifiers. Then, all records are divided into groups such that each group includes all records with identical anonymized identifiers and quasi-identifiers; a group containing fewer than \( k \) records is discarded. Therefore, the probability of identifying an individual is \( 1/k \). However, if the anonymization is applied only to the identifiers and quasi-identifiers and the sensitive information is not hidden or anonymized, then an individual can be identified using the personal information that is already known — this is called a homogeneity attack. To reduce the risk of such attacks, the l-diversity model is used, which further divides the groups in the k-anonymity model such that the elements in each group have at least \( l \) different values for the sensitive data; groups with fewer than \( l \) elements are deleted. Although the application of this model can improve the de-identification level, some individual information exposure is still possible: For instance, if the distribution of sensitive data in each group is significantly skewed (i.e., the sensitive data hold biased information in a particular space [or domain]), it is possible to deduce that an individual is associated with that domain — this is called a skewness attack. Therefore, to protect against such attacks, the t-closeness model is introduced, which forces domain distribution between groups of less than or equal to a pre-defined \( t \). In this model, the distribution of the sensitive data in each group occurs between similar areas. The choice of the appropriate privacy model can be made by considering the value of the dataset and impact in the event of data disclosure.

As all 3 privacy models essentially achieve their security goals by anonymizing the identifiers and quasi-identifiers, the personal information administrator should appropriately designate identifiers or quasi-identifiers in a dataset following the institutional security policy.

In this research, we set the identifiers and quasi-identifiers to establish the transformation rules according to the proposed strategy to improve the de-identification level of the OMOP-CDM. The following is a detailed explanation: The proposed de-identification strategy can be achieved by using one of the privacy models combined with the rules described in Table 1. If the administrator chooses the k-anonymity privacy model, the fields in Table 1 are considered as quasi-identifiers and anonymized to stand for a pre-defined group of size \( k \). However, if the l-diversity or t-closeness model is chosen, the fields in Table 1 are regarded as quasi-identifiers like in the former case, while the other fields containing clinical data, such as “quantity” in DRUG_EXPOSURE, are designated as sensitive data. Then, the anonymizing process proceeds for quasi-identifiers while complying with pre-defined “l” or “t.”

Table 2 presents the number of data values for each table included in the CDM database established by the Korea University Anam Hospital that was used for the evaluation, wherein we analyzed the re-identification risk for the individuals in the PERSON table as well as those joined to the PERSON table through the other tables including the patient-level clinical data. While anonymizing personal information using ARX, each field in the table should be designated as the identifier, quasi-identifier, sensitive data, or insensitive data. As the identifier has already been removed from the OMOP-CDM schema during the ETL process, each field in the table is classified as 1 of the 3 remaining types. In our proposed strategy, the raw data are considered as quasi-identifiers and are therefore anonymized by the transformation rules when privacy models, such as k-anonymity, l-diversity, and t-closeness, are applied.

<table>
<thead>
<tr>
<th>Tables and fields</th>
<th>Description</th>
<th>De-identification method</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROVIDER</td>
<td>Provider_name, npi, dea, Provider_source_value, Specialty_source_value, Gender_source_value</td>
<td>The provider name, National Provider Identifier (NPI), Drug Enforcement Administration (DEA) number of the provider, provider identifier, source code for the provider specialty, and gender information in the source data</td>
</tr>
<tr>
<td>PAYER_PLAN_PERIOD</td>
<td>Payer_source_value, Plan_source_value, Contract_source_value, Sponsor_source_value, Family_source_value</td>
<td>The source codes for the payer, health benefit plan, reason justifying the contract, sponsor of the health plan, family, and reason for stopping coverage as they appear in the source data</td>
</tr>
<tr>
<td>COST</td>
<td>Cost_source_value, Revenue_code_source_value, Drg_source_value</td>
<td>The source values for the cost, revenue code, and three-digit drug source code as they appear in the source data</td>
</tr>
</tbody>
</table>

\( ^a \) Refers to the deletion of the entire value stored in the field.

\( ^b \) Refers to the replacement of a part of the value with another character such as “*”.

\( ^c \) NLP: natural language processing.

\( ^d \) Refers to deletion of only a part of the value.
In this evaluation, the fields listed in Table 1 were designated as quasi-identifiers, while the remaining fields, including patient-level clinical data other than the PERSON table, were designated as sensitive data.

**Table 2.** Number of data values per table in the Korea University Anam Hospital Common Data Model (CDM) database.

<table>
<thead>
<tr>
<th>Tables in the database</th>
<th>Number of values</th>
</tr>
</thead>
<tbody>
<tr>
<td>PERSON</td>
<td>1,891,755</td>
</tr>
<tr>
<td>CONDITION_OCCURRENCE</td>
<td>28,704,247</td>
</tr>
<tr>
<td>CONDITION_ERA</td>
<td>14,972,790</td>
</tr>
<tr>
<td>DEVICE_EXPOSURE</td>
<td>33,617,896</td>
</tr>
<tr>
<td>DOSEERA</td>
<td>64,047,133</td>
</tr>
<tr>
<td>DRUG ERA</td>
<td>29,274,258</td>
</tr>
<tr>
<td>DRUG_EXPOSURE</td>
<td>77,919,053</td>
</tr>
<tr>
<td>MEASUREMENT</td>
<td>196,567,735</td>
</tr>
<tr>
<td>OBSERVATION</td>
<td>1,744,021</td>
</tr>
<tr>
<td>OBSERVATION_PERIOD</td>
<td>1,629,356</td>
</tr>
<tr>
<td>PROCEDURE_OCCURRENCE</td>
<td>21,200,346</td>
</tr>
</tbody>
</table>

Tables 3, 4, and 5 present the results of the re-identification risk analysis when the k-anonymity, l-diversity, and t-closeness privacy models, respectively, are applied to the CDM database. This means that the presented de-identification strategy is applied for the fields containing the source data in each table after ETL. In these tables, the re-identification risk indicates that some combinations of source data uniquely appear in the CDM database; this further implies re-identification for the individual. The ARX supports 3 re-identification attacker models for the re-identification risk analysis, namely the prosecutor, journalist, and marketer models. Herein, we used the prosecutor model, which analyzes the possibility of an attacker identifying a person under the assumption that they are already aware that the person is included in the dataset. Some fields requiring natural language processing (NLP) have been removed because ARX does not support the anonymizing techniques for free text. Furthermore, even if free text is appropriately anonymized, it is likely to have unique values, which make it difficult to meet the criteria of the privacy models used in this study. The tables present the results of applying the optimal transformation suggested by ARX. In accordance with the applicable national guidelines for de-identification of personal information [23], k-anonymity was applied with the minimum criterion, $k = 3$, while the remaining models used the most conservative conditions, guaranteeing stronger anonymity than the k-anonymity model (ie, $l = 5$, $t = 0.1$). For instance, if $l$ is <5 in the l-diversity model applied to this dataset, ARX suggests a level of transformation equal to that of k-anonymity for most of the tables.
Table 3. Re-identification risks before and after source_value anonymization (k-anonymity, k = 3).

<table>
<thead>
<tr>
<th>Tables</th>
<th>Records at risk&lt;sup&gt;a&lt;/sup&gt; (%)</th>
<th>Highest risk&lt;sup&gt;b&lt;/sup&gt; (%)</th>
<th>Success rate&lt;sup&gt;c&lt;/sup&gt; (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PERSON</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.1</td>
<td>100</td>
<td>0.11</td>
</tr>
<tr>
<td>After&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0</td>
<td>1.27</td>
<td>0.01</td>
</tr>
<tr>
<td>CONDITION_OCCURRENCE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>7.58</td>
<td>100</td>
<td>6.39</td>
</tr>
<tr>
<td>After</td>
<td>&lt;0.01</td>
<td>25</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>CONDITIONERA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>0.02</td>
<td>100</td>
<td>0.03</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>6.25</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>DEVICE_EXPOSURE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>6.98</td>
<td>100</td>
<td>5.73</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>0.3</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>DOSE_ERA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>0.02</td>
<td>100</td>
<td>0.03</td>
</tr>
<tr>
<td>After</td>
<td>&lt;0.01</td>
<td>25</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>DRUG_ERA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>0.02</td>
<td>100</td>
<td>0.03</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>16.67</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>DRUG EXPOSURE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>11.31</td>
<td>100</td>
<td>8.86</td>
</tr>
<tr>
<td>After</td>
<td>&lt;0.01</td>
<td>33.33</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>MEASUREMENT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>1.53</td>
<td>100</td>
<td>1.56</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>6.25</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>OBSERVATION</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>1.63</td>
<td>100</td>
<td>1.55</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>0.98</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>OBSERVATION PERIOD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>0.11</td>
<td>100</td>
<td>0.12</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>6.25</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>PROCEDURE_OCCURRENCE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>4.25</td>
<td>100</td>
<td>3.7</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>0.37</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

<sup>a</sup>Represents the percentage of data in the dataset that exceeds the risk threshold.

<sup>b</sup>Represents the highest risk for an individual data value.

<sup>c</sup>Percentage of data that can be re-identified in the dataset on average.

<sup>d</sup>Refers to before applying the anonymizing methods to the data.

<sup>e</sup>Refers to after applying the anonymizing methods to the data.
Table 4. Re-identification risks before and after source_value anonymization (l-diversity, l = 5).

<table>
<thead>
<tr>
<th>Tables</th>
<th>Records at risk(^a) (%)</th>
<th>Highest risk(^b) (%)</th>
<th>Success rate(^c) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONDITION_OCCURRENCE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before(^d)</td>
<td>7.58</td>
<td>100</td>
<td>6.39</td>
</tr>
<tr>
<td>After(^e)</td>
<td>0</td>
<td>0.36</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>CONDITION_ERA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>0.02</td>
<td>100</td>
<td>0.03</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>0.3</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>DEVICE_EXPOSURE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>6.98</td>
<td>100</td>
<td>5.73</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>0.2</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>DOSE_ERA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>0.02</td>
<td>100</td>
<td>0.03</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>0.2</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>DRUG_ERA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>0.02</td>
<td>100</td>
<td>0.03</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>0.2</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>DRUG_EXPOSURE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>11.31</td>
<td>100</td>
<td>&lt;8.86</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>0.19</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>MEASUREMENT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>1.53</td>
<td>100</td>
<td>1.56</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>OBSERVATION</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>1.63</td>
<td>100</td>
<td>1.55</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>0.08</td>
<td>0.01</td>
</tr>
<tr>
<td>OBSERVATION_PERIOD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>0.11</td>
<td>100</td>
<td>0.12</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>0.58</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>PROCEDURE_OCCURRENCE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>4.25</td>
<td>100</td>
<td>3.7</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>0.37</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

\(^a\)Represents the percentage of data in the dataset that exceeds the risk threshold.
\(^b\)Represents the highest risk for an individual data value.
\(^c\)Percentage of data that can be re-identified in the dataset on average.
\(^d\)Refers to before applying the anonymizing methods to the data.
\(^e\)Refers to after applying the anonymizing methods to the data.
Table 5. Re-identification risks before and after source_value anonymization (t-closeness, t = 0.1).

<table>
<thead>
<tr>
<th>Tables</th>
<th>Records at risk(^a) (%)</th>
<th>Highest risk(^b) (%)</th>
<th>Success rate(^c) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONDITION_OCCURRENCE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before(^d)</td>
<td>7.58</td>
<td>100</td>
<td>6.39</td>
</tr>
<tr>
<td>After(^e)</td>
<td>0</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>CONDITION_ERA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>0.02</td>
<td>100</td>
<td>0.03</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>DEVICE EXPOSURE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>6.98</td>
<td>100</td>
<td>5.73</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>DOSE_ERA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>0.02</td>
<td>100</td>
<td>0.03</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>DRUG_ERA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>0.02</td>
<td>100</td>
<td>0.03</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>DRUG EXPOSURE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>11.31</td>
<td>100</td>
<td>8.86</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>MEASUREMENT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>1.53</td>
<td>100</td>
<td>1.56</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>OBSERVATION</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>1.63</td>
<td>100</td>
<td>1.55</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>OBSERVATION_PERIOD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>0.11</td>
<td>100</td>
<td>0.12</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>PROCEDURE_OCCURRENCE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>4.25</td>
<td>100</td>
<td>3.7</td>
</tr>
<tr>
<td>After</td>
<td>0</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

\(^a\)Represents the percentage of data in the dataset that exceeds the risk threshold.  
\(^b\)Represents the highest risk for an individual data value.  
\(^c\)Percentage of data that can be re-identified in the dataset on average.  
\(^d\)Refers to before applying the anonymizing methods to the data.  
\(^e\)Refers to after applying the anonymizing methods to the data.

As presented in the analysis results, before applying the de-identification strategy (ie, immediately after the ETL), the CDM database exhibits a significantly low possibility of re-identification. The DRUG_EXPOSURE table presented the highest percentage of records at risk, at 11.31% (8,812,644 records), and an average re-identification attack success rate of 8.86% (6,903,628 records) through a combination of the source values. The DOSE_ERA table yielded the lowest percentage of records at risk, at 0.02% (12,809 records), and an average re-identification attack success rate of 0.03% (19,214 records). Although the OMOP-CDM already had a high level of anonymity, it exhibited the highest risk (100%) for re-identifiable data in all tables. In other words, there is a risk of an individual being identified solely by a combination of the “source values.” Therefore, a de-identification strategy for the “source value” fields is required for the safe utilization of the CDM data in a public environment such as a cloud-computing system. In fact, in every case where the privacy model was...
applied, the “highest risks” were substantially reduced, and the overall re-identification possibility was also reduced. Among the privacy models, the k-anonymity model demonstrated the weakest de-identification level, while the t-closeness model yielded the strongest de-identification results. These results are expected because l-diversity and t-closeness models are stronger and complement the k-anonymity model, as we had set conservatively stronger configurations for these 2 models.

**Impact of De-Identification on Data Analysis**

We conducted several experiments to empirically observe the impact of the proposed de-identification strategy on the analysis: The analysis codes generated by Atlas were used in these experiments. We arbitrarily selected 2 CDM-based studies published on the internet [24,25] to evaluate the proposed de-identification strategy. All parameters of the 2 OMOP-CDM databases used in the experiments were set to the same values, except for the data to be de-identified.

Figure 1 shows the cohorts defined in the “Influenza Cohort Diagnostics” [24] in the “Covid19Hospitalization Characterization” study [26] before and after the proposed de-identification. This study describes the baseline characteristics of influenza (H1N1) patients between 2009-2010 and 2014-2019, builds several cohorts, and systematically presents the characteristics of patients with influenza according to age or gender. Obviously, the same cohorts were generated according to the same definitions before and after the de-identification. This study presents the results of the time distribution as well as the cohort characteristics and their comparison. Furthermore, for convenience, not all analysis results have been presented; however, all metrics showed the exact same values, suggesting that the de-identification of the “source_value” fields does not affect the analysis.

We also reproduced the “MetforminVsSulfonylurea” study [25], which compares the risk of hypoglycemia among the users of metformin and sulfonylurea. Figure 2 shows the null distributions created in this study: The blue points in the figure represent the estimates of the negative control group on the log scale. Any estimates below the gray dashed lines (gray area) have a conventional P value <.05; the shaded orange area estimates have a calibrated P value <.05; and the pink area represents the 95% CI. In this case, every estimate from negative controls (dots) has a P value >.05 for both conventional and calibrated methods. In this analysis, although slightly different null distributions were generated for every iteration, this study commonly exhibited an area under the curve value of 1 with or without de-identification. Furthermore, we observed that the “source_concept_id” fields were used instead of the “source_value” fields in the SQL queries of this analysis.

Thus, these 2 experiments show that anonymization of the “source_value” fields can not only de-identify individuals in the CDM database but also simultaneously minimize the impacts of the de-identification on analysis.

**Figure 1.** Generated cohorts for “Influenza Cohort Diagnostics” study (A) without de-identification and (B) with the proposed de-identification strategy.
Discussion

Principal Findings

The OMOP-CDM has already implemented a high level of anonymization through the ETL process. However, it is possible to re-identify an individual. Therefore, when analyzing the CDM database in a cloud-computing environment or other public spaces, additional personal information de-identification is required.

The results of applying the proposed de-identification strategy along with the k-anonymity, l-diversity, and t-closeness privacy models to each table, particularly to the “source value” fields of the OMOP-CDM database, indicate that the strongest anonymity could be achieved with the t-closeness model. Moreover, the l-diversity and t-closeness models have stronger anonymization criteria than k-anonymity; these models increase the size of the groups using the same identifier and quasi-identifier values to achieve their criteria. However, while the k-anonymity model alone effectively prevents re-identification in the CDM to some extent, the l-diversity and t-closeness models perform better in terms of protecting personal information.

Finally, considering the other databases, the size of the CDM database increases as the operating period increases. Therefore, de-identification of personal information should be periodically evaluated. Moreover, it is desirable to explore an appropriate privacy model and optimal conditions that suit the model.

Conclusions

Although the OMOP-CDM has no identifier nor foreign key that can be linked to the institutional database during the ETL process, a risk of personal information exposure remains because it preserves some source values. Therefore, we proposed a de-identification strategy that establishes transformation rules (see Table 1) for privacy models such as k-anonymity, l-diversity, and t-closeness, for the OMOP-CDM schema; this strategy complies with the recommended security policy. For instance, if the “person_source_value” of the PERSON table is “1234567890,” it could be masked as “12345*****” after applying our de-identification strategy. This provides the flexibility to maintain the intentionally stored raw data. However, if the raw data exhibit a significantly low level of de-identification, it would be reasonable to not use the fields or tables. As a result of the evaluation of our de-identification strategy applied to the CDM database, it is possible to identify practical considerations for appropriate de-identification actions for each field. Thus, this research is a first step toward the development of safer and more appropriate de-identification policies for the OMOP-CDM schema and is expected to lay the foundation for further acceleration of CDM research.
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Abstract

Background: Institutionalized older adults have limited ability to engage in horticultural activities that can improve their physical and mental health.

Objective: This study explored the effects of a combination of 3D virtual reality and horticultural therapy on institutionalized older adults’ physical and mental health.

Methods: The study used a quasi-experimental design. A total of 106 older adults from 2 long-term care facilities were recruited and assigned to the experimental (n=59) or control (n=47) group. The experimental participants received a 9-week intervention. Both groups completed 3 assessments: at baseline, after the intervention, and 2 months later. The outcome variables included health status, meaning in life, perceived mattering, loneliness, and depression.

Results: The experimental group demonstrated significantly improved health status (P<.001), meaning in life (P<.001), and perceived mattering (P<.001) as well as significantly reduced depression (P<.001) and loneliness (P<.001) compared to the control group immediately after the intervention; these effects persisted for up to 2 months.

Conclusions: This study verified the beneficial effects of a combination of 3D virtual reality and hands-on horticultural therapy on older adults’ health. These results could support the future successful implementation of similar programs for institutionalized older adults on a larger scale.

(J Med Internet Res 2020;22(11):e19002) doi:10.2196/19002
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Introduction

Caring for an aging global population is a critical issue facing countries throughout the world. As technological advances have improved the living conditions and health care of people, the population of older adults has risen sharply. According to a United Nations report [1], there were more than 901 million people over 60 years old in 2015 and only 607 million in 2000, which represents a 48% increase in the worldwide older adult population. The report also estimated that, by 2030, the world's
older adult population will reach 1.4 billion, and nearly 2.1 billion by 2050 [1]. Among older adults, gardening is a popular leisure-time activity, and exposure to nature has been found to produce positive effects and reduce psychological distress [2]. This may result from the natural environment’s capacity to facilitate physical and psychological recovery by reducing fatigue and stress [3]. Therefore, there is emerging research that indicates that horticultural therapy can have a positive effect on human health, especially for older adults [4].

In previous studies [5,6], participants who received horticultural therapy demonstrated positive psychological, social, and physical health benefits. Horticultural therapy allows participants to work with plants and related products, and it promotes physical activity, which can provide physical benefits [7]. Another study [8] indicated that horticultural therapy could be an appropriate program for dementia care to serve older adults with cognitive, physical, and social needs. The horticultural therapy process allows participants to care for plants and perform related activities, thus increasing their physical, mental, and social well-being [9].

A previous comprehensive literature review [10] examined the effectiveness of gardening programs for both community-dwelling and institutionalized older adults. The review [10] included 22 studies with various research designs and indicated that gardening could promote overall health and quality of life, physical strength, fitness and flexibility, cognitive ability, and socialization. Although older adults can benefit from horticultural therapy activities, horticultural therapy currently requires participants to operate various types of gardening tools, which can be challenging. In addition, the preparation of flowers and plants can be complex and tedious, and instructors must pay attention to safety issues to avoid collisions, falls, and injuries. If an older adult could practice before performing gardening activities, this might be an effective way to avoid accidents and save workforce and material resources.

In the past, it was difficult to provide older adults with an opportunity to practice before horticultural therapy. However, the emergence of 3D virtual reality solves this problem. 3D virtual reality has gradually become more popular and has been widely used in various fields in recent years [11]. Virtual reality is a realistic virtual environment formed by a combination of computer software and hardware. Burdea [12] proposed that virtual reality should include 3 critical characteristics, namely, immersion, interaction, and imagination, which can make operators feel as if they are in the real world where they can interact instantly. For example, researchers found that after using virtual reality devices and a Nintendo Wii to perform cognitive training with older adult participants who exhibited mild cognitive impairment and dementia, there was a statistically significant effect on participants’ overall cognition and visuospatial skills [13]. A virtual reality-based screening tool for cognitive function targeting older adults in primary care was found to be effective, and the participants expressed a positive perception and attitude toward virtual reality [14]. Another study [15] used virtual reality with hand-made devices for therapy to treat symptoms of apathy for the residents of long-term care facilities and provided evidence that it was feasible to use 3D virtual reality during the intervention. Therefore, virtual reality may help older participants to overcome the difficulties experienced while engaging in physical gardening activities.

Also, 3D virtual reality educational activities can prevent overcrowding during horticultural therapy while increasing social participation and interpersonal communication through designed activities. Furthermore, as it is not limited by weather, place, or time, it is convenient for the residents of long-term care facilities to participate in. A prior study [16] compared life satisfaction and mood in a sample of 138 cognitively intact and ambulatory older adults, including 70 who lived in nursing homes, and 68 who lived independently in the community. Nursing home residents scored higher on the Depression-Dejection, Tension-Anxiety, and Confusion-Bewilderment subscales of the Profile of Mood State [16]. These findings show the importance of providing effective programs to lessen or alleviate unhealthy conditions for residents of long-term care facilities. Horticultural therapy has been found to be beneficial for health [17]. If new technological tools can be integrated with horticultural therapy and reduce the burden of human and material resources, this would represent a significant contribution to the literature.

Although the overall benefits of horticultural therapy have been established [18], the effectiveness of the combination of 3D virtual reality and hands-on horticultural therapy should be assessed. Therefore, this study aimed to explore this issue by considering several health-related outcomes of residents of a long-term care facility.

**Methods**

**Participants**

A quasi-experimental design was used in this study (Clinicaltrials.gov; NCT04324203). One long-term care facility (>300 beds) out of the 6 long-term care facilities in North Taiwan was selected as the experimental group; another long-term care facility with similar characteristics and size was selected as the control group.

Participants were recruited through posters and verbal advertisements made by the staff of each long-term care facility during internal activities. The participants in this study were all long-term care facility residents who were over 65 years old. The selection criteria included being a long-term resident of the selected long-term care facilities, possessing the ability to understand verbal meanings, and being able to freely operate a joystick. The exclusion criteria included a history of severe psychiatric conditions, dementia, significant visual or hearing impairment, or current severe illnesses such as stroke or Parkinson disease.

**Recruitment, Enrollment, and Assessments**

Figure 1 shows a flowchart describing the enrollment and assessment process. After selecting the long-term care facility as the experimental group, the research team approached the executive director and staff to explain the purpose of the research and the methods and procedures that would be used in the study. After obtaining the agreement of the long-term care facility administration, we delivered recruiting messages.
door-to-door and invited potential participants who met the inclusion criteria to participate in this study. The research team members also provided face-to-face explanations to potential participants, and after each participant completed the consent form, the research team members collected baseline data one by one in a quiet room provided by each long-term care facility.

**Figure 1.** Flowchart of participant enrollment and assessment.

During the implementation period, medical professionals, long-term care facility staff, and horticultural therapy professionals were all present to ensure the safety of the participants. Members of the control group did not participate in any similar program during the intervention and follow-up periods.

**The Combination of 3D Virtual and Hands-on Horticultural Therapy**

The intervention consisted of 18 one-hour sessions that occurred twice a week for 9 consecutive weeks. The first week introduced the participants to horticultural therapy and involved relationship-building activities such as knowing each other and remembering names as well as advising the participants on how to wear the 3D virtual reality helmets, operating the virtual reality handles, and familiarizing themselves with the virtual reality scenes. To avoid dizziness, the participants were allowed to practice using the virtual reality devices multiple times. The subsequent 8 sessions (developed by the research team) consisted of horticultural therapy, long-term care, older adults’ health, and nursing professionals. The program components were developed based on the literature [19], with a focus on cultural competence. The 3D virtual reality and hands-on
horticultural therapy programs are described in Multimedia Appendix 1. Some examples of the 3D virtual reality and hands-on horticultural therapy programs are showed in Figure 2. Each week, there were 2 one-hour sessions that were facilitated by 2 certified horticultural therapy professionals and additional trained graduate students. During the intervention period, participants were allowed to use virtual reality–related equipment to perform additional exercises, with the assistance of the institutional staff. The cost information and details of the equipment and materials are showed in Multimedia Appendices 2-3.

**Figure 2.** Example of the 3D virtual reality and hands-on horticultural therapy program and hand-made horticultural products. VR: virtual reality.

<table>
<thead>
<tr>
<th>Week</th>
<th>3D VR</th>
<th>Hands-on practice</th>
<th>Hands-on horticultural products made by participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td><img src="https://example.com/image1.png" alt="Image" /></td>
<td><img src="https://example.com/image2.png" alt="Image" /></td>
<td><img src="https://example.com/image3.png" alt="Image" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="https://example.com/image4.png" alt="Image" /></td>
<td><img src="https://example.com/image5.png" alt="Image" /></td>
<td><img src="https://example.com/image6.png" alt="Image" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="https://example.com/image7.png" alt="Image" /></td>
<td><img src="https://example.com/image8.png" alt="Image" /></td>
<td><img src="https://example.com/image9.png" alt="Image" /></td>
</tr>
<tr>
<td>5</td>
<td><img src="https://example.com/image10.png" alt="Image" /></td>
<td><img src="https://example.com/image11.png" alt="Image" /></td>
<td><img src="https://example.com/image12.png" alt="Image" /></td>
</tr>
<tr>
<td>6</td>
<td><img src="https://example.com/image13.png" alt="Image" /></td>
<td><img src="https://example.com/image14.png" alt="Image" /></td>
<td><img src="https://example.com/image15.png" alt="Image" /></td>
</tr>
<tr>
<td>7</td>
<td><img src="https://example.com/image16.png" alt="Image" /></td>
<td><img src="https://example.com/image17.png" alt="Image" /></td>
<td><img src="https://example.com/image18.png" alt="Image" /></td>
</tr>
<tr>
<td>8</td>
<td><img src="https://example.com/image19.png" alt="Image" /></td>
<td><img src="https://example.com/image20.png" alt="Image" /></td>
<td><img src="https://example.com/image21.png" alt="Image" /></td>
</tr>
<tr>
<td>9</td>
<td><img src="https://example.com/image22.png" alt="Image" /></td>
<td><img src="https://example.com/image23.png" alt="Image" /></td>
<td><img src="https://example.com/image24.png" alt="Image" /></td>
</tr>
</tbody>
</table>

The intervention was designed to promote health status, meaning in life, and perceived mattering and also to reduce depression and loneliness. The participants were assigned to groups and worked with a facilitator who provided enhanced individual engagement and solved any problems with the operation of the 3D virtual reality device. The participants worked with the same group members and facilitator throughout the intervention. Graduate students were trained during a 16-hour 2-day workshop, in which they acquired basic knowledge of horticultural therapy skills so that they could assist the participants as they completed the activities.

We provided 3 sets of 3D virtual reality equipment. Participants took turns wearing the 3D virtual reality equipment in the same session. Each 3D virtual reality horticultural module lasted for 5 to 10 minutes. Although the time allotted for the first session was only 2 hours, the actual time spent in the session was over 3 hours. However, from the second session onward, as the participants became proficient in operating the 3D equipment,
the session time was reduced. The last session took approximately 2 hours to complete. In addition, we left the 3D equipment in the intervention long-term care facility to ensure that each participant could wear the equipment again if they wanted.

**Measurement Instruments**

The 12-item Chinese Health Questionnaire (CHQ-12) was used to evaluate the health of participants, and other outcome measures, such as meaning in life, perceived mattering, loneliness, and depression. Previous research [20] indicated that the use of the Chinese Health Questionnaire in older adults is as valid as in the general population. Meaning in life was associated with participants’ multilevel health. For example, Pinquart [21] found that meaning in life was positively associated with physical health, social interaction, and interpersonal relationships among older adults. Elliot et al [22] defined perceived mattering as “the degree of being valued by significant others.” It can be described as a kind of inner feeling that represents a 2-way interaction; the individual needs significant others to provide them with attention. A prior study [23] on loneliness found that loneliness could predict depression for up to 3 years. In addition, depression is one of the most common mental health problems among older adults [24]. While scoring each of the outcome variables, we reverse scored items with negative statements; thus, the directionality of all variables was consistent, and a higher number of points correlated with a better state of health for the participants.

To assess the health status of older adult participants, we used the 12-item Chinese Health Scale, which was developed by Cheng and Williams in 1986 [25] by translating the Goldberg General Health Questionnaire into Chinese. This scale consists of 12 Likert-type items that are scored from 3 (not at all) to 0 (more than usual). A sample item is “Feeling a headache or a sense of stress on the head?” The higher the score, the higher the level of general health. The Cronbach \( \alpha \) coefficient was 0.83 in this study.

The meaning in life questionnaire was adapted from the Purpose in Life survey compiled by Frankl [26], and it consists of 9 Likert-type items. Each item is scored on a Likert-type scale from 1 (not at all) to 5 (very much), with higher scores indicating a higher level of perceived meaning in life. A sample item is “My life seems worthwhile.” The Cronbach \( \alpha \) coefficient was 0.87 in this study.

Perceived mattering was adapted from the General Mattering Scale [27] and consists of 5 items. Each item was scored on a Likert-type scale of 1 (not at all) to 4 (very much) with higher scores indicating a higher level of perceived mattering. A sample item is “How important do you feel you are to other people?” The Cronbach \( \alpha \) coefficient was 0.86 in this study.

The short-form UCLA (University of California, Los Angeles) Loneliness Scale (ULS-6), which consists of 6 items [28], was used to measure loneliness. Each item was reverse scored on a Likert-type scale from 4 (never) to 1 (often), with higher scores indicating a lower level of perceived loneliness. A sample item is “I lack companionship.” The Cronbach \( \alpha \) coefficient was 0.83 in this study.

Using a Chinese version of the short-form of the Geriatric Depression Scale (GDS-15, [29]), we asked participants to describe their feelings over the prior week. A sample item was “Are you basically satisfied with your life?” All questions could be answered with 1 (yes) or 0 (no). The total raw score ranged from 0 to 15, with a higher score indicating a lower level of depression. The Cronbach \( \alpha \) coefficient was 0.90 in this study.

The Chinese Health Questionnaire and the shortened Geriatric Depression Scale were available in Chinese. The other measurements included the Purpose in Life survey, General Mattering Scale, and short-form UCLA Loneliness Scale, which are available in English. We translated the 3 scales into Chinese and invited 6 professionals with expertise on Geriatrics and Gerontology to check content validity. It is suggested that the content validity index should be larger than 0.78 when content expertise is 6 or more [30]. In this study, all the scale items were larger than 0.80, with an average content validity index of 0.94.

**Statistical Analyses**

SPSS (version 20.0; IBM Corp) was used for the descriptive analyses of the demographic and outcome variables. Two-tailed independent \( t \) or chi-square tests were used to compare each difference (age, gender distribution, educational level, and economic status) between the experimental and control groups. The group comparisons of outcome measures at baseline were determined by performing Hotelling \( T^2 \) test to avoid type I errors. A generalized estimating equation was used to investigate the effects of time, group, and their interactions on the outcome variables; generalized estimating equations enable an understanding of change patterns over time at both the individual and group levels. A significance level of \( P<.05 \) was used.

**Results**

**Participant Sociodemographic Data**

The total number of participants who completed all activities was 106. Some participants (n=12) quit during the intervention because of illness, hospitalization, or declining health.

The participants’ mean ages were 77.41 (SD 7.49) and 78.43 (SD 6.88) in the experimental and control groups, respectively. There were no statistically significant differences between groups in terms of the participants’ age (\( P=.47 \)), educational level (\( P=.052 \)), or economic status (\( P=.28 \)). However, there was a statistically significant difference in the gender distribution between the experimental and control groups. More men were in the intervention group than in the control group (intervention: \( 48/59, 81\%; \) control: \( 25/47, 53\%; \) \( P=.002 \)). Because the gender distribution was significantly different, this confounding variable was controlled for in the generalized estimating equation analysis.

**Improvements in Outcome Variables**

The changes in each outcome variable over time are shown in Figure 3. The results of the generalized estimating equation analyses indicated that the members of the experimental group experienced significant improvements compared to their counterparts in the control group in terms of health status, meaning in life, perceived mattering, loneliness, and depression.
There was a significant group-time interaction for the 5 outcome measures. The experimental group demonstrated improvements in health status ($\beta=9.99, P<.001$), meaning in life ($\beta=11.09, P<.001$), perceived mattering ($\beta=5.31, P<.001$), loneliness ($\beta=5.70, P<.001$), and depression ($\beta=4.49, P<.001$).

**Figure 3.** Changes in outcome variables between the experimental group and the control group at 3 time points for (1) health status, (2) meaning in life, (3) perceived mattering, (4) loneliness (reverse scored), and (5) depression (reverse scored). T1: pretest; T2: postintervention; T3: 2-month follow-up.

The results of the generalized estimating equation analyses also indicated that the experimental group exhibited significant effects when compared to the control group between the pretest and 2-month follow-up in terms of health status, meaning in life, perceived mattering, loneliness, and depression (Table 1).

The experimental group had improvements in health status ($\beta=6.93, P<.001$), meaning in life ($\beta=12.67, P<.001$), perceived mattering ($\beta=2.92, P<.001$), loneliness ($\beta=5.13, P<.001$), and depression ($\beta=6.37, P<.001$).
Table 1. Changes in outcome variables between the experimental group and the control group.

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>β</th>
<th>SE</th>
<th>Wald $\chi^2$</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group (experimental vs control)</td>
<td>-3.52</td>
<td>1.15</td>
<td>9.30</td>
<td>.002</td>
</tr>
<tr>
<td>Time (posttest vs pretest)</td>
<td>-0.45</td>
<td>0.27</td>
<td>2.83</td>
<td>.09</td>
</tr>
<tr>
<td>Time (2-month follow-up vs pretest)</td>
<td>0.26</td>
<td>0.58</td>
<td>0.19</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group x time (experimental posttest vs control pretest)</td>
<td>9.99</td>
<td>0.94</td>
<td>112.41</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group x time (experimental 2-month follow-up vs control pretest)</td>
<td>6.93</td>
<td>1.00</td>
<td>47.99</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td>1.57</td>
<td>1.07</td>
<td>2.16</td>
<td>.14</td>
</tr>
<tr>
<td><strong>Meaning in life</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group (experimental vs control)</td>
<td>-9.00</td>
<td>1.80</td>
<td>24.89</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time (posttest vs pretest)</td>
<td>-1.43</td>
<td>0.71</td>
<td>1.77</td>
<td>.18</td>
</tr>
<tr>
<td>Time (2-month follow-up vs pretest)</td>
<td>-3.47</td>
<td>1.33</td>
<td>6.84</td>
<td>.009</td>
</tr>
<tr>
<td>Group x time (experimental posttest vs control pretest)</td>
<td>11.09</td>
<td>1.42</td>
<td>60.89</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group x time (experimental 2-month follow-up vs control pretest)</td>
<td>12.67</td>
<td>1.55</td>
<td>66.95</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td>4.88</td>
<td>1.50</td>
<td>10.59</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Perceived mattering</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group (experimental vs control)</td>
<td>-1.20</td>
<td>0.67</td>
<td>3.18</td>
<td>.08</td>
</tr>
<tr>
<td>Time (posttest vs pretest)</td>
<td>-0.28</td>
<td>0.21</td>
<td>1.70</td>
<td>.19</td>
</tr>
<tr>
<td>Time (2-month follow-up vs pretest)</td>
<td>-0.34</td>
<td>0.52</td>
<td>0.43</td>
<td>.51</td>
</tr>
<tr>
<td>Group x time (experimental posttest vs control pretest)</td>
<td>5.31</td>
<td>0.67</td>
<td>63.56</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group x time (experimental 2-month follow-up vs control pretest)</td>
<td>2.92</td>
<td>0.70</td>
<td>17.31</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td>1.35</td>
<td>0.58</td>
<td>5.38</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Loneliness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group (experimental vs control)</td>
<td>-3.79</td>
<td>0.79</td>
<td>0.59</td>
<td>.44</td>
</tr>
<tr>
<td>Time (posttest vs pretest)</td>
<td>-0.55</td>
<td>0.29</td>
<td>3.72</td>
<td>.054</td>
</tr>
<tr>
<td>Time (2-month follow-up vs pretest)</td>
<td>-1.06</td>
<td>0.43</td>
<td>6.18</td>
<td>.01</td>
</tr>
<tr>
<td>Group x time (experimental posttest vs control pretest)</td>
<td>5.70</td>
<td>0.65</td>
<td>77.93</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group x time (experimental 2-month follow-up vs control pretest)</td>
<td>5.13</td>
<td>0.72</td>
<td>51.43</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td>0.74</td>
<td>0.75</td>
<td>0.99</td>
<td>.32</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group (experimental vs control)</td>
<td>-2.72</td>
<td>0.80</td>
<td>11.48</td>
<td>.001</td>
</tr>
<tr>
<td>Time (posttest vs pretest)</td>
<td>0.18</td>
<td>0.43</td>
<td>0.18</td>
<td>.68</td>
</tr>
<tr>
<td>Time (2-month follow-up vs pretest)</td>
<td>-1.44</td>
<td>0.44</td>
<td>10.76</td>
<td>.001</td>
</tr>
<tr>
<td>Group x time (experimental posttest vs control pretest)</td>
<td>4.49</td>
<td>0.81</td>
<td>30.81</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group x time (experimental 2-month follow-up vs control pretest)</td>
<td>6.37</td>
<td>0.75</td>
<td>72.41</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td>0.18</td>
<td>0.63</td>
<td>0.08</td>
<td>.78</td>
</tr>
</tbody>
</table>

**Discussion**

**General**

This interventional study was the first to combine 3D virtual reality with hands-on horticultural therapy and evaluate its impact on institutionalized older adults’ physical and mental health. Elderly participants created hand-made horticultural products during weekly sessions and were asked to place the products in their rooms. One staff member working in the institution kept encouraging the participants to interact with the products. We believed that these strategies would increase the intervention intensity compared to those from strategies investigated in previous studies [9]. Previous studies may have lacked the supporting strategy and tracking design regarding the use of hand-made horticultural products [31]. The findings
of this study are in line with those from another study that combined 3D virtual reality and hands-on aromatherapy to improve institutionalized older adults’ psychological health [32].

A previous study [33] indicated that the most common purpose of horticultural therapy was to improve the mood of participants, followed by social interaction, stress reduction, and motor skill development. A systematic review [19] of randomized controlled trials on the effectiveness of horticultural therapy also found significant effects on mental health and behavioral disorders, such as dementia, schizophrenia, and depression and on palliative-care for patients with cancer. Another systematic review [18] of the benefits of horticultural therapy for individuals with mental health conditions also supported the use of horticultural therapy for persons with one of mental health condition. These findings were in a variety of settings, for several mental health conditions, and with both males and females. The results of this study were consistent with those from prior research [6,18] and support the idea that horticultural therapy could be an effective program for improving residents’ physical and mental health in long-term care facilities. It is important for the residents of long-term care facilities who are frail to interact with other people, for example interacting through the horticultural therapy program. The implementation of various aspects of horticultural activities as a health-promoting strategy can be used in long-term care facilities in both individual and group activities [10].

In a previous study [9] conducted in southern Taiwan to explore the effects of horticultural therapy on older adults in nursing homes, the experimental group received horticultural therapy for 1 hour once a week for 8 weeks, whereas the control group continued their routine daily activities. It was found that meaning in life was not improved in the experimental group; however, there were significant differences between the 2 groups on happiness and interpersonal intimacy. Compared to the findings of that study, our study found significant differences, both after the intervention and after 2 months, on meaning in life. The 3D virtual reality horticultural therapy program and the reminders provided by the long-term care facilities staff might both have contributed to the intensity of the intervention program; however, the isolated effects of each strategy need to be further explored in the future.

The participants informed the research team that they believed learning 3D virtual reality technology is beneficial for cognitive function; moreover, 3D virtual reality technology increased participants’ learning motivation and allowed them to take the hand-made products with them to share with relatives and friends, thus increasing their interpersonal interactions. The horticultural therapists advised the participants to create the hand-made products as they are beneficial for physical and mental health. In the process of conducting the 3D and hands-on horticultural activities for participants, plenty of interpersonal interaction occurred between the researchers and the participants. For example, we found that the participants were unfamiliar with new 3D virtual reality technology and had to be patiently taught how to operate the technology by the researchers. At the beginning, the participants were apprehensive about operating the equipment. The researchers, therefore, used praise teaching to make participants feel confident to learn. The praise teaching method involves providing praise and encouragement to a participant whenever they complete a virtual reality operation or hand-made product to help them gain confidence to continue. Numerous participants reported looking forward to the weekly sessions because the sessions allowed participants to enjoy company, interact with others, and create hand-made products.

The improvements in perceived mattering that were observed indicated that the participants felt that the program gradually increased their value to their significant others, thereby improving their self-confidence and creating a sense of being treated seriously. During the intervention period, the researchers also found that after completing several sessions, older people were proud to share information with other residents regarding the techniques and methods of operating the 3D virtual reality equipment and demonstrating the finished products of their horticultural activities. This led other residents, who did not initially choose to participate in the experiment, to experience regret and ask the staff to participate in the middle of the intervention program.

A previous study [34] was conducted in central Taiwan on nursing home residents who participated in a weekly 1.5-hour-long indoor horticultural program that lasted for 10 weeks. This study [34] also found significant improvements in loneliness and depression, which were similar to the effects found in our study.

An extensive systematic review with meta-analysis [17] also found that horticultural activities had significant positive effects on a wide range of health outcomes, for example, reductions in depression and anxiety symptoms, stress, mood disturbances, and BMI, as well as increases in quality of life, sense of community, physical activity levels, and cognitive function. The researchers concluded that their meta-analysis provided robust evidence for the positive effects of horticultural therapy on health. Consistent with this meta-analysis [17], our results also indicate that the combined horticultural program could have a positive impact on residents of long-term care facilities. This research provides evidence that can be used by decision makers at long-term care facilities to add combined horticultural programs into their usual daily activities. For example, the director of the experimental institution expressed the intention to repeat a similar program annually to promote the health of the residents.

Limitations

Because the program integrated a combination of 3D virtual reality and hands-on horticultural therapy, the individual contribution of each approach could not easily be determined using this study’s design. Therefore, to separately validate the effectiveness of the 2 approaches, additional studies should be conducted using controlled trials with sufficiently large sample sizes.

Another limitation was that we could not comment on the long-term effectiveness (ie, its effects 6 or 12 months later) of our intervention program. Additional follow-up is needed to
determine how the intervention program affects older adults’ health long-term after completion of the intervention.

Conclusions
The results suggested that a 9-week program schedule might be sufficient to improve health status, meaning in life, perceived mattering, loneliness, and depression among residents of long-term care facilities both by the end of the intervention and 2-month later. Further studies are desirable to determine whether these improvements can be maintained with large-scale groups of participants and if the program produces long-term effects, such as decreases in the risk of mental health disorders.

Acknowledgments
This research was funded by Ministry of Science and Technology, Taiwan (Grant number 107-2511-H-003-032).

We would like to express our gratitude to the patients who participated in this study and the care units. This article was subsidized by the National Taiwan Normal University, Taiwan, ROC.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Combination of 3D virtual reality and hands-on horticultural therapy: program components.
[DOC File, 46 KB - jmir_v22i11e19002_app1.doc]

Multimedia Appendix 2
Cost estimates of the 2 approaches.
[DOC File, 48 KB - jmir_v22i11e19002_app2.doc]

Multimedia Appendix 3
Information regarding equipment and materials.
[DOC File, 37 KB - jmir_v22i11e19002_app3.doc]

References
12. Burdea G. Virtual reality systems and applications. 1993 Presented at: Electro'93 International Conference; April 27-29; Edison, NJ.

https://www.jmir.org/2020/11/e19002


Pharmacists’ Perceptions of the Benefits and Challenges of Electronic Product Information System Implementation in Hong Kong: Mixed-Method Study

Eunice Wing To Fung¹, B (Pharm); Gordon Tsz Fung Au-Yeung¹, B (Pharm); Lo Mei Tsoi², B (Pharm); Lili Qu², B (Pharm); Tommy Kwan Wa Cheng³, B (Pharm); Donald Wing-Kit Chong⁴, B (Pharm), MBA; Teddy Tai Ning Lam¹, PharmD, PhD; Yin Ting Cheung¹, BSc (Pharm), PhD

¹School of Pharmacy, Faculty of Medicine, The Chinese University of Hong Kong, Hong Kong, China (Hong Kong)
²Pfizer Corporation Hong Kong Limited, Hong Kong, China (Hong Kong)
³GlaxoSmithKline Consumer Healthcare (Hong Kong) Limited, Hong Kong, China (Hong Kong)

Corresponding Author:
Yin Ting Cheung, BSc (Pharm), PhD
School of Pharmacy, Faculty of Medicine
The Chinese University of Hong Kong
8th Floor, Lo Kwee-Seong Integrated Biomedical Sciences Building, Area 39
Shatin, New Territory
Hong Kong
China (Hong Kong)
Phone: 852 39436833
Email: yinting.cheung@cuhk.edu.hk

Abstract

Background: With the advancement of technology, more countries are now adopting the use of electronic product information (ePI), which refer to an electronic version of physical product inserts in a semistructured format optimized for electronic manipulation. The successful implementation of ePI has led to advantages and convenience to patients, health care professionals, and pharmaceutical companies in many regions and countries. In the Hong Kong Special Administrative Region (SAR), there is currently no citywide implementation of ePI. The SAR exhibits conditions that would favor the implementation of an ePI system, as well as existing barriers hindering its implementation. However, no study has been performed to examine the specific situation in Hong Kong.

Objective: The objective of this study is to explore working pharmacists’ overall perception of ePI and to identify potential challenges to the implementation of an ePI system in Hong Kong.

Methods: This mixed-method study involved a structured survey and interview with practicing pharmacists in Hong Kong. Pharmacists were eligible if they were licensed to practice in Hong Kong, and currently working locally in any pharmacy-related sectors and institutions. Respondents completed a survey to indicate their level of agreement with statements regarding the potential advantages of ePI over paper PI. A structured interview was conducted to gather respondents’ perceived advantages of ePI over paper PI in different aspects, such as professionalism, usability, presentation, and environment, as well as challenges of citywide ePI implementation in Hong Kong. Thematic analysis was adopted to analyze the qualitative data. Grounded theory was used to generate themes and identify specific outcomes.

Results: A total of 16 pharmacists were recruited, comprising 4 community pharmacists, 5 hospital pharmacists, and 7 industrial pharmacists. All of them used electronic platforms at least once per month on average. Respondents identified many flaws in physical package inserts that can potentially be mitigated using ePI. The speed with which drug information can be retrieved and the degree to which the drug information can be readily updated and disseminated were considered the greatest strengths of ePI. The clarity with which ePI present drug information to patients was considered as the weakest aspect of ePI. Many respondents highlighted concerns about the security risks and high cost associated with system maintenance and that certain subpopulations may not be sufficiently computer literate to navigate the ePI system. Respondents also voiced many concerns about the implementation and maintenance of a local ePI system.
Conclusions: We conclude that an ePI system is generally supported by pharmacists but concerns about implementation process and maintenance of the system have been raised. The perceived benefits of ePI gathered from this study, as well as collective evidence from other countries with mature ePI systems, confirm that more efforts should be made to promote optimized development and implementation of an ePI system in Hong Kong.

(J Med Internet Res 2020;22(11):e20765)  doi: 10.2196/20765
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Introduction

Product inserts in the packaging of medicines typically include a summary of product characteristics (SmPCs) and a package leaflet, and are regulated and legally required in most countries. The accelerating progress of technology has also led to the development of electronic product information (ePI) for medicines, and this is now gaining popularity in Australia, Canada, Switzerland, Japan, the United States, and countries within the European Union (EU) [1-5].

According to an international report published by the European Medicines Agency (EMA), most regions and countries regard ePI as product information for electronic handling. It is composed of an SmPC, a package leaflet, and product labeling in a semistructured format under a common electronic standard stipulated by governing bodies [2]. Common electronic standards comprise mark-up languages, standardized vocabularies, and internationally recognized interoperability specifications. Specifically, text is annotated to formats such as eXtensible Markup Language (XML), JavaScript Object Notation (JSON), and HyperText Markup Language (HTML), with XML being the most commonly adopted format. Standardized vocabularies are used to describe medicine information, to enable searches across different product information (PI). Interoperability specifications enable the integration of ePI into other health systems to facilitate its use by a wide range of health care professionals. Its semistructured format allows the inclusion of structured elements (fixed headings and controlled vocabularies) and unstructured elements (free text and graphics) to tailor product information to individual needs [2]. Most ePI formats can be disseminated via the web, e-platforms (software or websites and tools such as computers, mobile devices, and wearables), and print media.

Different studies of health care professionals’ perceptions of ePI have been conducted in various countries. Ahead of the launch of an ePI pilot scheme in Belgium and Luxembourg, results of a survey of hospital pharmacists demonstrated strong support for the use of ePI for patient services [6]. Ninety percent of the respondents supported a complete switch from paper to electronic versions of product information, and up to 55% of the respondents used only electronic package “leaflets” in their daily practice. Another study examined pharmacists’ readiness for paperless labeling in the United States [7], and a study assessing community pharmacists’ perception of tailor-made electronic leaflets was also conducted in Portugal in 2018 [8]. The results of both studies showed that pharmacists had positive attitudes about the use of individually tailored patient leaflets to address the individual needs of their patients, and many pharmacists believed that such initiatives could improve the health literacy of patients. In general, the results of studies performed in many countries have demonstrated that pharmacists strongly support the implementation of ePI systems.

In the Hong Kong Special Administrative Region (SAR), there is currently no citywide implementation of ePI. However, the SAR exhibits several conditions that would favor the implementation of an ePI system. For example, there is a clear set of laws in place to regulate the registration and labeling of pharmaceutical products in Hong Kong [9]. In addition, there is a high penetration rate of technology in Hong Kong: in 2018, over 90% of households had access to the internet at home [10]. Moreover, more than 90% of people aged 10 years or over reported that they had used the internet in the past 12 months to seek information that they needed.

Despite the near-ubiquitous use of the internet in Hong Kong households, online drug information searching is not commonly performed. Of the 443 respondents who participated in a local survey, less than half (44%) reported that they had looked for health information online, mostly using professional websites including government and hospital sites [11]. The majority of respondents surfed for disease-specific information and general information on healthy lifestyle. However, only 10.9% of respondents got online information on drugs and medications [11]. Respondents who were older, had lower than tertiary education, and had lower monthly income were less likely to surf online health information. Respondents also indicated that they were uncertain whether the information found online was reliable and accurate. Although this local study is limited by a convenience sampling approach, its finding suggests that there are indeed barriers hindering the implementation of ePI systems but research in this area is limited, and no other study has been performed to examine the specific situation in Hong Kong.

In Hong Kong, pharmacists play an important role in traditional drug distribution and dispensing duties. Over the recent years, a paradigm shift from mere product dispensing to more patient-oriented delivery of pharmacy service has been promoted [12]. Pharmacists are becoming more actively involved in making clinical decisions and patient care in both hospital and community settings. Hong Kong is also a hub for many international pharmaceutical companies. Most local country offices are focused on medical affairs and sales and marketing of pharmaceutical products in Asia. Other than practicing as authorized persons in this capacity, industrial pharmacists facilitate quality control, regulation, and registration of new products [12]. The execution of such services requires...
pharmacists of different practicing sectors to apply their professional drug information retrieval skills from multiple sources, particularly from package inserts. Consequently, obtaining product information from centralized ePI systems may be more efficient than using paper PI. Moreover, ePI may be used as a supporting platform to allow pharmacists to conduct patient education activities. A locally adapted set of ePI may improve information sharing and communication between patients and pharmacists, thereby empowering patients in the management of their health.

The objectives of this study were to explore working pharmacists’ overall perception of ePI, with a focus on gathering the perceived benefits and barriers that pharmacists face when they use ePI in their practice, and identifying potential challenges to the implementation of an ePI system in Hong Kong. It is expected that the findings of this study will reflect the acceptance level of pharmacists toward ePI and will yield insights into necessary improvements and objectives for future studies related to ePI.

Methods

Study Design

This was a mixed-method study that involved a structured questionnaire and individual interviews with practicing pharmacists in Hong Kong between January and May 2020. Approval from the Survey and Behavioral Ethics Committee of the Chinese University of Hong Kong was obtained before the initiation of this study (Reference number: SBRE-19-204). Written informed consent was obtained from all of the participants.

Study Population

Pharmacists were eligible if they were (1) licensed to practice in Hong Kong, (2) self-identified as capable of reading and writing in English (as most drug information platforms available in Hong Kong are in English), and (3) currently working locally in any pharmacy-related sectors and institutions, including but not limited to public and private hospitals, community pharmacies, pharmaceutical companies, distributors, government authorities, pharmacy-related nongovernmental organizations, and private clinics. Eligible pharmacists were identified from the above sectors and recruited purposively using a snowball sampling approach. As the survey and interview were both conducted in Chinese, respondents must be able to converse in Cantonese and read Traditional Chinese. Eligible pharmacists were first approached via email where the study objectives were briefly described, and upon informal consent, they were subsequently contacted by phone to arrange for a face-to-face interview.

Research that has evaluated sample-size requirements in qualitative studies shows that data saturation often occurs at approximately the 12th to 16th respondent in a homogenous group [13,14]. Therefore, the minimum target sample size in this study was 12 respondents. After the 12th participant, recruitment was to continue until data saturation was reached.

Study Procedures

Survey

After obtaining informed consent, the overarching aim of this research (ie, exploring the prospect of developing an ePI system in Hong Kong) was briefly described to pharmacists (respondents). They first completed a structured online questionnaire that was developed based on reported experience with ePI by other countries and regions [1-6], as well as consensus from research team comprising practicing pharmacists (LT, LQ, TC, and DC), senior pharmacy students (EF and GA-Y) and research methodologists (TL and YC). Functionality of the electronic survey was pilot tested on 2 research assistants. This was a closed survey where only respondents had access to the survey via a protected link. The survey consisted of 2 major sections.

The first section was a set of closed-ended questions to collect baseline characteristics, which included practicing sector and site and years of working experience. The second section consisted of questions to evaluate respondents’ level of agreement with each statement about the potential advantages of ePI over paper PI in different aspects, such as professionalism, usability, presentation, and environment. Some examples of the statements were “Using ePI instead of PI can enhance communication with patients” and “Using ePI instead of PI can enhance adequacy of drug information” (Multimedia Appendix 1). The agreement score was presented in a Likert scale ranging from 1 (ePI is much worse than paper PI) to 10 (ePI is much better than paper PI). The questionnaire was developed and administered in Traditional Chinese, an official written language in Hong Kong. It was translated to English for reporting purposes (Multimedia Appendix 1).

Structured Interview

After completing the online questionnaire, respondents were interviewed individually. The interviewers (EF and GA-Y) did not have prior relationship or interaction with the respondents. Their experience with using ePI and their perceptions of the benefits and challenges of citywide ePI implementation in Hong Kong were discussed systematically using a structured script (Multimedia Appendix 2). Their opinions on the method of implementation and the feasibility of a complete replacement of paper PI by ePI were also collected. All of the interviews were conducted in Cantonese, an official spoken language in Hong Kong, and were audio recorded. Each interview lasted between 20 and 40 minutes, and was held privately at the workplace of the respondents.

Special Considerations During the COVID-19 Pandemic

Three interviews were completed in January 2020 during the pre-COVID-19 phase. The remaining 13 interviews were conducted between mid-April and May when the COVID-19 situation in Hong Kong had become relatively under control. Respondents were given a choice of whether they would like to have face-to-face or phone interviews, which all 13 respondents indicated that they preferred meeting in-person. The Prevention and Control of Disease (Prohibition on Group Gathering) Regulation (Cap. 599) came into operation on March
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29, 2020 to prohibit any group gathering of more than 4 persons in any public place in Hong Kong [15]. Hence, each respondent completed the interview with only 2 investigators (EF and GA-Y). Basic social distancing measures (keeping a distance of at least 1 m from each other and wearing of facemasks) were strictly adhered to. In view of the ongoing pandemic, no repeat interview was conducted.

Data Analysis
Online survey responses were recorded anonymously and retrieved electronically from the online survey software Qualtrics (SAP). Only completed survey was analyzed. All of the descriptive data collected from the survey were analyzed using the Statistics Package for Social Science, version 25 (IBM Corp.). The CHERRIES Checklist [16] was adopted to report the online survey findings.

All of the interviews were transcribed verbatim in Chinese. Data were managed using Archiv für Technik, Lebenswelt und Alltagssprache (ATLAS).ti version 8 qualitative data-analysis software (Scientific Software Development GmbH). Thematic analysis was adopted to analyze the qualitative data. Grounded theory was used to generate relevant themes and identify specific outcomes. Grounded theory was chosen as the theoretical framework as it is one of the most widely used systematic approaches to analyze qualitative data in the field of social sciences and health care [17,18]. There are limited data in the literature on pharmacists' perception of ePI. The inductive nature of grounded theory is applied to obtain a deeper understanding of the rationale behind nascent barriers or perceived benefits of ePI that are unique to the local population.

Two researchers (EF and GA-Y) read all of the transcripts and coded them independently. Coding was conducted in 2 cycles: in the first cycle, codes were created and data segments were assigned to the codes; in the second cycle, the code lists were validated and then applied to the remaining data. Codes were then cross-checked and reviewed by a third researcher (YC). Thereafter, the coding and themes were discussed with the research team, and a coding framework was developed and applied to all of the transcripts. The number of recurring themes was noted accordingly. Finally, the themes and codes were translated into English for reporting purposes. The COREQ (COnsolidated criteria for REporting Qualitative research) 32-item checklist [19] was adopted to report the qualitative findings (Multimedia Appendix 3).

Results
Working Experience and Characteristics of Respondents
A total of 16 pharmacists were recruited, comprising 4 community pharmacists, 5 hospital pharmacists, and 7 industrial pharmacists (Table 1; response rate: 100%). The majority of pharmacists (respondents) reported having 1-10 years of working experience.

Almost all of the respondents considered themselves as regular retrievers of drug information (n=15/16, 94%), and all used electronic platforms at least once per month on average (n=16/16, 100%; Figure 1). More than 85% (n=14/16, 88%) of the respondents commonly used package inserts or electronic platforms for retrieving information about dosages and methods of administration, and 75% (n=12/16) commonly retrieved information about indications, contraindications, and adverse effects of drugs (Figure 2).
Table 1. Characteristics of study population (N=16).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Number of respondents (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Current practicing sectors</strong></td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td>5 (31)</td>
</tr>
<tr>
<td>Community pharmacy</td>
<td>4 (25)</td>
</tr>
<tr>
<td>Multinational pharmaceutical company</td>
<td>7 (44)</td>
</tr>
<tr>
<td><strong>Previous practicing sectors</strong></td>
<td></td>
</tr>
<tr>
<td>Public hospital</td>
<td>8 (50)</td>
</tr>
<tr>
<td>Private hospital</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Community pharmacy (chain or independent)</td>
<td>5 (31)</td>
</tr>
<tr>
<td>Multinational pharmaceutical company</td>
<td>7 (44)</td>
</tr>
<tr>
<td>Nongovernmental organizations</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Others</td>
<td>3 (19)</td>
</tr>
<tr>
<td><strong>Years of working experience</strong></td>
<td></td>
</tr>
<tr>
<td>1-5</td>
<td>5 (31)</td>
</tr>
<tr>
<td>5-10</td>
<td>3 (19)</td>
</tr>
<tr>
<td>10-15</td>
<td>1 (6)</td>
</tr>
<tr>
<td>15-20</td>
<td>3 (19)</td>
</tr>
<tr>
<td>Did not mention</td>
<td>4 (25)</td>
</tr>
<tr>
<td><strong>Most frequently used electronic devices for accessing online drug information</strong></td>
<td></td>
</tr>
<tr>
<td>Laptop</td>
<td>6 (38)</td>
</tr>
<tr>
<td>Smartphone</td>
<td>10 (63)</td>
</tr>
</tbody>
</table>

aProportions do not add up to 100% as a pharmacist can have experience in multiple sectors.

Figure 1. Frequency of retrieving drug information from different platforms (N=16). Physical PI refers to the conventional paper product information within the package of the drug product. Other physical platforms include paper copies of MIMS, BNF LexiComp Handbook etc. Electronic platforms include electronic product information systems (eg, eMC UK, DailyMed/FDA), drug databases (eg, Lexicomp, Micromedex, AccessPharmacy), point-of-care databases (eg, ClinicalKey, UpToDate, Dynamed Plus), and Pharmaceutical (prescribing) references (eg, electronic MIMS, BNF). BNF: British National Formulary; eMC: Electronic Medicines Compendium; FDA: Food and Drug Administration; MIMS: Monthly Index of Medical Specialties; PI: product insert.
Figure 2. Categories of Drug Information Commonly Retrieved by Pharmacists (N = 16).

Survey
In general, respondents indicated that their experience with ePI had been entirely positive (Table 2). The speed with which drug information can be retrieved and the degree to which the drug information is up to date were considered the greatest strengths of ePI, being given an average score of 9.29 out of 10 by the respondents. The clarity with which ePI presents drug information to patients was considered as the weakest aspect of ePI, with an average score of only 6.93 out of 10.

Table 2. Pharmacists’ perceived impact of electronic product information (ePI) system on different aspects of their work.

<table>
<thead>
<tr>
<th>Impacts of ePI</th>
<th>Mean scorea (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Professionalism</td>
<td></td>
</tr>
<tr>
<td>Patient safety</td>
<td>7.14 (1.79)</td>
</tr>
<tr>
<td>Communication with patients</td>
<td>6.93 (2.06)</td>
</tr>
<tr>
<td>Communication with prescribers</td>
<td>8.07 (1.33)</td>
</tr>
<tr>
<td>Usability</td>
<td></td>
</tr>
<tr>
<td>Adequacy of drug information</td>
<td>7.93 (1.73)</td>
</tr>
<tr>
<td>Retreiving speed</td>
<td>9.29 (0.73)</td>
</tr>
<tr>
<td>Accessibility of drug information</td>
<td>8.64 (1.34)</td>
</tr>
<tr>
<td>Degree to which the drug information is up to date</td>
<td>9.29 (0.83)</td>
</tr>
<tr>
<td>Presentation</td>
<td></td>
</tr>
<tr>
<td>Organization and layout</td>
<td>7.57 (1.74)</td>
</tr>
<tr>
<td>Environment</td>
<td></td>
</tr>
<tr>
<td>Impact on the environment</td>
<td>9.14 (0.77)</td>
</tr>
<tr>
<td>Overall</td>
<td></td>
</tr>
<tr>
<td>Overall impact</td>
<td>8.00 (1.30)</td>
</tr>
</tbody>
</table>

aThe agreement score range was from 1 (ePI is much worse than paper PI) to 10 (ePI is much better than paper PI).

Structured Interview
Data saturation was reached and no new coding was observed after 15 interviews. Five main themes were observed in the result, namely, the problem of paper package inserts and current electronic drug information sources (Theme 1), the advantages of ePI (Theme 2), the challenges of ePI implementation (Theme 3), concerns about the replacement of paper PI with ePI (Theme
4), and suggestions on how to implement a local ePI system in Hong Kong (Theme 5).

**Theme 1: Problems With Paper Package Inserts and Current Electronic Drug Information Sources**

Most respondents agreed that there are many obvious problems with paper package inserts, especially in their layout. In particular, it was noted that the font size on package inserts is too small, making the insert difficult to read:

*The layouts of package inserts designed by different companies can be very different, and the fonts used are so small that I always have to spend a long time finding the information I want.* [Respondent 01, industrial pharmacist]

Another respondent stated an example:

*When doctors call and ask questions, we usually have to answer within a few minutes, and it is too time-consuming to look for answers on package inserts.* [Respondent 02, industrial pharmacist]

Furthermore, 2 respondents stated that sometimes they cannot retrieve information from a package insert if they do not have the drug on hand or if the drug is in a sealed package. That is, respondents are not able to retrieve information from package inserts at their own convenience. In this situation, respondents indicated that they look for information on other electronic sources, via a search engine or electronic databases. The most frequently mentioned databases were the Monthly Index of Medical Specialities (MIMS) (n=9/16, 56%), Lexicomp (n=7/16, 44%), and Micromedex (n=6/16, 38%). However, some respondents stated that the information on MIMS is too general and that they cannot find the information they want. Another respondent pointed out there may be out-of-date or even wrong information on the MIMS website or in search engine results:

*There is just general information on MIMS, such as storage conditions. There is not enough detailed information, such as clinical trial data. Some people may prefer a complete PI over MIMS.* [Respondent 03, industrial pharmacist]

**Theme 2: Perceived Advantages of ePI**

Overall, respondents noted that ePI had either user-related or technical advantages (Table 3). The most noted benefits of ePI were improved access to the most updated information and the reduced cost of printing paper leaflets.

**Table 3.** Major advantages and disadvantages of electronic product information identified by respondents.a

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User related</strong></td>
<td><strong>Technical related</strong></td>
</tr>
<tr>
<td>• Facilitate retrieval of the most updated product labeling information</td>
<td>• Reduce printing cost/redressing cost of package leaflet</td>
</tr>
<tr>
<td>• Improved patient access to product information</td>
<td>• Retrieval of information is not possible when there is no internet access</td>
</tr>
<tr>
<td>• Open access to information</td>
<td>• Risk of security issues or cyber attack</td>
</tr>
<tr>
<td>• Allow prompt communication of new safety information to health care professional/public</td>
<td>• Need for tight control and annotations over the different versions of electronic product information</td>
</tr>
<tr>
<td>• Facilitate alignment of information among different brands of the same drug</td>
<td>• High cost for development and maintenance of a reliable platform</td>
</tr>
</tbody>
</table>

*aInterview transcripts were reviewed. Major themes on advantages and disadvantages of electronic product information were identified using thematic analysis.

Respondents considered the ease of retrieving drug information as the biggest advantage of ePI, as it enables them to do so without having the physical package inserts on hand.

*The keyword searching function makes it more convenient to retrieve the information we want.* [Respondent 04, industrial pharmacist]

Respondents who worked in public hospitals stated that each hospital has a standard practice of scanning package inserts and
uploading them to a centralized database to facilitate retrieval of drug information by doctors and pharmacists. They postulated that it would be more convenient if a formal ePI system were established. Another advantage identified was that ePI facilitates the retrieval of up-to-date information. For example, amendments or new information on the drug product can be annotated, updated, and disseminated electronically immediately after approval from regulatory authorities; this is a more timely and efficient approach, as compared to reprinting, repackaging, and distributing the revised paper PI. The update of new information can also be communicated to the user through a notification system or “pop up message.”

A key advantage of ePI for industrial pharmacists is being able to view the updated version of a package insert directly on a website, without any other procedures being required. For hospital pharmacists and community pharmacists, a key advantage of ePI is being able to ensure that the information they are viewing is up to date. Finally, I respondent pointed out that implementing an ePI system is more environmentally friendly than printing paper-package inserts.

Theme 3: Challenges of ePI Implementation

Despite the many advantages of ePI mentioned during the interviews, many respondents highlighted concerns about the security risks and high cost associated with system maintenance and that certain subpopulations may not be sufficiently computer literate to navigate the ePI system (Table 3).

Respondents mentioned that their biggest concern with the implementation of a local ePI system is that there may be a legal problem; specifically, that placing package inserts on a website may violate Cap.231 Undesirable Medical Advertisements Ordinance (UMAO), which states that no person shall publish, or cause to be published, any advertisement likely to lead to the use of any medicine for the purpose of treating human beings for any disease and conditions specified [10]. Examples of such conditions include gynecological or obstetrical disease, correction of deformity or the surgical alteration of a person’s appearance, and treatment of benign or malignant tumor. Thus, it will depend on the manner in which drug information is placed online. For example, a paper PI that is inside any container or package containing an oral drug does not constitute “publication of advertisement.” However, if a Quick Response (QR) code was printed on the outside of a package such that consumers could access the information by scanning the QR code, some respondents suggested that this may potentially violate the law. One respondent suggested that

It is illegal for a pharmaceutical company to publish information that claims a product has curative or preventive effects on cancer to be open to the public.

Such locally published information may violate UMAO [Respondent 05, industrial pharmacist]

Another challenge of implementation that was identified in interviews is that there is a low incentive for implementation of an ePI system in Hong Kong. One respondent explained that given the fact that drug information can be obtained from various existing sources, he does not expect governing authorities to take the initiative in developing a local ePI system.

As compared to establishing an online drug information system, the government might allocate its resources to more pressing and ongoing “e-health projects,” such as setting up the electronic health record sharing system between private and public sectors, and the Chinese Medicine information system. Respondents were also skeptical on whether the pharmaceutical industry in Hong Kong is supportive of this initiative, although the 5 industrial pharmacists interviewed in this study (representing different pharmaceutical companies) seemed to agree with the rationale and anticipated benefits behind establishing an ePI system. In addition, the public’s potential level of acceptance of an ePI system is unknown, and local data on support for ePI initiatives are lacking.

Other difficulties in implementation were suggested to be the initiation and maintenance of the system. Some respondents thought that it will be difficult to include all drugs in a single system, as there are many registered pharmaceutical products in Hong Kong.

There are many registered brands for certain drugs in Hong Kong. Some community pharmacies may sell different brands of the same drug, and we notice that the package inserts of different brands can be slightly different. [Respondent 06, community pharmacist]

Therefore, this respondent thought that the large number of registered pharmaceutical products from different companies may increase the difficulty of managing the labeling content of all drugs in an ePI system. For example, the potential challenges in the standardization of the ePI format were also mentioned, although standardization would enable faster retrieval of information. There is a need to establish systems and processes to enforce compliance with labeling and formatting standards; this may likely be cost intensive. Therefore, many respondents were concerned about the maintenance of the ePI system; 1 respondent pointed out that more resources may be needed for system maintenance:

If the information is updated more frequently, the Drug Office [the law enforcement agency that governs all legislations concerning medicines in Hong Kong] will have to review more changes of particulars, and more human resources may be needed. [Respondent 07, hospital pharmacist]

The costs associated with implementation and system maintenance are issues of concern. For example, one respondent mentioned that the transition from paper PI to ePI itself might pose a major logistic burden to some pharmaceutical companies:

We have to convert the existing PI into ePI format. This is a significant challenge for the industry. We will probably need high-end IT support. If a company, like mine, has many registered products, this will require significant resources. For the smaller companies, they would still need to invest resources on ePI compliant systems. [Respondent 10, industrial pharmacist]
Theme 4: Concerns With Complete Replacement of Paper PI With ePI

Some respondents were concerned about the accessibility of information, especially for the elderly population and patients with low computer literacy:

As we can see in hospitals, most of the patients are elderly, and they may not know how to access the information from the Internet. [Respondent 08, hospital pharmacist]

Another respondent also shared a similar thought:

Many elderly people do not know how to use electronic devices, and they may rush to a community pharmacy and ask for help to retrieve online drug information, increasing the burden on us as community pharmacists. [Respondent 06, community pharmacist]

The same respondent also expressed concern over what might happen in a situation of system breakdown:

If we rely totally on an online ePI system, in the situation of a system breakdown we will not have any other alternative ways to retrieve drug information. [Respondent 06, community pharmacist]

Overall, most respondents suggested that an ePI system should be implemented and that the physical package insert system should also be maintained.

Theme 5: Enablers for Implementing a Citywide ePI System in Hong Kong

The majority agreed that a local ePI system should be initiated and managed by regulatory sectors in Hong Kong. A few respondents suggested that a centralized platform should be made for pharmaceutical companies to upload the latest version of their products’ ePI, and that the authority should take responsibility for verifying the data and ensuring their accuracy before releasing the information to the public.

The authority should set up some guidelines for the requirements of ePI format and information, so that pharmaceutical companies can know what to include and what to exclude in the drug information they upload onto an ePI system. [Respondent 09, industrial pharmacist]

Most respondents also suggested that there should be separate information for both health care professionals and the public within the same ePI system. For health care professionals, detailed prescribing information and product-specific information should be provided. For the public, abridged patient-friendly information and nontechnical language should be used. Some respondents also suggested that patient-information leaflets in drug packaging inserts should be translated into Chinese, as they thought that a simplified patient-information leaflet in Chinese language would attract more patients to read the drug information:

The public will not be interested to read a long and complicated package insert, so a simpler version should be tailor-made for the public. [Respondent 10, industrial pharmacist]

Finally, several features that can be integrated into an ePI system were mentioned, such as adding images of the pill and package. One respondent also suggested adding audio and video versions of drug information. Another suggested adding a drug interactions check function and drug compatibility check function:

Compatibility of a drug with other IV fluids is a common question, but sometimes information about compatibility is not included in the package insert, so it should be added to ePI system if possible. [Respondent 11, hospital pharmacist]

Discussion

Principal Findings

In this study, we sought to determine pharmacists’ (our respondents’) perceptions of the benefits and challenges of implementing an ePI system in Hong Kong. Our respondents showed that pharmacists generally have a positive attitude toward ePI. Specifically, they stated that although they always use package inserts to retrieve drug information, they found many flaws in physical package inserts that can potentially be mitigated using ePI. However, they had mixed views on the replacement of paper PI by ePI; the majority thought that paper PI should be kept, rather than replacing with ePI. Respondents also voiced many concerns about the implementation and maintenance of a local ePI system. Most stated that further discussion and coordination of different stakeholders are needed before initiating a citywide ePI system in Hong Kong.

Our study shows that the majority of respondents reported frequent use of electronic databases to retrieve drug information, such as MIMS, Lexicomp, and Micromedex. However, several problems related to their use were identified. Currently, no study has systematically evaluated local pharmacists’ perception of existing online drug databases. However, anecdotal finding from our respondents, as well as reports from other countries, suggested that the common problems identified by health care professionals were the lack of comprehensive coverage of drug items, incomplete information (eg, missing information on drug compatibility for intravenous administration), and underutilization of internet features that enhance readability and understanding of medication information (eg, font enlargement, glossary of terms) [20,21]. As identified from a local study that reviewed local drug information use, authors found that despite the widespread use of the internet in Hong Kong, the public is still not benefiting from existing online drug information databases [22]. Authors identified that this was attributable to the readability of existing online drug information, as well as a language barrier, as most of the information is provided in English rather than Chinese [22]. The implementation of an ePI system is expected to ameliorate these problems, as it will offer a platform with comprehensive drug information in a standardized format for health care professionals, as well as patient-friendly information in Chinese for the public.
Several advantages of ePI were identified in this study. The ease of retrieving drug information is considered to be greatly enhanced by ePI, as users can access drug information whenever they need it, even when they do not have the drug package on-hand. The experience of other countries with ePI confirms that increased availability of drug information can be enabled by an ePI system [2,6,7]. In addition, online drug information can be constantly updated, which will assist the work of health care professionals in reducing drug-related problems in a hectic clinical setting. This is especially relevant to the context of Hong Kong health care system, where staff shortages, workforce problems, and timeliness of services are key shortcomings [12,23]. It is expected that a mature ePI system would serve as a one-stop drug information hub to help improve delivery of information to users.

Despite its many advantages, one of the challenges identified in the interviews with respondents was that an ePI may violate Cap.231 UMAO. According to Cap.231, any notice, poster, circular, label, wrapper, or document is considered to be an advertisement. The law states that no person shall publish, or cause to be published, any advertisement likely to lead to the use of any medicine for the purpose of treating human beings for any disease and conditions specified [24]. It is important to note that this law is targeted at advertisements that are published locally within the jurisdiction of Hong Kong. An ePI is technically not an “advertisement” by nature. The responders raised this point probably because they held a strict interpretation of the ordinance that ePI published online locally might be deemed as an “advertisement” under UMAO, and therefore a contravention of the ordinance. We also identified 2 exemptions concerning this ordinance. First, there are exemptions for providing health care professionals with drug information; the law also states that “it shall be a defense to prove that the advertisement to which the proceedings relate was made only in a publication of a technical character intended for circulation” mainly among medical practitioners, pharmacists, and the medical and para-medical staff of hospitals, clinics, and maternity homes [10]. This implies that the UMAO will not be violated if ePI system access is limited to health care professionals. Second, if open access to the public is desired, discussion with the government will be required. An amendment of the law may be necessary to exempt product information that is publicly available on the local ePI system from being referred as “advertisement.” Resources will also be required to manage the large database of drug information and to verify the information provided by manufacturers.

Although the respondents showed support for the implementation of a local ePI system, the majority wanted paper PI to be kept to serve as an alternative for special circumstances, such as during a system breakdown or other technical problems. In particular, respondents expressed concerns over the ability of the elderly population and patients with low computer literacy to use ePI. According to a study about online health information-seeking behavior in Hong Kong, a “digital divide” may exist, such that senior citizens and individuals of a lower socioeconomic status and a lower education level may be less likely to have access to online drug information [11]. This would be a problem, as Hong Kong has a growing elderly population who may have limited access to digital information. Accordingly, we propose that local champions should be identified to serve as advocates to help deliver and promote the benefits of ePI. Our findings also reveal the need for ePI-related education to be incorporated, starting from the undergraduate level to enable professional development and empower practitioners to effectively utilize ePI for drug-information retrieval.

In summarizing all recommendations raised by respondents, we have identified 2 viable approaches to establishing a centralized ePI system. The first approach is to take advantage of the current databases and drug websites that are managed by the local authorities, onto which the Drug Office can undergo transition into an XML format of PI, and followed by pharmaceutical companies during registration or during changes of the particulars of pharmaceutical products. Providing drug information in XML format should become a mandatory requirement after the successful transition. The second approach is to develop a new centralized platform where pharmaceutical companies submit drug information and labeling content of their pharmaceutical products according to predefined standards in XML format. Aside from being the developer and regulator of the ePI system, the government could also provide financial support for pharmaceutical companies to transit into the ePI system. It is also possible that pharmaceutical companies can collaborate and develop a consortium or consensus on the key principles, common standards, and governance process of the ePI system. The Hong Kong Association of the Pharmaceutical Industry may facilitate such initiative, together with other stakeholders including consumers, health care professionals, academic institutions, and regulatory authorities.

The collective opinions and recommendation gathered from the respondents suggest that an integrated drug information system should be implemented to serve both professional users and the public. Therefore, we propose that Hong Kong could adopt a similar platform as the Electronic Medicines Compendium (eMC), which is a well-developed ePI system used in the UK. eMC is managed by a third-party provider, and pharmaceutical companies pay to upload their SmPC and a package leaflet onto the eMC website [1]. There is a standardized format and layout for drug information on the website, with in-depth information on product characteristics supplied for health care professionals, and an abridged version available for patients and the public. The UK authorities also play a pivotal role in the management of this ePI system, as all drug information uploaded on the website must be checked and approved by the UK/European medicines licensing authority (Medicines and Healthcare products Regulatory Agency [MHRA]/EMA). Currently, the eMC has more than 10,600 documents that have been verified and approved by the UK or European government agencies that license medicines. This system is well-received by the citizens of the UK and EU, as well as other parts of the world. Hong Kong could benefit from adopting key features of the eMC system, as well as integration of other reputable and complementary sources of non-drug–related health information. For example, the system can include portal links to the public health care system website (Hospital Authority [25]), government websites (Hong Kong Department of Health [26], ...)
Limitations of Study

The study population comprised pharmacists only, who are presumably the health care professionals that most clinicians and the public would consult for drug-related inquiries. More studies are required to understand the acceptance levels of other health care professionals for ePI, including doctors and nurses, as they are also frequent users of package inserts. In addition, the sample size in this study was small. However, saturation was identified and no new coding was observed after 15 interviews. We also acknowledge that the data generated in the interviews broadly revolve around the needs of pharmacists, patients, and policy makers (eg, the government), with minimal references to other health care professionals. This might be due to the nature of the questions asked in the structured interviews, as there was not sufficient contact time to ask respondents to discuss other specific issues related to ePI. Given the nascent status of the ePI field in Hong Kong, we reason that despite these limitations, there is still reasonable credibility of these preliminary qualitative findings in demonstrating potential relevance of an ePI system in Hong Kong.

Study participants were recruited using purposive snowball sampling, and this may have resulted in selection bias. Although the respondents reported experience in multiple sectors of practices, only pharmacists who were currently practicing in hospital, community, and industrial settings participated in the study. Notably, these are also the 3 major sectors of practice for 80% of the pharmacists in Hong Kong [29]. We speculate that the identified benefits and challenges are generally reflective of the current opinions of local pharmacists. Lastly, there are methodological limitations associated with grounded theory approach. For example, the investigators conducted an extensive literature review on ePI before the initiation of this study. This might lead to the prejudgment or formation of predetermined constructs even before data analysis. To address this limitation, at least two investigators conducted coding independently to facilitate fine-tuning of the analysis and converge on a shared interpretation.

Given the aforementioned limitations of this study, we would like to emphasize that this study should be interpreted as an effort to generate future research directions in this field. We hope to take advantage of existing models in other countries and identify essential features of well-established and effective ePI systems. A follow-up study should then evaluate how these features can be adapted to serve the needs of health care professionals and patients in Hong Kong. Future studies should also seek the opinions and expertise of different stakeholders on ways to maintain an ePI system to ensure its sustainability. In particular, the attitudes of other health care professionals and patients toward electronic drug information should also be evaluated when new services are introduced and when they are more adapted to reading the electronic versions of patient drug-information leaflets.

Conclusion

The establishment of a citywide system of ePI would be in keeping with the vision embodied by “The Smart City Blueprint for Hong Kong” [30], which was introduced by the Government of the Hong Kong SAR to facilitate the use of innovation and technology to improve people’s quality of living.

This qualitative study is the first step in exploring the feasibility of implementing a citywide ePI system in Hong Kong. Our findings suggest that pharmacists generally have a positive attitude toward ePI implementation, as they highlighted the advantages of ePI in enabling better updating and retrieval of drug information while also recognizing the many challenges that need to be overcome. In particular, Hong Kong pharmacists generally appear to not be in favor of a total replacement of paper PI by ePI. Nevertheless, the perceived benefits of ePI gathered from this study, as well as collective evidence from other countries with mature ePI systems, confirm that more efforts should be made to promote optimized development and implementation of an ePI system in Hong Kong.
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Abstract

\textbf{Background:} Historically, the terms sex and gender have been used interchangeably as a binary attribute to describe a person as male or female, even though there is growing recognition that sex and gender are distinct concepts. The lack of sex and gender delineation in electronic health records (EHRs) may be perpetuating the inequities experienced by the transgender and gender nonbinary (TGNB) populations.

\textbf{Objective:} This study aims to conduct an environmental scan to understand how sex and gender are defined and implemented in existing Canadian EHRs and current international health information standards.

\textbf{Methods:} We examined public information sources on sex and gender definitions in existing Canadian EHRs and international standards communities. Definitions refer to data element names, code systems, and value sets in the descriptions of EHRs and standards. The study was built on an earlier environment scan by Canada Health Infoway, supplemented with sex and gender definitions from international standards communities. For the analysis, we examined the definitions for clarity, consistency, and accuracy. We also received feedback from a virtual community interested in sex-gender EHR issues.

\textbf{Results:} The information sources consisted of public website descriptions of 52 databases and 55 data standards from 12 Canadian entities and 10 standards communities. There are variations in the definition and implementation of sex and gender in Canadian EHRs and international health information standards. There is a lack of clarity in some sex and gender concepts. There is inconsistency in the data element names, code systems, and value sets used to represent sex and gender concepts across EHRs. The appropriateness and adequacy of some value options are questioned as our societal understanding of sexual health evolves. Outdated value options raise concerns about current EHRs supporting the provision of culturally competent, safe, and affirmative health care. The limited options also perpetuate the inequities faced by the TGNB populations. The expanded sex and gender definitions from leading Canadian organizations and international standards communities have brought challenges in how to migrate these definitions into existing EHRs. We proposed 6 high-level actions, which are to articulate the need for this work, reach consensus on sex and gender concepts, reach consensus on expanded sex and gender definitions in EHRs, develop a coordinated action plan, embrace EHR change from socio-organizational and technical aspects to ensure success, and demonstrate the benefits in tangible terms.

\textbf{Conclusions:} There are variations in sex and gender concepts across Canadian EHRs and the health information standards that support them. Although there are efforts to modernize sex and gender concept definitions, we need decisive and coordinated actions to ensure clarity, consistency, and competency in the definition and implementation of sex and gender concepts in EHRs. This work has implications for addressing the inequities of TGNB populations in Canada.

\textit{(J Med Internet Res 2020;22(11):e20050) doi:10.2196/20050)
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Introduction

Background
The collection of sex and gender data as part of a person’s demographic information in electronic health records (EHRs) has been in place for decades [1]. Historically, the 2 terms have been used interchangeably as a binary attribute to describe an individual as being male or female. There has been little effort to define this attribute and its values consistently across EHRs, health care organizations, and health information standards [2]. Longstanding use of poorly understood and defined sex and gender concepts has created much systemic inconsistencies. Different EHRs use either sex or gender as the data element name for this attribute and a wide range of coding schemes with letters and numbers such as F, M, 1, 2, U, and UNK to represent the values [2-4]. There is also growing recognition that sex and gender are distinct concepts [5]. Sex is a biological construct based on anatomy, genetics, and hormones that distinguish between males and females on a continuum. Gender is a psychological and social construct based on attitudes, feelings, behaviors, and cultural factors a person may use to identify and express their authentic identity as a man, woman, or other options. Given the diversity that exists in our society, it is inaccurate, inadequate, and inappropriate to use a single binary attribute to represent sex and gender of the transgender and gender nonbinary (TGNB) populations [6,7].

The inability to capture accurate sex and gender data in EHRs has also created a structural barrier to the health of the TGNB populations [2]. Without accurate sex and gender documentation, health care staff are unable to identify TGNB patients properly, which can lead to distress, stigma, and delay in seeking care for these patients [6,7]. The estimated TGNB populations in the United States range from 0.5% to 4.5% among adults and 2.5% to 8.4% among children and adolescents with upward trends noted, but the actual proportions can vary as many remain invisible in EHRs [8]. Jeffee et al [9] reported that 1 in 4 TGNB patients seeking health care services were denied equal treatment, and over 40% of transgender men experienced verbal harassment, physical assault, or denial of care. Studies have shown TGNB individuals to have worse health care access, quality, and outcomes, including lower rates of health maintenance screening and life expectancies, and higher rates of depression, substance use, and chronic illness [2,9,10]. For instance, in a study of 5135 US veterans diagnosed with gender dysphoria, the odds were 4 times greater for depression and 5 times greater for HIV seropositivity compared with controls [10]. The mismatch of one’s sex and gender can also be problematic with sex-based care guidelines such as pregnancy and prostate cancer screening tests. For transgender patients who have changed their recorded birth sex to match their current gender, the built-in EHR rules would often reject these tests for not having the expected sex value present [11-13].

There have been efforts to improve the definition, collection, and use of sex and gender data in EHRs among health care organizations. For instance, in 2013 the World Professional Association for Transgender Health published a set of recommendations for EHR developers, vendors, and users with respect to transgender patients [14]. In the United States, the Centers for Medicare and Medicaid Services and Office of the National Coordinator (ONC) for health information technology (IT) require EHR vendors to include sex and gender data fields as part of the EHR software certification [15], but health care providers are currently not required to collect this information [16]. Notable examples where gender identity is collected and used include the Fenway Institute [17] and the US Department of Veterans Affairs [11]. However, there are wide variations in current practices [8,18,19], and many health care organizations are yet to implement a system to collect sex and gender data [2]. The lack of common standards in defining sex and gender data fields and code values has also made it difficult to exchange and reuse this information across EHRs [20]. Overall, this is a complex multi-level challenge with numerous implementation barriers to explore for health policy, health systems, IT, providers, researchers, and patients.

Objectives
The purpose of this environmental scan is to understand how sex and gender data are defined and implemented in existing Canadian EHR systems and current international health information standards. This study informs a larger initiative underway by the authors to modernize sex and gender information practices in Canadian EHRs. The need for this study is best summed up by the House of Commons Report on the Health of the Lesbian, Gay, Bisexual, Trans, Queer, Intersex, Asexual and Two-Spirit (LGBTQIA2+) communities, which states that “…the LGBTQIA2+ communities in Canada experience numerous health inequities...data collection [should] be improved in order to obtain a more complete picture of the health of gender and sexual minorities in Canada.” [21].

Methods

Definition of Terms
We conducted an environmental scan to examine public information sources on sex and gender definitions in Canadian EHRs and international health information standards. An environmental scan is a method of assessing the landscape on a specific topic based on multiple sources, including published literature, organizational documents, and key informants [22,23]. Sex and gender are broad terms used to include sex- and gender-related concepts such as sex at birth, gender identity, and pronouns [5,24]. Definitions refer to data element names, code systems, and value sets for these concepts. The data element name is the label for an attribute, code system is the scheme used to codify concepts, and the value set is a group of codes an attribute can hold [25,26]. EHRs refer to electronic collections of an individual’s lifetime health history and care records in the health ecosystem. They include input sources such as laboratory and pharmacy systems that collect individual health records, and administrative and clinical databases that
house extracted records for health system analysis and reporting [27].

**Information Sources**

This study was built on an earlier environmental scan report from the Canada Health Infoway [28]. For that report, Canada Health Infoway staff extracted sex and gender definitions in EHR-related data dictionaries from public websites of Canadian health jurisdictions and national health care organizations. They also received guidance from the Infoway Sex and Gender Working Group on additional EHRs to be included. The Working Group is a multi-sectoral virtual community representing government agencies, health care organizations, advocacy groups, care providers, private vendors, and academics across Canada interested in sex and gender issues in EHRs. Drawing on the Infoway report, we added sex and gender definitions from international standards communities involved with the development, implementation, or approval of health information standards.

**Data Analysis**

For analysis, we summarized all sex and gender definitions from these sources and reviewed them for clarity, consistency, and accuracy. The review was conducted by the authors of this study with expertise or experience in patient care (KD), health information standards (FL), health equity (MA), and TGNB issues (RQ and KD). We also sought and received feedback on the definitions and earlier versions of this study from Infoway Sex and Gender Working Group members [12].

**Results**

**Types of Information Sources**

The information sources selected for this study consisted of public website descriptions of 52 databases and 55 data standards from 12 Canadian entities and 10 standards communities (Multimedia Appendix 1 [29-116]). The Canadian entities included (1) Alberta, British Columbia, Manitoba, Ontario, and Newfoundland and Labrador as 5 provincial jurisdictions responsible for 50 of these databases or data standards; (2) Canadian Institute for Health Information (CIHI) as the national health data holdings custodian responsible for 24 of these databases or standards; (3) Canadian Primary Care Sentinel Surveillance Network and Canadian Longitudinal Study on Aging as 2 national consortiums responsible for the database for more than 450 primary care practices and the database for long-term community health survey of more than 50,000 aging individuals, respectively; (4) Statistics Canada (StatCan) as the federal agency responsible for the national data standards for population surveys, census, and cancer registries; (5) Canada Health Infoway as the national organization responsible for Canadian health data exchange and terminology standards; and (6) Centre for Addictions and Mental Health (CAMH) and Tri-Hospital and Toronto Public Health (Tri-H+TPH) as 2 health care organizations considered leaders and early adopters of sex and gender documentation in EHRs.

The standards communities included (1) Health Level Seven (HL7), Diagnostic Imaging and Communication in Medicine (DICOM), and the International Organization for Standardization as 3 international standards organizations that develop data exchange standards including HL7 Version 2 (V2) and Version 3 (V3), Clinical Document Architecture, Fast Healthcare Interoperable Resources (FHIR), and DICOM medical imaging standards; (2) Systemized Nomenclature of Medicine (SNOMED) International and Logical Observations Investigations Names and Codes (LOINC) as 2 international organizations that develop health terminology standards; (3) OpenEHR and BioPortal as 2 international collaborations that have developed the Gender Archetype and the Gender, Sex, and Sexual Orientation (GSSO) ontology, respectively; (4) ONC, National Health Services, and Australian Institute of Health and Welfare as 3 government agencies considered leaders in developing health information standards.

**Sex and Gender Definitions in Existing Canadian EHRs**

**Sex**

We extracted sex definitions and summarized them by data element, code system, and value set (Multimedia Appendix 2). There are 25 entries with 7 unique data element names. After merging names with minor variations, 5 distinct data element names remained. After eliminating duplicate entries, 7 code systems and 21 unique value sets remained (Textbox 1). Most variations are when sex is unknown, undifferentiated, other, or has no information. For instance, unknown is coded as U, UNK, 3, or 39; undifferentiated is coded as UN, U, or I. The same code can also have different values. For example, U can be Unknown, Unknown or Undifferentiated, Undifferentiated, or Undetermined; UN can be Unknown, Undifferentiated, or Not assigned male or female. Other can be Other, Other (including hermaphrodites and transsexual), or Other (person could not be uniquely identified). When no information is given, different codes and values are used, including 9-Not stated, 281-Null, and blank. From the definitions, it is unclear if Undifferentiated, Undetermined, and Indeterminate refer to the same concept.

<table>
<thead>
<tr>
<th>Data element name (n=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
</tr>
<tr>
<td>Administrative Sex</td>
</tr>
<tr>
<td>Patient’s sex</td>
</tr>
<tr>
<td>Sex assigned at Birth</td>
</tr>
<tr>
<td>Infant’s sex</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Code system (n=7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health level Seven version 2 (HL7V2)-0001</td>
</tr>
<tr>
<td>Diagnostic imaging and communication in medicine (0010,0040)</td>
</tr>
<tr>
<td>Canadian Institute for Health Information</td>
</tr>
<tr>
<td>Statistics Canada</td>
</tr>
<tr>
<td>Newfoundland &amp; Labrador Centre for Health Information</td>
</tr>
<tr>
<td>Canadian Primary Care Sentinel Surveillance Network</td>
</tr>
<tr>
<td>Manitoba</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Value set (n=21)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, female</td>
</tr>
<tr>
<td>M-male, F-female</td>
</tr>
<tr>
<td>M-male, F-female, blank (if unknown)</td>
</tr>
<tr>
<td>M-male, F-female, I-indeterminate, UNK-unknown</td>
</tr>
<tr>
<td>M-male, F-female, O-other</td>
</tr>
<tr>
<td>M-male, F-female, O-other (trans-sexual, hermaphrodite)</td>
</tr>
<tr>
<td>M-Male, F-Female, O-Other (person could not be uniquely identified as male or female; eg, hermaphrodite)</td>
</tr>
<tr>
<td>M-male, F-female, U-unknown</td>
</tr>
<tr>
<td>M-male, F-female, U-unknown, O-other</td>
</tr>
<tr>
<td>M-male, F-female, U-unknown/undifferentiated, O-other</td>
</tr>
<tr>
<td>M-male, F-female, U-unknown/undifferentiated, unknown or other</td>
</tr>
<tr>
<td>M-male, F-female, UN-unknown</td>
</tr>
<tr>
<td>M-Male, F-Female, UN-unknown/undifferentiated, UNK-unknown</td>
</tr>
<tr>
<td>M-Male, F-Female, UN-unknown/undifferentiated, UNK-unknown</td>
</tr>
<tr>
<td>1-male, 2-female</td>
</tr>
<tr>
<td>1-male, 2-female, 3-other</td>
</tr>
<tr>
<td>1-male, 2-female, 3-unknown</td>
</tr>
<tr>
<td>1-male, 2-female, O-other</td>
</tr>
<tr>
<td>1-male, 2-female, O-other (includes hermaphrodites, transsexual)</td>
</tr>
<tr>
<td>1-male, 2-female, U-unknown</td>
</tr>
<tr>
<td>155,939-female, 133,338-male, 281-null, 39-unknown, 1-undifferentiated</td>
</tr>
</tbody>
</table>

Gender

We extracted gender definitions and summarized them by data element, code system, and value set (Multimedia Appendix 3). There are 35 entries with 12 unique data element names. After merging names with minor variations, 5 distinct names remained. After eliminating duplicate entries, 9 code systems and 22 unique value sets remained (Textbox 2).

<table>
<thead>
<tr>
<th>Data element name (n=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Gender</td>
</tr>
<tr>
<td>• Administrative Gender</td>
</tr>
<tr>
<td>• Clinical Gender</td>
</tr>
<tr>
<td>• Gender identity</td>
</tr>
<tr>
<td>• Newborn gender</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Code system (n=9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Health Level Seven version 2</td>
</tr>
<tr>
<td>• Health Level Seven version 3</td>
</tr>
<tr>
<td>• Clinical Document Architecture</td>
</tr>
<tr>
<td>• Fast Healthcare Interoperable Resources</td>
</tr>
<tr>
<td>• Canadian Institute for Health Information</td>
</tr>
<tr>
<td>• Alberta</td>
</tr>
<tr>
<td>• Manitoba</td>
</tr>
<tr>
<td>• Newfoundland &amp; Labrador</td>
</tr>
<tr>
<td>• Canadian Longitudinal Study on Aging</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Value set (n=22)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• M-male, F-female</td>
</tr>
<tr>
<td>• M-male, F-female, D-gender diverse, UNK-not known, NA-not applicable</td>
</tr>
<tr>
<td>• M-male, F-female, 1-undifferentiated stillbirth only, U-unknown, O-other; for trans-sexual or hermaphrodite, U-undifferentiated; for stillbirths only (discontinued)</td>
</tr>
<tr>
<td>• M-male, F-female, O-other (trans-sexual or hermaphrodites)</td>
</tr>
<tr>
<td>• M-male, F-female, OTH-other gender identity, UNK-not known, NA-not applicable</td>
</tr>
<tr>
<td>• M-male, F-female, U-unknown</td>
</tr>
<tr>
<td>• M-male, F-female, U-unknown, O-other</td>
</tr>
<tr>
<td>• M-male, F-female, U-unknown, O-other, I-indeterminate</td>
</tr>
<tr>
<td>• M-male, F-female, U-undifferentiated</td>
</tr>
<tr>
<td>• M-male, F-female, U-undifferentiated stillbirth only, O-other (trans-sexual or hermaphrodite)</td>
</tr>
<tr>
<td>• M-male, F-female, U-undifferentiated, stillbirths only, O-other or unknown</td>
</tr>
<tr>
<td>• M-male, F-female, UN-undifferentiated</td>
</tr>
<tr>
<td>• M-male, F-female, UN-undifferentiated, UNK-unknown</td>
</tr>
<tr>
<td>• M-male, F-female, UN-undifferentiated, UNK-unknown, NI-no information (could not be uniquely defined as male or female, eg, hermaphrodite), OTH-other</td>
</tr>
<tr>
<td>• M-male, F-female, 7-not collected, 9-unknown</td>
</tr>
<tr>
<td>• Male-male, Female-female, Unknown-unknown</td>
</tr>
<tr>
<td>• Male-male, Female-female, Unknown-unknown, Other-other</td>
</tr>
<tr>
<td>• Male-male, Female-female, refused or something else</td>
</tr>
<tr>
<td>• Male-male, Female-female, Other-other, Unknown-unknown</td>
</tr>
<tr>
<td>• 1-male, 2-female, 3-unknown</td>
</tr>
<tr>
<td>• 1-male, 2-female, 8-don’t know/no answer, 9-refused</td>
</tr>
<tr>
<td>• 1-male, 2-female, ZZ-other</td>
</tr>
</tbody>
</table>
Most variations are in undifferentiated, unknown, other, and no information is given. For instance, undifferentiated is coded as UN or U; unknown as Unknown, U, UNK, 3, or 9; and other as O, OTH, Other, or ZZ. There are also different values for undifferentiated and other, regardless of whether the same code is used or not. For instance, the value for undifferentiated can be Undifferentiated, Undifferentiated still birth only, or Undifferentiated (could not be uniquely defined as male or female, eg, hermaphrodite). Other can be Other, Other or unknown, Other (trans-sexual or hermaphrodites), or Other gender identity. When no information is given, different codes and values are used, including 7-Not collected, 8-Don’t know or no answer, 9-Refused, Refused, or something else, NA-Not applicable, or NI-No information. From the definitions, it is unclear if Undifferentiated and Indeterminate refer to the same concept.

**Expanded Sex and Gender Definitions in Canadian Health Care Organizations**

We extracted expanded sex and gender definitions in policy and practice guides of 4 Canadian institutions (Multimedia Appendix 4) and summarized them by organization, concept, and value set (Table 1).

<table>
<thead>
<tr>
<th>Concept (n=10)</th>
<th>Organization (n=4)</th>
<th>Value set and/or description if available (n=10)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>StatCan</td>
<td>M-male, F-female</td>
</tr>
<tr>
<td>Variant of sex</td>
<td>StatCan</td>
<td>M-male, F-female, I-intersex</td>
</tr>
<tr>
<td>Sex at birth</td>
<td>CIHI</td>
<td>M-male, F-female, I-indeterminate, UNK-unknown</td>
</tr>
<tr>
<td>Intersex</td>
<td>CIHI</td>
<td>Refers to a variety of conditions where a person has atypical development of sex characteristics, such as reproductive anatomy, sex chromosomes or sex-related hormones, that is not consistent with typical definitions of male of female</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>StatCan</td>
<td>M-male gender, F-female gender, D-gender diverse</td>
</tr>
<tr>
<td></td>
<td>CIHI</td>
<td>M-male, F-female, D-gender diverse, UNK-unknown</td>
</tr>
<tr>
<td></td>
<td>Tri_Hospital + TPH</td>
<td>Male, female, trans-female to male, trans-male to female, intersex, other (specify), prefer not to answer, do not know</td>
</tr>
<tr>
<td><strong>Cisgender</strong></td>
<td>StatCan</td>
<td>C-cisgender, CM-cisgender man, CF-cisgender woman</td>
</tr>
<tr>
<td><strong>Transgender</strong></td>
<td>StatCan</td>
<td>T-transgender, TM-transgender man, TF-transgender woman, TG-transgender person, non-exclusive category</td>
</tr>
<tr>
<td><strong>Nonbinary gender</strong></td>
<td>StatCan</td>
<td>Transmasculine demi-boy, transfeminine demi-girl, pan-gender poly-gender bi-spirit, gender-fluid neutrois, genderless, agender</td>
</tr>
<tr>
<td><strong>Lived gender</strong></td>
<td>CIHI</td>
<td>How a person publicly presents their gender, which include behavior, appearances, name and pronoun</td>
</tr>
<tr>
<td><strong>Gender identity</strong></td>
<td>CIHI</td>
<td>A person’s internal and experience, a sense of being a woman, man, both, neither or along a spectrum</td>
</tr>
<tr>
<td></td>
<td>CAMH</td>
<td>Male, female, transsexual, transgender, genderqueer, two-spirit, FTM (female-to-male), MTF (male-to-female), intersex, unsure, questioning, other, prefer not to answer</td>
</tr>
</tbody>
</table>

---

For sex, StatCan and CIHI have identified intersex as a distinct concept. For value sets, StatCan has defined I-Intersex as one of the sex options, whereas CIHI has I-Indeterminate as one of the sex at birth options. For gender, both StatCan and CIHI have D-Gender Diverse as a distinct concept. StatCan further distinguished gender into categories of cisgender, transgender, and nonbinary gender with specific value sets such as CM-Cisgender man, TM-Transgender man and Trans-Masculine, and Demi Boy. CIHI has distinguished between gender identity and lived gender but only defined a value set for gender with D-Gender Diverse as an option. For CAMH and Tri-H+TPH, their gender value sets have many variations.
options but with some variations: only CAMH has options for *Transsexual, Transgender, Genderqueer,* and *Questioning.* There are also variations when a person’s sex or gender is not recorded: *UNK-Unknown, NA-Not Applicable, Other, Prefer not to answer,* or *Do not know.*

**Sex and Gender Definitions in Standards Communities**

**Definitions**

We extracted sex and gender definitions published by 10 standards communities ([Multimedia Appendices 5 and 6](#)). The published standards ranged from those in routine use such as HL7V2, V3, and DICOM specifications, to recently proposed specifications from the FHIR, HL7 Gender Harmony Project, ONC-Interoperability Standards Advisory, OpenEHR Gender Archetype, and BioPortal-GSSO. For sex, there are 11 unique data element names from 13 code systems and 16 value sets ([Textbox 3](#)). GSSO has also defined 3 sex subtypes as biological sex, anatomic sex, and genotypic sex. For gender, there are 10 unique data element names from 11 code systems and 12 value sets ([Textbox 4](#)).

<table>
<thead>
<tr>
<th>Data element names (n=11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Sex</td>
</tr>
<tr>
<td>- Administrative sex</td>
</tr>
<tr>
<td>- Patient’s sex</td>
</tr>
<tr>
<td>- Sex of patients</td>
</tr>
<tr>
<td>- Patient sex (at birth)</td>
</tr>
<tr>
<td>- US-core-birthsex</td>
</tr>
<tr>
<td>- Sex assigned at birth</td>
</tr>
<tr>
<td>- Sex for clinical use</td>
</tr>
<tr>
<td>- Biological sex</td>
</tr>
<tr>
<td>- Anatomic sex</td>
</tr>
<tr>
<td>- Genotypic sex</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Code systems (n=13)</th>
</tr>
</thead>
<tbody>
<tr>
<td>- International Organization for Standardization-5218</td>
</tr>
<tr>
<td>- Australian Institute of Health and Welfare–Metadata Online Repository</td>
</tr>
<tr>
<td>- Diagnostic Imaging &amp; Communication in Medicine (DICOM)–Context Identifier 7455</td>
</tr>
<tr>
<td>- DICOM- (0010,0040)</td>
</tr>
<tr>
<td>- DICOM- proposed</td>
</tr>
<tr>
<td>- BioPortal- gender sex and sexual orientation ontology</td>
</tr>
<tr>
<td>- Health Level 7 (HL7)V2-0001</td>
</tr>
<tr>
<td>- HL7V3</td>
</tr>
<tr>
<td>- Fast Healthcare Interoperability Resources</td>
</tr>
<tr>
<td>- National Health Services</td>
</tr>
<tr>
<td>- Logical Observations Investigations Names and Codes</td>
</tr>
<tr>
<td>- OpenEHR</td>
</tr>
<tr>
<td>- HL7 Gender Harmony</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Value sets or subtypes (n=16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>- 1-male, 2-female, 0-not known, 9-not applicable</td>
</tr>
<tr>
<td>- 1-male, 2-female, 3-other, 9-not stated or inadequately described; alternate scheme</td>
</tr>
<tr>
<td>- M-male, F-female, X-other</td>
</tr>
<tr>
<td>- M-male, F-female, U-unknown sex, MP-male pseudohermaphrodite, FP-female pseudohermaphrodite, H-hermaphrodite, MC-male changed to female, FC-female changed to male, 121104-ambiguous sex, 12102-other sex, 121103-undetermined sex</td>
</tr>
<tr>
<td>- M-male, F-female, A-ambiguous, N-not applicable, O-other, U-unknown</td>
</tr>
<tr>
<td>- M-male, F-female, O-other</td>
</tr>
<tr>
<td>- M-male, F-female, O-nonbinary, eg, intersex, other situations where neither male nor female apply clinically</td>
</tr>
<tr>
<td>- 1-male, 2-female, 8-not specified, 9-home leave (forward operational plans only)</td>
</tr>
<tr>
<td>- 76689-9 Sex assigned at birth</td>
</tr>
<tr>
<td>- M-male, F-female, UNK-unknown</td>
</tr>
<tr>
<td>- Male, female, intersex</td>
</tr>
<tr>
<td>- Male, female, nonbinary, unknown</td>
</tr>
<tr>
<td>- Sex subtypes (biological sex, anatomic sex, genotypic sex)</td>
</tr>
<tr>
<td>- Biological sex subtypes (chromosomal sex, anatomic sex, sex for imaging, hormonal or organ status sex)</td>
</tr>
</tbody>
</table>
- Anatomic sex subtypes (gonadal sex)
- Genotypic sex subtypes (chromosomal sex, genetic sex)

**Textbox 4. Summary of definitions for gender-related concepts from standards communities.**

<table>
<thead>
<tr>
<th>Data element names (n=10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
</tr>
<tr>
<td>Gender identity</td>
</tr>
<tr>
<td>Administrative gender</td>
</tr>
<tr>
<td>Person stated gender</td>
</tr>
<tr>
<td>Code recorded gender or sex identity (previously legal gender)</td>
</tr>
<tr>
<td>Legal gender</td>
</tr>
<tr>
<td>Gender expression</td>
</tr>
<tr>
<td>Affirmed gender</td>
</tr>
<tr>
<td>Assigned gender</td>
</tr>
<tr>
<td>Preferred pronoun</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Code systems (n=11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health Level 7 V3</td>
</tr>
<tr>
<td>Fast Healthcare Interoperability Resources</td>
</tr>
<tr>
<td>Diagnostic Imaging &amp; Communication in Medicine</td>
</tr>
<tr>
<td>Metadata Online Repository</td>
</tr>
<tr>
<td>OpenEHR</td>
</tr>
<tr>
<td>ISO-5218</td>
</tr>
<tr>
<td>National Health Services</td>
</tr>
<tr>
<td>Logical Observations Investigations Names and Codes</td>
</tr>
<tr>
<td>Systemized Nomenclature of Medicine Clinical Terms</td>
</tr>
<tr>
<td>Gender Sex and Sexual Orientation Ontology</td>
</tr>
<tr>
<td>Office of National Coordinator Interoperability Standards Advisory</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Value sets (n=12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M-male, F-female, UN-undifferentiated</td>
</tr>
<tr>
<td>Male-female, Female-female, Other-other, Unknown-unknown</td>
</tr>
<tr>
<td>1-male, 2-female, 9-indeterminate (unable to be classified as either male or female), X-not known (not recorded)</td>
</tr>
<tr>
<td>Man, woman, boy, girl, non-binary, notExpressed (examples only)</td>
</tr>
<tr>
<td>1-male (including trans man), 2-female (including trans woman), 3-non-binary, 4-other (not listed), Z-not stated (person asked but declined to provide a response)</td>
</tr>
<tr>
<td>Transgender-female, transgender-male, non-binary, male, female, other, non-disclose</td>
</tr>
<tr>
<td>77691-5 gender identity</td>
</tr>
<tr>
<td>446151000124109</td>
</tr>
<tr>
<td>Affirmed gender, assigned gender, assumed gender, authentic gender, felt gender, legal gender, natal gender</td>
</tr>
<tr>
<td>Affirmed female, affirmed male</td>
</tr>
<tr>
<td>Assigned female at birth, assigned male at birth</td>
</tr>
<tr>
<td>Pronoun examples only—she, he, they, ze</td>
</tr>
</tbody>
</table>
Value Sets

There are variations in sex and gender value options. Examples are M-Male and J-Male for male, and UN-Undifferentiated, 9-Indeterminate, X-Other, X-Not know (not recorded), 0-Not known, or O-Non binary if no information is available. When compared with more established standards such as HL7 V2 and DICOM, those from ONC, OpenEHR, and GSSO have more sex and gender value options. For instance, ONC has defined gender identity and sex assigned at birth value sets from LOINC and SNOMED CT. Examples include LOINC code 77691-5 for Gender identity and SNOMED CT code 407377005[Female-to-male transsexual]. GSSO has more sex-related value sets based on biological features such as anatomical, chromosomal, brain, and genetic sex.

Discussion

Principal Findings

Overall Issues

There are wide variations in the definition and implementation of sex and gender in Canadian EHRs and international health information standards. There is a lack of clarity in some sex and gender concepts. There is inconsistency in the data element names, code systems, and value sets used to represent sex and gender concepts across EHRs. The appropriateness and adequacy of some value set options are questioned as our societal understanding of sexual health continues to evolve. Outdated value set options raise concerns about current EHRs supporting the provision of culturally competent, safe, and affirmative health care. The limited options available also perpetuate the inequities faced by the TGNB populations. The expanded sex and gender definitions from leading Canadian organizations and international standards communities have also brought implementation challenges in migrating these definitions into existing EHRs. These findings are elaborated below.

Lacking Conceptual Clarity

A major issue is the conflated use of sex and gender as a discrete single binary concept to define sex and gender identity. This longstanding practice can create confusion when a person’s biology of being male or female along a spectrum is different from one’s identity or feeling of one’s gender identity as a woman, man, neither, both, or something else. The use of clinical gender, administrative gender, and administrative sex to represent sex and gender concepts for specific use is problematic because their context for use is often not well defined. As an example, the historical reliance on administrative gender as a means to assign hospital beds is inappropriate for transgender persons. The expanded sex and gender concepts from standard communities such as intersex, genotypic sex, and gender identity (eg, neutrois) are unfamiliar and sometimes overlapping terms that can be confusing to most but some clinicians and staff with specialty knowledge in sex and gender issues. These findings are consistent with the review by Jeffee [9], where care providers lacked familiarity with the terms and were ill-prepared to collect sex and gender data. They also echo the need for “accurate use of [sex- and gender-based medicine] terminology in research and clinical practice across medical specialties and across health professions” [5].

Inconsistent Definitions

Similar to what is reported in the literature [3,117], there is a great deal of semantic variability in the data element names, code systems, and value sets used to represent sex and gender concepts in EHRs. For instance, sex, sex code, administrative sex, and patient’s sex may all refer to a person’s biology along a spectrum. However, different value set options exist across systems, including indeterminate, intersex, undifferentiated, and not assigned male or female when the person is not male or female. For gender, it is unclear if undifferentiated, undifferentiated stillbirth only, and indeterminate are equivalent terms. Even when sex and gender information is not available, it is unclear if such options as unknown, no information, not collected, not applicable, or <blank> have the same meaning. Although some value sets are from the same code systems such as DICOM and HL7, they can contain different options with little explanation (see Textbox 3). The HL7 Gender Harmony Project also noted these discrepancies in their recent work to standardize sex and gender definitions [118].

Inappropriate Value Options

As our understanding of sex and gender evolves over time, some historic value options are now considered offensive or outdated [119,120]. Terms such as hermaphrodite and natal are now recognized as being offensive. M2F and F2M are regarded as outdated by some and should be replaced by transfeminine and transmasculine. Similarly, intersex and indeterminate should not be interchangeable terms. Misuse of the label preferred pronouns over pronouns as a data element name is also common [9,120].

Evolving Value Options

As our society gives greater attention to sex and gender identity, the range of value options for sex and gender continues to expand. Dunne et al [7] reported that care providers and patients cited the need for a broader range of gender options and birth-assigned sex in EHRs. For use contexts, such terms as cisgender, transgender, and gender diversity may be adequate for classifying and reporting gender profiles at the population level. However, when caring for individual patients, distinguishing specific gender identity can be central to understanding health status, planning appropriate care, and maintaining patient safety. The proposed use of men and women as gender options instead of males and females also requires major shifts in society’s discourse on sex and gender labeling [5,9]. As we broaden the range of value options available, the notion of third gender in other cultures such as Hijra in India also needs to be considered. To support culturally competent, equitable care requires expanding sex and gender options as an ongoing practice [7,121].

Implementation Challenges

There is no mandate in Canada on the type of sex and gender data to be collected in EHRs at present. Introducing expanded sex and gender definitions into existing EHRs can be a major undertaking for health care organizations, given the competing demands, limited resources, and redevelopment effort required.
Implementation efforts to date suggest that sex and gender concepts are foundational in nature, and implicate a myriad of technical, organizational, and societal aspects [17,122]. Technically, there is the potential for modernized definitions to affect all EHRs. As such, consensus on relevant sex and gender definitions is needed, and the implementation effort should be well coordinated. There needs to be a trusted source where one can validate the origin and provenance of the recorded sex and gender data in different EHRs to ensure their accuracy. Organizationally, the implementation plan and rationale for change must be clearly articulated to care providers, support staff, patients, and others affected. Education and training on the rationale, policies, and practices involved in collecting and using this information are necessary to cultivate a culturally safe and equitable environment and to prevent potential harm such as misgendering, outing, and deadnaming [5-7]. At the societal level, we need to engage the public to raise their awareness of this change and explain how it may affect their day-to-day interactions with the health ecosystem [9,15].

Proposed Actions

Need for Actions

On the basis of these findings, we propose a set of high-level actions to modernize sex and gender definitions in Canadian EHRs. These proposed actions are meant to initiate a dialogue with stakeholders, including individuals, communities, and organizations involved with developing or implementing, or affected by, the definitions. Collectively, they represent a set of guiding principles for organizations wishing to strive toward an inclusive EHR. These actions are also consistent with those reported by early adopters and leading organizations, including Fenway Health [17], Veteran Health Administration [11], University of California Davis Health System [122], and Canada’s St. Michael’s Hospital [123], that have started collecting expanded sex and gender data in their EHRs. Our proposed actions are described below.

Articulate the Need

Articulate the need for this work by explaining why the proposed actions are necessary to improve the health of sexual and gender minorities in Canada. These include the rationale for the collection of modernized sex and gender information in EHRs, how this information can advance our understanding of this population, and provide safe and culturally competent care. For instance, having expanded sex and gender definitions in the EHR is seen as an organization’s obligation for inclusion as part of the Canadian Human Rights Code and Charter of Rights and Freedom [124].

Reach Consensus on Relevant Concepts

Reach consensus on relevant sex and gender concepts that can improve the health of Canadians, especially the underserved sex and gender minority populations. These concepts should address the need from policy, practice, research, and community perspectives [5]. Guidance from clinicians who use the data at the patient care level will be critical. This will help determine what codes and values are necessary versus what changes could occur at the policy level. Key concepts to consider include sex, sex assigned at birth, gender, administrative gender, gender identity, pronouns, and such variants as current sex or gender, gender expression, and legal sex or gender.

Reach Consensus on Expanded Definitions in EHRs

Reach consensus on expanded sex and gender definitions in EHRs with respect to data element names, code systems, and value sets [14,26,27]. For instance, the use of subtypes and synonyms for data element names may improve shared meaning while allowing flexibility in local systems. Further harmonization of code systems and value sets to represent sex and gender concepts may facilitate wider adoption. An example is the development of reference sex-gender code systems and value sets with cross-maps to those used in local systems to guide the transition. Another is to allow write-in options at the patient care level that can be rolled-up for analysis and reporting without suppressing important data.

Develop a Coordinated Plan

Develop a coordinated action plan to implement expanded sex and gender definitions in Canadian EHRs. This plan should be action-oriented, stakeholder- and consensus-driven, and achievable in stages over time, given the limited resources and competing priorities in EHR redevelopment work [17,20]. The plan should also be coordinated with nonhealth government agencies where sex and gender data are collected (eg, driver’s licenses and passports). Examples include expanding or harmonizing sex-gender concepts, creating reference sex-gender definitions with cross-maps to local systems, conducting small-scale implementation with selected EHRs, collaborating with standards communities, and sharing the lessons.

Embrace EHR Change From Socio-Organizational-Technical Aspects

Embrace EHR changes from socio-organizational and technical aspects to ensure success. Modernizing sex and gender definitions in EHRs is more than just a technical endeavor on data standardization but one that involves complex interplay of various social and organizational dynamics [125]. Organizations embarking on this journey need to engage senior executives, clinical leaders, and TGNB communities to cocreate an inclusive environment with culturally competent staff who are respectful of diversity, familiar with TGNB terminology, and knowledgeable in unique care needs of TGNB patients [126]. Key success factors include having explicit policy and practice guidelines on inclusion, ongoing staff education and training, a flexible EHR, and patient and public awareness to address the transition [11,15].

Demonstrate Benefits

Demonstrate the benefits in tangible terms by establishing relevant and meaningful measures to evaluate the impact of these expanded definitions in EHRs on individuals, communities, organizations, and the health ecosystem over time. The measures should be multifaceted covering policy, practice, research, and community perspectives. Knowledge translation is an essential element of this evaluation process to share the results and lessons learned. Examples of measures include adherence to best practices and respecting protected human rights, data completeness in EHRs, perceived usefulness by
patients and providers, and quantified improvements in health risks, service use, and health status.

Study Limitations

This study has some limitations. First, the information sources were restricted to public documents on existing EHRs and standards. To keep the study manageable, we excluded systems such as local EHRs, federal EHRs (e.g., correctional facilities), and citizens’ registries. Second, our study focused only on documented sex and gender definitions but not the process or context for their collection and use. The depth of our analysis is limited as there are deep societal, technical, ethical, and legal aspects that require more in-depth and thoughtful deliberations. Third, the environmental scan was based on the earlier Infoway report and key informant input. The work and results are not reproducible by others. Fourth, although we received valuable feedback from the virtual community, the study could benefit from wider consultations with other stakeholders concerned with sex and gender representation in EHRs. Finally, our proposed actions are presented only at a high level based on the findings of this scan. Sex and gender are complex, with implications for culture, technology, and society. Much work still lies ahead to design EHRs in ways that can support health equity, especially for the TGNB populations.

Conclusions

In this study, we examined sex and gender in Canadian EHRs and international health information standards. There are wide variations in how these concepts are represented and defined. The case to modernize sex and gender definitions in EHRs is compelling. Respecting the human rights aspect as well as safe, accurate, and efficient use, exchange, and reuse of sex and gender information for all populations is one condition for health equity that can be improved in a very direct way. A coordinated stakeholder- and consensus-driven action plan is needed for this effort to help advance the health of Canadians, especially the TGNB populations.
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Abstract

Background: Three-dimensional scans are increasingly used to quantify biological topographical changes and clinical health outcomes. Traditionally, the use of 3D scans has been limited to specialized centers owing to the high cost of the scanning equipment and the necessity for complex analysis software. Technological advances have made cheaper, more accessible methods of data capture and analysis available in the field of dentistry, potentially facilitating a primary care system to quantify disease progression. However, this system has yet to be compared with previous high-precision methods in university hospital settings.

Objective: The aim of this study was to compare a dental primary care method of data capture (intraoral scanner) with a precision hospital-based method (laser profilometer) in addition to comparing open source and commercial software available for data analysis.

Methods: Longitudinal dental wear data from 30 patients were analyzed using a two-factor factorial experimental design. Bimaxillary intraoral digital scans (TrueDefinition, 3M, UK) and conventional silicone impressions, poured in type-4 dental stone, were made at both baseline and follow-up appointments (mean 36 months, SD 10.9). Stone models were scanned using precision laser profilometry (Taicaan, Southampton, UK). Three-dimensional changes in both forms of digital scans of the first molars (n=76) were quantitatively analyzed using the engineering software Geomagic Control (3D Systems, Germany) and freeware WearCompare (Leeds Digital Dentistry, UK). Volume change (mm$^3$) was the primary measurement outcome. The maximum point loss (μm) and the average profile loss (μm) were also recorded. Data were paired and skewed, and were therefore compared using Wilcoxon signed-rank tests with Bonferroni correction.

Results: The median (IQR) volume change for Geomagic using profilometry and using the intraoral scan was –0.37 mm$^3$ (–3.75-2.30) and +0.51 mm$^3$ (–2.17-4.26), respectively (P<.001). Using WearCompare, the median (IQR) volume change for profilometry and intraoral scanning was –1.21 mm$^3$ (–3.48-0.56) and –0.39 mm$^3$ (–3.96-2.76), respectively (P=.04). WearCompare detected significantly greater volume loss than Geomagic regardless of scanner type. No differences were observed between groups with respect to the maximum point loss or average profile loss.

Conclusions: As expected, the method of data capture, software used, and measurement metric all significantly influenced the measurement outcome. However, when appropriate analysis was used, the primary care system was able to quantify the degree of change and can be recommended depending on the accuracy needed to diagnose a condition. Lower-resolution scanners may underestimate complex changes when measuring at the micron level.
KEYWORDS
diagnostic systems; digital imaging/radiology; engineering; imaging; outcomes research; tooth wear

Introduction

All clinicians should be able to quantify and assess whether a degenerative health condition is stable or progressing. This is possible in some diseases that have accurate biomarkers but is not always possible for diseases of the soft and hard tissues. Measurement has typically taken the form of recording subjective visual changes; therefore, physical measurements of change are needed.

In dentistry, quantitative measurement of differences between sequential 3D scans of the teeth is typically used to diagnose erosive tooth wear. This is a condition in which excessive acids from the diet and stomach can dissolve the teeth. Due to changes in diet and health, the prevalence of erosive tooth wear has been increasing, now affecting 1 in every 3 adults globally [1]. Quantitative validation of tooth wear has only been possible in university hospitals thus far [2-5]. This validation is achieved by scanning accurate molds of the teeth with laser profilometers to create a precise digital map of the surface with repeatable, calibrated point coordinates. As directly scanning teeth with lab-based profilometers has not been possible, scans of molds of the teeth have been aligned and compared using custom-built or commercial engineering software to quantify changes. Data capture is typically very accurate with this approach, and small process errors have been calculated to be in the range of 15 microns [6,7]. However, the reliance on research laboratory–based scanners and complex engineering analysis software is expensive and unfeasible for use in primary care settings [6-8].

Digital handheld scanners, known as intraoral scanners, take digital maps of the teeth and are increasingly being used in primary care. Intraoral scanners do not generate aerosols and are more amenable to effective cross-infection control compared to conventional impressions that generate aerosols and can harbor pathogenic microorganisms [9]. These advantages are particularly relevant for ensuring complete disinfection during the current COVID-19 pandemic. Intraoral scanners can capture data via different methods, ranging from video capture to the use of confocal, triangulation, or active wavefront principles. Rather than relying on accurate calibrated data point collection on an unmoving subject, multiple data points are captured and stitched together with company-specific algorithms. Errors are generated when the scanner fails to collect sufficient data to stitch a digital map of the surface (undersampling) [10,11] or when the process fails, particularly with more than one tooth [12,13]. Furthermore, data stitching algorithms often interpolate or smooth missing or erroneous data; therefore, the data points are estimated, nonuniform, and lack adequate surface detail for changes to be measured at the micron level.

The software currently used by commercial companies to analyze digital maps rely on an iterative closest point (ICP) algorithm to merge the maps to the closest possible alignment, without considering if the proposed alignment solution makes biological sense [14]. We previously demonstrated that this estimation leads to distortions and can result in physiologically impossible outcomes [15,16]. We recently incorporated feature-recognizing elements [16,17] into an ICP algorithm to minimize these errors and created an open-source freeware to be used alongside any 3D scan. Although this method has been validated against previous gold-standard software [18], it has not yet been tested on longitudinal clinical data.

The combination of data collection from primary care and free, user-friendly software for analysis may create new opportunities for monitoring disease. However, the accuracy of measuring change in scans will be influenced by the scanner, software, and their interaction. In this study, we used a factorial design to compare data obtained from profilometric scans of casts and those obtained from direct intraoral scans using two types of registered software: commercial software (Geomagic Control, 3D Systems, Germany) and freeware (WearCompare, Leeds Digital Dentistry, UK). We expected to see differences in the measurements obtained between the scanners but we did not know whether this difference would be clinically significant. The primary null hypothesis was that the dental wear data, specifically the volume change, average profile loss, and maximum point loss, detected by the profilometer will not be different to those obtained with the intraoral scanner. The secondary null hypothesis was that the software used to analyze the data will not influence the volume change, average profile loss, and maximum point loss observed for either scanner.

Methods

Participants

Data were collected from a larger clinical longitudinal erosive tooth wear study (Radboud Tooth Wear Project ABR code: NL31371.091.10) [19,20]. Study participants had been referred by general dental practitioners to the Department of Dentistry of Radboud University Medical Center (Nijmegen, the Netherlands) for management of erosive tooth wear. Patients in the monitoring arm who provided additional written consent for their data to be transported to the United Kingdom (ABR codes NL31401.091.10) and to perform additional analyses were included in the study (n=25; mean age 35.8, SD 6.8 years; 20 men and 5 women). A power calculation was performed in GPower vs 3.1 [21] using a two tailed test, demonstrating that to obtain a correlation of 0.4 between the scanners at 95% power with $P<.05$, a sample size of 75 was required.

Digital and Dental Impressions

The data transported to the United Kingdom included digital intraoral scans obtained using Lava Chairside Oral Scanner (3M, USA) at baseline and 3M True Definition Intraoral Scanner (3M, UK) at follow up, and analog dental impressions taken with silicone (Ivoclar Virtual 380, Ivoclar Vivodent, Liechtenstein, Europe). Impressions were poured in type-3
dental stone (SLR Dental GmbH, Germany) within 24 hours according to the manufacturer’s instructions.

Both the digital and dental impressions were captured by the same trained operator. The point clouds of recognized index teeth (ie, the occlusal surface of the first molars [22,23]) were isolated by the operator (ST) and set aside for evaluation. Each analog study model (n=100) was scanned using a noncontact triangulation laser profilometer (XYRIS 2000TL, Taicaan Technologies, Southampton, UK) in a raster pattern using a step-over of 50 μm with a repeatability error of 2.6 μm [24]. This generated a 3D point cloud dataset for comparison.

**Measurements and Software**

Quantitative analysis of the change between sequential scans from the profilometer and intraoral scanner was performed using both the commercial software Geomagic Control 2011 (Geomagic, Morrisville, NC, USA) and the freeware WearCompare (Leeds Digital Dentistry, Leeds, UK). Data points selected by the operator on the buccal and lingual surfaces were chosen as reference areas and used for analysis according to previously published protocols [16]. For Geomagic, a best-fit alignment of 1000 data points on reference surfaces, followed by a refined alignment using 5000 data points, was performed. For the reference alignment, the occlusal surface was deleted from the dataset, leaving the buccal and lingual reference surfaces. The transformation matrix was then applied to the complete displaced dataset to realign it with the same orientation. For WearCompare, an initial global alignment utilizing a feature-based recognition system was performed. The same buccal and lingual reference surfaces were selected for refined ICP alignments, which highlights corresponding reference areas within 25 microns of each other. The occlusal surface was selected to be measured and all measurements were taken perpendicular to the occlusal surface.

Volume change (mm³), maximum point loss (μm), and the mean loss over the surface (μm) were analyzed for each surface for both scanners and software types. As a secondary volumetric analysis, any positive values, indicating either gain or error, were set to zero.

**Statistical Analysis**

This study utilized a two-factor factorial experimental design comparing two different methods of data capture (profilometer and intraoral scanner) and two different analysis software types with different alignment principles (Geomagic Control and WearCompare). Descriptive statistics of all measurement metrics were calculated, and normality was assessed using the Shapiro-Wilks test and histogram assessment. Since the data were paired and skewed, Wilcoxon signed-rank tests were used to compare outcomes (volume change, maximum point loss, and the average loss over the surface) between groups. Bonferroni correction was applied to compensate for multiple comparisons. The significance level was set at .008 (.05/6) to identify differences between groups. Single-measures intraclass correlation (ICC) analysis was performed between data capture method (scanner) and data analysis method (software). All analyses were performed in SPSS version 25 (IBM Corporation, Armonk, NY, USA).

**Results**

From the original data collected in the Netherlands, 76 surfaces were analyzed representing an average follow-up time of 36 months (SD 10.9). The data were initially analyzed using the previous gold-standard commercial software Geomagic. Laboratory profilometry data analyzed in Geomagic showed a median volume loss of –0.37 mm³ (IQR –3.75-2.30), whereas a median volume gain was observed for the intraoral scan data of +0.51 mm³ (IQR –2.17-4.26), representing a significant difference (P<.001). The median profile loss was 55.8 μm (IQR 24.43-77.60) and 43.65 μm (IQR 29.93-77.95) for the laboratory profilometer and intraoral scanner, respectively (P=0.01). The maximum point loss on the occlusal surface was 398.4 μm (IQR 238.7-533.7) and 303.9 μm (IQR 217.6-483.0) for the profilometer and intraoral scan, respectively (P=.01).

Data from the freeware WearCompare showed a median volume change for the profilometer scan of –1.21 mm³ (IQR –3.48-0.56) and –0.39 mm³ (IQR –3.96-2.76) for the intraoral scan (P=.04). The median profile loss was 44.80 μm (IQR 29.48-91.63) and 43.10 μm (IQR 24.43-77.60) for the profilometer scan and intraoral scan, respectively (P=.18). The median maximum point loss on the occlusal surface for the profilometer scan was 317.1 μm (IQR 198.0-466.4) and was 278.3 μm (IQR 170.8-494.0) for the intraoral scan (P=.77). Therefore, no statistically significant differences were observed between the profilometer scans and intraoral scans when measurements were analyzed in WearCompare.

However, WearCompare detected significantly greater volume loss than analysis in Geomagic (P<.001), regardless of the scanner type. There were no differences between software in terms of average profile loss (P=.28) or maximum point loss (P=.26). When positive values were set to zero, the median volume change for the profilometer was unchanged, whereas intraoral scan volume loss evident. A significant difference was observed between the profilometry and intraoral scan data for Geomagic analysis (P=.02) but not for WearCompare analysis (P=.36) (Table 1).

### Table 1. Volume changes (mm³) observed over 3 years when positive data were set to zero, which is a commonly used method by many commercial companies.

<table>
<thead>
<tr>
<th>Scan type</th>
<th>Geomagic</th>
<th>WearCompare</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser profilometer, median (IQR)</td>
<td>–0.37 (–3.75-0.00)</td>
<td>–1.21 (–3.48-0.00)</td>
<td>.30</td>
</tr>
<tr>
<td>Intraoral scanner, median (IQR)</td>
<td>0.00 (–2.17-0.00)</td>
<td>–0.39 (–3.95-0.00)</td>
<td>.09</td>
</tr>
</tbody>
</table>
Moderate ICCs were observed in analyzing volume change data between the scanners and software types: 0.476 (95% CI 0.281-0.632) for Geomagic and 0.457 (95% CI 0.259-0.618) for WearCompare (both $P<.001$). WearCompare and Geomagic data showed slightly stronger ICC using the intraoral scanner (0.673, 95% CI 0.529-0.780; $P<.001$) than with the profilometer (0.525, 95% CI 0.341-0.671, $P<.001$).

### Discussion

#### Principal Findings

This study demonstrates the differences in outcomes that can be observed when using low-resolution primary care digital scanners and precision measurements from hospital laboratory profilometers for measuring biological changes at the micron level. As expected, increased volume change values were observed using the higher-resolution and calibrated profilometer scans compared to the intraoral scans. Surprisingly, this difference was only statistically significant when using commercial software, previously considered to be the gold standard, for the analysis. The custom-built freeware outperformed the commercial software. The null hypothesis was therefore partially rejected. This finding suggests that if the analysis is conducted accurately, it may compensate for the decreased resolution of the scanner. This is a promising finding and has implications for the development of primary care systems.

There are several possible reasons for the reduced volume changes observed with intraoral scanners. Data interpolation or the mathematical averaging of data points across a surface can smoothen the topography of the surface and may overlook small discrepancies/areas of change in the surface. Smooth surface lesions, potentially on the buccal and lingual reference areas, will be subjected to heavy data undersampling internally in the scanner as the topography is not deemed to be as important. Smoothened surfaces are more susceptible to inaccuracies in data registration and alignment [15] as they will increase the mathematical tendency to minimize differences toward any sloped surfaces (in this case the occlusal surface). This can result in inaccuracies in alignment and biologically implausible outcomes. Analysis in a software that ignores features or the holistic geometric shape, such as Geomagic used in this study, will be particularly susceptible to this effect. Combining Geomagic analysis with the intraoral scan data resulted in an overall volumetric tooth tissue gain, which is physiologically impossible, indicating large errors within the analysis process.

For WearCompare, errors did not occur to the same extent, resulting in overall negative values for wear progression in both the profilometry and intraoral scans. Recent techniques developed at Radboud University involve using reference areas for alignment on the occlusal surfaces in addition to the buccal and lingual surfaces, providing additional control of the alignment along the Z axis. This may facilitate less translation and angular errors, and consequently less positive values. However, this comes at a tradeoff of increased analysis time and may also underestimate wear if an ICP algorithm is used for the Z axis. Further research will focus on validating this technique.

The correlation between wear measurements taken with the scanners was moderate as there are inherent but different errors for each form of data capture. Undetected, subvisual errors on casts or scans may have been present and subsequently analyzed as wear data. The profilometer is unable to scan undercuts, which means that less of the surface area can be used for selective surface alignment. In contrast, the intraoral scanner was successful at scanning undercuts. However, missing data or incomplete intraoral scans can also create errors whereby the triangle size is distorted and measurements can be skewed [25]. Recognizing where such errors may lie in each scan type will facilitate more accurate analysis.

Differences were observed between the profilometer and intraoral scan data when positive values were omitted from the analysis. Discounting positive values, which is commonly done with many types of commercial software and when profile loss and maximum point loss measurement metrics are reported, do not show error within the system. We observed that this can cause clinically significant changes to the outcome. Color maps of aligned scans can visually indicate areas of change, but the quantification does not always reflect the severity of progression. Discounting positive data increases the likelihood that a poor alignment will not be detected and wear underestimation or overestimation can occur. Reporting the negative changes may only be useful when trying to communicate wear to patients, but these metrics have limited diagnostic potential when measuring successive rates of wear.

### Limitations

This study has several limitations. The analysis was performed blinded to the sequence of scanning to limit bias. However, there were often indications of sequence, such as surface restorations or clear visual wear progression in the interim period. Although only one model of intraoral scanner was used, the hardware and software changed over the 3-year period of the study, emphasizing that research in this fast-moving field becomes rapidly outdated. Other intraoral scanners will have slightly different methods of processing missing data and interpolating irregularities, and it is possible that slightly different results may be achieved with different intraoral scanners. Single-tooth analysis was performed to maximize accuracy, which also limits generalizability to full-arch analysis. A large limitation in longitudinal wear analysis is that the true wear progression is unknown. One has to assume that wear has occurred and positive values represent errors in alignment or in the data capture process. This makes it difficult to identify any form of measurement as a gold standard.

### Conclusion

This study shows that low-resolution scanners can be used for measurements at the micron level provided appropriate analysis techniques and software are used. This could represent a step change in the way that erosive tooth wear is diagnosed and treated. From a dental point of view, the ability to view digital scans with increased magnification on a monitor also offers an increased diagnostic advantage. However, there is a duty of care on the profession and research community to not overestimate the quantitative capabilities of digital scanners to inform treatment or care outcomes until we are certain that they are
adequately sensitive and specific to do so. This will depend on the level of accuracy required from the analysis process to diagnose disease progression within a feasible diagnostic window. The resolution and accuracy of primary care scanning tools is likely to increase rapidly and further work should concentrate on reducing the process errors inherent within each measurement system.
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Abstract

Background: Patients with malignant pleural mesothelioma (MPM) have a life-limiting illness and short prognosis and experience many debilitating symptoms from early in the illness. Innovations such as remote symptom monitoring are needed to enable patients to maintain wellbeing and manage symptoms in a proactive and timely manner. The Advanced Symptom Management System (ASyMS) has been successfully used to monitor symptoms associated with cancer.

Objective: This study aimed to determine the feasibility and acceptability of using an ASyMS adapted for use by patients with MPM, called ASyMSmeso, enabling the remote monitoring of symptoms using a smartphone.

Methods: This was a convergent mixed methods study using patient-reported outcome measures (PROMs) at key time points over a period of 2-3 months with 18 patients. The Sheffield Profile for Assessment and Referral for Care (SPARC), Technology Acceptance Model (TAM) measure for eHealth, and Lung Cancer Symptom Scale-Mesothelioma (LCSS-Meso) were the PROMs used in the study. Patients were also asked to complete a daily symptom questionnaire on a smartphone throughout the study. At the end of the study, semistructured interviews with 11 health professionals, 8 patients, and 3 carers were conducted to collect their experience with using ASyMSmeso.

Results: Eighteen patients with MPM agreed to participate in the study (33.3% response rate). The completion rates of study PROMs were high (97.2%-100%), and completion rates of the daily symptom questionnaire were also high, at 88.5%. There were no significant changes in quality of life, as measured by LCSS-Meso. There were statistically significant improvements in the SPARC psychological need domain (P=.049) and in the “Usefulness” domain of the TAM (P=.022). End-of-study interviews identified that both patients and clinicians found the system quick and easy to use. For patients, in particular, the system provided reassurance about symptom experience and the feeling of being listened to. The clinicians largely viewed the system as feasible...
and acceptable, and areas that were mentioned included the early management of symptoms and connectivity between patients and clinicians, leading to enhanced communication.

**Conclusions:** This study demonstrates that remote monitoring and management of symptoms of people with MPM using a mobile phone are feasible and acceptable. The evidence supports future trials using remote symptom monitoring to support patients with MPM at home.

*(J Med Internet Res 2020;22(11):e19180) doi: 10.2196/19180*

**KEYWORDS**
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**Introduction**

Malignant pleural mesothelioma (MPM) is an asbestos-related cancer that affects the pleura surrounding the lung. Approximately 2700 people are diagnosed with mesothelioma each year in the United Kingdom; of those, 89% have MPM, most of whom are men [1,2]. MPM may progress in different ways; some people may have a period of stability, while others have a more progressive illness with a limited prognosis [3]. Many patients experience several symptoms simultaneously in addition to a high burden of emotional and psychological distress from early in the illness [4-6]. The most commonly reported symptom of MPM is chest pain, followed by breathlessness, fatigue, weight loss, and cough; these are accompanied by a reduction in quality of life resulting in considerable need for support [7-11]. Early supportive care interventions are essential to those with MPM so that a good quality of life is maintained for as long as possible [12]. With a shift in care from hospitals to local community settings, many patients with MPM must engage in self-care activities at home to prevent or reduce the severity of symptoms and treatment side effects and must make important decisions such as when to contact health services. Use of technological devices such as smartphones and tablets enables the monitoring of symptoms and increases the capacity for self-care as well as enhancing communication with health professionals.

Remote symptom monitoring is now available to support patients, such as those with MPM, throughout their illness with the use of devices such as smartphones to remotely collect and send data to health care providers for diagnostic interpretation or monitoring purposes. Remote symptom monitoring has been proven to be effective in the management of people with cancer being monitored at home [13]. A study by Basch et al [13] found that people with advanced cancer who reported their symptoms to health professionals using tablets were less likely to visit accident and emergency or be hospitalized, remained on chemotherapy for longer, and had improved survival. Furthermore, the benefits of using remote symptom monitoring have been demonstrated in large reviews of people with cancer and a range of life-limiting illnesses [14,15].

A remote symptom monitoring system called the Advanced Symptom Management System (ASyMS) has been developed by the authors. A study of the use of remote symptom monitoring of patients with lung cancer found that ASyMS led to improved symptom management and enhanced communication with health professionals [16]. ASyMS is one of the most evolved and tested remote symptom monitoring systems in the field [17-19]. In this article, we discuss a study where we adapted ASyMS for patients with MPM, called ASyMSmeso, designed to meet the needs for symptom monitoring to support patients with MPM at home.

**Methods**

**Study Aim and Objectives**

The overall aim of the study was to adapt ASyMS for people with MPM (ASyMSmeso) and determine the feasibility and acceptability of integrating ASyMSmeso into oncology care delivery.

Specific objectives of the study were to (1) explore the experiences and perceptions of people with MPM, their carers, and health professionals while using the ASyMSmeso system through semistructured interviews with people with MPM, their carers, and health professionals; (2) describe changes in patient-reported outcome measures (PROMs; symptoms, supportive care needs, technology acceptance) over time for people with MPM using the ASyMSmeso system (Sheffield Profile for Assessment and Referral for Care [SPARC], Technology Acceptance Model [TAM] measure for eHealth, Lung Cancer Symptom Scale - Mesothelioma [LCSS-Meso]); (3) explore the impact of ASyMSmeso on processes and organization of care and the workforce using semistructured interviews with health professionals; and (4) collect information such as response rates, recruitment rates, adherence to the intervention, compliance to the study using data automatically collected by the system on user interactions, and alerts to inform a future trial of ASyMSmeso.

**Sample**

The study aimed to recruit a purposive sample of up to 45 people with MPM from 4 clinical sites across England and Scotland. This sample size was considered acceptable for a feasibility study [20]. The inclusion criteria for the study were that patients had received a definitive diagnosis of MPM, were deemed by a clinician to be both physically and psychologically able to participate in the study, and were predicted to survive for at least 6 months. We recruited 18 patients to the study.

**The ASyMSmeso Intervention**

The ASyMSmeso intervention is outlined in Figure 1. The patients used their patient handset (Samsung Galaxy J3 mobile phone) to complete a daily symptom questionnaire (DSQ) accessed through an application pre-installed on the mobile phone by the research team. The patients were required to complete a DSQ using their handset every day and at any time...
they felt unwell. Data from the DSQ were received by the ASyMSmeso secure server and processed by the predefined alerting algorithm. Any symptom or symptom combination meeting the algorithm’s conditions for alerting automatically generated an alert on the dedicated mobile phone handset carried by the responding health professional at the patient’s hospital. The handset played an audio attention prompt on receipt of the alert. The responding health professional then acted on the alert within the pre-agreed 24-hour timeframe. The health professional used a hospital desktop computer to view the patient’s symptom alert report and DSQ responses through a secure web-based clinician’s dashboard before contacting the patient directly via telephone or text message to advise them on how to manage their symptoms. For symptoms that could be self-managed by the patient, the health professional was able to offer self-care advice. The patient could access self-care information at any time via the electronic library (eLibrary) section of the ASyMSmeso application installed on their patient handset and were also able to view graphs of their symptom profile over time. The responding health professional closed the alert by updating the patient record using the clinician dashboard.

Figure 1. The Advanced Symptom Management System for patients with malignant pleural mesothelioma (ASyMSmeso) intervention process.

Procedure to Create the Daily Symptom Questionnaire and Alerting Algorithm
The symptoms included in the DSQ (breathlessness, pain, cough, sweating, fatigue, appetite, issues with indwelling pleural catheters, and constipation) and the alerting algorithm were informed by a literature search conducted by the research team and then refined with 3 focus groups with patients, carers, and health professionals (6 patients, 8 carers, 2 health professionals) before finally being reviewed by an expert panel of clinicians (3 respiratory consultants, 2 lung cancer nurse specialists, 2 mesothelioma nurse specialists) who agreed on the final contents of the DSQ and rules for the algorithm. It was agreed that daily monitoring of symptoms was appropriate as it enables early intervention at the start of the symptom trajectory, as demonstrated in our previous studies with ASyMS (16-18). The expert panel also agreed that an appropriate alert response time for a health professional responding to a patient with MPM is 24 hours.

Ethics
The ASyMSmeso intervention was delivered in addition to and complemented the patients’ standard care. For any symptoms that required immediate medical attention, patients were asked to follow standard guidelines for their local area in the monitoring, management, and reporting of symptoms. Ethical approval was granted by West of Scotland Research Ethics Committee (reference number 17/WS/0077).

Data Collection
After providing informed consent, participants were asked to complete PROMs at baseline (T1), 6 weeks (T2), and the end of the study (T3). Midway through the study, we submitted an ethical amendment asking to reduce the period that people with MPM used the system, from 3 months to 2 months, to enhance recruitment within the remaining study timelines. For those patients participating in the study for 2 months, data were collected at baseline and the end of study (8 weeks) only. Patients completed the following PROMs: LCSS-Meso, SPARC, and TAM for eHealth.

LCSS-Meso
The LCSS-Meso is an 8-item patient scale that evaluates 5 domains, including overall symptomatic distress, functional activities, and global quality of life. Studies indicate it takes between 3 minutes and 8 minutes to complete [21].
SPARC
SPARC is a holistic needs assessment tool that covers physical, psychological, social, spiritual, and financial issues, with estimated completion times of <15 minutes [22,23].

TAM for eHealth
The TAM for eHealth questionnaire measures perceptual constructs from the information technology acceptance models: intrinsic motivation, perceived ease of use, perceived usefulness/extrinsic motivation, and behavioral intention to use eHealth. The original scale was revised from 20 to 12 items to keep it short and more practical for real-world situations. The TAM has been adapted for patient groups [24,25].

DSQs
In addition to the PROMs, we also analyzed the DSQs, and these formed part of the data analysis.

Demographic and Clinical Data
A health professional at the clinical site also completed a clinical and demographic questionnaire capturing patient data concerning age, gender, marital status, number and age of children, education level, occupation, diagnosis, stage of disease, length of time since diagnosis, treatment, Eastern Cooperative Oncology Group (ECOG) performance status, medications, and existing comorbidities (Table 1).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Results, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>55-64</td>
<td>4 (22)</td>
</tr>
<tr>
<td>65-74</td>
<td>8 (44)</td>
</tr>
<tr>
<td>75-84</td>
<td>5 (28)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (6)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>13 (72)</td>
</tr>
<tr>
<td>Female</td>
<td>5 (28)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>15 (83)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Divorced</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Co-habiting</td>
<td>1 (6)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Schooling incomplete</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Finished high school</td>
<td>5 (28)</td>
</tr>
<tr>
<td>Further education</td>
<td>2 (11)</td>
</tr>
<tr>
<td>University</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Trade qualification</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Unknown</td>
<td>4 (22)</td>
</tr>
<tr>
<td><strong>ECOG Status</strong></td>
<td></td>
</tr>
<tr>
<td>0 - Fully active</td>
<td>6 (33)</td>
</tr>
<tr>
<td>1 - Restricted but ambulatory</td>
<td>11 (61)</td>
</tr>
<tr>
<td>2 - Unable to carry out work activities</td>
<td>1 (6)</td>
</tr>
</tbody>
</table>

Semistructured Interviews and Focus Groups
At the end of the study, patients and/or carers and health professionals were invited to take part in semistructured interviews and focus groups to discuss their experience with the system.

Study Recruitment
A total of 54 people with MPM across the 4 clinical sites were approached to take part in this study. Of these, 18 patients consented and participated (response rate, 33.3%). Reasons for refusal included not wanting to deal with technology (2/36, 6%) and not wanting a daily reminder of symptoms (2/36, 6%); 32 (32/36, 89%) did not give a reason for not participating. Of the 18 participants, 14 were recruited to the 3-month protocol, and 4 were recruited to the 2-month protocol. Participants were predominantly male (13/18, 72%), with an average age of 71.6 years (see Table 1).
Data Analysis

Summary statistics are reported for each time point for each outcome in the 3 PROMs used in the study. Changes in PROMs from baseline (T1) to T2 and T3 were assessed using a Wilcoxon matched pairs test. Male participants were compared to female participants for changes in PROMs using a Mann-Whitney U test. The associations between the change in each PROM at T2 and T3 with age, education, and ECOG status was assessed using Spearman rank correlation tests. Statistical significance is reported at the 5% level.

All interviews were recorded digitally, transcribed, and analyzed using thematic analysis as advocated by Braun and Clark [26] using NVivo 11.4.1.1064. As with convergent mixed methods, researchers working on the project concurrently conducted the quantitative and qualitative elements, analyzed the two components independently, and interpreted the results together [27].

Results

Patient-Reported Outcome Measures (PROMs)

PROMs were available for 18, 15, and 9 patients at T1, T2, and T3, respectively.

The completion rate of the PROMs was over 90%; 97.2%, 100%, and 93.8% for SPARC at T1, T2, and T3, respectively; 100% for TAM and LCSS-Meso at all time points.

No significant changes in PROMs (Table 2) were observed, as measured on the LCSS-Meso, from T1 to T2 or T3 using the Wilcoxon matched pairs test (\( P = .293 \); Table 2). Even though this was a feasibility study and therefore not powered to detect statistical significance, we did note a statistically significant (\( P = .049 \)) improvement from baseline to T2 (6-8 weeks) in psychological need on the SPARC scale, which suggests that completing a DSQ and using ASyMSmeso appear to provide psychological support to patients. Also, a statistically significant (\( P = .022 \)) improvement was observed in the “Usefulness” domain of the TAM from T1 to T2, which suggests that patients found the ASyMSmeso system more useful over time. No statistically significant changes were identified at T3, but the low sample size at T3 renders analysis impractical.

Table 2. Patient-reported outcomes.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>T1, mean (SD, range)</th>
<th>T1, median (IQR)</th>
<th>T1-T2, median (IQR)</th>
<th>P value</th>
<th>T1-T3, median (IQR)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPARC(^a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical</td>
<td>12.88 (8.87, 2.00-31.50)</td>
<td>12.53 (13.5)</td>
<td>2.00 (10)</td>
<td>.196</td>
<td>4.50 (7.25)</td>
<td>.123</td>
</tr>
<tr>
<td>Psychological/emotional</td>
<td>3.28 (2.89, 0.00-9.00)</td>
<td>3.00 (5.25)</td>
<td>1.00 (2.00)</td>
<td>.049</td>
<td>1.00 (2.5)</td>
<td>.572</td>
</tr>
<tr>
<td>Spiritual/religious</td>
<td>0.67 (0.97, 0.00-3.00)</td>
<td>0.00 (1.25)</td>
<td>0.00 (1.00)</td>
<td>.161</td>
<td>0.00 (1.00)</td>
<td>.102</td>
</tr>
<tr>
<td>Independence</td>
<td>1.11 (1.23, 0.00-4.00)</td>
<td>1.00 (2.00)</td>
<td>0.00 (0.00)</td>
<td>1.00</td>
<td>0.00 (1.50)</td>
<td>.180</td>
</tr>
<tr>
<td>Family/social</td>
<td>1.00 (0.89, 0.00-3.00)</td>
<td>1.00 (1.50)</td>
<td>0.00 (0.5)</td>
<td>1.00</td>
<td>0.00 (0.75)</td>
<td>1.00</td>
</tr>
<tr>
<td>Treatment concerns</td>
<td>1.24 (1.56, 0.00-6.00)</td>
<td>1.00 (2.00)</td>
<td>0.00 (3.00)</td>
<td>.755</td>
<td>0.00 (2.5)</td>
<td>.683</td>
</tr>
<tr>
<td>TAM(^b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease of use</td>
<td>4.93 (1.08, 3.33-7.00)</td>
<td>5.00 (2.09)</td>
<td>-1.17 (1.67)</td>
<td>.196</td>
<td>-0.50 (2.00)</td>
<td>.352</td>
</tr>
<tr>
<td>Usefulness</td>
<td>5.94 (0.84, 4.00-7.00)</td>
<td>6.00 (1.1)</td>
<td>0.00 (3.4)</td>
<td>.022</td>
<td>-0.30 (3.4)</td>
<td>.671</td>
</tr>
<tr>
<td>LCSS-Meso(^c)</td>
<td>23.40 (18.12, 2.25-63.75)</td>
<td>13.69 (31.38)</td>
<td>-0.38 (26.88)</td>
<td>.859</td>
<td>-0.25 (28.06)</td>
<td>.575</td>
</tr>
</tbody>
</table>

\( ^a \) T1: baseline.  
\( ^b \) T2: 6 weeks or 8 weeks.  
\( ^c \) Comparing the change in median values from T1 to T2.  
\( ^d \) T3: end of the study.  
\( ^e \) Comparing the change in median values from T1 to T3.  
\( ^f \) SPARC: Sheffield Profile for Assessment and Referral for Care.  
\( ^g \) TAM: Technology Acceptance Model.  
\( ^h \) LCSS-Meso: Lung Cancer Symptom Scale-Mesothelioma.

No statistically significant associations were found in the relationships between demographic or clinical variables and PROMs other than between age and the change from T1 to T2 in family/social issues on the SPARC questionnaire (\( P = .036 \)), with a positive correlation coefficient of 0.584, indicating that for lower age groups, social and family issues increased over time.
Adherence to the ASyMSmeso Intervention

Adherence to the ASyMSmeso intervention was explored. In total, 18 patients completed a total of 1343 DSQs over a total of 1334 days. There were more responses to DSQs than days because patients could complete them whenever they felt unwell or a symptom had changed. The compliance rate was 88.5%, with a median of 93.2% for completing DSQs. This rate of compliance is especially impressive given that the average number of days a person took part in the study was 82.8 days. This suggests that those taking part in the study found completing DSQs to be both feasible and acceptable.

Alerts

Of the symptoms assessed on the DSQ, breathlessness was the most common symptom to generate an alert, followed by pain. There was a large number of additional symptoms that triggered alerts for individual patients such as “runny nose,” “stiffness in the hips,” and “urine infection.” The number and types of alerts that were generated by the system were analyzed; 7 patients did not generate any alerts during the study. The median number of alerts generated per patient was 3. Most patients generated an alert fewer than 10 times. One patient was responsible for a third of all alerts, with 52 alerts, and the 4 highest alerting patients were responsible for 116 of the 154 total alerts. This equates to one alert generated approximately every 8.33 days per patient. The highest alerting patient generated 1 alert per day during the study. The alerts occurred mostly in the early morning and early evening. As a result, there was a proportion of alerts that were out of hours (ie, after 5 pm), which warrants consideration for future implementation.

Health professionals had 24 hours to respond to the alerts generated by the system. Following an alert, patients were contacted mainly by telephone, and the most common response to the alerts was “advice as before,” primarily for the 1 patient who alerted daily with the same set of additional symptoms. Other responses centered on advice for supported self-care and how to access community or hospital services.

User Experience

Participating patients, their carers, and clinicians were invited to take part in an end-of-study focus group or semi-structured interview to explore their experiences and perceptions with using the ASyMSmeso system and identify how the implementation of ASyMSmeso impacted existing oncology services. The decision as to whether an interview or focus group would be held depended on the availability of the participants.

Patient and Carer Experiences

A total of 8 patients and 3 carers were interviewed at the end of the study. All those recruited to the study were approached to take part in interviews. However, a number declined, and 1 person had died, giving a 47% response rate. Most participants were male (n=6), with an average age of 71 years. Two themes emerged from the interviews with patients and carers, namely (1) positive experiences and ease of use and (2) feelings of reassurance.

Regarding the theme of positive experiences and ease of use, in general, patients found the system very easy to use and quickly embedded it into their daily routine. They reported that it took them less than 5 minutes to complete the DSQ, and they usually completed it at the same time every day, often first thing in the morning. The system was described as “straightforward … and so simple to use” [Patient 01].

Very few issues with using the system were noted, and all participants felt that the DSQ was relevant to people with MPM: “…my activity level had changed; my walking ability had changed because of the breathlessness. So yeah, these were relevant to what was happening to me at that point in time. [Patient 03]

Patient 03 felt that the symptom monitoring was relevant to what was happening to him in terms of his mobility and identified the link with his breathlessness.

Regarding the theme of feelings of reassurance, for many people, the sense of reassurance offered by the system was important, whether or not they were experiencing symptoms. One patient reported how “it was reassuring to know that you’re feeling stable and not having symptoms” [Patient 09]. Patient 09 felt reassured that there was no change in his symptom profile, and he felt stable; therefore, no recent sign of deterioration was reassuring to him.

For some, knowing that someone was listening was important: I think what was good was the fact that you always felt that there was somebody else at the other end of the line who was listening to what you were saying. [Patient 01]

This was an interesting finding that this patient felt he was being listened to: a sense of connectivity that brought a level of reassurance to him.

This feeling of connectivity was also mentioned by Patient 02 who felt reassured that someone was “watching him.”

Others spoke positively about responses to alerts, which resulted in their symptoms being effectively managed:

I kept getting bothered with my hips, and she said “have you taken anything for it?” She’d actually phoned me up, and I had said no. She said, what about paracetamol, and I said I’ll give it a go. So, I gave it a go, and it fixed it [laughs]. [Patient 03]

The patients reported little trouble in using the mobile phone to report symptoms; in fact, they found this experience reassuring, particularly when there was no change in symptoms over time and they could conclude that they were stable. The connectivity provided by the system was found to be reassuring to patients that someone was keeping an eye on them and responding to their data by calling them back and helping to sort out the problem.

Healthcare Professionals’ Experience

At the end of the study, 11 health professionals with many years’ experience caring for patients with MPM (2 respiratory consultants, 4 clinical nurse specialists, 2 oncology nurses, 3 research nurses) took part in the interviews. From the interviews,
3 themes emerged: ease of use, symptom prevention and management, and enhanced communication.

Regarding the ease of use theme, similar to the feedback from the patients, the majority of health care professionals found the system acceptable and easy to use:

\textit{It was good. I found that really easy…} [HP 11]

\textit{Access to a smartphone device makes sense.} [HP 09]

They spoke about how, in general, they found the system easy to use and navigate. They also highlighted the benefit to both patients and themselves in achieving a better patient experience:

\textit{And, you know, badging this as a patient experience or patient experience improvement, and if there’s improvement in that, then that’s better for both the patient but also the treating clinicians.} [HP 08]

Some clinicians referred to the challenges of using remote monitoring concerning fears of technology and change:

\textit{You know, as always, it’s fear of change, isn’t it? Fear of technology, fear of change, fear of who is going to be responding to these alerts, and will it mean more work? So, I think that allaying those fears of change, getting buy-in from clinicians would probably overcome that.} [HP 06]

Some of the issues in the transition and ease of change to remote monitoring appeared unique to the health professionals, especially the fear of change, as expressed in the previous paragraphs. Interestingly, the patients did not identify any fears of using technology. The health professionals were fearful of the potential for increasing workload, handling and responding to alerts, and the need to work at allaying fears as part of the intervention.

Regarding the theme of improvement in symptom prevention, clinicians spoke about the positive clinical benefits of the alerting system — particularly its role in the early management of symptoms. One clinician described how signs of a chest infection were picked up, which then in turn led to “identification of disease recurrence” [HP 04].

Clinicians also spoke about how symptoms that may otherwise have been missed were picked up earlier:

\textit{Whereas maybe a patient wouldn’t necessarily call us for that, but we can call them back because you are noticing some changes in symptoms…} [HP 04]

One clinician found the system useful as a means of prioritizing care to those patients who were reporting more symptoms than others about things that they were not previously aware of:

\textit{It made me think about the way I assess people and what I ask them over the phone. Because sometimes what they alerted, [it] wasn’t something they told me about when I spoke to them or when I saw them in clinic. Like maybe they were reporting on that [DSQ] that they hadn’t eaten for a couple of days; then, when you see them in clinic, it’s like “oh yeah, I’ve got a diet. I’m eating really well. The wife’s making me a dinner.” So, it was… probing a wee bit better into what was actually going on.} [HP 02]

HP02 identified the benefits she experienced regarding her patient assessment and how the system was beneficial for probing patients further about their diet and nutrition, for example, and getting a better history of what was going on with the patient.

Another professional commented on how the data on the ASyMScos system regarding what symptom management interventions were used following an alert would give them a facility to look back and see what treatments were helpful for the patient in the past. This would prevent the future use of clinical management strategies that were already known to be of limited benefit to that person.

Regarding the theme of communication and connectivity, a few clinicians thought that those with MPM may not want to dwell on symptoms every day and would therefore not benefit from using the system — particularly if they had no symptoms at all:

\textit{I would think that, say “this just reminds me of the fact that I’ve got cancer. This doesn’t help me.”} [HP 05]

This finding is interesting in light of comments from patients, many of whom felt that even if they had no symptoms, filling in the DSQ and noting symptoms were stable resulted in feelings of positive wellbeing and reassurance.

Similar to the patients, clinicians also recognized the benefits of changing the mechanisms by which patients communicated with them — particularly the way that the mobile phone system did not rely on the patient contacting the professional directly but did this automatically — reporting issues in a timelier manner:

\textit{I think for the patients, it may mean that they don’t have to make that phone call. Because they just do it on the device and it goes through…I think ultimately that is generally a better thing, if they can let us know what is going on sooner rather than later.} [HP 05]

This anticipatory and preventative approach to care was also mentioned by HP03 as a good approach to having “infrastructure to manage it and monitor. And identify patients who are alerting and have early intervention to prevent deterioration in the symptom.” [HP03]

However, there was also some frustration that unchanging symptoms continued to alert. For example, if someone continued to report severe pain, the system would keep alerting until the symptom severity reduced to a lesser level. This led to some health professionals suggesting that the alerting algorithm needed adjusting and to be more refined at an individual level.

Regarding the flow of information available in the eLibrary, one health professional suggested that the eLibrary could be extended:

\textit{To cover things like travel insurance and all the other little things if they could use it almost as their own personal sort of reference thing.} [HP 08]

\textit{Some of the tips were good though, I think. That again, I’m not sure if the patients took on board that bit of it.} [HP 10]
Overall, the clinicians felt that the system was easy to use and enabled them to work together with the patient to improve their experience and manage symptoms in a timely manner. They also identified that the system enabled a preventative approach to symptom monitoring and could potentially enable early intervention. Unlike the patients, the clinicians identified some drawbacks to the system, such as leading to increased workload in managing alerts and feeling that patients might not want to be reminded of symptoms every day.

**Suggested Improvements**

While people with MPM and clinicians reported the ASyMSmeso system easy to use, there were suggestions to improve system function. These included having the option for an alarm to remind patients to complete the DSQ. The system as it is currently configured requires clinicians to log into a laptop or desktop computer to view patient symptom reports and to handle alerts (Figure 1). A number of health professionals suggested that it would make sense to put this functionality on the clinician’s mobile device. Other suggestions included amending the alerting algorithm to prevent over-alerting for unchanging symptoms.

**Discussion**

**Principal Findings**

The results demonstrate that this model of ASyMSmeso, a technology-enabled remote symptom monitoring system using PROMs, is feasible and acceptable to this population and those caring for them. Importantly, the findings provide new insights into effective ways to enhance the delivery of supportive care to people with MPM now and in the future, to improve patient outcomes and wellbeing. Our study demonstrated that those with MPM found the ASyMSmeso system easy to use, found it more useful over time, kept using it consistently for prolonged periods (2-3 months), and could see the value of using this remote technology in the management of their symptoms. These findings are notable, as it is well recognized that adherence, ease of use, and perceived usefulness are key factors in determining the successful implementation and scaling up of digital health technologies in health care contexts [24,28].

Supporting such positive findings is also the strong sense of reassurance that people with MPM expressed as a result of using this system. The virtual line of connectivity between patients and clinicians created by the ASyMSmeso system resulted in patients feeling a sense of reassurance and safety — knowing that there was “someone” at the other end watching over their symptoms and offering assistance if required. Such experiences resonate with other studies exploring the use of technology for the provision of supportive care to people with cancer [16,29]. A review of 14 qualitative studies exploring the use of telecare by people with cancer reported similar feelings of safety and reassurance and perceived improved communication with their health professionals as a result of using such systems [15]. The findings therefore are in agreement with previous studies conducted in other cancer populations that demonstrate that the monitoring of patient-reported outcomes using electronic platforms and devices is feasible and acceptable and has a positive impact on care outcomes [13,17,30]. In our study, we also found a complementary benefit identified by the clinicians in terms of ease of use and identification of a preventative approach to symptom management enabled by communication and connectivity in the system.

Furthermore, of note is the significant reduction in psychological needs observed from baseline to 6-8 weeks post-study. While the small number of participants recruited to the study and the focus on feasibility limit inferences made from this finding, it is possible that such reductions in psychological need may well be based on the positive perceptions and experiences of patients using the system. A trial evaluating electronic symptom reporting in people with metastatic cancer reported improvements in survival compared to standard care [13]. It may be well worth exploring whether such benefits related to survival transfer to people with MPM — particularly in light of the lack of curative treatments at the present time.

In terms of changes in practice, a number of clinicians spoke about how using the system made them change the way that they assessed symptoms and prioritized care. They recognized that, by remotely monitoring symptoms on a daily basis, they had a much more detailed picture of the individual’s symptom experiences over time, which could positively inform decision making and selection of supportive care interventions. Clinicians also identified benefits in changing the way that patients communicated with them — moving from a system that relied on patients recognizing symptoms and making a conscious decision to contact them to a system that reviewed patient symptom reports and automatically triggered alerts. Clinicians spoke about the benefits of the DSQ reporting of symptoms, particularly for those patients who were reluctant to bother clinicians by calling them to ask for help. These findings are of value in light of studies reporting that people with cancer continue to delay reporting life-threatening symptoms to health professionals [31].

The number of alerts generated throughout the study was relatively small and manageable. However, a significant number of alerts was out of hours. This warrants further investigation in future studies to understand why patients reported outside of normal working hours and what this means in terms of service provision. Furthermore, for the purpose of this study, clinicians managed alerts within the confines of their current practice (eg, 9 am to 5 pm, 7 days a week).

The PROMs used in the study were quick and easy to complete, with the LCSS-Meso taking about 4 minutes to complete and the SPARC, a holistic needs assessment tool, also quick and easy to complete. Adherence with completing these tools, including TAM, was very good, indicating the suitability for use in future trials.

**Limitations**

Limitations of this study include that there was a decline in the PROM response rate across the study time points. This was due in part to research nurses not always being able to collect data at the agreed time points and in part as a result of the change from a 3-month to 2-month data collection protocol, which reduced data collection from 3 to 2 time points.
Participation rates were low for the study, and it is possible that some of those who declined to participate in the study were doing so because they did not want to think about their symptoms on a daily basis, a possibility also raised by some health professionals. However, only a small number of nonrespondents (n=2) explicitly gave this as a reason. It is also true that study participation rates can be very low among people with advanced cancer [32], and a number of personal, social, and systemic factors have been identified that have an impact on a patient’s decision to participate [33].

Conclusion
In conclusion, the results of this study demonstrate, for the first time, that the remote monitoring and management of symptoms of people with MPM using ASyMSmeso are feasible and acceptable, and the evidence generated strongly supports future studies scaling up this digital intervention to a wider cohort of patients with MFM.
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Abstract

Background: Increasingly, consultations in health care settings are conducted remotely using a range of communication technologies. Email allows for 2-way text-based communication, occurring asynchronously. Studies have explored the content and nature of email consultations to understand the use, structure, and function of email consultations. Most previous content analyses of email consultations in primary care settings have been conducted in North America, and these have shown that concerns and assumptions about how email consultations work have not been realized. There has not been a UK-based content analysis of email consultations.

Objective: This study aims to explore and delineate the content of consultations conducted via email in English general practice by conducting a content analysis of email consultations between general practitioners (GPs) and patients.

Methods: We conducted a content analysis of anonymized email consultations between GPs and patients in 2 general practices in the United Kingdom. We examined the descriptive elements of the correspondence to ascertain when the emails were sent, the number of emails in an email consultation, and the nature of the content. We used a normative approach to analyze the content of the email consultations to explore the use and function of email consultation.

Results: We obtained 100 email consultations from 85 patients, which totaled 262 individual emails. Most email users were older than 40 years, and over half of the users were male. The email consultations were mostly short and completed in a few days. Emails were mostly sent and received during the day. The emails were mostly clinical in content rather than administrative and covered a wide range of clinical presentations. There were 3 key themes to the use and function of the email consultations: the role of the GP and email consultation, the transactional nature of an email consultation, and the operationalization of an email consultation.

Conclusions: Most cases where emails are used to have a consultation with a patient in general practice have a shorter consultation, are clinical in nature, and are resolved quickly. GPs approach email consultations using key elements similar to that of the face-to-face consultation; however, using email consultations has the potential to alter the role of the GP, leading them to engage in more administrative tasks than usual. Email consultations were not a replacement for face-to-face consultations.

(J Med Internet Res 2020;22(11):e18218) doi:10.2196/18218
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Introduction

Background

Increasingly, consultations in health care settings are conducted remotely using a range of communication technologies. Email allows for a 2-way text-based communication, occurring asynchronously. In general practice settings internationally, there has been varied adoption of email for consultation with patients. In Denmark, it is mandatory for all general practices to offer email consultations to their patients [1]. In the Netherlands, a survey demonstrated that 52.8% of practices offered email consultations [2]. Other countries have a less organized approach to the use of email for consultation. In the United Kingdom, just 6% of general practices reported offering email consultations to all patients; however, 21% of individual general practitioners (GPs) reported using email to have a consultation with a patient [3], reflecting the unstructured nature of this phenomenon in the UK general practice. Overall, email for consultation is not yet an embedded approach to having a consultation with a patient in general practice; a 2018 survey across 27 European countries reported that less than a fifth (19%) of GPs used email routinely to interact with patients about health-related issues [4].

Research has demonstrated that in the United Kingdom, where email consultation is not a mandatory offering and is not supported by 2-way secure encrypted email, email consultation is offered by GPs to selected patients and for selected problems, with GPs providing their own email addresses (National Health Service [NHS] or other addresses) to patients who are deemed to use this communication channel sensibly, not abusing the direct line to the doctor [5-7]. The selective approach to offering email interaction may reflect the concerns that GPs have about providing routine email consultations and the lack of protocol for processing email consultations [6].

These concerns include medico-legal implications and clinical safety issues about digital exclusion (eg, older patients, patients with low literacy) and increased workload via multiple contacts from and lengthy email exchanges with patients. UK general practice is funded by capitation; therefore, GPs are reimbursed not for individual consultations but according to patient numbers, regardless of the number of consultations conducted [1,6,8]. The potential for inequality is likely to be exacerbated when GPs are selective about who engages in email consultations. Despite this, the benefits of using email consultations have been described. Some patients appreciate the convenience and perceive improved access [1,5], and studies have shown that both patients and GPs feel that it promotes and sustains the doctor-patient relationship [1,6,8]. The written nature of the communication is seen as positive [6].

Quantitative evidence about the impact of email consultations on GPs’ workload, safety, and legal risks is inconclusive [9,10]. Studies have explored the content and nature of email consultations to understand whether concerns and benefits may be realized. Most previous content analyses of email consultations in primary care settings have been conducted in the United States and have found no evidence to support clinicians’ worries about receiving inappropriate and excessive numbers of emails [11-13], patients tended to use email for clinical rather than administrative enquiries [12,14], and emails often contained one or more problems [15]; however, it should be noted that in the United States, patients pay per consultation. Emails were most likely to be requests from patients, most commonly for medications or treatments [12,16]. An analysis of the content of email consultations in general practice in the Netherlands showed that this type of consultation was used for clinical issues, most popularly for psychological issues; when specific diagnoses were examined, the most common use of email consultation was for hypertension and diabetes [2].

There are numerous differences between the US and UK health systems, and to date, there has not been a content analysis of emails in UK general practice. Given the informal and unstructured approach to email consultations taken by GPs working in the United Kingdom [6], exploring the content of email consultations offers a way to examine how this type of consultation works where it is being used in practice and to see whether it leads to extended email exchanges and inappropriate content or safety issues in these instances.

Objectives

We aim to explore and delineate the content of selected consultations conducted via email in English general practice by conducting the first content analysis of email consultations between GPs and patients in a UK setting.

Methods

We sought to conduct a content analysis of email consultations between GPs and patients. Content analysis seeks to code, categorize, describe, and examine patterns in textual data. Content analysis takes an inductive approach to exploring data, not seeking to produce representative or generalizable findings but instead to identify concepts and patterns in the data and to produce numeric representations of various phenomena within the data.

The research team comprised 6 researchers. Each researcher has experience in mixed methods, qualitative research, and all work in primary care research; one of the researchers is a GP. The chief investigator has expertise in research on the use of email for consultation in general practice.

Setting

The study was conducted in 2 general practices in the South-Central region of England, United Kingdom.

Sampling of Participants

We purposively sampled 2 general practices for the use of email consultation. Participating practices had to have GPs who were using email to consult with patients. When this study was conducted, usage of email consultation was very low in the UK general practice, with just 6% of general practices offering it and 21% of GPs using it [3]. This limited the available types and numbers of practices that we could recruit from.

The 2 practices were selected such that they were different from each other with regard to the level of deprivation (measured using the Index of Multiple Deprivation 2015 [17]), practice
size (the number of patients registered with the practice and the number of doctors), and the number of GPs within the practice who used email to consult with patients.

We selected 2 GPs to participate in the study, one from each practice. We collected information on the age, gender, and year of qualification of the participating GPs to inform the findings.

Sampling of Emails
The emails adhered to a previously published and applied definition of an email consultation: a consultation intended to be a 2-way clinical communication between a GP and patient that was initiated by either party [6]. The content analysis was conducted on fully anonymized emails.

We used the number of email consultations collected in a previous primary care–based content analysis, which included 2 primary care professionals, as a guide (81 emails) [14] and aimed to collect 100 email consultations in total, with the option of obtaining more if needed as data analysis progressed. We continued the analysis until no new codes or themes occurred within the data set.

Data Collection
Data collection was retrospective. Data collection occurred from February 01, 2017. Once recruited into the study, the participating GPs were asked to identify their last 50 email consultations (comprising all emails in the consultation) and make those available to the research team.

We collected fully anonymized email consultations from each participating GP, with both direct and quasi identifiers removed. We asked the participating GPs to retain the time and date that the email was sent so that we could look at the time at which the emails were sent and/or received, the number of emails in the consultation, and over what time period this occurred. Although emails were anonymized, we asked the participating GPs to withhold any emails that contained sensitive information or content and to note down if this happened.

Participating GPs gave written informed consent to participate in the study. Informed consent from patients was not required to use anonymized data for research purposes; however, before the data were anonymized and passed onto us, each patient was emailed by the GP to inform them about the study and to give them the option to opt out of having their emails in the study. No patients opted out, and 2 sent messages of support.

Procedures were put in place to ensure the safe transmission of anonymized data. A member of the participating general practice staff anonymized the content, which included removing direct identifiers (personal names, email addresses, and telephone numbers) and quasi identifiers (ethnicity, gender, date of birth, postcode, and location information). The messages were transferred electronically using a secure NHS email address to a researcher who is a practicing GP and holds a secure NHS email account. The GP author rechecked that the data were fully anonymized before sending them to the chief investigator. Any attachments to the emails were removed, but GPs were asked to note down if there had been any attachments so that we could present these data.

We also collected contextual data to provide background to the sample; both participating GPs noted the age and gender of the patients from each email. These aggregate data were sent separately and were not linked to the email content.

We used a strict protocol in the event of poor care or illegal activity being exposed within any of the emails.

Ethical and Research Governance Approvals
Ethical approval was obtained from the University of Warwick Biomedical and Scientific Research Ethics Committee (reference number REGO-2016-1807), and research governance approval was granted by the UK NHS Health Research Authority.

Data Analysis
We used a parallel design approach to our content analysis, using both descriptive and normative approaches [18].

The descriptive approach allowed us to identify the visible and obvious components of the data and to examine the frequency of their occurrence. We used this approach to examine each email for the following elements:

- The number of patients and their aggregated characteristics
- The number of emails in each consultation exchange, the time it took to respond to each email, and the period between the initial and final emails
- The time of the day emails were sent and responded to, both by patients and GPs
- The nature of the email content (eg, administrative and/or clinical content)
- Use of attachments (eg, images, audio files, or other supplements)

To give an overview of the breadth of content across the data set, we categorized the email content by presenting condition, activity being exposed within any of the emails.

These descriptive data provided context for the normative approach to analysis. A normative approach involves the development of themes, in this case, to explore the use and function of email consultation. In this part of the analysis, the frequency of occurrence of data is not important, and a single occurrence of data could comprise a code.

For the normative approach, we produced an initial coding frame devised by the chief investigator and another researcher. Initially, this involved both researchers reading each email, making notes, and meeting to discuss these. We then examined the coding frameworks used in previous content analyses in health care settings [11,12,19] and the existing qualitative literature on the use of email consultation [20], the delivery of the consultation in general practice settings [21], and patient safety to develop the coding frame further by looking for overlaps [22].

The chief investigator and another researcher then formally coded every piece of data independently using our finalized coding frame, with the researchers then meeting to discuss where codes had been changed, merged, or added as data were examined again. Our patient safety researcher and practicing GP/researcher then read all the data and checked a sample of
the coding samples to look for anything that could have been missed or that should have been added to the coding frame. Furthermore, 2 authors entered the coded data into NVivo (QSR International) qualitative analysis software, which was used to sort the data (see Multimedia Appendix 1 for a copy of the final coding frame).

In line with our normative approach, we developed high-level themes that categorized the content of the emails. We did this using conceptual mapping, adding each code to a visual map by hand and observing where they linked, until we identified recurring themes. The 2 researchers leading the analysis conducted this process together. However, throughout the interpretation stage, we held several meetings to ensure parity across the team; to enhance the validity of the analysis, we ensured that as a team, we agreed on the themes and their content. We were asked by the research ethics committee to use paraphrased examples from emails to illustrate the findings rather than direct quotations to ensure anonymity was maintained.

Results

We obtained 100 email consultations that occurred with 85 individual patients. From practice 1, we obtained 50 email consultations with 45 patients, and from practice 2, 50 email consultations with 40 patients. The email consultations comprised 262 emails in total. None of the participating GPs reported editing or removing any email consultation because they deemed that the content was too sensitive to share.

Participants

The participating practices were both in semirural (having both rural and urban characteristics) locations. Although they both had different deprivation scores, they were still in the least deprived deciles. Practice 1 had a smaller number of registered patients and 5 doctors, whereas practice 2 was much larger. In practice 1, just 1 GP offered email consultations to patients. In practice 2, there were 3 GPs offering email consultations. One GP from each practice participated in the study. Both participating GPs were male and had been using email consultation for 5 years with selected patients and offering patients only informal guidance on how to use it. Table 1 provides the details of the participating practices and the 2 participating GPs. Across both practices, 56% (48/85) patients engaged in the email consultations were male, and 39% (33/85) of the email consultations were with those in the age group of 40 to 59 years, with most patients being older than 40 years. When analyzed by practice, those who engaged in email consultations in practice 1 were older than those in practice 2. See Table 2 for a detailed breakdown of email user characteristics.

Table 1. Characteristics of participating practices and general practitioners.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Practice 1</th>
<th>Practice 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Practice characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Location</td>
<td>Semirural</td>
<td>Semirural</td>
</tr>
<tr>
<td>Deprivation score (1=most deprived and 10=least deprived)</td>
<td>10</td>
<td>7</td>
</tr>
</tbody>
</table>
| Number of patients registered at the general practice (as indication of practice size), n
  | 5000       | 14,000     |
| Doctors in participating practice, n               | 5          | 10         |
| GPs using email consultation within the practice, n | 1          | 3          |
| **GP characteristics**                             |            |            |
| Gender                                             | Male       | Male       |
| Age (years)                                        | 35         | 39         |
| Period for which the participating GP had been providing email consultation (years) | 5          | 5          |
| Offering guidance to patients on how to use email consultation | Informal only, from GP | Informal only, from GP |

aValue rounded to ensure anonymity of practice maintained.

bGP: general practitioner.
Table 2. Characteristics of patients and/or caregivers engaging in email consultations.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Whole sample (n=85), n (%)</th>
<th>Practice 1 (n=45), n (%)</th>
<th>Practice 2 (n=40), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>48 (56)</td>
<td>25 (56)</td>
<td>23 (57)</td>
</tr>
<tr>
<td>Female</td>
<td>37 (44)</td>
<td>20 (44)</td>
<td>17 (43)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-20</td>
<td>6 (7)</td>
<td>5 (11)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>20-29</td>
<td>4 (5)</td>
<td>2 (4)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>30-39</td>
<td>9 (11)</td>
<td>1 (2)</td>
<td>8 (20)</td>
</tr>
<tr>
<td>40-49</td>
<td>19 (22)</td>
<td>8 (18)</td>
<td>11 (28)</td>
</tr>
<tr>
<td>50-59</td>
<td>14 (16)</td>
<td>9 (20)</td>
<td>5 (13)</td>
</tr>
<tr>
<td>60-69</td>
<td>12 (14)</td>
<td>5 (11)</td>
<td>7 (18)</td>
</tr>
<tr>
<td>70-79</td>
<td>16 (19)</td>
<td>11 (24)</td>
<td>5 (13)</td>
</tr>
<tr>
<td>80-89</td>
<td>3 (4)</td>
<td>2 (5)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>≥90</td>
<td>2 (2)</td>
<td>2 (5)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Handling of Emails

Both GPs approached email consultation in different ways, choosing to process and store them in different ways, though with the same outcomes, that the emails were recorded in the patient record as a consultation that had occurred.

Email Consultations

There were 100 email consultations, with a total of 262 emails. Although we asked for email consultations that were 2-way, 15 email consultations that were sent to us comprised 1 email. Furthermore, 10 of those comprised just an email from the patient to the GP. We do not know if these were responded to via telephonic or face-to-face conversation; it is only known that there was no email response from the GP. Overall, 5 of the 1 way emails were from the GP to the patient. These 5 emails involved the transfer of information from the GP to patient, for example, a link to a website discussed during a face-to-face consultation, and there was no expected response.

Email consultations ranged from 1 email to a maximum of 9 emails in the conversation. The median number of emails in a consultation was 2. The number of days from the first email to the last email in the consultation ranged from 1 day to 1689 days. This was because 1 email consultation was reinitiated after a gap of 4 years, 7 months, and 15 days. With this anomaly excluded, the range is from 1 day to 351 days. The median number of days from the first to the last email was 3. GPs’ response times ranged from <1 day to 35 days, and the median time taken by GPs to respond was 2 days.

We were able to obtain the timestamp for 164 of the 262 emails; for those without a timestamp, the corresponding information was not present in the data transferred to us by the GPs. Of these, most emails were sent between 6 AM and 6 PM. Overall, 3 emails were sent after midnight and before 6 AM, and these were all sent by the GP from practice 2. More emails were sent by the GPs (18 emails) in the evening than by patients (7 emails). See Table 3 for full details.

Table 3. Time of the day when the emails were sent.

<table>
<thead>
<tr>
<th>Time period</th>
<th>Sent by general practitioners (n=118), n (%)</th>
<th>Sent by patients (n=144), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overnight (12 AM-6 AM)</td>
<td>3 (2.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Morning (6 AM-12 PM)</td>
<td>28 (23.7)</td>
<td>43 (29.9)</td>
</tr>
<tr>
<td>Afternoon (12 PM-6 PM)</td>
<td>31 (26.2)</td>
<td>34 (23.6)</td>
</tr>
<tr>
<td>Evening (6 PM-12 AM)</td>
<td>18 (15.3)</td>
<td>7 (4.9)</td>
</tr>
<tr>
<td>Not recorded</td>
<td>38 (32.2)</td>
<td>60 (41.7)</td>
</tr>
<tr>
<td>Total</td>
<td>118</td>
<td>144</td>
</tr>
</tbody>
</table>

Content of the Email

Emails were used to discuss a wide range of complaints. Most email consultations contained clinical information (93/100); among these, several included some administrative content also (48/100). Very few email consultations were for administrative purposes only, with no clinical content (7/100). See Table 4 for the range of presentations discussed during an email consultation. These were not mutually exclusive, and more than one presentation appeared in many email consultations.

A total of 13 email consultations included an attachment. Overall, 9 of the attachments were photos, 2 were documents containing monitoring data (blood sugar levels and blood
pressure), 1 was a fact sheet, and 1 was a form. In 11 email consultations, the contact was from carers on behalf of patients, 4 of which were about children and 7 about adults. In 13 emails, the GPs directly requested the patients to come in for a face-to-face consultation rather than continue the email consultation.

**Table 4. Presentations discussed during email consultations.**

<table>
<thead>
<tr>
<th>Presentation</th>
<th>Examples of what was discussed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardiovascular</td>
<td>Blood pressure readings</td>
</tr>
<tr>
<td>Sexual health and family planning</td>
<td>Erectile dysfunction and contraception</td>
</tr>
<tr>
<td>Dermatology</td>
<td>Eczema</td>
</tr>
<tr>
<td>Gastroenterology</td>
<td>Constipation</td>
</tr>
<tr>
<td>Ear, nose, and throat</td>
<td>Labyrinthitis</td>
</tr>
<tr>
<td>Neurology</td>
<td>Brain injury</td>
</tr>
<tr>
<td>Orthopedic</td>
<td>Planned surgery</td>
</tr>
<tr>
<td>Palliative care</td>
<td>Relative in palliative care</td>
</tr>
<tr>
<td>Metabolic</td>
<td>Diabetes</td>
</tr>
<tr>
<td>Urological</td>
<td>Varicocele</td>
</tr>
<tr>
<td>Infectious disease</td>
<td>Lyme disease</td>
</tr>
<tr>
<td>Immunology</td>
<td>Allergic reaction</td>
</tr>
<tr>
<td>Preventive health</td>
<td>Vaccination</td>
</tr>
<tr>
<td>Medication</td>
<td>Side effects</td>
</tr>
<tr>
<td>Symptoms and advice</td>
<td>Fatigue</td>
</tr>
<tr>
<td>Administrative</td>
<td>Request for repeat prescription</td>
</tr>
</tbody>
</table>

**Use and Function of Email Consultation**

Within our data set, we identified 3 overarching themes: the role of the GP and email consultation, the transactional nature of email consultation, and the operationalization of email as a mode of consultation.

**Theme 1: The Role of the GP and Email Consultation**

Email consultations did not always follow the traditional model of communication used in general practice. As email offered a direct line to the GP, patients could use email consultations to circumvent the receptionist who would normally act as gatekeeper to appointment booking and conducting administrative processes:

Yes, they are due the vaccinations, book the appointment, and I’ll order the vaccine. [GP’s response to patient’s email]

Do nurses at the practice do cholesterol tests? [Patient’s enquiry to GP]

This took the GP into an administrative role, or they directed the patient back to the reception staff. Sometimes, email consultations provided a halfway, with the patients asking whether they needed a face-to-face consultation for their particular presentation or providing information ahead of a consultation. Normally, patients might not be able to reach the GP to ask these questions directly:

I am sorry to hear you are in pain. Let’s discuss at the appointment you have booked in for Tuesday. [GP’s response to patient’s email]

Patients were looking for clinical rather than administrative (receptionist) input on whether they needed a face-to-face consultation. This was time-saving for the patient but caused additional work for the GP, including undertaking the work of booking appointments:

*I can see you tomorrow between 10 and 12 if convenient?* [GP’s response to patient’s email]

This also applied to cases where an email consultation led to a face-to-face consultation; the GP made an appointment, which took them outside of their role but saved time and effort for the patient. Sometimes it was the GP who made contact with the patient, offering reminders and scheduling care, indicating that for the GP, it was a choice to take on these tasks:

*I think we planned to redo your bloods around now, shall I book you in?* [GP’s email to patient]

**Theme 2: Transactional Nature of Email Consultation**

In our data set, patients were largely responsible for initiating an email consultation. This mirrors how patients normally seek consultations, with most emails being initiated by patients. Multiple email consultations were initiated from the same patients within the data set, and there was an example of a patient picking up and restarting an email conversation after a long period.

Emails functioned as a way for the patients to request an action, for example, a change in a prescription or to ask directly for a test result, circumventing the administrative processes already in place to allow patients to request these particular actions from a GP:
Please can you alter my dose to be lower for the next fortnight? [Patient’s request to GP]

I was wondering about the results of the blood test I had in March? [Patient’s request to GP]

Where GPs initiated emails, it was for obtaining and/or providing information following up from a face-to-face consultation, for example, sending a link to a website on contraception choices or updates:

If you let me know how the cream goes, I can always ask for a specialist opinion. [GP’s email to patient]

Email consultation was not only a way to contact patients but was also used to devolve responsibility back to the patients. There was an example of a GP using email to send information to patients, sending it to the patient via email during a face-to-face consultation and ready for the patient to use right after the consultation. In one email, a GP referred to having tried to call the patient and using email as the secondary option, as it was not possible to reach the patient via telephone, thus leaving the responsibility for the contact with the patient.

Theme 3: Operationalization of Email as a Mode of Consultation

The style of writing differed between GPs and among patients. Across emails from both GPs and patients, the salutation “Dear” was most commonly used but valedictions included “Best wishes,” “Many thanks,” and “Kind regards.” One GP always signed off an email with their first name, the other as “Dr [surname].” One GP was demonstrably less formal than the other, and patients were less formal in response.

The function of the email consultations was for health-related communication between a patient and their health care professional, in this case, a GP. However, some emails included non–health-related communication of a personal nature alongside this, for example, a patient thanking a GP for their help with a communication issue:

Thank you for taking the time to help me last Friday, I really appreciated you contacting the specialist. [Patient’s email to GP]

The GPs applied some of the behaviors recognized as being key elements of general practice consultation and often employed several of these within one consultation. We observed signposting, negotiating with, and diagnosing the patient:

Please can you book in with the nurse for that. [GP signposting the patient]

I would be happy to refer you, but I don’t think it is necessary at this point in time. [GP negotiating with the patient]

I think the likely cause of your symptoms is an infection. [GP diagnosing patient]

The most common behaviors were to engage with the patient and to apply safety netting:

Many thanks for this information, it is enough for me to make a decision. [GP engages with the patient]

Please come back and see me in a month, but if you have any issues before, then please get back in touch. [GP using safety netting]

Some consultations reverted to face-to-face consultations. An implicit working threshold was reached in the communication that led to the GP asking the patient to attend a face-to-face consultation. This was often where some form of physical and/or visual contact was required:

If you don’t mind coming in so I can have a look. [GP reverting to face-to-face consultation]

Beyond clinical reasons for reverting to a face-to-face consultation, there were examples of boundary setting in relation to email consultation, whereby one lengthy email consultation culminated in the GP asking the patient to make an appointment rather than continue the conversation via email:

I think we need to book a telephone call please. [GP reverting to telephone consultation]

Potential explicit safety issues were linked to the medium; for example, a delayed response could be an issue for urgent enquiries. As email consultations are remote and asynchronous, there is potential for emails to be missed or not read, without this delay in communication being immediately apparent to the patient or GP. There were 4 examples of this within the data, which led to a delayed response from GPs:

This email went to my junk folder, apologies. [Example of potential safety issue]

I was on leave, so I have only just seen your email. [Example of potential safety issues]

We only observed potential safety issues and not any actual safety incidents.

Discussion

Principal Findings

Most patients who were engaged in email consultations with the participating GPs were aged over 40 years, and over half of the users were male. The email consultations were mostly short and completed in a few days. There were exceptions, with one long and detailed email conversation noted. Emails were mostly sent and received during the day, although GPs did send some responses in the evening, outside of their working hours. Emails were mostly clinical in content rather than administrative and covered a wide range of clinical presentations. Of the 100 email consultations, 13 led to face-to-face consultations and 13 included an attachment. The styles of writing differed between the 2 participating GPs, with one being more formal than the other. This reflects the wide variation among GPs in their style of working and may influence how the correspondence is received and understood by patients. The email consultations had many of the same characteristics as face-to-face consultations. GPs deployed a range of actions including signposting, negotiating, and engaging with the patient.

Limitations

There are limitations to our study, and the findings should be considered in light of these limitations. The participating GPs
selected the email consultations sent to us, and so we may have ended up with a different range of emails than if we set up a study which collected email consultations as they happened. However, several included consultations that were long or critical of the GP, and there were no email consultations excluded because of their sensitive content. We received the emails once they had been selected and anonymized; therefore, there may be details or nuances that were missing as a result, for example, missing timings. However, as the data were collected retrospectively, there was no opportunity for the Hawthorne effect [23] to influence the behavior of either GP or patient in conducting the email consultation.

Our sample was limited in size, and the participating GPs were male and recently qualified, working in areas of low deprivation. This was because of the low levels of email consultation provided when the study was conducted [3]. We had taken an exploratory approach to data analysis and did not intend to extrapolate our findings across the entirety of general practice. Future studies could sample more widely and select doctors and practices from a wide range of areas. We do not have detailed information about the patients. We do not know how many other types of consultations they had with the GP. We do not know how long they had been using email to consult with the GP nor how it was initiated. Therefore, this analysis is conducted without these contexts, which could have influenced the depth of interpretation of the data.

Outside of a formalized email consultation system, emails were harder to obtain and required extensive data protection approaches. Systems using portals allow for more readily extracted data [16]. They also include a broader patient population than where email is used informally with selected patients, and we acknowledge that our sample limits the findings.

**Comparison With Prior Work**

This is the first UK content analysis of email consultations, and our findings match closely with previous content analyses conducted in primary care settings in different countries. The patterns of usage that we observed in this study, with email consultations most likely to be requests from patients and concerning clinical rather than administrative contents, have also been demonstrated in previous content analyses in the United States [11-14,19]. We found that most email consultations were short, not sensitive in content, and did not include urgent content; these characteristics have also been demonstrated in previous content analyses carried out in countries other than the United Kingdom [11,14,19]. These commonalities are useful in determining the applicability of such studies about email consultation to the UK health system, indicating that there are lessons that the United Kingdom can learn from studies conducted in other countries. This is important given that email consultation use is likely to increase in the United Kingdom.

We identified a range of presentations by patients across the email consultations, with patients using email to consult about a wide range of issues, most commonly regarding medications and treatments. This matches the findings of other content analyses that looked at reasons for presentation using samples of email consultations [2,12,15,16,19]. Beyond content analyses, 2 studies set in the UK general practice have quantitatively examined the reasons that patients gave when leaving a web-based request for an appointment with a GP, known as an online consultation and acting as the first email in a consultation [24,25]. The reasons given closely mirror the presentations identified in our study, with administrative requests and medication enquiries featuring alongside a wide range of conditions. This is interesting, as our study did not seek to quantify or provide representative data but had similar findings to studies that used quantitative methodologies. Our findings were also well aligned with those identified in a study that looked at reasons for engaging in face-to-face consultations [26]. This may indicate that the written nature of an email consultation does not necessarily affect what people consult about as compared with a face-to-face consultation; however, further research is needed to confirm this.

The themes identified in our analysis of the content of email consultations were also similar to themes identified in qualitative research studies focused on the use of email consultation. Our study was not an in-depth qualitative exploration and therefore did not yield the same amount of data at the same depth. However, here we note that our themes can be seen in other studies. A qualitative interview study with GPs and patients about email consultation usage in the UK general practice found that patients liked to use email consultation as an alternative form of access to the GP, bypassing the reception staff [6]. Our study examined the text within an email consultation, and within the text, we saw that the role of the GP changed as a result of patients using email consultation. In the same qualitative interview study, both patients and GPs performed boundary setting in their use of email consultation, and we observed this in text-based interactions, classifying this as the operationalization of email consultation [6]. In a different qualitative interview study of patient and GP perspectives of email consultation in Denmark [1], it was found that patients valued the information transfer capability of email, and we observed emails being used for this purpose. This triangulation of findings indicates that future studies could benefit from combining both text-based analysis and in-depth qualitative approaches. Beyond the methodological implications, it indicates that examining the text of email consultations may be a way for health care services to understand how email consultation is functioning.

**Conclusions**

In most instances where email is used to have a consultation with a patient in general practice, we observed that the consultation was short, clinical in nature, and resolved quickly. The GPs approached email consultation using an approach similar to that of face-to-face consultations; however, using email consultation had the potential to alter the role of the GP, leading them to engage in more administrative tasks than usual. Email consultation was not a replacement for face-to-face consultation for these GPs, but provided another way for the GPs and patients to engage with each other. On the basis of our analysis of their content, this form of consultation has the potential to provide an additional form of access for patients.
and to allow GPs to deal with certain issues quickly and without a face-to-face consultation.
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Abstract

Background: Although secure messaging (SM) between patients and clinical team members is a recommended component of continuous care, uptake by patients remains relatively low. We designed a multicomponent Supported Adoption Program (SAP) to increase SM adoption among patients using the Veterans Health Administration (VHA) for primary care.

Objective: Our goals were to (1) conduct a multisite, randomized, encouragement design trial to test the effectiveness of a SAP designed to increase patient engagement with SM through VHA’s online patient portal (My HealtheVet [MHV]) and (2) evaluate the impact of the SAP and patient-level SM adoption on perceived provider autonomy support and communication. Patient-reported barriers to SM adoption were also assessed.

Methods: We randomized 1195 patients at 3 VHA facilities who had MHV portal accounts but had never used SM. Half were randomized to receive the SAP, and half served as controls receiving usual care. The SAP consisted of encouragement to adopt
Introduction

Secure messaging (SM) is a secure, asynchronous, patient-provider or patient-clinical team electronic communication channel that may help with care coordination and enable more efficient patient-provider interactions [1-3]. Patients use SM to ask questions or to keep their providers and clinical teams informed about their health status in between medical visits [4-6]. Several observational studies and multiple systematic reviews have found that SM can have a positive impact on health outcomes and patient satisfaction for some patients [6-12]. While some providers have expressed concern that SM may be difficult to keep up with and interrupt workflow, SM may help improve productivity by reducing telephone communication and improving visit efficiency [13].

The Centers for Medicare and Medicaid Service Meaningful Use requirement has made SM a common feature of patient portals and tethered personal health records across many health care systems [4,14-16]. In 2004, the Veterans Health Administration (VHA) implemented My HealthVet (MHV), an online patient portal and personal health record that has an SM feature to support communication between patients and their VHA clinical team members [17,18].

However, the majority of VHA patients still do not use SM. As of September 2016, 12% of all VHA patients and 27% of MHV portal users were active users of SM who had sent at least one message to their clinical team in the previous 24 months. At the time of this writing (February 2020), active engagement with SM was at 16.7% of VHA patients. VHA patients tend to be older and face more complex health care needs than the general population and have less socioeconomic means than veterans that do not use the VHA [19]. Previously documented barriers to SM adoption among veterans include lack of awareness about the SM features, not having a need for communication, limited access to technology, low computer literacy, and feelings that their provider does not support SM use [10,20,21]. Facilitators of SM adoption include understanding the purpose for using SM, having a health-related need that aligns with that purpose, and seeing SM as a convenient alternative form of communication [20].

SM has been found to be associated with positive health outcomes, such as improved HbA1c or blood pressure control, and improved antiretroviral adherence and HIV control in several observational studies [7,8,22-25]. However, these studies are prone to selection bias (ie, differential uptake of SM based on health status and other unobserved patient characteristics), and single-site, randomized trials are less generalizable. While research in this field is expanding rapidly, the evidence is not yet mature. Systematic reviews of SM have found many of the studies lacking in rigor [11,12]. To our knowledge, no multisite, randomized trial has tested an intervention to increase SM use or examined its impact on patient-reported outcomes. In practice, randomized trials of SM are difficult to conduct as patients randomized to use SM may never send an SM and control patients may decide to use SM on their own.

To address these challenges, we conducted a multisite, encouragement trial to test methods to improve patient adoption of SM and to better understand the benefits of SM adoption. Our hypotheses were that patients receiving encouragement to use SM would have higher rates of SM adoption, communicate through telephone less often, and perceive easier access to their provider compared to controls. Through follow-up telephone interviews, we examined barriers to SM adoption to better understand the reasons why patients...
might be resistant to using SM, despite being encouraged to do so.

**Methods**

**Design**

As part of a VHA health care operations–funded quality improvement effort, we conducted a multisite, randomized, encouragement design trial, a design that is appropriate for situations when both control and intervention arms have the potential to access or use the treatment being evaluated [26]. Randomized, encouragement trials are a type of trial that retains many of the strengths of randomized clinical trials while allowing patients the opportunity and flexibility to engage in the intervention as they see fit [27]. In a randomized, encouragement trial, participants are randomized to receive encouragement to try the treatment or intervention of interest. It is expected that some participants randomized to receive the encouragement will not try the treatment and that some of the control participants will try the treatment on their own (2-sided noncompliance).

**Setting**

Three VHA medical centers participated in the trial. The sites were geographically diverse, located in the western, southern, and northeast regions of the United States, and included a relatively large (~30%) population of rural patients.

**Participants**

Veterans were eligible for the trial if they (1) had an authenticated account with the MHV online patient portal, (2) had never used SM, and (3) had a primary care appointment scheduled in the upcoming 2 months. Patients were excluded if they did not have a valid address or telephone number on record.

**Randomization**

Each of the 3 sites identified between 500 and 1200 patients who met the eligibility criteria, oversampling patients residing in rural zip codes. All sites used a block randomization table to assign 200 patients to the intervention (encouragement) arm and 200 as controls (Figure 1).

![CONSORT diagram](https://www.jmir.org/2020/11/e22307)

**Intervention**

**Supported Adoption Program**

Participants were randomized to be in the Supported Adoption Program (SAP) and receive encouragement to use SM to communicate with their clinical teams or to a control arm in which no encouragement was given. The SAP was comprised of multiple components, including 2 mailings, 2 SMs sent to participants from their primary care team’s SM account, and 1 telephone-based motivational interview. The first mailing was sent in the first week of March 2016, and the last motivational interview was completed in September 2016.
The SAP components were developed to address key constructs of behavioral and motivational theories such as social cognitive theory (expectations, self-efficacy), theory of planned behavior (behavioral intention, subjective norms, attitudes), and the health belief model (perceived benefits, self-efficacy). The components were developed with input from MHV Coordinators, who regularly work with veterans to facilitate patient portal access and SM use. The mailings and team-initiated SMs highlighted reasons why patients like to use SM (such as convenience over telephone communication), how SM can benefit health, and assurance that their clinical teams want to communicate with them through SM. The first mailing contained a letter inviting participants to try SM, a brochure highlighting the advantages of SM, and a mousepad with step-by-step instructions on how to use SM. The first team-initiated SM was sent 3 weeks later and covered similar content as the first mailing. A second mailing was sent 3 weeks later and contained a letter reminding patients of the advantages of SM, a step-by-step instruction sheet for accepting the SM terms and conditions (for those unable to receive the provider-initiated SM), and a magnet with key telephone numbers for local and national support. A second team-initiated SM was sent to patients 2 weeks later with repeated content of the mailings.

Approximately 4 weeks after the second team-initiated SM, project staff at each site checked patients’ portal activity and began making phone calls to patients in the SAP who had not yet sent an SM. The phone calls used motivational interviewing (MI) techniques to elicit behavior change by helping patients explore and resolve ambivalence or barriers to change [28-30]. The project staff were trained via telephone and given scripts for the motivational interviews. Three phone scripts were available based on whether the veteran (1) had read either of the SMs sent, (2) had not read the SMs sent, or (3) could not be sent the SM because they had not yet accepted the SM terms and conditions. Up to 5 attempts were made to reach each veteran. During the MI calls, project staff helped veterans troubleshoot common technical barriers during the call (eg, lost password) as well as other barriers to the use of SM (eg, perceived need, self-efficacy). Veterans were also provided instructions on how to contact their local MHV coordinator and the national MHV helpline.

**Control Group**

Participants randomized to the control group did not receive any component of the SAP.

**Data Collection and Measures**

**Primary Outcome: SM Adoption**

The primary outcome measured for this evaluation was SM adoption, which we defined as sending at least one SM during a 9-month period following the initial outreach (March 2016 to December 2016). We continued to monitor SM activity for an additional 13 months (until the end of 2017, when data collection ended) to measure longer-term effects of the intervention. SM activity data were collected via MHV data tables in the VHA corporate data warehouse.

**Secondary Outcomes**

Secondary outcomes were assessed via a telephone survey. The survey administration began approximately 6 months after initiation of the SAP. The survey asked veterans about the use of telephone communication with their health care teams, their perceptions of ease of communication with their health care teams, and perceptions of provider autonomy support, as measured by the Health Care Climate Questionnaire (HCCQ) [31], in the past 6 months. Those who had used SM during the evaluation period were also asked questions about their experience using SM. Patients that completed the survey received a US $20 gift card by mail.

The HCCQ is a series of 15 questions assessing perceived provider autonomy support (eg, “I feel my health care practitioner understands how I see things with respect to my health.”). Patients answer on a scale of 1 (Strongly disagree) to 7 (Strongly agree). The HCCQ score is the average (mean) of these 15 items [31].

To measure the use of a telephone to communicate, patients were asked (yes or no), “In the past 6 months, have you communicated with your health care team by phone?”

To measure ease of communication, patients were asked, “How easy is it for you to communicate with your provider or health care team when you need to?” Patients that responded “easy” or “very easy” were considered to perceive easy access to their providers. Patients who responded, “very difficult,” “difficult,” or “neutral” were considered not to perceive easy access to their providers.

Self-reported barriers to SM adoption were collected during the motivational interviews. These barriers were coded into the following categories: low computer literacy (eg, not comfortable using a computer or navigating to the MHV website), difficulties with access (eg, no computer or internet), login difficulties (eg, lost password or username), effectiveness (eg, did not think they would get a reply), no perceived need for it, preference for in-person or phone communication, privacy concerns, and health-related barriers.

**Secure Message Content**

SMs sent by SAP and control patients during the 9-month evaluation period were double-coded for content by 2 research team members who met regularly to discuss and resolve differences in coding. Message content was coded into the following categories: Requests for Information, Requests for Action, and Information Sharing. The Requests for Information (eg, about symptoms, problems, medications, treatments) and Requests for Action (eg, requests for tests, medications, referrals) codes were based on a modified version of the Taxonomy of Requests by Patients [32,33]. The Information Sharing category captured messages that shared information about care obtained from other VA or non-VA providers, informational updates to the team about symptoms, vital readings (eg, blood pressure), or other personal or health-related topics. Previous studies have identified the need to share information with providers as one of the primary motivators of SM use [5,34].
Analyses

Descriptive statistics and chi-square tests were used to compare characteristics of patients randomized to the encouragement and control groups. We examined the success of the SAP by plotting the cumulative adoption rate over time for each group. Chi-square tests were used to compare adoption rates at 9 months and 21 months. Additionally, each component of the SAP (mailings, proactive SM, motivational interviews) was plotted graphically to examine adoption following each program component. Among patients that sent at least one SM, we used the Wilcoxon rank sum test to test for differences in the number of messages sent in each group. Chi-square tests were used to determine if the coded SM content differed between the groups.

For patients that participated in a motivational interview, we identified common barriers to SM adoption and used a chi-square test to estimate the association of each barrier on later adoption. Finally, we compared characteristics of SM adopters to nonadopters regardless of treatment assignment using chi-square tests.

To estimate the effect of SM adoption on patient-reported outcomes, we conducted an intention-to-treat analysis (ITT), analyzing all participants with complete follow-up data as randomized. The ITT analysis compares outcomes in the SAP intervention group to the control group and does not consider whether or not patients sent an SM. ITT analysis is the preferred analytic approach for parallel-arm, randomized trials and more closely resembles real-life practice, where there is noncompliance of treatment. As such, the ITT analysis estimates the “effectiveness” of the SAP intervention rather than the “efficacy” of SM adoption. t tests were used for comparisons of continuous outcomes, and chi-square tests were used for comparisons of binary outcomes.

We also conducted a per-protocol analysis. A per-protocol analysis compares patients in control and intervention groups that completed the treatment as originally allocated. (ie, “compliers”) [35]. For the SAP intervention group, this included all patients that sent an SM during the 9-month evaluation period (n=101). For the control group, this included all patients that did not send a secure message (n=560). Due to likely differences between compliers in each group, we used multivariable regression analysis, controlling for age, race, gender, marital status, rural residence, and copayment exemption. We used linear regression for continuous outcomes and logit regression for binary outcomes. All analyses were conducted using Stata v.15.1 (Stata Corp, College Station, TX).

Results

Across the 3 sites, 595 veterans were randomized to receive encouragement, and 600 served as controls. Veteran demographic and socioeconomic characteristics were balanced across the encouragement and control arms (Table 1). Approximately 30% (356/1195, 29.79%) of the veterans resided in rural areas, and 21.59% (258/1195) qualified for copayment exemptions based on their economic means. Approximately 21% (256/1195, 21.42%) of veterans were under the age of 50 years, 9.96% (119/1195) were female, 55.90% (668/1195) were married, and 19.83% (237/1195) were African American.

Adoption of Secure Messaging at 9 and 21 Months, Compared Between the SAP and Control Groups

Veterans that received encouragement were more likely to send an SM than the controls. By the end of 9 months, 17.0% (101/595) of the veterans in the SAP had sent an SM compared to 6.7% (40/600) of the controls (P<.001). At 21 months, 23.7% (142/600) of veterans in the SAP had sent an SM compared to 13.5% (80/595) of the controls (P<.001; Figure 2).

Each component of the SAP (mailings, proactive SM, motivational interviews) was examined separately to explore the contribution of each on the overall rate of adoption (Figure 3). Of the 595 veterans in the encouragement arm who were sent the initial mailing, 17 (2.9%) sent an SM without any additional encouragement. In addition, veterans in this arm were sent 2 proactive encouragement SMs from their primary care team’s SM account and an additional mailing. One-third (198/595) of the veterans could not receive the SMs because they never opted-in to receive secure messages. Of those that received the proactive SMs, 28.0% (111/397) opened and read the messages. This additional encouragement yielded 36 new users for a total of 53/595 (8.9%) new SM adopters before motivational interviews. Of the 542 veterans that were eligible for a motivational interview, 383 interviews were completed, and 30 of those that completed the interview sent an SM (30/383, 7.8%). An additional 18 veterans that could not be reached for the motivational interview (18/159, 11.3%) eventually sent an SM for a total of 101 (101/595, 17.0%) SM adopters at the end of the 9-month intervention.

Table 1. Baseline characteristics of patients registered in the patient portal in 2016 who had not yet used secure messaging, with comparisons between the Supported Adoption Program (SAP) and control groups.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Control group (n=600), n (%)</th>
<th>SAP group (n=595), n (%)</th>
<th>Difference, %</th>
<th>χ² statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>African American</td>
<td>112 (18.7)</td>
<td>125 (21.0)</td>
<td>2.3</td>
<td>1.030</td>
<td>.31</td>
</tr>
<tr>
<td>Female</td>
<td>61 (10.2)</td>
<td>58 (9.7)</td>
<td>−0.5</td>
<td>0.058</td>
<td>.81</td>
</tr>
<tr>
<td>&lt;50 years old</td>
<td>132 (22.0)</td>
<td>124 (20.8)</td>
<td>−1.2</td>
<td>0.239</td>
<td>.62</td>
</tr>
<tr>
<td>Married</td>
<td>341 (56.8)</td>
<td>327 (55.0)</td>
<td>−1.8</td>
<td>0.426</td>
<td>.51</td>
</tr>
<tr>
<td>Rural residence</td>
<td>172 (28.7)</td>
<td>184 (30.9)</td>
<td>2.2</td>
<td>0.728</td>
<td>.40</td>
</tr>
<tr>
<td>Copay exempt</td>
<td>132 (22.0)</td>
<td>126 (21.2)</td>
<td>−0.8</td>
<td>0.120</td>
<td>.73</td>
</tr>
</tbody>
</table>
SM adopters were more likely than nonadopters to be female and younger than 50 years (see Multimedia Appendix 1). We examined the total number of SMs and content of the SMs sent by veterans. A total of 443 new messages were sent during the 9-month evaluation period. Among those who sent an SM, there was no difference between the encouragement and control groups in the average number of messages sent ($P = .31$). SM adopters in both groups sent an average of 2 messages (IQR 1-3). The content of the SMs that were sent by patients was also examined to determine if those in the encouragement arm communicated with their providers differently than the controls. The majority of SMs sent by patients in both groups were information requests or action requests about medications or treatments. We did not find any difference between the 2 groups in the frequency of these types of messages; however, controls were more likely to write to share information about their vitals or provide updates on symptoms or care obtained from other VA or non-VA providers (Multimedia Appendix 2).
During motivational interviews, patients were asked whether they were experiencing any significant barriers to SM adoption. Commonly reported barriers included low self-efficacy (eg, not comfortable using a computer, 24%), no perceived need for SM (22%), and difficulties with portal password or login (17%). The barrier most associated with non-adoption was having portal password or login difficulties ($X^2=9.395$, $P=.002$). Only 1 patient that identified this as a barrier eventually sent an SM (1/66, 1.5%). Patients that reported at least one significant barrier were much less likely to adopt SM than those that did not identify any (6.5% vs 25.0%, $P<.001$; Multimedia Appendix 3).

**Impact of Secure Messaging on Perceived Health Care Climate and Communication**

Table 2 shows the results of the ITT and per-protocol analyses for the 3 follow-up outcomes. Compared with the control group,

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>ITT (n=270)</th>
<th>Control (n=317)</th>
<th>Difference (95% CI)</th>
<th>$P$ value</th>
<th>Per-protocol (n=51)</th>
<th>Control non-adopters (n=293)</th>
<th>Difference (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health care climate scale, mean (SD)</td>
<td>5.7 (1.1)</td>
<td>5.4 (1.3)</td>
<td>0.3 (0.1 to 0.5)</td>
<td>.006</td>
<td>5.7 (0.9)</td>
<td>5.4 (1.3)</td>
<td>0.3 (−0.1 to 0.7)</td>
<td>.18</td>
</tr>
<tr>
<td>Communicated by phone, n (%)</td>
<td>186 (68.8)</td>
<td>241 (76.0)</td>
<td>−7.2 (−14.5 to 0.0)</td>
<td>.05</td>
<td>30 (59.2)</td>
<td>226 (77.1)</td>
<td>−20.8 (−35.4 to −6.3)</td>
<td>.003</td>
</tr>
<tr>
<td>Easy to communicate, n (%)</td>
<td>176 (65.1)</td>
<td>187 (58.9)</td>
<td>6.2 (−1.7 to 14.1)</td>
<td>.12</td>
<td>36 (70.0)</td>
<td>173 (59.0)</td>
<td>11.3 (−2.5 to 25.1)</td>
<td>.13</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

In this randomized trial encouraging SM use, the SAP (encouragement intervention) resulted in an increase in SM use compared with control patients that received usual care. The SAP had a modest but significant impact on overall adoption, with 17% using SM, compared with 7% in the control arm at 9 months, and 24% versus 14% at 21 months.

The majority of new adoption resulted following the low-intensity mailings and SM components. While the motivational interviews resulted in 30 new SM adopters, most new users did not participate in a motivational interview. The mailings or SM components of the SAP would be relatively inexpensive to implement more broadly. The 2 mailings cost approximately US $1.50 to US $5.00 each (depending on whether a small magnet or mousepad was included) and would be scalable to larger groups of patients. We estimate that it would take 5 minutes to send a templated SM with encouragement content to new patient portal users. The motivational interviews took about 30 minutes each to complete and were estimated to cost US $15.50 per completed call based on the average salary of those trained to make the calls. This suggests that, for relatively low effort, health care facilities could engage patients via mailings or SMs highlighting the benefits of SM and addressing barriers to SM use. This type of outreach may also be effective to encourage adoption of other new patient-facing technologies.

In addition to evaluating the program’s effectiveness at getting veterans to use SM, we monitored its impact on self-reported outcomes. Our ITT analysis revealed an increase in perceived provider autonomy support for the encouragement arm compared with the control arm. Increased perceived autonomy support has previously been shown to be associated with improved patient self-efficacy and health management behaviors, and proactive SM from health care teams to patients has been associated with greater perceived autonomy support [36]. It is possible that even templated encouragement to use SM sent from the primary care provider’s team account may be adequate to achieve this benefit. Further, receiving the encouragement resulted in a shifting of patient-clinical team communication modality with a 7% lower rate of self-reported telephone contact in the encouragement arm compared with controls and a 20% lower telephone contact rate among SM adopters in the encouragement arm compared with control nonadopters. Although these are self-reported data, they suggest that SM does not necessarily increase overall communication with providers and may supplement other forms of communication. Future work should evaluate impact on telephone use more objectively.

We analyzed the content of the SM to see whether there were differences in the types of messages sent by those in the patients that received encouragement were less likely to report using the phone to communicate with their providers (68.8% [SAP group] vs 76.0% [control group], $P=.05$) and were more likely to perceive their provider as autonomy supportive (5.7 [SAP group] vs 5.4 [control group] on a 7-point scale, $P=.006$). Ease of communication did not significantly differ between the two groups. In the per-protocol analysis, SAP recipients that adopted SM were less likely to report using the phone to communicate with their providers compared to the control patients that did not adopt (59.2% vs 77.1%, $P=.003$). Provider autonomy support and ease of communication did not significantly differ between SAP adopters and control nonadopters.
encouragement group. Consistent with prior observational studies of SM content, information requests or action requests about medications or treatments were most common [5]. Our content coding did not reveal any significant differences in terms of frequency of requests for information or action; however, control patients were more likely to share information. This may in part be due to relatively small numbers of messages sent and the short timeframe for analysis. Patients may need to become more comfortable with messaging their provider before feeling ready to engage in more complex exchanges. However, it does suggest to us that the encouragement did not cause patients to send meaningless messages simply for the sake of sending an SM and that most patients will wait until they have a clinically relevant reason to SM their clinical teams.

Despite the demonstrated impact of the SAP, the majority of patients still did not engage in SM with their clinical team. We estimated that only one-quarter of those who were sent an SM opened and read the proactive SM. As suggested in the literature, additional encouragement from clinical teams might be needed to increase patient review of SMs [21]. In the VA, veterans are required to set preferences that determine whether they receive email alerts when there is a new SM in their patient portal. Patients who set their patient portal preferences to alert them to new incoming SM are more likely to read them [10]. Veterans who do not get an email alert may not even realize that they have been sent an SM. At the time of this trial, some veterans were unable to receive SMs because they had not accepted the feature’s terms and conditions. This additional step is no longer required as the terms and conditions have been incorporated into those of the portal. Encouragement sent via SM may not be completely effective in systems where patients do not automatically receive message alerts to their regular email accounts or where there are other barriers to receiving messages.

Limitations

Both encouragement and control arms consisted of existing patient portal registrants. This type of encouragement program may be less effective if targeted to unregistered patients. Further, new users were disproportionately female and under 50 years old, compared with those who did not adopt SM. Thus, additional work may be needed to engage specific subpopulations.

The motivational interviews were conducted over a longer time period due to challenges reaching patients over the phone. As such, some patients who completed calls towards the end of the 9-month evaluation period had less follow-up time than those who completed calls earlier. When we followed all patients for an additional 13 months, SM adoption rates increased overall, but adoption remained consistently higher in the intervention group, as evidenced in Figure 2. Motivational interviews were conducted at each site by different project staff who were jointly trained in MI and used the same telephone scripts. We did not find differences in adoption rates by site, but it is still possible that different project staff may have been more or less effective than others at encouraging participants to start using SM.

While we monitored SM use beyond the 9-month follow-up period, we did not code additional messages sent by SM users after their initial months of use. Additional content coding of messages could have helped to determine whether the SAP may have shaped the content of their messages in any way over time.

Conclusions

This randomized, encouragement trial demonstrated that an SAP consisting of low levels of outreach to patients to help address known barriers to adoption of SM can successfully increase use. Some patients required more intensive support to begin use; however, our results show that over half of those who began SM use did so without a motivational phone call. About 70% (71/101) of patients that adopted SM did so without a motivational interview, suggesting that more limited outreach without motivational calls would still be effective at increasing SM adoption, while costing substantially less. Receiving information on SM and encouragement to use it had a positive impact on perceived provider autonomy support and, among SM adopters, resulted in lower self-reported use of telephone communication. Importantly, there were no negative impacts on frequency of SM communication or SM content, when compared with control patients who began using SM of their own accord. Low-intensity outreach can successfully engage patients in use of SM, and such use is associated with beneficial secondary outcomes such as improved perceived autonomy support and lower self-reported telephone communication.
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Abstract

Background: Machine learning applications in health care have increased considerably in the recent past, and this review focuses on an important application in psychiatry related to the detection of depression. Since the advent of computational psychiatry, research based on functional magnetic resonance imaging has yielded remarkable results, but these tools tend to be too expensive for everyday clinical use.

Objective: This review focuses on an affordable data-driven approach based on electroencephalographic recordings. Web-based applications via public or private cloud-based platforms would be a logical next step. We aim to compare several different approaches to the detection of depression from electroencephalographic recordings using various features and machine learning models.

Methods: To detect depression, we reviewed published detection studies based on resting-state electroencephalogram with final machine learning, and to predict therapy outcomes, we reviewed a set of interventional studies using some form of stimulation in their methodology.

Results: We reviewed 14 detection studies and 12 interventional studies published between 2008 and 2019. As direct comparison was not possible due to the large diversity of theoretical approaches and methods used, we compared them based on the steps in analysis and accuracies yielded. In addition, we compared possible drawbacks in terms of sample size, feature extraction, feature selection, classification, internal and external validation, and possible unwarranted optimism and reproducibility. In addition, we suggested desirable practices to avoid misinterpretation of results and optimism.

Conclusions: This review shows the need for larger data sets and more systematic procedures to improve the use of the solution for clinical diagnostics. Therefore, regulation of the pipeline and standard requirements for methodology used should become mandatory to increase the reliability and accuracy of the complete methodology for it to be translated to modern psychiatry.

(J Med Internet Res 2020;22(11):e19548) doi:10.2196/19548
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Introduction

As the World Health Organization has warned since 2007, depression may become the most frequent cause of global disability by 2030 [1]. Only 11% to 30% of all patients diagnosed with depression reach remission within their first year of treatment [2,3]. It is possible that an individual may be diagnosed with more than one disorder (or 2 individuals showing completely different symptoms may be labeled with the same
disorder), according to the current Diagnostic and Statistical Manual of Mental Disorders, fourth edition (DSM-IV) manual. Unlike many other medical specializations, psychiatry does not use objective physiological tests in its diagnostic process [4]. Many clinicians, health care providers, and researchers are aware that this diagnostic process needs improvement. Matching patients with interventions, finding specific biomarkers, and identifying various technical solutions can provide the much-needed improvement in clinical care.

Combining the knowledge and methodology used in computational neuroscience and psychiatry results in a discipline known as computational psychiatry. This field aims to determine the neurobiological underpinnings behind clusters of clinical symptoms, making it easier to adjust the treatment to patients on an individual level [5-7]. Among other studies applying this combination of approaches to resolve current issues with psychiatric diagnostics, Tokuda et al [8] offered impressive findings in their work in 2018. They combined demographic data, magnetic resonance imaging (MRI), and previous medical information on patients with applied statistical learning approaches to differentiate the 3 subtypes of depression.

Computational psychiatry may be divided into 2 approaches: theory driven and data driven. The data-driven approach typically involves some type of machine learning and appears to be much more applicable than the theory-driven approach owing to the comparably lower data collection costs. Although the most popular work published over the last period applies the data-driven approach through the use of MRI or functional MRI (fMRI) data, the drawbacks of this approach are the subject of debate among researchers. In our opinion, it would be much more appropriate to rely on electroencephalographic data, given the lower costs and higher patient accessibility. Electroencephalogram (EEG) is the oldest form of neuroimaging (1924, Hans Berger) and is noninvasive and solidly based on neurology and neuroscience. In psychiatry, it is only used to confirm the existence of epileptiform. As compared with fMRI, for example, EEG is more suitable for frequent testing owing to the lesser time required for recording and the lower price of processing. Witten and Frank [9] described data mining as “the extraction of implicit, previously unknown, and potentially useful information from the data,” and at present, popular machine learning forms a part of that discipline. A typical pipeline in this framework includes recording the EEG, managing artifact removal (manually, using software, or using artifact-free epochs), linear or nonlinear electroencephalographic analysis, feature extraction, feature selection, and the application of the machine learning (both training and testing phases) method of choice. As it contains highly structured data, the EEG (a matrix of voltage values as columns/recorded from different electrode voltage and time) is highly suitable for machine learning [10].

Another research area, physiological complexity, continues to be considered novel by many medical professionals. It is based on a complex systems dynamic theory (commonly called the chaos theory) and is made up of vast families of distinct analysis approaches in a mathematical sense. Many researchers currently use these methods given that physiological signals are known to be nonlinear and nonstationary and generated from a highly complex system that tends to operate far from the equilibrium state. The application of a mechanistic approach (suitable for stationary signals) for the analysis of electrophysiological data, which are nonlinear, nonstationary, and noisy (3N), runs the risk of flawed interpretation. Recently, research has suggested that a mathematical link exists between the commonly applied Fourier analysis and fractal analysis [11], and the use of Fourier before the latter seems to be redundant. Klonowski [12] showed that the omnipresent classical spectral analysis in electrophysiology is based on its deeply rooted use in medicine; nonlinear analysis tends to be applied in research areas only. For a review of the varying nonlinear methodologies in detecting depression based on EEG, refer to the study by de la Torre-Luque and Bornas [13,14].

Over the past 10 years, the number of research studies using some form of machine learning on an EEG data set to detect depression or predict treatment outcomes related to the same is booming. This study aims to review the literature to offer a cross-section that is useful for determining current best practices. We have chosen to focus on the combination of physiological complexity (the application of nonlinear measures of analysis of EEG) and data-driven computational psychiatry approaches, as we believe that this combination may offer faster improvement in current clinical practices focusing on the treatment of depression.

Methods

This systematic literature review aims to find and compare published studies using nonlinear (and spectral) methods of analysis in combination with various machine learning methods for the detection of depression. Therefore, we established an inclusion criteria, as we were aware that many studies were published over the past decade. As we followed the literature for a significant amount of time, we established a start date of 2008 and an end date of May 2019.

Search Method

Given the rapid development in this research area because of faster computers, cloud utilization, and improved internet performance, we believe that this is a sufficient inclusion period. We systematically searched the Web of Science and PubMed databases on May 24, 2019, using the following combination of keywords: (“Data mining” OR “machine learning”) AND (“EEG” OR “Electroencephalography”) AND (“Depression” OR “MDD”).

In addition, databases indexing both fields, such as Springer, Scopus, and ScienceDirect, were searched for relevant literature, including the Cornell repository. After an original search yielding 197 papers, we reviewed all the titles and abstracts to determine which were in line with our search criteria.

Inclusion Criteria

Our eligibility criteria (eligibility testing) consisted of the following requirements: a study published between 2008 and 2019, detection of depression or predicting the outcome of treatment for depression, sample consisting of patients diagnosed
with depression (major depressive disorder [MDD]) and healthy controls (HCs), EEG data set (preferably resting-state EEG), use of fractal and nonlinear analysis as features for machine learning, and use of machine learning for detection of depression. After a primary selection phase (in which we read all the publications independently), our sample consisted of 32 publications, which was decreased to 26 based on internal discussion and comparative analysis. After reading the entire text of each publication, we decided to include 14 detection studies and 12 interventional studies. In short, we only included EEG studies that were published over the past 12 years, using task classification performed by humans with electroencephalographic signals (excluding power analyses only, nonhuman feature selection, or those with no end classification studies) that carried out a machine-based learning task aimed at detecting depression. Many studies described mobile phone apps and web-based data collection (web-based psychiatry) using machine learning, but this has already been reviewed in another work [15].

Comparisons Considered

Before conducting this systematic search, we created a list of study characteristics for comparison and to discuss the best practices and results. First, we compared the sample sizes, with only 1 intervention study being sufficiently large to analyze a sample of over 100 participants (and only 1 study consisted of only female subjects [16]). As we chose to only include EEG studies, we divided these based on resting-state EEG (employed in diagnostics) and those using any type of stimulus during the recording.

Our idea, from a nonlinear analysis perspective, is useful for analyzing resting-state records, as previous research has shown that they are the most information-rich [17]. Berman et al [18] showed that in depression, ruminative activities may only be detected in task-free and resting-state EEG recordings. Studies also varied in the number of electrodes used for recording as well as the standards used.

The next stage of comparison considered the method used for data preprocessing, some of which used standard subbands (although there is yet to be any published data or evidence that dividing EEG into subbands has any physiological significance [19]) and others used the broadband signal. Some used reductionist approaches (such as Fourier analysis or wavelet or cosine transform) and others analyzed the raw signal. Some removed the artifact manually (probably introducing other sources of artifacts in that way), removed the artifact (automatically) with some software, or chose to analyze the epochs from artifact-free sections of recorded signal (ie, no artifact removal). Another point of discussion referred to the extent to which filtering and preprocessing were performed and whether researchers focused on any specific part of the signal’s spectral content. We also compared the sampling frequency that was applied to the raw signals, an important factor for the interpretation of results. The next stage considered the type of analysis performed on previously preprocessed data and the chosen features for further machine learning.

Studies also differed in how they chose to extract or select the features.

We also noted whether internal and external cross-validation was performed (and reported) and whether the study could potentially be replicated. Finally, we compared the methods of machine learning used in each work as well as their accuracy after the testing phase and their sensitivity and specificity. Another question considered was whether the studies used receiver operating characteristic (ROC) curves to verify their accuracy. We attempted to carry out an exhaustive analysis of those publications that complied with our eligibility criteria.

Results

Diagnostic Studies

We reviewed 14 studies (classified as detection studies) published between 2008 and 2019. The problem with this cohort of studies is similar to that of studies trying to elucidate changes in complexity from the EEG of a patient who has depression; making a direct comparison is challenging because of the distinct methodologies employed. As we wished to draw conclusions regarding the possible practical significance of these studies and found their methodologies to be quite different in many technical aspects, we compared several basic characteristics that could potentially affect their outcomes [20]. In general, the combination of the choice of features and classification model is considered to be the most important. Nevertheless, all the studies discussed here used common processing stages, as illustrated in Figure 1.
After recording the EEG (based on the previously specified method on resting-state EEG recorded with open or closed eyes, the method used to confirm the depression status, whether patients were medicated, what EEG recording standard was used, and how many electrode positions were involved), the preprocessing phase followed. Apart from standard filtering and the selection of sampling frequency, in physiological terms, the most important part involved artifact removal (manual, automatic, or no removal at all). After defining exact epochs for analysis (or better time series for further analysis), the following steps were discussed: feature extraction, feature selection (or dimensionality reduction phase), classification, validation, and the accuracy achieved in the machine learning testing phase. We also compared the conditions for study reproducibility.

Sample Size

One of the first studies using resting-state EEG to classify individuals with depression and HCs was carried out by Ahmadlou et al [21]. Their sample was quite modest (analyzing EEG recordings of 12 patients with MDD and 12 HCs). In the same year, Puthankattil and Joseph published their research [22,23] using a slightly larger sample, with 30 patients with MDD (16 males and 14 females) and 30 controls. In 2014, Hosseinifard et al [24] and Faust et al [25] published their studies based on analyses of 90 (45 MDD+45 HC) and 60 (30 MDD+30 HC) individuals. Three studies published in 2015 had similar samples: Acharya et al [26] with 30 (15 MDD+15 HC) and Bairy et al [27] with 60 (30 MDD+30 HC, probably the same or overlapping sample as in Puthankattil and Joseph [22,23] and Faust et al [25], as it has the same group of authors and the sample description was strikingly similar), whereas
Mohammadi et al [28] used a sample of 53 patients with MDD and 43 controls. A study published by Liao et al [29] also had a modest sample of 12 patients with MDD and 12 controls, whereas Mumtaz et al reported only 1 sample size used in 3 published studies with similar methodologies in 2017 [30] and 2 studies in 2018 (33 MDD+30 HC) [31,32]. Although they published their first study on spectral and fractal measures as potential markers of depression in 2013, Bachmann et al [16] added machine learning methodology to their previous fractal and novel spectral (spectral asymmetry index [SASI]) analysis in their 2018 study, where their sample comprised 13 patients with MDD and 13 HCs. The study by Bachmann et al [16] is the only study that analyzed a sample consisting exclusively of female participants (which makes sense given that women present a 50% higher risk of depression). Our study [33,34] from the same year described the results of an analysis carried out on a sample of 21 patients with MDD and 20 controls. Overall, there were 362 patients with MDD and 340 age-matched HCs.

The differences between samples vary in terms of the tests used to confirm the status of the patients with MDD (DSM-IV, International Classification of Diseases, Beck Depression Scale, and Montgomery-Asberg Scale) as well as the state when recording (open or closed eyes or both). Studies also differed in terms of medication status of patients with MDD, with some being all unmedicated participants [24] with defined medication washout at 6 weeks, others being medication naïve, others stating that their patients were medicated [33], and others that did not even report on the medication status [27].

Method of Recording the EEG
Another important aspect when comparing the selected studies was how the researchers recorded the resting-state EEG, under what conditions, and using how many electrodes (concerning the standard used in the Methods section). Ahmadlou et al [21] analyzed a 3-min resting-state EEG, with closed eyes, from only frontal positions (using 7 out of 19 electrodes in the 10/20 standard; namely, Fp1, Fp2, Fz, F3, F4, F7, and F8), as they focused on previous findings on stable frontal asymmetry in depression. They separately analyzed the left and the right hemisphere positions and used a sampling rate of 256 Hz. Puthankattil and Joseph [22,23], Faust et al [25], and Acharya et al [26] analyzed only 4-position EEG recordings, 2 on the left hemisphere and 2 on the right hemisphere: FP1-T3 and FP2-T4; Bairy et al [27] did not report on the positions used for analyses in the Methods section, simply stating that only positions from the left side of the brain were taken into account. Puthankattil and Joseph [22] reported that the recording lasted for 5 min, but information on eye condition was not included; they (similar to Faust et al [25] and Acharya et al [26]) used a sampling frequency of 256 Hz. Alternately, Hosseinifard et al [24] analyzed recordings from all 19 electrodes (10/20 standard), with a sampling frequency of 1 kHz. Liao et al [29] analyzed recordings from 30 electrodes recorded for 5 min. In our research, we also analyzed all the positions on the cap and used a 1 kHz sampling rate. It is important to stress here that Bachmann et al [35], in their work from 2013, stated that they found that physiological complexity is elevated on all electrodes; therefore, they decided to use only 2 electrodes for further analysis (and in their 2018 work [16], they focused on detection of the EEG signal from just 1 electrode). In comparison with previously mentioned studies that also used resting-state EEG, we confirmed that the number of electrodes is important, as principal component analysis (PCA) readings reveal that each electrode offers its own contribution to the results [34].

Subbands Versus Broadband
Ahmadlou et al [21] used wavelets to decompose the raw EEG signal into 5 standard subbands (gamma, beta, alpha, theta, and delta), but they also analyzed the broadband signal. Furthermore, they attempted to separately analyze the left- and right-side brain recordings but confirmed that previously significant differences disappeared when the left-right series were combined. Bachmann et al [16,35] used their own previously tested novel spectral index (SASI; based on standard subbands), and Hosseinifard et al [24] also used standard subbands. Puthankattil and Joseph [22,23] used wavelet for signal decomposition, as did Faust et al [25], whereas Acharya et al [26] (like Ćukić et al [33]) used the broadband signal for analysis. Bairy et al [27] used cosine transform to decompose the signal before further analysis, although wavelets and cosine transform are also considered to be reductionist approaches, as is the Fourier approach [12]. It is not clear whether all the researchers are aware that until now no physiological significance of standard subbands of EEG use is confirmed, but their use in electrophysiology is so deeply rooted that it remains inevitable [12].

Preprocessing
Of the numerous potential options for preprocessing the signal, some common practices may be found in all the papers that were reviewed. For example, artifact removal may be performed either automatically or manually [24]. As EEG signals are always nonstationary, nonlinear, and noisy, researchers usually determine the trade-off in every aspect of the stages of analysis. For example, if the artifacts are manually removed, another type of artifact is immediately introduced into the signal. In addition, if independent component analysis (ICA) or other artifact removal techniques are used, the intrinsic signal dynamics could be changed. As stated by Goldberger et al [17], physiological signals are the richest in information when minimally preprocessed. Another option is to observe every trace and locate where the artifacts are present and subsequently select epochs for analysis from artifact-free sections (minimally changing the signal under study, as in the study by Ćukić et al [33]).

We are aware that a mathematical connection exists between the Fourier transform and, for example, the Higuchi fractal dimension [11]; thus, it is clear that if one wants to calculate the fractal dimension on time series, the use of Fourier before this calculation is redundant. ICA also affects the electrophysiological signal if used for artifact removal. Perhaps those who are applying several methods of preprocessing of electrophysiological signals are unaware of some details of the consequences of signal processing.

Feature Extraction and Feature Selection
Feature extraction refers to the creation of features, such as calculating various fractal and nonlinear measures from chosen...
epochs (time series) of raw signal traces. On the other hand, feature selection (or reduction of the problem dimensionality) helps to remove those features that are redundant or irrelevant. In this group of publications, different authors used different combinations of the two: Ahmadlou et al. [21] used 2 different algorithms for fractal dimension calculations, whereas Higuichi and Katz used features and later attempted to compare them in terms of final accuracy. After averaging both the Higuichi fractal dimension (HFD) and the Katz fractal dimension (KFD) values, they applied the analysis of variance to assess the ability of a feature to discriminate between groups based on variations both between and within groups. Puthankattil and Joseph [22] used wavelet entropy as a feature (8-level multiresolution decomposition method of discrete wavelet transform [DWT] was used), and relative wavelet energy (RWE) analysis provided information about the signal energy distribution at different decomposition levels; 12 features were extracted for training and testing. An additional 9 features included RWE values for different frequency bands and 2 were obtained by observing the trend of the variation of the average RWE of EEG signals (RWE is higher in depression). Hosseinifard et al. [24] used spectral power together with HFD, correlation dimension, and the largest Lyapunov exponent (LLE) as EEG features. Faust et al. [25] used wavelet packet decomposition (WPD; Db8 wavelet) to extract appropriate subbands from the raw signal.

The results of our cross-section analysis are summarized in chronological order in Table 1.

The extracted subbands were input to calculate several entropy measures: bispectral entropy (Ph, including higher order spectra technique, from Fourier analysis), Renyi entropy, approximate entropy, and sample entropy (SampEn).

The extraction of the subband process consisted of sending the original data through a sequence of down-sampling and low-pass filters that defined the transfer function (similar to classical spectra analysis, which distorts the information content of the signal, according to Klonowski [12]). In addition, before that extraction, researchers claim that high-frequency components did not contribute relevant information (contrary to our findings [33,34]), and they were also removed. After using the Student t test to evaluate features, several classification algorithms were applied. Acharya et al. [26] applied 15 different spectral and nonlinear measures for feature extraction: fractal dimension (HFD), LLE, SampEn, detrended fluctuation analysis (DFA), Hurst exponent, higher order spectra features (weighted center of bispectrum, W_Bx and W_By), bispectrum phase entropy, normalized bispectral entropy and normalized bispectral squared entropies (Ent2 and Ent3), and recurrence quantification analysis parameters (determinism, entropy, laminarity [LAM], and recurrent times). These extracted features are ranked by the t value. There is no information as to whether they were calculated with standard EEG subbands or broadband signals (similar to the classical spectral measure or high-order spectra using Fourier analysis, they must have been computed in subbands, but this was not mentioned). After numerous trials, the authors, based on a comparison of values to formulate the Depression Diagnosis Index, decided to only consider LAM, W_By, and SampEn, without proper justification. They declared that “DDI is a unique formula that yields non-overlapping ranges for normal and depression classes.” This (probably) heuristically obtained index is used here instead of the more commonly utilized classifiers [26]. Mohammadi et al. [28] applied linear discriminant analysis (LDA) to map features into a new feature space (data evaluation phase) and genetic algorithm (GA) to identify the most significant features. Hosseinifard et al. [24] used the leave-one-out cross-validation (LOOCV) method for the training data set. A GA was used for feature selection. The population size was established at 50 and cross-over at 80% (they also attempted PCA, but the GA significantly outperformed it). Bachmann et al. [16] used the SASI spectral measure but also calculated the HFD, DFA, and Lempel-Ziv complexity (LZC) as features. In our research, we combined 2 nonlinear measures as features extracted from the signal (HFD and SampEn). Later, we decorrelated them and used PCA to reduce the dimensionality of the problem [33]. Bairy et al. [27] calculated the SampEn, correlation dimension, fractal dimension, Lyapunov exponent, Hurst exponent, and DFA on DWT coefficients, and the characteristic features were ranked by t value. Liao et al. [29] proposed a method based on scalp EEG and robust spectral spatial EEG feature extraction based on the kernel eigen-filter-bank common spatial pattern (KEFB-CSP). They first filter the multichannel EEG signals (30 electrode traces) of each subband from the original sensor space to a new space where the new signals (ie, CSPs) are optimal for the classification between patients with MDD and HCs. Finally, they implement kernel PCA to transform the vector containing the CSPs from all frequency subbands to a lower-dimensional feature vector called KEBF-CSP.
Table 1. A comparison of the previously mentioned studies comparing several characteristics, including their accuracy on the classification task.

<table>
<thead>
<tr>
<th>Study</th>
<th>Sample (MDD(^a)+HC(^b))</th>
<th>Electrodes, frequency (Hz)</th>
<th>Preprocessing</th>
<th>Features</th>
<th>ML(^c) models</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ahmadlou et al, 2012 ([21])</td>
<td>12+12</td>
<td>7, 256</td>
<td>Wavelets and spectral bands (Fourier), bootstrap</td>
<td>Higuchi and Katz FD(^d)</td>
<td>Enhanced probabilistic neural networks</td>
<td>91.30</td>
</tr>
<tr>
<td>Puthankattil and Joseph, 2012 ([22])</td>
<td>30 (16 M(^e)+14 F(^f)+30)</td>
<td>4, 256</td>
<td>Wavelet, total variation filtering, multiresolution decomposition</td>
<td>Wavelet entropy</td>
<td>RWE(^g), artificial feed forward networks</td>
<td>98.11</td>
</tr>
<tr>
<td>Hosseinifard et al, 2014 ([24])</td>
<td>45+45</td>
<td>19, 1 kHz</td>
<td>Standard spectral bands</td>
<td>Power, DFA(^h), Higuchi, correlation dimension, Lyapunov exponent</td>
<td>KNN(^i), LR(^j), linear discriminant</td>
<td>90</td>
</tr>
<tr>
<td>Faust et al, 2014 ([25])</td>
<td>30+30</td>
<td>4 (2 left, 2 right), 256</td>
<td>Wavelet package decomposition</td>
<td>ApEn(^k), SampEn(^l), REN(^m), bispectral phase entropy</td>
<td>PNN(^n), SVM(^o), DT(^p), KNN, NB(^q), GMM(^r), Fuzzy Gueno Classifier</td>
<td>99.50</td>
</tr>
<tr>
<td>Bairy et al, 2015 ([27])</td>
<td>30+30 (left brain only)</td>
<td>N/A(^s)</td>
<td>Discrete cosine transform</td>
<td>SampEn, FD, CD(^t), Hurst exp, LLE(^u), DFA</td>
<td>DT, KNN, NB, SVM</td>
<td>93.80</td>
</tr>
<tr>
<td>Acharya et al, 2015 ([26])</td>
<td>15+15</td>
<td>2 left, 2 right, 256</td>
<td>Broadband</td>
<td>FD, LLE, SampEn, DFA, H(^v), W-Bx(^w), W_By(^x), EmPh(^y), Ent1(^z), DET(^{2\alpha}), ENTR(^{3\alpha}), LAM(^{4\alpha}), T2 (DDI(^{5\alpha}))</td>
<td>SVM, KNB, NN, PNN, DT</td>
<td>98</td>
</tr>
<tr>
<td>Mohammadi et al, 2015 ([28])</td>
<td>53+43</td>
<td>28 (1/10), 500</td>
<td>Standard bands/FFT(^{ae}), LDA(^{af}), genetic algorithm</td>
<td>Spectral only</td>
<td>DT</td>
<td>80</td>
</tr>
<tr>
<td>Puthankattil and Joseph, 2014 ([23])</td>
<td>30+30</td>
<td>4, 256</td>
<td>Wavelet package decomposition</td>
<td>Wavelet entropy, approximate entropy</td>
<td>NN(^{ah})</td>
<td>98</td>
</tr>
<tr>
<td>Liao et al, 2017 ([29])</td>
<td>12+12</td>
<td>30, 500</td>
<td>Common spatial pattern</td>
<td>Spectral (common spatial pattern)</td>
<td>KEFB-CSP(^{ah})</td>
<td>80</td>
</tr>
<tr>
<td>Mumtaz et al, 2018 ([30])</td>
<td>34/18 F+30/9 F(^{ai})</td>
<td>19, 256</td>
<td>REST(^{aj})</td>
<td>Synchronization likelihood</td>
<td>SVM, LR, NB</td>
<td>87.50</td>
</tr>
<tr>
<td>Mumtaz et al, 2017 ([31])</td>
<td>33+30</td>
<td>19 (EO(^{ak}), EC(^{al})), 256</td>
<td>Fourier</td>
<td>Alpha interhemispheric asymmetry</td>
<td>LR, SVM, NB</td>
<td>98.40</td>
</tr>
<tr>
<td>Mumtaz et al, 2018 ([32])</td>
<td>34+30</td>
<td>19, 256</td>
<td>10-fold cross-validation</td>
<td>Power, asymmetry, wavelet coefficients, Z-score</td>
<td>LR</td>
<td>94</td>
</tr>
<tr>
<td>Bachmann et al, 2018 ([35])</td>
<td>13+13</td>
<td>1, 1 kHz</td>
<td>Fourier</td>
<td>HFD(^{am}), DFA, Lempel-Ziv complexity, and SASI(^{an})</td>
<td>Logistic regression</td>
<td>88</td>
</tr>
<tr>
<td>Čukić et al, 2018/2020 ([33,34])</td>
<td>26+20</td>
<td>19, 1 kHz</td>
<td>Broadband EEG(^{ao}), 10-fold cross-validation, PCA(^{ap})</td>
<td>HFD+SampEn</td>
<td>MP(^{aq}), LR, SVM (with linear and polynomial kernel), DT, RP(^{ar}), NB</td>
<td>97.50</td>
</tr>
</tbody>
</table>

\(^{a}\)MDD: major depressive disorder.  
\(^{b}\)HC: healthy control.  
\(^{c}\)ML: machine learning.  
\(^{d}\)FD: fractal dimension.  
\(^{e}\)M: male.  
\(^{f}\)F: female.  
\(^{g}\)RWE: relative wavelet energy.
hDFA: detrended fluctuation analysis.
KNN: K-nearest neighbor.
LR: linear regression.
SampEn: sample entropy.
REN: Renyi entropy.
PNN: probabilistic neural network.
SVM: support vector machine.
DT: decision tree.
NB: naïve Bayes.
GMM: Gaussian mixture model.
N/A: not applicable.
CD: correlation dimension.
U: largest Lyapunov exponent.
H: Hurst exponent.
W-Bx: higher order spectra features (weighted center of bispectrum [W_Bx]; Acharya et al [26]).
W_By: higher order spectra features (weighted center of bispectrum [W_By]; Acharya et al [26]).
EntPh: bispectrum phase entropy.
Ent1: normalized bispectral entropy.
DET: determinism.
ENTR: entropy.
LAM: laminarity.
T2 (DDI): recurrent times.
FFT: fast Fourier transform.
LDA: linear discriminant analysis.
NN: neural network.
KEFB-CSP: kernel eigen-filter-bank common spatial pattern.
34 depression patients (among them 18 females) and 30 healthy controls (of those 9 were female).
REST: reference electrode standardization technique.
EO: eyes opened.
EC: eyes closed.
HFD: Higuchi fractal dimension.
SASI: spectral asymmetry index.
EEG: electroencephalogram.
PCA: principal component analysis.
MP: multilayer perceptron.
RF: random forest.

Classifiers Used and Validation
Ahmadlou et al [21] used averaged, calculated KFD and HFD values (dividing it between the left and right electrodes and averaging it) as features for enhanced probabilistic neural networks. Puthankattil and Joseph [22] used the RWE and artificial feedforward neural network, and Hosseinifard et al [24] used K-nearest neighbor (KNN), LDA, and linear regression (LR) classifiers. Two-thirds of the sample was used for the training phase and the remainder was used for the test set. Faust et al [25] used WPD (Db8 wavelet) to extract appropriate subbands from the raw signal. The extracted subbands were input for calculating the entropy measures. They used a Gaussian mixture model, decision trees (DTs), KNN, naïve Bayes classifier (NBC), probabilistic neural networks, fuzzy Sugeno classifier, and support vector machine (SVM) and 10-fold cross-validation. Acharya et al [26] used SVM with a polynomial kernel of order 3, but the validation method was not reported. Mohammadi et al [28] built predictive models using a DT. The classifiers used in the research by Bairy et al [27] were DT, SVM, KNN, and naïve Bayes (NB). SVM employs a radial basis function. The model applied in the study by Mohammadi et al [28] revealed an average accuracy of 80% (MDD vs HC). There is no clear information regarding the verification of reliability of their high accuracy or internal and external validation (in terms of good generalization). Bachmann et al [16] used features for classification via logistic regression with LOOCV. As evident that characterization of the resting-state EEG with nonlinear measures leads to very accurate classification, we applied the 7 most popular classifiers in our research: multilayer perceptron, LR, SVM with a linear and polynomial kernel, DT, random forest, and NBC, discriminating EEG between HC subjects and patients diagnosed with depression [33]; 10-fold cross-validation was used in that work.

Classification Accuracy
Ahmadlou et al [21] found that MDD and non-MDD are more separable in the beta band based on HFD (contrary to previous
belief that differentiation is best in the alpha band) and that HFD in both beta and gamma bands is higher in patients with MDD than in healthy participants. This implied a higher complexity of signal recorded from the frontal cortices (according to their data, the left frontal lobe is more affected). On the basis of HFD (which performed better than KFD), they obtained a high accuracy of 91.3%. Puthakattil and Joseph [22] obtained artificial neural network performance with an accuracy of 98.11% (normal and depression signals). Sensitivity was 98.7%, selectivity was 97.5%, and specificity was 97.5%. In the study by Hosseinifard et al [24], classification accuracy was the highest in the alpha band for LDA and LR, both of which reached 73.3% (the worst was KNN in the delta and beta bands and LDA in the delta band with 66.6%). The highest accuracy in the experiment was obtained using the LR and LDA classifiers. The accuracy of all classifiers increased when the signal was characterized by nonlinear features, not classical power (LR reached 90% with the correlation dimension). The conclusion was that “nonlinear features give much better results in the classification of depressed patients and normal subjects,” as opposed to the classical features. It was also concluded that patients with depression and controls differ more in the alpha band than in the other bands, especially in the left hemisphere [24]. Faust et al [25] applied 10-fold stratified cross-validation. The accuracy was 99.5%, sensitivity was 99.2%, and specificity was 99.7%. Contrary to Hosseinifard et al [24], they claim that the EEG signals from the right part of the brain are better at discriminating individuals with depression. In the study by Acharya et al [26], features are ranked by the $t$ value and are fed to classifiers one by one, obtaining an accuracy of >98%, sensitivity of >97%, and specificity of >95.9%. It is impossible to determine whether internal or external validation was performed or determine the details, for example, the method used to calculate the fractal dimension (that description was not reported, limiting comparisons with our work on HFD). Thus, this study, which claims such high accuracy, has limited reproducibility. Liao et al [29] achieved 80% accuracy using KEFB-CSP, and Mumtaz et al [30] reported an SVM classification accuracy of 98%. LR classification accuracy of 91.7%, and NB classification accuracy of 93.6%. Bachmann et al [35] reached a maximum accuracy of 85% with HFD and DFA and also with HFD and L2C and, for only 1 nonlinear measure, a maximum accuracy of 77%. The average accuracy among classifiers reported by Čukić et al [33] ranged from 90.24% to 97.56%. Among the 2 measures, SampEn demonstrated better performance. When compared with the previously mentioned studies that also used resting-state EEG, it was possible to confirm that the number of electrodes is an important factor, as PCA readings demonstrate that every electrode offers its own contribution to the results [33,34].

In conclusion, we cannot state that all the mentioned studies provide sufficient information for replication, as it is clearly not the case with Bairy et al [27], who did not mention the method used to calculate the fractal dimension and the algorithm. Others concentrated on classification improvement but did not implement all the measures necessary to reach unwarranted optimism in their results. Finally, all the studies (including ours, although as declared, it was a pilot study) had very modest sample sizes, affecting the model’s generalizability. A summary of comparisons of analysis of signals in the literature has been illustrated in Table 2, and a summary of comparisons with regard to the classifications applied is provided in Table 3.

Table 2. Summary of the abovementioned comparisons of analysis of signals in the literature.

<table>
<thead>
<tr>
<th>Analysis of signal</th>
<th>Number of electrodes</th>
<th>Subbands</th>
<th>Filtering</th>
<th>Method of analysis</th>
<th>Feature extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common</td>
<td>1, 3, or 7 (prefrontal)</td>
<td>Standard subbands</td>
<td>Preprocessing on site</td>
<td>Fourier and its derivatives</td>
<td>$t$ test or ANOVA&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Recommended</td>
<td>19+ (all electrodes)</td>
<td>Broadband</td>
<td>Minimal preprocessing</td>
<td>Fractal and nonlinear</td>
<td>PCA&lt;sup&gt;b&lt;/sup&gt; or GA&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>ANOVA: analysis of variance.
<sup>b</sup>PCA: principal component analysis.
<sup>c</sup>GA: genetic algorithm.
Interventional EEG Studies

Studies have also been published during the same time interval (2008-2019) based on EEG registration, but unlike the previously mentioned work, they opted to use a stimulus (so, not resting-state EEG), a sound stimulation, or evoked response potentials (ERPs). Therefore, we briefly discuss their results. Kalatzi et al [36] published the first study on the SVM-based classification system to discriminate depression using the P600 component of ERP signals. EEG was recorded on 15 electrodes, and the sample consisted of 25 patients and an equal number of HCs. The outcomes of SVM classification were selected by the majority vote engine. Classification accuracy was reported 94% when using all leads and between 92% and 80% when using only the right or left electrode positions for classification. They concluded that their findings support the hypothesis that depression is associated with the dysfunction of right hemisphere mechanisms mediating the processing of information that assigns a specific response to a particular stimulus. Lee et al [37] attempted to predict the treatment response of MDD. Their study was designed to verify whether the connectivity strength of resting-state EEG could be a potential biomarker (ROC curve was 0.6 to 0.8) used to answer this question. They concluded that “...the stronger the connectivity strength, the poorer the treatment response.” The experiment also suggested that frontotemporal connectivity strength could be a potential biomarker to differentiate responders and slow responders or nonresponders in MDD. We attempted to compare our results, but their sampling frequency was as low as 100 Hz, making this comparison difficult. In a 2011 study, Cavanagh et al [38] analyzed EEG recordings from 21 medication-free patients with MDD and 24 HCs when performing a probabilistic reinforcement learning task. They measured the EEG response to error feedback, which may demonstrate selective alteration of avoidance learning, which is important in MDD. Khodayari-Rostamabad et al [39,40] probed machine learning methodology as a prediction model for a successful outcome of SSRI medication in MDD based on resting-state EEG recorded before the treatment. The sample consisted of 22 participants (11 males and 11 females). For the experiment, only 16 electrodes were used (10/20 standard) in open and closed eyes, recording for 6.5 min and combining sections into 6 files per person. The Welch model analysis yielded various spectral measures but mentioned only as candidate features because they did not wish to state which feature would have predictive power in advance. After selecting the features extracted from the EEG, the authors included them in the factor analysis model, whose output is the predicted response in the form of a likelihood value; the leave-one-out randomized permutation cross-validation procedure was used for validation. For visualization (and reduction of dimensionality), they used kernelized PCA. The authors did not perform assessment on unseen samples, and they did not compare the features with HCs, relying solely on spectral measures of their modest sample. They reported an overall prediction accuracy of 87.9%.

A study from 2014 attempted to predict the depression treatment response [41]. The authors claimed that no difference exists between MDD and HC in nonlinear EEG measures (using LZC), but they somehow came to the conclusion that nonlinear measures add value to their research. They claim that theirs is the first study to use nonlinear metrics to predict the outcome of depression treatment (repetitive transcranial magnetic stimulation [rTMS] in their case). According to their reported method, the potential cause could be the focus on only one specific band and not on the analysis of broadband signals. Many subsequent researchers (and previous ones) managed to find significant differences through the use of nonlinear measures for this type of detection task [16,21,24,28,30,33]. They also claimed that they were the first to use complexity measures in this task. Nandrino and Pezard [41] used this approach in the analysis of EEG in depression in 1994, as did several other research groups. Bachmann et al [16] applied the same methodology (LZC) and demonstrated significant differentiation between patients and controls. Mumtaz et al [30,31] used spectral measures in several papers but found a useful difference in predicting treatment outcome in depression. Similar to Shahaf et al [42], Etkin et al [43] applied machine learning in the task of predicting medication therapy outcomes in MDD through cognitive testing. They used pattern classification with cross-validation to determine individual patient-level composite predictive biomarkers of antidepressant outcome based on test performance and obtained 91% accuracy.

Erguzel et al [44] tested their optimized classification methods on 147 participants with MDD treated with rTMS. They tested the performance of a GA and a back-propagation neural network; they were evaluated using 6-channel pre-rTMS EEG patterns of theta and delta frequency bands. Using the reduced feature set, they obtained an increase of 0.904 in the ROC curve.

Table 3. Summary of the abovementioned comparisons with regard to the classifications applied.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Sample size</th>
<th>Data collection</th>
<th>Feature selection</th>
<th>Validation</th>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common</td>
<td>12-40</td>
<td>1 site</td>
<td>Spectral analysis</td>
<td>Often missing</td>
<td>SVM&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Typically &gt;95% or 99%</td>
</tr>
<tr>
<td>Recommended</td>
<td>&gt;50-100</td>
<td>Multiple sites/collaborative (possible extraction from MRI&lt;sup&gt;b&lt;/sup&gt; sets)</td>
<td>Nonlinear analysis</td>
<td>Internal plus external validation on unseen data</td>
<td>LASO&lt;sup&gt;c&lt;/sup&gt;, embedded regularization</td>
<td>ROC&lt;sup&gt;d&lt;/sup&gt; curve application/more realistic results</td>
</tr>
</tbody>
</table>

<sup>a</sup>SVM: support vector machine.
<sup>b</sup>MRI: magnetic resonance imaging.
<sup>c</sup>LASO: the name of the algorithm; a type of linear regression that uses shrinkage.
<sup>d</sup>ROC: receiver operating characteristic.
(area under the curve). Zhang et al [45] explored neural complexity in patients with poststroke depression in a resting-state EEG study. Their sample consisted of 21 poststroke patients with depression (PSD), 22 patients with ischemic stroke but no depression (PSND), and 15 HCs. A total of 16 electrodes were used for recording resting-state EEG. LZC was used to assess changes in complexity from EEG. PSD (depressed) presented lower neural complexity compared with PSND (nondepressed) and control subjects for the entire brain region. LZC parameters used for the recognition of PSD possessed >85% specificity, sensitivity, and accuracy, suggesting the feasibility of LZC as a screening indicator for PSD. In addition, there were 2 antidepressive treatment nonresponse prediction studies by Shahaf et al [45] and Al-Kaysi et al [46]. Shahaf et al [45] developed a new electrophysiological attention-associated marker from a single channel (2 electrodes: Fp1 and 1 earlobe) using 1-min samples with auditory oddball stimuli that was capable of detecting treatment-resistant depression (26 patients and 10 controls). Al-Kaysi et al [46] aimed to predict the transcranial direct current stimulation (tDCS) treatment outcome of patients with MDD using automated EEG classification. They accurately predicted 8 out of 10 participants when using FC4-F8 (with an accuracy of 76%) and 10 out of 10 participants when using CPz-CP2 (92% accuracy). This finding demonstrates the feasibility of using machine learning to identify patients responsive to the tDCS treatment. Cai et al [47] used only 3 electrodes on prefrontal positions to record the signal when stimulating their participants with a sound. They claim that owing to the small number of electrodes that can be easily positioned, their method has excellent potential for use in clinics. They used an electrophysiological database consisting of 92 patients with depression and 121 HCs; resting-state EEG was recorded using sound stimulation (pervasive prefrontal lobe electrodes were used on the Fp1, Fp2, and Fpz positions). After denoising (finite impulse response filter), they combined the Kalman derivative formula and the discrete wavelet transformation and an adaptive predictor filter; a total of 270 linear and nonlinear features were extracted (it is not clear what they were). Feature selection was minimal-redundancy-maximal-relevance, which reduced the dimensionality of the feature space. Four classification methods were applied: SVM, KNN, DTs, and artificial neural networks. For evaluation, they used 10-fold cross-validation. KNN presented the highest accuracy at 79.27%. Jaworska et al [48,49] published 2 papers. In the first study [48], they examined a variation of pretreatment EEG to predict depression treatment success, and in the second work [49], they performed a 12-week machine learning study to predict the outcome of pharmacology treatments in 51 patients with MDD. They used both electrophysiological and demographic data (including the Montgomery-Asberg Depression Rating Scale scores before and after treatment) as well as source-localized current density and random forest for classification, with 78% to 88% accuracy depending on model complexity. They also used kernel PCA to reduce and map important features. Similar to the abovementioned research, this lays the groundwork for studies on personalized, biomarker-based treatment approaches. For this group of studies, it is clear that methodology comparisons are challenging, but they are part of the same effort to show that not only detection but also monitoring and predicting the pace of recovery, or output of the treatment (sometimes called responders detection), is possible. The problem with both detection and interventional studies tends to be the modest sample sizes and almost complete absence of an external validation process (on previously unseen data, from an independent sample), which puts their high reported accuracies into question.

**Discussion**

Most of the publications included in our review presented high accuracy in classifying individuals with depression and healthy participants based on their resting-state EEG, although they utilized various combinations of features and machine learning models. Although direct comparison is challenging, the common denominator for all presented studies can be summarized as a comparison of the methodological steps that are inevitable in this kind of research, in which certain features, previously found to be characteristic for depression, were used to feed classifiers of their choosing.

Several approaches may be used to examine the changes in the complexity of the EEG characteristic of depression. Researchers have reached a consensus that depression is characterized by high EEG complexity, compared with healthy peers [13]. Changes in functional connectivity characteristic of depression are demonstrated in the current literature, whether using fMRI, fractional anisotropy [50,51], or graph theory analysis based on EEG signals [52]. It is possible that decreased functional connectivity may be reflected by increased excitability of the cortex; thus, a difference in EEG between people diagnosed with depression and HCs could be detected [16,21,24,25]. The most important conclusion of the review by de la Torre-Luque and Bornas [13] was that “EEG dynamics for depressive patients appear more random than the dynamics of healthy non-depressed individuals.” It is also accepted that the use of more than one nonlinear measure should be standard as different measures detect unique features of the EEG signals, “revealing information which other measures were unable to detect” [52,53].

The classification of patients diagnosed with depression and HCs can be considered as a first step in exploring the potential for prediction. Differentiation between episode and remission is also possible [54]. The prediction of clinical outcomes or relapses (eg, after incomplete remission or relapse in recurrent depression) would be of great clinical significance. However, there are several challenges, both methodological and statistical, to the development of a model to predict a specific clinical outcome for previously unseen individuals. A group of authors elucidated some of the risks, pitfalls, and recommended techniques to improve model reliability and validity in future research [4,7,55-58]. The authors declared that neuroimaging researchers who begin to develop such predictive models are typically unaware of some of the required considerations to accurately assess model performance and avoid inflated predictions (so-called unwarranted optimism) [4,55,56,59]. The common characteristics of this type of research are as follows: classification accuracy is typically 80% to 90% overall, the
sample size tends to be small to modest, and samples are usually gathered from a single site. SVM and its variants are very popular, but the use of embedded regularization frameworks is recommended, at least with the absolute shrinkage and selection operator [7]. LOOCV and k-fold cross-validation are also popular procedures for validation (for model evaluation), and model generalization capability is typically untested on independent samples [7]. The rarely employed Vapnik-Chervonenkis dimension [60] should be of standard use for model evaluation or reduction. A lack of external validation is common in most current studies. From a methodological point of view, those problems must be resolved. For example, the problem of generalization. Generalization is the ability of a model that was trained in one data set to predict patterns in another unseen data set. When testing generalizability, we are examining whether a classification is effective in an independent (not shown to the previous algorithm) population. When developing a model, one does not wish to train the classifier on a general sample characteristic; for example, if using nonlinear measures, they may differ because some measures change with age [17] or may be characteristic of a certain gender [61,62]. Some authors refer to these as nuisance variables because the algorithm learns to recognize that particular data set with all of its characteristics. Overfitting is common and consequently the treatment of nuisance variables. Overfitting takes place when “a developed model perfectly describes the overall aspects of the training data (including all underlying relationships and associated noise), resulting in fitting error to asymptotically become zero” [7]. Thus, the model will be unable to predict what we want on unseen (test) data. The sample size is usually small to modest (typically <100; in the study by Chekroud et al [56], for example, it is >4000 because of the use of a collaborative data set). Hence, balancing the model’s complexity against the sample size is essential for improving the prediction accuracy for unseen (test) data [7]. How can this goal be achieved? By collecting more data. The collection of other more expensive neuroimaging data would be a potential solution to establish a standard set-up and start collaborative projects, as a single site is usually not sufficient to ensure a large sample size. In EEG collection, a desired model could be one that is made up of large collaborative projects such as RDoC, STAR*D, and IMAGEN. In addition, coregistering with fMRI and magnetoencephalography may be a solution [57]. Another option could be the use of wireless EEG caps. Although present wireless EEG caps are still quite expensive (Epoch, ENOBIO Neuroelectrics, and iMotions, to mention just a few), they can be used for research in the environment without restraining the patient or even to monitor individuals recovering from severe episodes. If wireless EEG recorders would become accessible soon, early detection and timely intervention will most likely prevail rapidly. In frameworks such as the National Institute of Mental Health Research Domain Criteria and European Roadmap for Mental Health Research, which aim to discover stratifications based on biological markers that cut across current classifications [58], this should be possible. Through large collaborative efforts, the conditions may be met to extract genuinely reliable models for clearly defined neuromarkers for future clinical use [57]. Large-scale imaging campaigns and the collection of general population data are essential conditions for the transfer of these research findings to clinics. By permitting regular medical checkup data to become a part of such organized collaborative efforts, patients would also contribute to the improvement of this precise diagnostic in the near future. According to Kraiij [63], the 4P concept for health care improvement stands for prediction, prevention, personalization, and participation. It has been suggested that health care focuses too much on disease treatment and not enough on its prevention. It has also been observed [58] that treatment and diagnosis tend to be based on population averages. In some cases, treatment has negative effects. Therefore, there is much room for improvement (and for the other 3 Ps aside, personalization). Data collection, analysis, and sharing play an important role in the improvement of health care. The first project to implement the 4Ps is the SWELL (Smart Reasoning for Well-being at Home and at Work) project, part of the Dutch national ICT program, COMMIT (between 2011 and 2016 in the Netherlands, Leiden University). There is also an option of testimonial data sharing that is already official, eg, in Austria. Whelan and Garavan [55] addressed overfitting and many other methodological issues. They revealed how regression models may incorrectly appear to be predictive. They also described methods for quantifying and improving model reliability and validity. The authors conclude that “…perhaps counterintuitively to those who deal primarily with a general linear model, optimism increases as a function of the decreasing number of participants and the increasing number of predictor variables in the model (the model appears better as sample size decreases)” [55]. Although it has been shown that small sample sizes and a lack of external validation lead to unwarranted optimism, most published research does not embrace these principles as standard practice [64]. Collecting additional data may resolve this issue. The theory of data mining is clear; all models work best on larger samples. The repository may be used to test a developed model on an unseen cohort. We learned that statistics needs “to stop making fools of ourselves” [65]. Data mining is the art of finding meaning from supposedly meaningless data. Peduzzi et al [66] showed the optimal number of events per variable in logistic regression analysis. A minimum rate of 10 cases per predictor is common [64], although it is not a universal recommendation [67]. Optimism may also be avoided with the introduction of the regularization term [68]. In addition, using previous information to constrain model complexity relying on Bayesian approaches is recommended. Bootstrapping [69] is another useful method, as is cross-validation [59]. Cross-validation tests the model’s ability to generalize and involves separating the data into subsets. Both Kohavi [70] and Ng [64] described this technique. In addition, an effective and efficient 10-fold cross-validation, Elastic Net, is useful for optimizing parameters. Ng [64] stated that “...optimism becomes unreliable as the probability of overfitting to the test data increases with multiple comparisons.” One can use several functions available in MATLAB (MathWorks) such as lassoglm, bootstrap for bootstrap sampling, or several functions for Bayesian analysis or the function crossvalind for testing sets and cross-validation.
In conclusion, when discussing the importance of maintaining completely separate training and test subsets, Whelan and Garavan [55] stated the following: “any cross-contamination will result in optimism.” We could not agree more. Additional research is necessary to reframe nosology in psychiatry and to help support the patient’s journey to remission. We hope that many people will benefit from the cloud-based services provided by already digitized health care institutions.
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Abstract

Background: The early diagnosis of various gastrointestinal diseases can lead to effective treatment and reduce the risk of many life-threatening conditions. Unfortunately, various small gastrointestinal lesions are undetectable during early-stage examination by medical experts. In previous studies, various deep learning–based computer-aided diagnosis tools have been used to make a significant contribution to the effective diagnosis and treatment of gastrointestinal diseases. However, most of these methods were designed to detect a limited number of gastrointestinal diseases, such as polyps, tumors, or cancers, in a specific part of the human gastrointestinal tract.

Objective: This study aimed to develop a comprehensive computer-aided diagnosis tool to assist medical experts in diagnosing various types of gastrointestinal diseases.

Methods: Our proposed framework comprises a deep learning–based classification network followed by a retrieval method. In the first step, the classification network predicts the disease type for the current medical condition. Then, the retrieval part of the framework shows the relevant cases (endoscopic images) from the previous database. These past cases help the medical expert validate the current computer prediction subjectively, which ultimately results in better diagnosis and treatment.

Results: All the experiments were performed using 2 endoscopic data sets with a total of 52,471 frames and 37 different classes. The optimal performances obtained by our proposed method in accuracy, F1 score, mean average precision, and mean average recall were 96.19%, 96.99%, 98.18%, and 95.86%, respectively. The overall performance of our proposed diagnostic framework substantially outperformed state-of-the-art methods.

Conclusions: This study provides a comprehensive computer-aided diagnosis framework for identifying various types of gastrointestinal diseases. The results show the superiority of our proposed method over various other recent methods and illustrate its potential for clinical diagnosis and treatment. Our proposed network can be applicable to other classification domains in medical imaging, such as computed tomography scans, magnetic resonance imaging, and ultrasound sequences.

(J Med Internet Res 2020;22(11):e18563) doi:10.2196/18563
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**Introduction**

Various types of gastrointestinal (GI) disorders, such as a tumors, ulcerative colitis, irritable bowel syndrome, hemorrhoids, *Helicobacter pylori*, Crohn disease, polyps, and colorectal cancer, are among the leading causes of death [1]. In the United States, about 76,940 people died in 2016 due to different types of gastric cancers, according to the American Cancer Society [1]. Early and accurate diagnosis of severe diseases, such as polyps or tumors, using endoscopy videos is of great significance and leads to better treatment. However, the subjective diagnosis of such GI diseases is not only a tedious and time-consuming task but also requires sufficient knowledge and clinical experience. These diagnostic problems can be solved to a great extent by developing effective computer-aided diagnosis (CAD) tools that provide a fully automated way of detecting and classifying different GI diseases. CAD tools can assist medical experts in effective diagnosis and treatment during the initial stage of severe medical conditions [2-10]. Figure S1 in Multimedia Appendix 1 presents an overall workflow diagram of a CAD tool to visualize its clinical usability and significance in making a diagnostic decision. In the first step, medical professionals use a particular type of imaging modality to visualize the internal structure of body organs, such as the GI tract. After that, a CAD model analyzes the visual data (obtained in the first step) to highlight the lesions or suspicious regions. Finally, these highlighted results further assist the medical experts in making an effective diagnostic decision in a short time.

In the last few years, deep learning algorithms, especially artificial neural networks (ANNs), have significantly enhanced the performance of artificial intelligence–based CAD tools, which are used for diagnostic purposes in various medical domains [11-15]. In general, these ANN models undergo a training procedure to learn the optimal representation of the training data set [16] by using optimization algorithms, such as stochastic gradient descent [17]. In this way, a deep learning–based trained model that contains the optimal representation of the training data set in trainable parameters is obtained. In clinical practice, this model can analyze newly acquired endoscopic videos or images by using previous knowledge of trainable parameters. Various types of ANN models have been proposed in the image analysis domain. Among these models, convolutional neural networks (CNNs) [16] have gained special attention due to their superior performance in various image recognition–based applications, including in medical fields. The convolutional layers are considered the key part of a CNN model and contain trainable filters of different depths and sizes. These filters are trained during the training procedure by extracting complex hidden patterns (also known as deep features) from the training data set.

Over the past few years, considerable contributions have been made by robust and efficient CAD tools in the endoscopy domain. However, most of these methods are designed to detect specific types of GI diseases, such as polyps, ulcers, tumors, or cancer, using handcrafted or deep features–based approaches. Before the advent of deep features–based methods, most studies used handcrafted features such as color and texture information to perform the automated detection and classification of particular types of GI disease [18-24]. In recent years, various deep learning–based CAD tools have been proposed for endoscopic video and image analysis [2-10]. Such deep learning–based CAD tools are capable of performing the classification and detection of different GI abnormalities in a more precise and accurate way than the previous handcrafted features–based methods. However, most of the previous deep learning–based CAD methods used only the spatial information for the automatic diagnosis of GI diseases, which reduced the overall diagnostic performance. The internal structure of the human GI tract is captured as a moving sequence (video) with respect to time during an endoscopy procedure. Therefore, an endoscopic video encompasses both spatial and temporal information. In a video, the temporal information exists in the sequence of consecutive frames and provides essential information. Therefore, it is possible to use both spatial and temporal information in developing a high-performance CAD tool with good diagnostic capability. A comprehensive analysis of existing studies [2-10,18-24] in comparison with our proposed method can be found in Multimedia Appendix 1.

The motivation behind of this study was the development of a comprehensive CAD framework that would be able to recognize a wide range of GI diseases simultaneously rather than multiple CAD tools used one by one to detect an anonymous GI disease. To accomplish this task, we considered a total of 37 different classes (including both diseased and normal cases) related to the human GI tract, which is significantly more than most recent studies. Another motivation was the included cross-validation mechanism in the proposed CAD tool that provides visual information about its diagnostic decision. Such additional information can assist medical experts in validating the computer decision interactively. Therefore, in this research work, we use the strength of recent AI techniques in the endoscopy domain and propose a high-performance classification and retrieval framework for multiple GI diseases using endoscopic videos. Mainly, the overall pipeline of the proposed classification network is composed of a densely connected convolutional network (DenseNet), our defined long short-term memory (LSTM) network using LSTM cells, principal component analysis (PCA), and the k-nearest neighbors (KNN) algorithm. Experimental results demonstrate the superiority of the proposed CAD framework in comparison with various state-of-the-art methods. This study provides five main contributions.

First, this is the first spatiotemporal feature–based CAD framework based on the integrated DenseNet and LSTM followed by a PCA-based KNN classifier for the effective diagnosis of various GI diseases.

Second, with the addition of PCA, our method reduces the feature dimension up to 95%, with the gain of an average accuracy of 3.62% in comparison with previous work [10].

Third, we include the retrieval framework after the classification network to validate the CAD decision subjectively.

Fourth, in our framework, the number of successive frames to be classified can be variable rather than using the fixed-length sequence.

http://www.jmir.org/2020/11/e18563/
Fifth, we have made our trained model publicly available through Dongguk University [25], along with the information regarding training and testing data splitting.

Methods

Study Design

In this section, a detailed description of our proposed method is formulated in sequential order. An overall description of a class prediction–based video or image retrieval system using our proposed spatiotemporal feature–based classification network is given, followed by a detailed explanation of the proposed classification network, which includes spatiotemporal feature extraction and classification stages.

An Overview of the Proposed Approach

In general image or video classification and retrieval frameworks, the key element is the optimal representation of visual information or features. The optimal features are further used in retrieving relevant information from the image or video database based on feature-matching mechanisms, such as the minimum Euclidian distance. Thus, the overall performance of such a system is directly related to the methods that perform the optimal feature extraction task. Recently, deep learning–based feature extraction methods have shown the best performance in various image- and video-processing domains. Therefore, in our proposed framework, the strength of such deep learning–based algorithms was used to obtain high classification and high retrieval performance in endoscopy. A comprehensive flow diagram of our proposed framework is shown in Figure 1.

First, deep feature–based spatial and temporal information was extracted from the given input endoscopy video of \( n \) successive frames by using a cascaded DenseNet and LSTM-based network consecutively. In this way, a collective spatiotemporal feature vector was obtained for the given endoscopy video, which was further used at the classification stage (after applying the PCA [26]) to predict the class label. Second, the predicted class label was used to select the set of relevant class features from the feature database, and these were further used at the feature matching stage. Next, the extracted spatiotemporal feature vector (obtained in the first step from the input query sequence) was matched with the set of selected features (obtained in the second step), and retrieval information (i.e., frame ID) was obtained based on the best-matching results. Finally, class prediction–based retrieval was done by selecting the best-matched cases from the entire database based on retrieval information.

Figure 1. Comprehensive flow diagram of the proposed classification and retrieval framework. The red dotted box highlights our major contributions in this proposed retrieval framework.

The Structure of Our Proposed Spatiotemporal Feature–Based Classification Model

Our proposed spatiotemporal feature–based classification model is composed of a DenseNet followed by the LSTM model to extract spatial and temporal features, respectively. Figure 2 presents an overall block diagram of our proposed spatiotemporal feature–based classification model. For better understanding, the complete structure of our model is divided into three main stages. In the first stage, each frame of the given input video of \( n \) consecutive frames (i.e., \( I_1, I_2, I_3, ..., I_n \)) is processed by the DenseNet to extract the spatial features. Here, the factor \( n \) presents the length of the input frames, which control the span of temporal features with respect to time. The total time span of \( n \) consecutive frames can be calculated by multiplying \( n \) with the frame rate, which is 30 (i.e., 30 frames per second) in the case of our selected data set. Furthermore, these extracted features are processed by the LSTM-based network in the second stage to exploit the temporal information. Finally, a single feature vector is obtained corresponding to each input video sequence, which is further fed to the dimension reduction and classification stages to reduce the feature
dimensions and then predict the class label, respectively. The comprehensive details of each stage are given in the succeeding sections.

**Figure 2.** Overall block diagram of our proposed spatiotemporal feature–based classification network composed of DenseNet and LSTM-based networks. KNN: k-nearest neighbor; LSTM: long short-term memory; PCA: principal component analysis.

**Spatial Feature Extraction Using DenseNet**

The first stage of our proposed classification framework was composed of a well-known CNN architecture called DenseNet. Its main goal was to extract the spatial features from each frame of the given input video sequence independently. The main reason for selecting a DenseNet was that its classification performance is superior to other modern deep CNN models. Moreover, the dense connectivity in our selected model required fewer parameters than an equivalent traditional CNN. It also overcomes the vanishing gradient problem due to the presence of shortcut connectivity. During network training, the trainable parameters (ie, filter weights) receive an update proportional to the gradient value. In the case of the vanishing gradient problem, the gradient value becomes so small that it ultimately results in a small update and finally stops the training procedure. Such poor training significantly affects the overall performance of the network. However, the presence of shortcut connectivity in DenseNet overcomes this problem and results in better performance.

The complete layer-wise structure of the DenseNet is shown in Figure 2 and Table S2 in Multimedia Appendix 1. The entire network mainly comprises multiple dense blocks and transition layers, which could be considered the basic building blocks. There are a total of 4 dense blocks and 3 transition layers in it, and these make a significant contribution to exploiting discriminative features for better classification performance. The detailed structure of a single dense block followed by the transition layer is visualized in Figure S2 in Multimedia Appendix 1.

Each dense block is made up of multiple pairs of convolutional layers (conv 1 × 1 and conv 3 × 3) in sequential order. Furthermore, a feature concatenation layer is also added after each pair of convolutional layers (conv 1 × 1 and conv 3 × 3) to concatenate the output feature maps of the current pair (conv 1 × 1 and conv 3 × 3) with the previous pair within the same dense block. In this way, each subsequent pair of convolutional layers directly accesses the output of all the previous pairs within the same block. A generalized expression to evaluate the output of the ℓth pair is given as follows:

$$x_\ell = H_\ell ([x_0, x_1, x_2, ..., x_{\ell-1}]) \quad (1)$$

In equation 1, $H_\ell$ means the operation of the ℓth pair of convolutional layers (conv 1 × 1 and conv 3 × 3), which considers all the feature maps ($x_0, x_1, x_2, ..., x_{\ell-1}$) of the previous pairs within the same block. There is also another hyperparameter (labeled growth rate) in each dense block that regulates the increase in the depth of the output feature maps after passing through each pair of convolutional layers. Whereas the dimensions of the feature maps remain the same within each dense block, the number of filters between them changes. A generalized expression for the ℓth pair of convolutional layers (in each dense block) can be expressed as:

$$k_\ell = k_0 + k \times (\ell - 1) \quad (2)$$

In equation 2, $k$ is the growth rate of the network; this hyperparameter was 32 in the original DenseNet model [27]. $k_0$ is the initial depth of the input feature map, $x_0$, that was passed to the dense block, and $k_\ell$ is the output depth of the ℓth pair of convolutional layers. Finally, the transition layer further processes the output feature map $x_\ell$ of the dense block and reduces its depth and dimension by passing it through convolutional and average pooling layers sized 1 × 1 and 2 × 2 pixels, respectively.

The given structural and parametric details (Table S2 in Multimedia Appendix 1) further illustrate the flow of spatial feature extraction through the different layers of the network. Initially, the first input layer (labeled “Image Input”) in the...
DenseNet is used to pass the given input image to the network for further processing. After the input layer, the first convolutional layer (labeled “Conv1”) exploits the input frame by applying a total of 64 different filters sized 7 × 7 × 3 pixels. The output feature map (generated by Conv1) is then processed by a max-pooling layer, which generates a down-sampled feature map, \( F_1 \), sized 56 × 56 × 64 pixels. After the max-pooling layer, the first stack of the dense block and transition layer (labeled “Dense Block 1” and “Transition Layer 1”) processes the feature map \( F_1 \) and generates a down-sampled feature map, \( F_2 \), sized 28 × 28 × 128 pixels. The output feature map \( F_2 \) is further processed by the second stack of the dense block and transition layer (labeled “Dense Block 2” and “Transition Layer 2”), and an output feature map, \( F_3 \), sized 14 × 14 × 125 pixels is obtained.

Similarly, the third stack of the dense block and transition layer (labeled “Dense Block 3” and “Transition Layer 3”) also processes the feature map \( F_3 \) and generates an output feature map, \( F_4 \), sized 7 × 7 × 896 pixels. Output feature map \( F_4 \) is further processed by the last dense block (labeled “Dense Block 4”) and produces an output feature map, \( F_5 \), sized 7 × 7 × 1920 pixels. Finally, a spatial feature vector \( f \) sized 1 × 1 × 1920 pixels is obtained after applying the last average pooling layer (labeled “Avg Pooling”) with a filter size of 7 × 7 × 7 pixels over the last output feature map, \( F_5 \). The same procedure is repeated for all the other input frames, which ultimately generates a set of \( n \) feature vectors \( \{f_1, f_2, f_3, \ldots, f_n\} \) for all the successive endoscopic images \( \{I_1, I_2, I_3, \ldots, I_n\} \). Finally, all these feature vectors are further processed by the second-stage network for temporal feature extraction. There are also 3 other layers (labeled “fully connected,” “softmax,” and “classification output”) after the last average pooling layer, as shown in Figure 2. These 3 layers only take part in the spatial training procedure of the DenseNet. Therefore, after completing the training phase, the final spatial features are selected from the last average pooling layer and are further processed in subsequent stages.

**Temporal Feature Extraction Using an LSTM Network**

In this second stage, an LSTM-based neural network (a version of a recurrent neural network) [28] is used to learn the temporal features from the spatial features (extracted in the first stage). In the case of temporal information-based challenges, the LSTM-based neural networks overcome the vanishing gradient problem, which causes poor training of a network due to a small gradient value. This vanishing gradient problem occurs through the repeated use of a recurrent weight matrix in a recurrent neural network. However, this problem is resolved in LSTM by replacing the recurrent matrix with the identity function. Therefore, in our proposed classification framework, a simplified structure of an LSTM-based network is adopted to further enhance classification performance by extracting the temporal features. A complete network structure and layer-wise description, including the parametric details, are given in Figure 2 (stage 2) and Table S2 in Multimedia Appendix 1, respectively. In Figure 2, the LSTM block presents a standard LSTM cell, which can be considered the main building block of our proposed LSTM-based network. In a standard LSTM cell, 3 different types of learnable parameters (recurrent weights \( R \), input weights \( W \), and bias \( b \)) are involved, which are trained using the training data set. These learnable parameters \( (W, R, b) \) are responsible for learning the temporal features from the given training data set. Complete details about the internal structure of the LSTM cell are provided in Hochreiter and Schmidhuber [29]. For a better understanding, an unrolled version of the LSTM cell is shown in the second-stage network of Figure 2, which presents \( n \) executions of a single LSTM cell. Here, the parameter \( n \) (number of executions of a single LSTM cell) is a variable directly related to the length of a given input sequence, which provides the flexibility to classify input sequences with different numbers of frames \( \{I_1, I_2, I_3, \ldots, I_n\} \).

The extracted set of \( n \) spatial features \( \{f_1, f_2, f_3, \ldots, f_n\} \) in the previous stage is processed by this second stage network in sequential order, which can be visualized in Figure 2 (stage 2). A sequence input layer (Table S2 in Multimedia Appendix 1) is used to pass these spatial features to the LSTM layer, which is composed of multiple LSTM cells with different input parameters. In an actual scenario, a single LSTM cell is repeated \( n \) times to process the set of \( n \) spatial features \( \{f_1, f_2, f_3, \ldots, f_n\} \) in sequential order using the state information (hidden state \( h_{n-1} \) and cell state \( c_{n-1} \)) of all the previous input feature vectors \( \{f_1, f_2, f_3, \ldots, f_n\} \). The hidden state \( h_{n-1} \) holds the output of the LSTM cell for the input feature \( f_{n-1} \), and the cell state \( c_{n-1} \) keeps the information learned from all the previous input feature vectors, \( f_1, f_2, f_3, \ldots, f_{n-1} \). In the case of the first input feature vector, \( f_1 \), the LSTM cell considers the initial state of the network to be null values \( (h_0 = [], c_0 = []) \) when computing the first updated cell state \( c_1 \) and output \( h_1 \). For all the succeeding input feature vectors \( \{n \neq 1\} \), the LSTM cell considers the current state of the network \( (h_{n-1}, c_{n-1}) \) to compute the output \( h_n \) and the updated cell state \( c_n \). This way, after processing all the input feature vectors \( \{f_1, f_2, f_3, \ldots, f_n\} \), the last hidden state \( h_n \) of the network is considered to be the final output feature vector for performing further dimension reduction and classification. There are also 4 other layers (labeled dropout, fully connected, softmax, and classification output) after the LSTM layer, as mentioned in Table S2 in Multimedia Appendix 1. These 4 layers only take part in the training procedure for this second stage network. Therefore, after training, the final features are selected from the LSTM layer for further processing in the next stage.

**Dimension Reduction and Classification**

Because the last hidden state \( h_n \) of the network (with a feature dimension of 1 × 600 pixels) includes the complete spatiotemporal information for all the input feature vectors \( \{f_1, f_2, f_3, \ldots, f_n\} \), it was therefore selected as the final output feature vector for classification. However, before applying the classification algorithm, a PCA was performed to further reduce the dimension of the final output feature vector \( h_n \) by using MATLAB R2019a (MathWorks Inc) [30]. This step was taken to reduce the feature comparison time for retrieval purposes and improve the overall classification accuracy of the proposed classification network. Therefore, an intermediate features-based data set (as shown in Figure S3 in Multimedia Appendix 1 after the LSTM-based network) was created for all the training and testing samples by extracting the output features from the last
hidden state $h_n$ of the LSTM-based network. This newly obtained data set (in terms of feature vectors) was used to perform dimension reduction using PCA. The overall average performance corresponding to the different number of eigenvectors ($\lambda$=1,2,3, ....,600) was evaluated to select the optimal number of eigenvectors ($\lambda$). We obtained the best average performance for $\lambda$=31. A final set of feature vectors (with a feature dimension of $1 \times 31$ pixels) was created for all the training and testing data sets. Figure S3 in Multimedia Appendix 1 shows the conceptual representation of all the intermediate data sets created by our proposed classification framework at different stages. In Figure S3 in Multimedia Appendix 1, $k$ presents the total number of data samples in the entire data set (including both training and testing).

Finally, the KNN [31] algorithm was applied using MATLAB R2019a [30] to classify this newly obtained features-based data set after the PCA. This simple classification algorithm was selected based on its classification performance relative to other classification algorithms, such as adaptive boosting (AdaBoostM2) [32] and a multiclass support vector machine (SVM) (Multi-SVM) [33]. It predicts the class label for the given testing sample by calculating the distance to the different neighbor samples and selecting the neighbor with the minimum distance. In our case, there were a total of 37 different categories related to the human GI tract, including both normal and abnormal cases. Therefore, the KNN algorithm finds the best class prediction for the given input testing data sample by identifying the nearest neighbor (based on Euclidean distance) of the 37 different neighbors. Finally, the predicted class label is assigned to the given testing data sample, which was the ultimate objective of our proposed classification model.

Results

Data Set and Preprocessing

We evaluated the performance of our proposed classification network on 2 publicly available endoscopic databases: a dataset from Gastrolab [34] and the Kvasir dataset [35]. As the databases state [34,35], these are open databases and can be used for research purposes. These databases consist of various endoscopic videos [34] and some already extracted frames (including both normal and disease cases) [35] related to different anatomical districts of the human GI tract. From these 2 databases [34,35], we collected a total of 77 endoscopic videos with a total of 52,471 frames, as described in our previous work [10]. For each video, the anatomical districts, disease type, and other related details were provided in the video title. Based on the available information related to each video, we categorized the entire data set into 37 different classes, which encompassed the 5 main anatomical districts of the human GI tract, labeled the esophagus, the stomach, the small intestine, the large intestine, and the rectum. Figure 3 presents a pictorial representation of these different anatomical districts of the human GI tract and their corresponding groups of classes, with sample frames for each class (ie, C1 to C37). There are also other organs in the human GI tract, but the available data cover only the described 5 anatomical districts and include both normal and disease cases. Our proposed classification network shows the best performance for this data set, and it is also capable of classifying a large number of classes.
In addition, our selected data set shows high intraclass variance due to the varying textures and structures of the specific types of GI disease, such as tumors or cancer. Moreover, the dynamic structural changes during the endoscopy procedure and the different viewing conditions may also cause high intraclass variance. Figure S4 in Multimedia Appendix 1 shows a few example frames from our selected data set that illustrate this high intraclass variance. In this situation, it is difficult to capture a generalized feature-level abstraction that can represent all the possible samples of a class. However, the high intraclass variance in the data set may help analyze the performance of our proposed network in a more challenging scenario. The problem caused by the intraclass variance can be solved using a versatile and sufficient amount of training data related to each class. Such types of data may help extract a generalized high-level representation for each class by training a deep learning–based network.

Furthermore, Table S3 in Multimedia Appendix 1 provides additional details about the subcategories of each anatomical district and their corresponding classes and includes the actual class description and number of training and testing frames. Due to the different spatial resolutions, we resized all the extracted frames to a spatial dimension of $224 \times 224$ pixels (as the input layer size of the first-stage network) and then converted them to a BMP file format. We performed 2-fold cross-validation in all the experiments by dividing the entire data set, using 50% of the data for training and the remaining 50% for testing. The data splitting was performed by considering the first half of consecutive frames of a video as training data and the remaining half as testing data. Due to the limited size of the data set, it was not possible to use different videos in training and testing. In addition, most of the classes (about 21 classes out of 37 classes) consisted of single-patient data (ie, one video per class), as mentioned in Table S3 in Multimedia Appendix 1. Although we used the former part of a video for training and the latter for testing, the data were completely different due to the movement of the capturing device and the body organs, as shown in Figure S5 in Multimedia Appendix 1. In Figure S5 in Multimedia Appendix 1, a significant visual difference between the training and the testing data can be observed for some classes with single-patient data (ie, one video per class). Nevertheless, to highlight the superiority of our method, we also evaluated the results of some existing state-of-the-art methods [5,8,10,36-47] based on the same data set and experimental protocol. Additionally, online data augmentation [48] (with random rotation and translation in both directions) was applied (only in training the first-stage network) to resolve the class imbalance problem [49]. This class imbalance problem occurred due to the different amounts of training samples in each class; therefore, we applied online data augmentation only for the training data set.

**Experimental Setup**

The proposed classification and retrieval framework was developed using a deep learning toolbox from MATLAB R2019a [30]. This toolbox provides a comprehensive framework for designing and implementing various types of ANNs, including pretrained networks. All the experiments were conducted using a standard desktop computer with a 3.50 GHz Intel Core i7-3770K central processing unit [50] and 16 GB RAM.
Testing of the Proposed Method

The optimum number of successive frames \( n \) plays a vital role in exploiting temporal information, which ultimately results in better classification performance. A small value of \( n \) incorporates fewer temporal features, while a high value of \( n \) increases the effect of noise and the processing time. Therefore, it was necessary to find the optimal number of successive frames. For this purpose, we assessed the overall performance of our proposed classification network by considering different numbers of successive frames (ie, \( n = 1,2,3, \ldots,20 \)) in both the training and testing phase. The ultimate objective of these experiments was to find the value of \( n \) that showed the best performance. Figure S8 in Multimedia Appendix 1 shows the average performance of our proposed network for different values of \( n \). We obtained the best average performance (as highlighted with the green square box in Figure S8 in Multimedia Appendix 1) for \( n=14 \). Therefore, we considered \( n=14 \) to be the optimal training parameter that would exploit temporal information while achieving significant performance gain, and we performed all the other experiments with this parameter setting.

After selecting the optimal value of \( n \) for the training of the LSTM-based network, the performance of our trained network (for the optimal value of \( n \)) was also evaluated by considering different numbers of successive frames (ie, \( n = 1,2,3, \ldots,150 \)). Figure S9 in Multimedia Appendix 1 shows the average classification performance for different values of \( n \) (ie, \( n = 1,2,3, \ldots,150 \)) used only in the testing stage. These results demonstrated that the overall performance of our proposed network was directly proportional to the number of successive frames (ie, \( n = 1,2,3, \ldots,150 \)) selected in the testing phase. The main reason for this is that a greater number of successive frames encompass more temporal information, which results in better classification performance. All the performance metrics showed a similar performance gain, which illustrated the significance of our proposed network compared with conventional deep CNN models. However, it was observed that the overall change in performance gain became smaller as the number of successive frames (ie, \( n = 1,2,3, \ldots,150 \)) increased. In this performance analysis setup, we obtained the highest performance for \( n=146 \) (as highlighted with a green square box in Figure S9 in Multimedia Appendix 1) instead of higher values of \( n \). Therefore, we considered \( n=146 \) to be the testing parameter value for our selected data set. Both parameters that showed the best results for the various recent ANN methods \((n=14 \text{ for training and } n=146 \text{ for testing})\) were selected for the complete network.

To further enhance the prediction capability of the proposed network, we performed additional experiments by applying PCA followed by KNN after the LSTM-based network (as explained in the “Methods” section). In this performance analysis setup, we evaluated the PCA-based performance for the different numbers of eigenvectors \((\lambda = 1,2,3, \ldots,600)\), as shown in Figure S10 in Multimedia Appendix 1. These results were computed to find the number of eigenvectors \((\lambda)\) that showed the best performance. Of all the performance results, we found the maximum average performance for \( \lambda=31 \), as highlighted with a green square box in Figure S10 in Multimedia Appendix 1.
Appendix 1 (left side), which presents a close-up view to further magnify the performance difference. Detailed comparative results (with and without PCA) are also given in Table 1 to show the effect of PCA on the LSTM-based network. In this analysis, the comparative results without PCA are based on a fully connected network (comprising fully connected, softmax, and classification output layers after the LSTM layer). As seen in Table 1, the PCA-based classification performance was higher than the fully connected network (without PCA). Furthermore, the dimension of the PCA-based feature vectors (1 × 31 pixels) is about 20 times lower than the original feature vectors (1 × 600 pixels), which also results in better retrieval performance. Consequently, our proposed classification network (including the PCA followed by KNN after the LSTM-based network) showed superior performance in all respects.

Table 1. Performance comparisons of our proposed network with and without applying the PCA.

<table>
<thead>
<tr>
<th>Fold</th>
<th>Performance without PCA(^a) (using fully connected network), %</th>
<th>Performance with PCA + KNN(^b) (λ=31), %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>F1</td>
</tr>
<tr>
<td>Fold 1</td>
<td>97.31</td>
<td>97.83</td>
</tr>
<tr>
<td>Fold 2</td>
<td>94.18</td>
<td>95.11</td>
</tr>
<tr>
<td>Average, (SD)</td>
<td>95.75 (2.21)</td>
<td>96.47 (1.92)</td>
</tr>
</tbody>
</table>

\(^a\)PCA: principal component analysis.
\(^b\)KNN: k-nearest neighbor.
\(^c\)mAP: mean average precision.
\(^d\)mAR: mean average recall.

The detailed performance results of each class are shown in a confusion matrix in Figure 4. Each diagonal value in Figure 4 presents the individual class performance for accuracy. Moreover, the column (on the right side) and row (on the bottom) present the individual class performance for recall and precision, respectively. As seen in Figure 4, most of the classes show notably high classification performance (accuracy of at least 94%), but 3 classes show low performance (ie, C16, C31, and C33, which show average accuracies of 56%, 64%, and 55%, respectively). Such performance degradation is caused by the existence of high interclass similarity among the multiple classes. However, the overall performance of our proposed network was substantially high for a data set with high intraclass variance and high interclass similarity.

Figure 4. Detailed performance results of our proposed network shown in an average confusion matrix.
Comparisons With Previous Methods

We conducted a detailed performance comparison of our proposed method with other state-of-the-art deep learning methods for the automated detection of different types of GI diseases [5,8,10,36-47]. To make a fair comparison, the performance of these existing baseline methods was evaluated under the same experimental setup and data set that was used for our proposed method. We evaluated the performance of a total of 15 different baseline methods to make a detailed comparison with our proposed method. In this regard, our comparative analysis was more comprehensive than those of these existing studies [5,8,10,36-47]. Table 2 provides the comparative results of all the baseline methods in comparison with our proposed method. We obtained an average performance gain of 3.62%, 3.58%, 3.60%, and 3.58% for the accuracy, F1, mAP, and mAR, respectively, compared with the second-best network [10]. Moreover, our method outperformed the original DenseNet201 [27] (third-best network, which was used in Song et al’s study [43]), with a performance gain of 4.07%, 4.57%, 5.27%, and 3.93% for the accuracy, F1, mAP, and mAR, respectively. These results signify the diagnostic ability of our proposed network for endoscopy image analysis for better treatment of various GI diseases. To envision the computational complexity of our proposed method and the baseline methods, brief parametric details of all the models are provided in Table S5 in Multimedia Appendix 1. Although the number of training parameters of our proposed network is higher than those in the second-best [10] and third-best [43] methods, its substantial performance gain distinguished it from the other models. The other baseline models [5,16,54-56] with a large number of training parameters showed lower performance compared with our proposed network.

Table 2. Comparative classification performance of our proposed network with the other state-of-the-art methods used in endoscopy.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Deep network</th>
<th>Accuracy, %</th>
<th>F1, %</th>
<th>mAP(^a), %</th>
<th>mAR(^b), %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang et al (2017) [44]</td>
<td>SqueezeNet [57]</td>
<td>77.84</td>
<td>76.74</td>
<td>76.77</td>
<td>76.73</td>
</tr>
<tr>
<td>Hicks et al (2018) [45]</td>
<td>VGG19 [54]</td>
<td>85.15</td>
<td>85.29</td>
<td>85.88</td>
<td>84.72</td>
</tr>
<tr>
<td>Byrne et al (2019) [5]</td>
<td>InceptionV3 [55]</td>
<td>87.92</td>
<td>88.45</td>
<td>87.87</td>
<td>89.05</td>
</tr>
<tr>
<td>Lee et al (2019) [39]</td>
<td>ResNet50 [56]</td>
<td>89.55</td>
<td>90.60</td>
<td>90.70</td>
<td>90.50</td>
</tr>
<tr>
<td>Vezakis et al (2019) [40]</td>
<td>ResNet18 [56]</td>
<td>89.95</td>
<td>90.35</td>
<td>90.72</td>
<td>89.99</td>
</tr>
<tr>
<td>Owais et al (2019) [10]</td>
<td>CNN(^c) + LSTM(^d) [28,56]</td>
<td>92.57</td>
<td>93.41</td>
<td>94.58</td>
<td>92.28</td>
</tr>
<tr>
<td>Cho et al (2019) [42]</td>
<td>InceptionResNet [60]</td>
<td>84.78</td>
<td>84.53</td>
<td>84.15</td>
<td>84.92</td>
</tr>
<tr>
<td>Dif et al (2020) [38]</td>
<td>ShuffleNet [61]</td>
<td>89.63</td>
<td>89.14</td>
<td>88.67</td>
<td>89.63</td>
</tr>
<tr>
<td>Song et al (2020) [43]</td>
<td>DenseNet201 [27]</td>
<td>92.12</td>
<td>92.42</td>
<td>92.91</td>
<td>91.93</td>
</tr>
<tr>
<td>Guimarães et al (2020) [37]</td>
<td>VGG16 [54]</td>
<td>85.72</td>
<td>85.80</td>
<td>86.24</td>
<td>85.37</td>
</tr>
<tr>
<td>Hussein et al (2020) [41]</td>
<td>ResNet101 [56]</td>
<td>90.24</td>
<td>91.14</td>
<td>91.52</td>
<td>90.78</td>
</tr>
<tr>
<td>Klang et al (2020) [47]</td>
<td>Xception [62]</td>
<td>86.05</td>
<td>84.88</td>
<td>84.19</td>
<td>85.58</td>
</tr>
<tr>
<td>Proposed method</td>
<td>DenseNet + LSTM + PCA(^e) + KNN(^f)</td>
<td>96.19</td>
<td>96.99</td>
<td>98.18</td>
<td>95.86</td>
</tr>
</tbody>
</table>

\(^a\)mAP: mean average precision.

\(^b\)mAR: mean average recall.

\(^c\)CNN: convolutional neural network.

\(^d\)LSTM: long short-term memory.

\(^e\)PCA: principal component analysis.

\(^f\)KNN: k-nearest neighbor.

Furthermore, we iteratively analyzed and compared the sensitivity performance of our proposed method and all the baseline methods. For this purpose, an experimental setup known as a Monte Carlo simulation [63] was carried out, in which the testing performance of each model was evaluated by randomly selecting 20% of testing samples as an intermediate testing data set. The entire experiment was repeated a total of 200 times for both folds of the cross-validation (100 iterations for each fold), and we obtained 200 different performance results for each performance metric. We then calculated the average and standard deviation (for each metric), which presented the overall sensitivity performance of each method. Figure S11 in Multimedia Appendix 1 shows the comparative sensitivity results of our proposed method and the baseline methods. Based on these results, it can be concluded that the overall sensitivity performance of our proposed classification network was substantially higher than those of the existing networks.

We further performed a 2-tailed \( t \) test [64] and Cohen \( d \) [65] analysis to determine the significance of the performance gain...
of our proposed method compared with the second-best [10] and third-best [43] baseline methods. The sensitivity results (obtained in the previous section) were used to evaluate the performance of the t test and Cohen d analysis quantitatively. Generally, a t test analysis is carried out to magnify the performance difference of two models or algorithms in a quantitative way using a null hypothesis (H), which assumes that two systems are similar (i.e., H=0). A rejection score (P value) between the two systems is calculated, which ultimately gives a confidence score for the rejection of this null hypothesis.

In the Cohen d [65] analysis, the performance difference between two systems is determined by measuring effect size [66], which is normally categorized as small (approximately 0.2-0.3), medium (approximately 0.5), and large (≥0.8). A large effect size shows a significant performance difference between the systems. For our proposed method, we separately evaluated its rejection scores (P values) and effect sizes with the second-best and then the third-best baseline methods. The complete performance analysis results (for both the t test and Cohen d) are given in Table 3.

Table 3. The t test and Cohen d performance analysis results (P values and effect sizes).

<table>
<thead>
<tr>
<th>Methods</th>
<th>Proposed vs second-best method</th>
<th>Proposed vs third-best method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>F1</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cohen d</td>
<td>2.51</td>
<td>1.78</td>
</tr>
</tbody>
</table>

<sup>a</sup>mAP: mean average precision.

<sup>b</sup>mAR: mean average recall.

As seen in Table 3, the P values (t test analysis) are less than .001 for all performance metrics, which indicates that the null hypothesis is rejected (i.e., H≠0), with a 99% confidence interval. Similarly, the effect sizes (Cohen d analysis) are higher than 0.8 for all the performance metrics. These 2 performance analysis results indicate that our proposed method shows a significant performance difference compared with both baseline methods. Moreover, Figure 5 presents the comparative performance (in mean, standard deviation, P value, and effect size) of our proposed method in comparison with the second-best and third-best models. The higher mean performance of our method (according to all the performance metrics) shows its superiority over the second-best and third-best baseline model.
Finally, we made a detailed comparison of our proposed network with various handcrafted feature–based methods. We evaluated the performance of our selected data set using 3 conventional handcrafted feature extraction methods—local binary pattern (LBP) [67], histogram of oriented gradients (HOG) [68], and multilevel local binary pattern (MLBP) [69]—with 4 different classifiers—AdaBoostM2 [32], Multi-SVM [33], random forest (RF) [70], and KNN [31]. In total, we obtained the classification performance of 12 different methods, as shown in Table 4. Among all these methods, the HOG feature extractor followed by the RF classifier showed the highest performance, with an average accuracy of 61.41%, F1 score of 63.19%, mAP of 68.66%, and mAR of 58.55%. This means the HOG features extractor method exploits more distinctive low-level features (ie, corners, blobs, or edges) than LBP or MLBP. In addition, the tree structure of the RF classifier further improved the classification decisions, which ultimately resulted in better classification performance. However, our proposed method performed substantially higher than the best handcrafted feature–based method (ie, HOG features extractor with RF classifier). In conclusion, our proposed network outperformed the various handcrafted and the deep features–based methods. We performed additional comparisons of KNN with more sophisticated classifiers, such as AdaBoostM2, Multi-SVM, and RF. In the case of our proposed network, KNN showed the best performance compared with AdaBoostM2, Multi-SVM, and RF, as shown in Table 4.
Table 4. Classification performance comparison of our proposed method with the other handcrafted feature–based methods.

<table>
<thead>
<tr>
<th>Feature descriptor and classifier</th>
<th>Accuracy, %</th>
<th>F1, %</th>
<th>mAP&lt;sup&gt;a&lt;/sup&gt;, %</th>
<th>mAR&lt;sup&gt;b&lt;/sup&gt;, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local binary pattern [67]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AdaBoostM2</td>
<td>35.74</td>
<td>27.70</td>
<td>35.74</td>
<td>22.61</td>
</tr>
<tr>
<td>Multi-SVM&lt;sup&gt;c&lt;/sup&gt;</td>
<td>43.84</td>
<td>42.35</td>
<td>42.99</td>
<td>41.72</td>
</tr>
<tr>
<td>RF&lt;sup&gt;d&lt;/sup&gt;</td>
<td>57.10</td>
<td>53.85</td>
<td>54.79</td>
<td>52.95</td>
</tr>
<tr>
<td>KNN&lt;sup&gt;e&lt;/sup&gt;</td>
<td>50.46</td>
<td>47.36</td>
<td>46.86</td>
<td>47.87</td>
</tr>
<tr>
<td>Histogram of oriented gradients [68]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AdaBoostM2</td>
<td>39.35</td>
<td>32.86</td>
<td>39.35</td>
<td>28.22</td>
</tr>
<tr>
<td>Multi-SVM</td>
<td>49.84</td>
<td>53.80</td>
<td>67.39</td>
<td>44.88</td>
</tr>
<tr>
<td>RF</td>
<td>61.41</td>
<td>63.19</td>
<td>68.66</td>
<td>58.55</td>
</tr>
<tr>
<td>KNN</td>
<td>53.20</td>
<td>54.68</td>
<td>58.41</td>
<td>51.45</td>
</tr>
<tr>
<td>Multilevel local binary pattern [69]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AdaBoostM2</td>
<td>44.02</td>
<td>37.45</td>
<td>44.02</td>
<td>32.59</td>
</tr>
<tr>
<td>Multi-SVM</td>
<td>55.47</td>
<td>53.10</td>
<td>54.75</td>
<td>51.55</td>
</tr>
<tr>
<td>RF</td>
<td>61.40</td>
<td>57.57</td>
<td>59.08</td>
<td>56.13</td>
</tr>
<tr>
<td>KNN</td>
<td>55.40</td>
<td>52.20</td>
<td>52.06</td>
<td>52.33</td>
</tr>
<tr>
<td>Proposed feature descriptor</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(DenseNet + LSTM&lt;sup&gt;f&lt;/sup&gt; + PCA&lt;sup&gt;g&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AdaBoostM2</td>
<td>93.39</td>
<td>93.66</td>
<td>94.35</td>
<td>92.98</td>
</tr>
<tr>
<td>Multi-SVM</td>
<td>95.50</td>
<td>96.43</td>
<td>97.98</td>
<td>94.96</td>
</tr>
<tr>
<td>RF</td>
<td>81.16</td>
<td>82.96</td>
<td>84.48</td>
<td>81.55</td>
</tr>
<tr>
<td>KNN</td>
<td>96.19</td>
<td>96.99</td>
<td>98.18</td>
<td>95.86</td>
</tr>
</tbody>
</table>

<sup>a</sup>mAP: mean average precision.  
<sup>b</sup>mAR: mean average recall.  
<sup>c</sup>SVM: support vector machine. 
<sup>d</sup>RF: random forest. 
<sup>e</sup>KNN: k-nearest neighbor. 
<sup>f</sup>LSTM: long short-term memory. 
<sup>g</sup>PCA: principal component analysis.

Discussion

Principal Findings

In this research, we used the strength of recent ANNs in endoscopy and proposed a high-performance CAD framework to diagnose multiple GI diseases simultaneously in a given endoscopic video. First, we implemented an efficient video classification network to classify endoscopic videos into one of 37 different categories (including both normal and diseased classes). Our proposed network contemplates both spatial and temporal features, which ultimately resulted in better performance in comparison with other modern classification networks. The spatial features are extracted in the first step using a densely connected convolutional network, and then an LSTM-based network further processes the spatial features to extract the temporal information. Therefore, optimal spatial features must be extracted to achieve the best performance by the LSTM-based network in the second stage. For this purpose, we considered a DenseNet model, which shows superior classification performance compared with various CNN models. The performance difference between DenseNet and other CNN models can be observed in Table 2. These results show that our selected DenseNet model had a performance gain of 1.88% in average accuracy compared with the second-best CNN model (ResNet101). It exploits the optimal spatial features by processing the input frames through different dense blocks and transition layers, highlighting the class-specific discriminative regions [71] as the optimal feature maps. The presence of dense blocks and transitions layers in DenseNet makes it different from the other CNN models and results in superior performance. Figure 6 presents the progress of class-specific discriminative regions (activation maps) through the different parts of the first-stage network. For better interpretation, we calculated an average activation map for each layer and represented it with a pseudocolor scheme (red as the maximum value and blue as the minimum value) by overlaying it on the input frame. As shown in Figure 6, the class-specific discriminative regions (activation...
maps F1, F2, ..., F5) become more prominent after passing through the different layers of the network of Figure 2. Ultimately, we can obtain class-specific regions (activation map F5) that include the particular visual pattern for each class. These final class-specific activation maps are processed by the LSTM-based network for temporal feature extraction after passing through the global average pooling layer of the first-stage network. The key difference between DenseNet [27] and the LSTM-based network [10, 28] is the extraction of 2 different types of features from the given input video sequence. The LSTM-based network exploits the time-dependent features of the successive frames of a video, while DenseNet only extracts the features within a single frame. Because of these 2 different types of features, the networks are different from each other. However, their combined connectivity generates an optimal representation of the given input video of n consecutive frames (i.e., I1, I2, I3, ..., In) in terms of spatiotemporal features, which ultimately results in better classification performance. The significant performance gain by our proposed network boosts its usability in the diagnosis of various GI diseases by automatically detecting and classifying various types of GI diseases, such as gastric ulcers, cancer, or polyps. In the second step, these classification results were further used to retrieve relevant cases (endoscopic frames) from the database that are closely related to the current medical condition of a patient. Our proposed method is based on class prediction–based retrieval, in which feature matching is performed only within the predicted class to find the best matches. However, without class prediction–based retrieval, feature matching is done with the entire database, which is time-consuming.

Figure 6. Obtained class-specific discriminative regions from different parts of the first-stage network (DenseNet) for given input frames.

We computed the retrieval performance for both methods (with and without class prediction) using the proposed and second-best baseline model [10], as presented in Table 5. These comparative results showed a substantial performance difference between our proposed method and the second-best method for both cases (with and without class prediction). The retrieval performance of our proposed class prediction–based retrieval method was also better than the performance of the method without class prediction–based retrieval. In addition to the performance difference, the main advantage of our class prediction–based retrieval method is the optimal features comparison time required to retrieve the relevant cases from the database. In the method without class prediction, this feature comparison time was significantly higher because of the large number of feature comparisons, as the number of feature comparisons is directly related to the volume of the whole data set (i.e., the total number of available data samples in the data set). Moreover, this feature comparison time also increases with the increasing number of data samples in each class. On the other hand, in our proposed class prediction–based retrieval method, there is no relation between the feature comparison time and the volume of the data set. Hence, our proposed retrieval method is more efficient in terms of retrieval computational cost.
Table 5. Performance comparisons of our proposed and the second-best baseline method [10] using both retrieval methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>With class prediction</th>
<th>Without class prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy, %</td>
<td>F1, %</td>
</tr>
<tr>
<td>Owais et al [10]</td>
<td>92.57</td>
<td>93.41</td>
</tr>
<tr>
<td>Proposed</td>
<td>96.19</td>
<td>96.99</td>
</tr>
</tbody>
</table>

*a MAP: mean average precision.

*b mAR: mean average recall.

In addition, Figures 7 and 8 show the retrieved frames for the given input query from classes C16 and C31, respectively. All these results were computed separately for both retrieval methods (our proposed class prediction–based method and other methods without class prediction) to show the performance difference visually. All the results are presented in ranked order by retrieving the 24 best matches for each input query. As seen in the figures, our proposed method retrieves all the best matches as true positives for the given input query, whereas the methods without class prediction show many false-positive frames (highlighted with a red bounding box) among the retrieved frames. Hence, the class prediction–based retrieval method outperforms the other method in retrieving multiple best matches, and the retrieval methods without class prediction show performance degradation in retrieving multiple best matches.

Figure 7. Obtained retrieval results in ranked order (1st to 24th best matches) for the C16 input query frame using both a class prediction–based method and a method without class prediction.
Limitations and Future Work

Due to a limited data set, data splitting was performed by considering the first half of the consecutive frames of a video as the training data and the remaining half as the testing data. Thus, the testing data set was obtained from the same sources as the training data set, which may raise issues of the generalizability of our framework. However, we accomplished our goal to incorporate a large number of GI diseases in a single deep learning–based CAD framework and provided an initial pretrained network in the field of GI diagnostics. To highlight the superiority of our proposed solution, we used a similar data splitting and experimental protocol to evaluate the results of various existing methods [5,8,10,36-47]. Finally, we provided a novel baseline solution in the emergent clinical setting as a supporting tool that can be further evolved in future studies.

According to our experimental analysis, a database of sufficient size with all of the common diseases can further enhance the generalizability of our proposed framework. In future work, we will further explore a large number of cases with this data set and try to further enhance the overall performance of the system by using different videos in training and testing.

Conclusions

This study presented a comprehensive CAD tool, a deep learning–based classification-driven retrieval framework, for identifying various types of GI diseases. The complete framework comprises a deep learning–based classification network followed by a retrieval method. The classification network predicts the disease type for the current medical condition, and the retrieval part then shows the relevant cases from the previous database. As a result, past cases help the medical expert subjectively validate the current prediction by the CAD method, which ultimately results in better diagnosis and treatment. In the case of a wrong prediction by the computer, the medical expert can check other relevant cases (ie, second-, third-, or fourth-best matches), which may be more relevant than the first-best match. Our results (also provided in Multimedia Appendix 2) show the superiority of our proposed method over various other state-of-the-art methods.
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Abstract

Background: At any given time, most smokers in a population are ambivalent with no motivation to quit. Motivational interviewing (MI) is an evidence-based technique that aims to elicit change in ambivalent smokers. MI practitioners are scarce and expensive, and smokers are difficult to reach. Smokers are potentially reachable through the web, and if an automated chatbot could emulate an MI conversation, it could form the basis of a low-cost and scalable intervention motivating smokers to quit.

Objective: The primary goal of this study is to design, train, and test an automated MI-based chatbot capable of eliciting reflection in a conversation with cigarette smokers. This study describes the process of collecting training data to improve the chatbot’s ability to generate MI-oriented responses, particularly reflections and summary statements. The secondary goal of this study is to observe the effects on participants through voluntary feedback given after completing a conversation with the chatbot.

Methods: An interdisciplinary collaboration between an MI expert and experts in computer engineering and natural language processing (NLP) co-designed the conversation and algorithms underlying the chatbot. A sample of 121 adult cigarette smokers in 11 successive groups were recruited from a web-based platform for a single-arm prospective iterative design study. The chatbot was designed to stimulate reflections on the pros and cons of smoking using MI’s running head start technique. Participants were also asked to confirm the chatbot’s classification of their free-form responses to measure the classification accuracy of the underlying NLP models. Each group provided responses that were used to train the chatbot for the next group.

Results: A total of 6568 responses from 121 participants in 11 successive groups over 14 weeks were received. From these responses, we were able to isolate 21 unique reasons for and against smoking and the relative frequency of each. The gradual collection of responses as inputs and smoking reasons as labels over the 11 iterations improved the F1 score of the classification within the chatbot from 0.63 in the first group to 0.82 in the final group. The mean time spent by each participant interacting with the chatbot was 21.3 (SD 14.0) min (minimum 6.4 and maximum 89.2). We also found that 34.7% (42/121) of participants enjoyed the interaction with the chatbot, and 8.3% (10/121) of participants noted explicit smoking cessation benefits from the conversation in voluntary feedback that did not solicit this explicitly.

Conclusions: Recruiting ambivalent smokers through the web is a viable method to train a chatbot to increase accuracy in reflection and summary statements, the building blocks of MI. A new set of 21 smoking reasons (both for and against) has been identified. Initial feedback from smokers on the experience shows promise toward using it in an intervention.
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Introduction

Background

Cigarette smoking contributes to more than 6 million annual preventable deaths worldwide [1]. Canadians face the same threat, with 4.6 million Canadians smoking cigarettes in 2017 [2]. Although there are many evidence-based smoking cessation interventions, including behavioral counseling and medication [3], these are only effective in motivated smokers. The majority of smokers, however, are ambivalent about smoking and are not actively seeking help [4,5]. A key step is to motivate smokers to seek help, which has traditionally been done by clinicians and therapists during clinical encounters. Motivational interviewing (MI) [6] has been shown to be an effective approach.

MI is a patient-centered collaborative counseling method that attends to the language of change as a way to resolve the common problem of ambivalence [6]. A trained MI therapist uses 4 processes: engaging the patient, focusing on what matters to the patient to identify a potential target for behavior change, eliciting patients’ motivations to change, and planning concrete steps to achieve the desired outcomes. The underlying spirits of MI are compassion, acceptance, partnership, and evocation, rather than directing the patients toward solutions. A practitioner of MI listens for preparatory change talk (desires, abilities, reasons, and needs to change) and uses open-ended questions, affirmations, reflections, and summary statements to elicit a commitment to change and preparation to change. The practitioner identifies steps already taken that can be built upon or amplified to achieve the desired outcome. MI has been shown to achieve a small-to-medium effect size across a variety of health behaviors, including smoking cessation [7,8].

One barrier to MI-based therapy is the time it takes for therapists to learn this modality, to gain mastery, and to be consistent in their responses over time with their clients. Besides, there are not enough health care professionals to provide such interventions in person to all smokers who might benefit from MI. If a computer-based conversational agent (also known as a chatbot) could successfully employ MI techniques, it would be easy to scale the access of many smokers to this known successful intervention. It would be both low cost and much easier to access through the many chat platforms available today. However, there are substantial barriers to overcome to create such a conversational agent.

Conversational Systems

Until recently, it has been difficult for computers to comprehend and respond appropriately to free-form text answers. This capability would allow for reflection and summary statements necessary to the key change talk goal of MI. Recent advances in the natural language processing (NLP) field have made it feasible to classify free-form answers into categories, which can enable a computer to select from appropriate, category-specific answers [9]. NLP focuses on the extraction and processing of specified or implied information in linguistic expressions. Conversational systems receive text or speech utterances from humans as input and generate one or more responses as output. Longer conversation chatbots (such as Microsoft's social chatbot Xiaolce [10,11]) require 3 capabilities: the ability to extract meaning out of utterances, the ability to maintain the conversation context, and the ability to generate appropriate responses [12].

Conversational systems typically use 1 of the 2 approaches to obtain information from linguistic expressions: a rule-based approach (such as the well-known 1960s-era ELIZA chatbot [13]) and a probabilistic approach [14]. In a rule-based approach, the processing is based on rules defined by expert knowledge in a specific domain. An embodiment of the rule might be the creation of a conversation tree, which dictates what question to ask after a specific answer is given. In contrast, the probabilistic NLP approach learns how to classify answers and possibly generate responses from a corpus of training text that illustrates many examples of related conversations.

Modern chatbots use a combination of rule-based and probabilistic approaches—the natural language understanding (NLU) models inform the rules of the conversation context and response generation. Moreover, chatbots are increasingly being used for mental health using chat platforms, such as Messenger (Facebook), WhatsApp (Facebook), and WeChat (Tencent) [15-17]. For example, Woebot [18,19] helps individuals with anxiety and depression using cognitive behavioral therapy and was shown to be effective in treating depression. ElizzBot is available for consulting family caregivers [20]. Although these systems are available for people already seeking help, there are few previous studies on automated chatbots that address the step of motivating individuals to seek behavior change.

Objectives

The long-term goal of this study is to create a chatbot that helps smokers move toward the decision to quit smoking. If such a chatbot is effective, it would be very simple and low cost to deploy to interact with a large set of unmotivated-to-quit smokers. This can be done through the platforms mentioned earlier or recruitment advertisements through social media channels. This study describes the first step in the creation of such an agent: a single-arm prospective study used to refine the responses of the chatbot and report on the experience of subjects on engaging the chatbot in an automated conversation about cigarette smoking.

Methods

The first step was to design the structure of a minimal conversational agent that was both automated and employed the principles of MI. This was evolved through discussion and interaction between the MI expert and clinician, and the computer engineering and NLP experts. The MI behavior change approach is to engage in a conversation that causes self-reflection with the goal of reducing smokers’ ambivalence...
toward quitting smoking [21]. The first key decision was to have the agent prompt subjects to articulate both the pros and cons of smoking, as they are discussed in detail in the Conversation Structure section. A key feature identified was the need for the chatbot to provide a nonjudgmental conversation by reflecting responses, summarizing them, and then inviting further reflection. This prototype chatbot was then tested on a sample of smokers as described in the Recruitment of Subjects section and iterated on to gather training data to augment the set of pro and con categories the chatbot can correctly classify. The responses and labels given by subjects over the iterations were used to train and improve the NLU classifiers employed by the chatbot.

Recruitment of Subjects

Subjects were recruited through the web from the Prolific platform [22], a website that allows researchers to offer individuals the opportunity to participate in human research experiments in exchange for financial compensation. Prolific allows researchers to select specific features from a large demographic of more than 60,000 individuals. Many of the participants reside in the United Kingdom where the company is based, but there is a significant number of participants from around the world. Textbox 1 lists the inclusion and exclusion criteria used in the subject recruitment. The prolific rating in Textbox 1 is the percentage of studies for which the participant has been approved in prior studies, meaning that the person running the experiment agreed that the participant’s work was acceptable. It is also worth noting that there were no criteria related to a subject’s motivation to quit, as this phase of the research aims to collect data from subjects with different motivations toward quitting.

Textbox 1. Inclusion criteria and exclusion criteria.

<table>
<thead>
<tr>
<th>Inclusion criteria:</th>
<th>Exclusion criterion:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• English speaker</td>
<td>• Prolific rating &lt;9</td>
</tr>
<tr>
<td>• Smokes cigarettes daily</td>
<td></td>
</tr>
<tr>
<td>• Resides in the United Kingdom, the United States, or Canada</td>
<td></td>
</tr>
<tr>
<td>• Aged between 16 and 60 years</td>
<td></td>
</tr>
</tbody>
</table>

Procedure

Subjects were presented with a consent form on the Prolific website, detailing the study’s information and asking them to converse with the chatbot for the purpose of training it. With consent, subjects were then asked to visit the website, where the chatbot is deployed, and complete 2 tasks: first, to converse with the chatbot, and second, to give feedback on the overall experience of conversing with the chatbot and to make suggestions for improvement. The latter was prompted by the following question at the end of their engagement with the chatbot: “Before you finish the study, please take some time to comment on your experience chatting with the chatbot. Other than its ability to understand more of your responses, what kind of advice can you give us to improve it?”

Participants were recruited in groups of 10 or 11 participants at a time. This allowed us to retrain the chatbot in between groups and improve its classification accuracy for the next group. It also enabled the incremental addition of new categories for and against smoking, which form the central part of the conversation, as described in the Conversation Structure section. After each group was recruited, we determined whether the training was sufficient or if more groups were needed based on the number of new distinct categories being discovered and the accuracy of the classification achieved by the smoking reasons classifier.

Conversation Structure

The chatbot delivers the conversation to subjects in 3 stages: introduction, reflection, and ending. During the introduction stage, the chatbot describes its purpose to subjects and asks for permission to continue the conversation. The reflection stage is the core of the conversation. It asks most of the questions with the goal of eliciting reflective statements about smoking behavior. To establish this reflection, the chatbot engages subjects in 2 exercises. First, it uses the MI running head start technique [21] by asking subjects to give reasons they have for smoking (called pros) and reasons they have against smoking (called cons). We also referred to these pros and cons as smokingreasons. Second, it follows this with a set of questions specifically adapted to each pro or con, which stimulate subjects to contemplate the influence of each pro and con on their behavior. Figure 1 illustrates the overall flow of the key parts of the conversation in the reflection stage. The specifics shown in Figure 1 are explained in detail in the following sections.
Response Generation

In general, responses are selected based on the current state of the conversation and the chatbot’s classification of subjects’ responses. There are 2 types of scripted responses that the chatbot can generate. The first type includes verbatim responses in expectation of a certain situation in the conversation tree. For example, the chatbot always asks subjects, “Do you like to smoke?” when it begins the reflection stage of the conversation. The second type is a scripted response where the chatbot can generate responses that contain variables taken from conversing with the subject. For example, the chatbot can generate the following variable response: “You said ‘...’, which I believe can be classified as ‘...’.” The first ellipsis in the response is a sentence the chatbot is recalling, and the following ellipse is its understanding of the sentence. In both types of responses, the chatbot has different variations of sentences that it can choose from to reduce repeating itself in the conversation. At any point in response generation, the chatbot chooses randomly from the set of available verbatim or variable responses.

Running Head Start

After the introduction stage of the conversation, the chatbot begins by deploying the running head start technique, which explicitly asks subjects for their pros and cons, for and against smoking. This approach provides a concrete basis for discussion, and it has been used in MI as a way to kick-start change talk, which is the eventual goal of the study [21].

Subjects are asked the following 3 questions: (1) Do you enjoy smoking? (2) What is good about smoking? and (3) What is bad about smoking? The answer to the first question determines the subject’s sentiment toward smoking and is used to order the 2 subsequent questions. If the subject’s response to the first question is positive, then the subject is asked, “What is good about smoking?” first. Similarly, if the response is negative, then the subject is asked, “What is bad about smoking?” first. This ordering aligns with the MI principle of keeping the conversation open ended and client centered [21]. The purpose of the second and third questions is to accumulate the subject’s pros and cons of smoking to pursue the key MI concepts of reflection and summarizing [21].

When responding to requests for the pros and cons of smoking, the subject provides free-form textual responses. NLU requires a corpus of training data that contains examples of the free-form responses together with labels that classify the response into a relevant category. A key aspect of this training phase of the chatbot is to determine the name and quantity of distinct categories of pros and cons—the smoking reasons—that would exist in all ambivalent smokers. Once these categories are established, we will be able to provide tailored responses to the subjects during an intervention study, which is discussed at the end of this paper.

The chatbot provides an initial response to each pro or con given by the subject, which reflects a classification (ie, categorization) of their pro or con. This mimics the general MI approach to communicate understanding by the MI practitioner to their clients. For example, when a subject says, “Smoking gives me a pleasurable and happy feelings,” the chatbot replies with, “I understand, you get pleasure and satisfaction from smoking.” This confirmatory reply reflects an apparent understanding of the chatbot. Reflection is most useful to subjects when they write long utterances that can be distilled into smaller ones or when they express multiple pros or cons that fall under the same category [21].

Once the subject has finished providing all of their pros and cons, the chatbot summarizes by repeating everything the subject has written, verbatim, within each category. For example, the chatbot might write, “You said ‘the way it makes me feel’, which I believe is essentially feeling good or satisfaction.” In addition, the chatbot responds correctly if subjects write multiple pros or cons that are classified into the same category. It does that by summarizing each category in one utterance. For example, the chatbot summarizes 2 pros as pros in the stress category by saying, “You said ‘calms nerves’, and ‘relieves stress’, which I think are related to stress.” To show how the chatbot applies the running head start technique with subjects,
Textbox 2 provides an example taken from a conversation with a recruited subject.

In summary, this first exercise of the reflection stage in the design of the conversation follows several MI principles: it aligns with the subject’s sentiment toward smoking to determine whether pros or cons should be discussed first. Second, the conversation explores the pros and cons, reflecting each one in a shorter form. Finally, the chatbot brings all the pros and cons together to summarize at an appropriate point in the conversation. The Exception Case Questions section describes specific follow-up questions for each summarized pro and con that were given by the subject.

Textbox 2. Example of reflection and summarization in the conversation.

Conversation example:

- Bot: “Do you like to smoke?”
- Subject: “I do”
- Bot: “What do you enjoy about smoking?”
- Subject: “It is a great way to kill some time between tasks”
- Bot: “I get it, smoking is helpful because it provides a useful distraction for you”
- Bot: “What else do you enjoy about smoking?”
- Subject: “it is relaxing when doing something stressful”
- Bot: “Let me see if I understand: smoking relieves you of stress”
- Bot: “You said ‘It is a great way to kill some time between tasks,’ which I think is related to distraction”
- Bot: “You also said ‘it is relaxing when doing something stressful,’ which I believe can be classified as stress”
- Bot: “Did I summarize everything back correctly?”
- Bot: “Okay. Let’s now chat about the bad things about smoking”

Textbox 3. An example of the 3 exception case questions.

Bot: “Please describe a time when you experienced stress and ended up smoking.”
Subject: “Smoking is associated with ‘de-stressing’ for me. If I feel anxious smoking takes the edge off.”
Bot: “Please describe a time when you experienced stress and didn’t end up smoking”
Subject: “Before I got divorced my ex-husband used to really stress me out but he also made me feel bad about smoking. Many times he would be stressing me out and I would not choose to smoke around him.”
Bot: “Think back to the time when you were able to prevent yourself from smoking. What made it different from when you did smoke?”
Subject: “The emotional baggage involved with having that cigarette far out weighed any pleasure I would gain from smoking it, so I didn’t do it.”

Exception Case Questions
One of the biggest determinants that predict whether someone seeking change will take action is self-efficacy [23], which can be summarized as a person’s belief in their own competence to achieve the change. To stimulate reflection toward this end, the chatbot invites the person to reflect on the reasons they gave for and against smoking. There are 2 desired outcomes to this approach: first, to have subjects enhance their own understanding of how a specific pro or con leads them to smoke or not smoke, and second, to identify situations where subjects were able to refrain from smoking and to reflect on how and why that was possible and how they might generalize from those situations and be able to resist the urge to smoke more often.

To achieve these outcomes, the chatbot enquires about exceptions to the subject’s usual behavior. For each given pro or con, the chatbot asks 3 questions. The first question asks the subject to recall a situation in which they experienced the pro or con and how it led them to smoke (called the positive case). The second question asks them to remember a situation in which they experienced the same pro or con but did not end up smoking (called the negative case). The third question asks the subject to identify the difference between the positive and negative cases by reflecting on what might have caused the difference in outcome. These questions are designed to have the subject contemplate what triggers them to smoke and elicit examples when they successfully deferred or avoided smoking. These questions are consistent with the MI approach using a guiding form of communication rather than a directive form [21]. An example of the 3 questions taken from our training data collection is shown in Textbox 3.
Smoking Reason Categories and Iterative Improvement

Before the first training iteration, it was necessary to have an initial set of smoking reasons (pro and con) categories so that the NLU model can attempt to classify them to inform the chatbot how to respond. The original set of 10 reasons was taken from the following 2 sources: the first 6 reasons came from the “Why do I Smoke” questionnaire [24]: pleasure, stimulation, stress, routine, craving, or “having something in their hand.” An additional 4 reasons were deemed common reasons for smoking by a smoking cessation and MI expert: addiction, health, cost, and cool.

Although these 10 categories generally indicate pro smoking reasons, some of them could also be considered as a reason against smoking. For example, a con in the stress category is smokers’ feeling of anxiety when they run out of cigarettes. That is something bad about smoking. Thus, for each category, we also determined if a reason was a pro, a con, or both. This was important to detect, as the reflection and summarization responses selected by the chatbot are different depending on whether the reason is a pro or a con.

In addition to the abovementioned 10 categories, in the training study, the chatbot asks subjects to determine if the classification selected by the chatbot is correct, and if not, to give the correct category, from a list. In the case that the subject believes that a list of categories does not include the reason, the chatbot asks subjects to suggest a new category. We refer to this category confirmation process as the training mode of the chatbot and is illustrated with 2 examples in Textbox 4.

Textbox 4. Chatbot training mode.

| Bot: “Do you have more positive things about smoking? Tell me if you can think of any” |
| Subject: “Helps me to bond with other smokers and socialize” |
| Bot: “I understood ‘Helps me to bond with other smokers and socialize’ as something related to ‘Socializing’” |
| Bot: “Am I right?” |
| Subject: “Right” |
| Bot: “Thank you for confirming my knowledge” |
| Bot: “I understand, smoking is a social habit for you” |
| Bot: “What else do you find positive about smoking?” |
| Subject: “I like the way the smoke tastes” |
| Bot: “I understood ‘I like the way the smoke tastes’ as something related to ‘Feeling good’” |
| Bot: “Am I right?” |
| Subject: “Wrong” |
| Bot: “Is it on of the following options? Addiction, Stimulation, ..., Other” |
| Subject: “Other” |
| Bot: “Can you please tell me what it is in one or two words?” |
| Subject: “Flavor” |
| Bot: “Thank you for teaching me something new!” |
| Bot: “What else do you dislike about smoking?” |
| Subject: “yellow fingers” |
| Bot: “I understood ‘yellow fingers’ as something related to ‘Health’” |
| Bot: “Am I right?” |
| Subject: “Wrong” |
| Bot: “Is it on of the following options? Addiction, Stimulation, ... Physical Appearance, ..., Other” |
| Subject: “Physical Appearance” |

After each group of subjects finished their respective conversation, new information about the smoking reason categories emerged and required consideration by the researchers. This information can be one of the following, as shown in Textbox 4: (1) confirmation of category detection, (2) correction of category detection, and (3) introduction of a new category. To ensure the validity and consistency of the category information provided by subjects, we reviewed each confirmation, correction, and introduction after each training group and before retraining the chatbot for the next one. In our review, we validate that confirmations and corrections are indeed valid and are not the results of typing or subject error.

We also considered the introduction of new categories by reviewing the conversation and subject responses that suggested them. If, on discussion, we could not reach consensus that a response fit into an existing category, then a new category was
created and given a descriptive name. As a result, we need to create scripted responses so that the chatbot can reflect and summarize the new categories on detection. The process for scripting new responses is similar to how we agree on a new category; it is decided based on discussion among the researchers. As we follow an iterative strategy in engaging subjects and training the chatbot, more pro and con categories appeared, as subjects introduced new reasons to the chatbot through this training mode in the conversation.

Analysis

The primary goal of the study is to build a data set of example pro and con reasons for smoking and their categories. The secondary goal is to make the conversation experience with the chatbot as pleasant as possible. To evaluate these goals, we counted the number of examples of the pros and cons and their categories. We also calculated the precision, recall, and F1 score of the chatbot’s classifiers on a set of examples that it has not been trained on to measure its performance. Precision measures the percentage of correct detections from all the detections a classifier makes on the test data, whereas recall measures how often the classifier incorrectly misclassified responses or was unable to determine any classification. The F1 score is the harmonic mean of precision and recall, and it measures the performance of the classifier in its ability to generate the correct detections (precision) and not miss any of them (recall). Table 1 lists the 3 measurements used for evaluating the 2 classifiers. All 3 metrics are calculated as micrometrics: true positive (TP), false positive (FP), and false negative (FN) are calculated globally across the classifier classes.

### Table 1. Definitions of precision, recall, and F1 score.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>( \frac{TP}{TP + FP} )</td>
</tr>
<tr>
<td>Recall</td>
<td>( \frac{TP}{TP + FN} )</td>
</tr>
<tr>
<td>F1 score</td>
<td>( \frac{TP}{TP + 0.5 \times (FP + FN)} )</td>
</tr>
</tbody>
</table>

\( a \): true positive.  
\( b \): false positive.  
\( c \): false negative.

When calculating the metrics in Table 1, a TP event is defined as the event when the chatbot can correctly detect the presence of a category in the subject’s utterance and generate an appropriate response. An FP event is observed when the chatbot generates an incorrect classification and provides an off-target response to a subject’s utterance. Finally, an FN is observed when the chatbot is unable to generate any classification on a given subject’s utterance.

Ethics Review

The University of Toronto Health Science Research Ethics Board (REB) reviewed and approved the study. The REB protocol number is 35962 and was approved on May 28, 2018.

Results

Participants

A total of 121 participants completed the study in 14 weeks. Table 2 gives the participants’ demographic information, including their age, sex, smoking frequency, last quit attempt, employment status, and country of residence. This information was entered by participants when they first registered with Prolific, and it is possible that not all fields have responses from all participants. Information that was not provided by participants to Prolific is marked as missing in Table 2.
Table 2. Demographics of the subjects in the study (N=121).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>35.2 (9.8)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>16-19</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>20-29</td>
<td>40 (32.8)</td>
</tr>
<tr>
<td>30-39</td>
<td>42 (34.4)</td>
</tr>
<tr>
<td>40-49</td>
<td>23 (18.9)</td>
</tr>
<tr>
<td>50-59</td>
<td>13 (10.7)</td>
</tr>
<tr>
<td>60</td>
<td>1 (0.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>3 (2.5)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>60 (49.2)</td>
</tr>
<tr>
<td>Male</td>
<td>59 (48.4)</td>
</tr>
<tr>
<td>Missing</td>
<td>3 (2.5)</td>
</tr>
<tr>
<td><strong>Smoking frequency, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Once a day</td>
<td>5 (4.1)</td>
</tr>
<tr>
<td>2-5 times a day</td>
<td>20 (16.4)</td>
</tr>
<tr>
<td>6-10 times a day</td>
<td>29 (23.8)</td>
</tr>
<tr>
<td>11-19 times a day</td>
<td>48 (39.3)</td>
</tr>
<tr>
<td>≥20 times a day</td>
<td>19 (15.6)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.8)</td>
</tr>
<tr>
<td><strong>Last quit attempt, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>16 (13.1)</td>
</tr>
<tr>
<td>&gt;12 months</td>
<td>30 (24.6)</td>
</tr>
<tr>
<td>7-12 months</td>
<td>10 (8.2)</td>
</tr>
<tr>
<td>4-6 months</td>
<td>14 (11.5)</td>
</tr>
<tr>
<td>1-3 months</td>
<td>15 (12.3)</td>
</tr>
<tr>
<td>Currently trying</td>
<td>14 (11.5)</td>
</tr>
<tr>
<td>Missing</td>
<td>23 (18.8)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Full time</td>
<td>61 (50.0)</td>
</tr>
<tr>
<td>Part time</td>
<td>21 (17.2)</td>
</tr>
<tr>
<td>Not in paid work</td>
<td>17 (13.9)</td>
</tr>
<tr>
<td>Unemployed (and job seeking)</td>
<td>15 (12.3)</td>
</tr>
<tr>
<td>Other</td>
<td>7 (5.7)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.8)</td>
</tr>
<tr>
<td><strong>Country of residence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>66 (54.1)</td>
</tr>
<tr>
<td>United States</td>
<td>50 (41.0)</td>
</tr>
<tr>
<td>Canada</td>
<td>6 (4.9)</td>
</tr>
</tbody>
</table>
Participant Interaction
The chatbot received 6568 responses from the 121 participants, where 4271 were free-form responses and 2297 were selected from the suggested responses from the chatbot. The mean time spent by each participant interacting with the chatbot was 21.3 (SD 14.0) min. The shortest conversation was 6.4 min long, whereas the longest conversation lasted for 89.2 min. The longest conversation was a result of a specific participant having more pros and cons about smoking as well as crafting long responses to the chatbot.

Smoking Reasons Data Set
An additional 11 distinct categories of smoking reasons separate from the original 10 categories were identified. Table 3 provides the entire list and indicates whether a category can be considered as a pro, con, or both. It also provides an example statement from a study participant in each category. This study produced a data set of 1010 samples of how participants expressed 21 distinct categories of why smoking is good or bad. Of these 1010 samples, 79 samples and 10 categories were synthesized by the researchers before the initial group of participants, as described earlier. The remaining 931 samples and 11 categories were generated through the input of the recruited participants. Of the 1010 samples, 490 expressed pros about smoking and 520 expressed cons about smoking. Of the 21 distinct categories, 5 are pro categories (boredom, cool, feel good, something in my hand, and stimulation), 6 are con (cost, dirty, fire hazard, physical appearance, poor role model, and stigma), and the remaining 10 are both pro and con (addiction, distraction, flavor, focus, health, routine, smell, smoking restriction, social, and stress). Table 3 also lists the number of responses acquired in each reason category.
Table 3. A list of all the smoking reason categories used in the conversation.

<table>
<thead>
<tr>
<th>Category and pro or con</th>
<th>Count</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Addiction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Con</td>
<td>1</td>
<td>“The first thing I think of when I wake up is my first cigarette”</td>
</tr>
<tr>
<td>Pro</td>
<td>55</td>
<td>“I crave nicotine”</td>
</tr>
<tr>
<td><strong>Boredom</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pro</td>
<td>16</td>
<td>“I smoke out of boredom”</td>
</tr>
<tr>
<td><strong>Cool</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pro</td>
<td>9</td>
<td>“Makes me look cool”</td>
</tr>
<tr>
<td><strong>Cost</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Con</td>
<td>67</td>
<td>“Cost so much for such little joy”</td>
</tr>
<tr>
<td><strong>Dirty</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Con</td>
<td>16</td>
<td>“The cigarette ash drops about”</td>
</tr>
<tr>
<td><strong>Distraction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pro</td>
<td>52</td>
<td>“It gives me time to myself and time to think”</td>
</tr>
<tr>
<td>Con</td>
<td>11</td>
<td>“how it interrupts your work”</td>
</tr>
<tr>
<td><strong>Feel good</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pro</td>
<td>85</td>
<td>“I enjoy the feeling that it gives me”</td>
</tr>
<tr>
<td><strong>Fire hazard</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Con</td>
<td>7</td>
<td>“It burns my home and furniture”</td>
</tr>
<tr>
<td><strong>Flavor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pro</td>
<td>25</td>
<td>“I like the way the smoke tastes”</td>
</tr>
<tr>
<td>Con</td>
<td>7</td>
<td>“The taste smoking leaves in your mouth”</td>
</tr>
<tr>
<td><strong>Focus</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pro</td>
<td>15</td>
<td>“Helps me concentrate doing computer work”</td>
</tr>
<tr>
<td>Con</td>
<td>3</td>
<td>“Can’t concentrate if I need a cigarette”</td>
</tr>
<tr>
<td><strong>Health</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pro</td>
<td>25</td>
<td>“Cigarettes help with bowel movements”</td>
</tr>
<tr>
<td>Con</td>
<td>133</td>
<td>“All the health problems smoking is linked to causing”</td>
</tr>
<tr>
<td><strong>In my hand</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pro</td>
<td>30</td>
<td>“Gives me something to occupy my hands with”</td>
</tr>
<tr>
<td><strong>Physical appearance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Con</td>
<td>31</td>
<td>“Aging or appearance change is always a fear”</td>
</tr>
<tr>
<td><strong>Poor role model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Con</td>
<td>14</td>
<td>“I feel guilty because my son doesn’t like me smoking and nags”</td>
</tr>
<tr>
<td><strong>Routine</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pro</td>
<td>9</td>
<td>“It something to look forward to doing”</td>
</tr>
<tr>
<td>Con</td>
<td>5</td>
<td>“routine cigarettes”</td>
</tr>
<tr>
<td><strong>Smell</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pro</td>
<td>9</td>
<td>“The smell of cigarette smoke is nice”</td>
</tr>
<tr>
<td>Con</td>
<td>74</td>
<td>“Leave you smelling on fingers breath and clothes”</td>
</tr>
<tr>
<td><strong>Smoking restriction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pro</td>
<td>2</td>
<td>“Sometimes smoking restrictions will force me to go outside and then I realize it’s a beautiful night and i’m glad it forced me to go outside”</td>
</tr>
</tbody>
</table>
### Classifier Training Result

In implementing the software for the chatbot, we originally used a third-party web-based system for classification called Wit.ai [25], referred to as classifier SR1 (smoking reasons classifier 1). Although it made the ramp-up of the classification easier, we did not have the ability to understand and control the behavior of the black box classifier. This led us to build our own classifier using the NLP framework from spaCy [26], referred to as classifier SR2 (smoking reasons classifier 2). Using the entire data set obtained from the 121 participants (810/1010, 81.2% used as training data and 200/1010, 19.8% used as test data), we measured the performance of the 2 classifiers. Table 4 gives the overall capability of the 2 classifiers used after all the training data were collected. Although classifier SR1 has slightly better precision than SR2, the latter has a much better recall and thus gives a much better overall F1 score. Recall can informally be thought of as the chatbot’s ability to correctly reflect what subjects are expressing. Higher degrees of recall means that the chatbot is able to detect more of the subjects’ pros and cons and generate reflections on them.

#### Table 4. Precision, recall, and F1 score for the smoking reasons classifier 1 and smoking reasons classifier 2 natural language understanding classifiers.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Smoking reasons classifier 1</th>
<th>Smoking reasons classifier 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.98</td>
<td>0.87</td>
</tr>
<tr>
<td>Recall</td>
<td>0.28</td>
<td>0.84</td>
</tr>
<tr>
<td>F1 score</td>
<td>0.44</td>
<td>0.86</td>
</tr>
</tbody>
</table>

A measure of the progress of the classifiers over the training group iterations is given in Table 5, which shows the precision, recall, and F1 score that each participant group experienced during the actual training session. (This is quite distinct from the results in Table 4 because those are given when the classifier is trained and evaluated using the entire corpus of utterances and labels.) Several things are changing as these results were acquired over time—the number of categories is increasing and the amount of training data available to train the classifier is increasing. In addition, as described, the classifier used from groups 1 to 10 was SR1, whereas group 11 used classifier SR2. Table 5 illustrates the progress of the classifier used during training, ending with a significantly better F1 score overall there as well, with classifier SR2.
Table 5. Precision, recall, and F1 score of the chatbot’s pro and con detection.

<table>
<thead>
<tr>
<th>Group</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
<th>Classifier used</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.93</td>
<td>0.48</td>
<td>0.63</td>
<td>SR1a</td>
</tr>
<tr>
<td>2</td>
<td>0.97</td>
<td>0.56</td>
<td>0.71</td>
<td>SR1</td>
</tr>
<tr>
<td>3</td>
<td>0.96</td>
<td>0.26</td>
<td>0.41</td>
<td>SR1</td>
</tr>
<tr>
<td>4</td>
<td>0.96</td>
<td>0.46</td>
<td>0.62</td>
<td>SR1</td>
</tr>
<tr>
<td>5</td>
<td>0.93</td>
<td>0.67</td>
<td>0.78</td>
<td>SR1</td>
</tr>
<tr>
<td>6</td>
<td>0.92</td>
<td>0.63</td>
<td>0.75</td>
<td>SR1</td>
</tr>
<tr>
<td>7</td>
<td>1.00</td>
<td>0.61</td>
<td>0.76</td>
<td>SR1</td>
</tr>
<tr>
<td>8</td>
<td>0.96</td>
<td>0.68</td>
<td>0.80</td>
<td>SR1</td>
</tr>
<tr>
<td>9</td>
<td>0.93</td>
<td>0.58</td>
<td>0.71</td>
<td>SR1</td>
</tr>
<tr>
<td>10</td>
<td>0.95</td>
<td>0.60</td>
<td>0.73</td>
<td>SR1</td>
</tr>
<tr>
<td>11</td>
<td>0.91</td>
<td>0.75</td>
<td>0.82</td>
<td>SR2b</td>
</tr>
</tbody>
</table>

aSR1: smoking reasons classifier 1.

bSR2: smoking reasons classifier 2.

Voluntary Free-Form Feedback

Participants were asked to voluntarily answer the following question at the end of their engagement with the chatbot: “Before you finish the study, please take some time to comment on your experience chatting with the chatbot. Other than its ability to understand more of your responses, what kind of advice can you give us to improve it?” The majority of answers to this question suggested improvements to the chatbot. However, there were other signals in the feedback that emerged. The other responses included that participants enjoyed conversing with the chatbot, found it beneficial, or were frustrated by it. To measure these data quantitatively and based on discussion among the researchers, the following 4 mutually inclusive (ie, overlapping) labels were added to each participant’s feedback: improvement suggestions, enjoyment, benefit, and frustration. Textbox 5 describes each of the 4 labels.

In the study, 76.9% (93/121) of participants answered the feedback questions. The following percentages of the 4 labels were observed in their feedback: 44.6% (54/121) expressed improvement suggestions, 34.7% (42/121) expressed enjoyment, 8.3% (10/121) indicated benefit, and 2.5% (3/121) expressed frustration. Textbox 6 provides some examples of the benefit and frustration feedback received from the participants in the study.

Textbox 5. Description of feedback labels.

<table>
<thead>
<tr>
<th>Improvement suggestions</th>
<th>Enjoyment</th>
<th>Benefit</th>
<th>Frustration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any feedback that suggested bug fixes, new capabilities, or comments relating to functionality</td>
<td>Feedback that indicates a positive, pleasant experience with the chatbot</td>
<td>Feedback explicitly indicating that the chatbot caused participants to reflect on their behavior or motivated them to quit</td>
<td>Any feedback that indicates the subject had a negative experience or caused a negative effect</td>
</tr>
</tbody>
</table>
showed that using a chatbot in their mobile app increased stop smoking and tailoring the interactions appropriately. They including identifying reasons for wanting and not wanting to used several of the techniques we employed in this study, mobile app with a randomized control trial. Their intervention adding a chatbot to a preexisting smoking cessation support on smoking cessation–based chatbots. Perski et al [27] explored In the focus area of this study, there has been some prior work refinements are necessary to minimize the frustration that could and the qualitative data indicated that although a small subset of participants found benefit in engaging with the chatbot, more refinements are necessary to minimize the frustration that could affect engagement in behavior change.

In the focus area of this study, there has been some prior work on smoking cessation–based chatbots. Perski et al [27] explored adding a chatbot to a preexisting smoking cessation support mobile app with a randomized control trial. Their intervention used several of the techniques we employed in this study, including identifying reasons for wanting and not wanting to stop smoking and tailoring the interactions appropriately. They showed that using a chatbot in their mobile app increased engagement and the odds of quitting success. However, they did not make use of reflective listening, which is one of the core capabilities of our chatbot.

A key part of our designed conversation uses reflective listening in the elicitation of the pros and cons of smoking and their subsequent short-form reflection and restatement. Although our primary goal was to collect training data and test our chatbot on recruited participants, we have gained insights into how to improve our chatbot for future interventions. Our experience showed that subjects generally do not articulate short descriptions of the pros and cons of smoking. Rather, they explain feelings associated with a given pro or con. For example, a subject might say, “Helps me bond with other smokers” to communicate socializing as a pro for smoking. Therefore, the system must have a reasonably complete set of categories for expressing the pros and cons of smoking, such as socializing. The name of those categories must be reflective of the many ways that subjects may express a pro or con so that a subject can agree (or disagree) correctly when the chatbot makes a classification during the training study. In addition, the reflection responses given by the chatbot are tuned to each category; thus, choosing the right number of distinct categories, so that these responses are effective, is important.

It is worth noting that in the context of this chatbot, precision is not as important as recall. High recall is desired for providing reflections to subjects. The current implementation of the NLU classifier for detecting the pros and cons is a mutually exclusive classifier. Any given utterance expressed by the subject for a pro or con for smoking only maps to one category. However, the categories of the pros and cons do partially overlap and are subjective. For example, our chatbot classifies the utterance “how it interrupts your work” into the focus category instead of “I get it, smoking can be a distraction for me” because it is more subjective. As a result of this classification, the chatbot will respond with “I understand, smoking makes you lose focus” instead of “I get it, smoking can be a distraction for you.” In this case, the generated response from the chatbot will most likely satisfy the subject, as it would for other categories that are close in meaning.

The free-form feedback from participants gives an informative view of their experience: almost 35% (42/121, 34.7%) of participants found conversing with the chatbot a pleasant experience. In addition, more subjects expressed benefit (42/121, 8.3%) than frustration (3/121, 2.5%). We deem the frustration effects as not harmful in the long term because the target audience are unmotivated subjects, and continuing to smoke does not have a short-term harmful effect.

Discussion

Principal Findings

Iteratively recruiting participants to collect training data as well as engaging them in a conversation about smoking enabled the training and validation of the MI-based chatbot. Although our chatbot does not strictly follow the 4 processes of MI mentioned in the Introduction section, it does follow the spirited principles of MI. It keeps the conversation client centric by tailoring the running head start technique to subjects’ sentiment toward smoking. It provides reflection and summarization to subjects’ expressed pros and cons of smoking. Finally, it uses the exception case questions to each pro and con, possibly revealing situations that might resolve ambivalence. In addition, we were able to improve the performance of our chatbot and improve its ability to hold a conversation with a relatively small number of participants. Interesting information emerged from the voluntary feedback question asked at the end of the experiment. More than 1 in 3 participants enjoyed conversing with the chatbot, and the qualitative data indicated that although a small subset of participants found benefit in engaging with the chatbot, more refinements are necessary to minimize the frustration that could affect engagement in behavior change.

Textbox 6. Feedback samples from the study.

<table>
<thead>
<tr>
<th>Benefit</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “The study actually made me think more about quitting smoking”</td>
</tr>
<tr>
<td>• “That was actually really very helpful. It was getting my thoughts out. I have been smoking for a long time and this was the first time believe it or not that I actually got some insight to my behavior, LOVED IT.”</td>
</tr>
<tr>
<td>• “The study actually made me think more about quitting smoking”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Frustration</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “This chatbot really needs some redesign. Punctuation seems to throw it off ‘Yes’ is accepted but ‘Yes.’ is not. Also, it’s making assumptions of people which is going to make them combative, like me, when it just goes ‘obviously you aren’t able to stop yourself ever’.”</td>
</tr>
<tr>
<td>• “Frustrating, the questions made little sense. I had ‘it smells bad’ and it asked me to describe a time when the action ‘it smells bad’ caused you to smoke. A lot of self reflections kind of felt pointless as well. I smoke a pack a day, often without thinking about it., so pinpointing a time when something caused me to smoke is really hard.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Benefit</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “This chatbot really needs some redesign. Punctuation seems to throw it off ‘Yes’ is accepted but ‘Yes.’ is not. Also, it’s making assumptions of people which is going to make them combative, like me, when it just goes ‘obviously you aren’t able to stop yourself ever’.”</td>
</tr>
<tr>
<td>• “Frustrating, the questions made little sense. I had ‘it smells bad’ and it asked me to describe a time when the action ‘it smells bad’ caused you to smoke. A lot of self reflections kind of felt pointless as well. I smoke a pack a day, often without thinking about it., so pinpointing a time when something caused me to smoke is really hard.”</td>
</tr>
</tbody>
</table>
According to Pereira and Diaz [28], most health-related chatbots focus on neurological and nutritional disorders whereas smoking, which falls under the category of addiction disorders, is one of the less focused-on health problems tackled by chatbots. In addition, consumability (a description of users’ end-to-end experience with technology) and personalization are the 2 main enablers of chatbots in the health space. In this research, we also focus on these enablers to bring chatbots to the underserviced health problem of cigarette smoking addiction. Our chatbot achieves personalization by tailoring the conversation around subjects’ perspectives about the positive and negative aspects of smoking during optimization for a human-like conversation experience.

Finally, it was promising to observe that some participants gave extensive answers to the questions posed by the chatbot, and these answers were thoughtful and reflective. This suggests that when deployed as an intervention, there may be a good effect for some future participants.

**Limitations and Future Improvements**

This study has 4 main limitations. The first limitation is using the running head start technique. Although this technique is recommended when there is an observed absence of change talk [21], we are using it to create a simple basis for discussion and reflection. We recognize that for subjects who are already exhibiting change behavior, this might not be appropriate or helpful, and in the future, we plan to improve the chatbot to detect change behavior early in the conversation and employ a different strategy.

The second limitation is the assumption that subjects are unmotivated to quit; however, we know from the demographics in Table 1 that some of the subjects may be currently trying or recently tried quitting. As the chatbot uses the running head start MI strategy to elicit reflection in subjects, this class of subject may find the elicitation of pros and cons frustrating because they are already motivated to quit [21]. One possible solution to this problem is to screen motivated smokers using techniques such as the readiness ruler and ending the conversation around subjects’ perspectives about the positive and negative aspects of smoking during optimization for a human-like conversation experience.

The third limitation is the subjects’ self-reported demographic data on the Prolific platform [22]. The collected demographics in Table 1 might be outdated. One important example is the “When was your last quit attempt” information, which is reported once subjects join the platform. This information can be stale and not indicative of the current state of the subject. In our future work, we intend to point subjects to a survey they answer before entering a conversation with the chatbot. In this survey, we can ask subjects for more recent answers about variables that might have changed from when they joined Prolific.

The fourth limitation is that the chatbot finishes the conversation after receiving the response to the exception case questions. This lack of follow-on to the exception case questions or elsewhere in the conversation can frustrate subjects and possibly lead to negative unintended effects. Generating responses on general situational reflections in the exception case questions stage of the conversation requires general NLU response generation capabilities that are being actively researched. However, in the future, we hope to provide useful responses to these reflections and to continue the conversation productively.

**Conclusions**

This study has described the design and training of a conversational agent whose purpose is to interact with ambivalent smokers to move them toward quitting smoking. The agent employs strategies from MI and makes use of the running head start technique to launch a concrete discussion. A key aspect of the design is to allow free-form text responses to questions and the use of NLU techniques to correctly categorize the free-form responses. We were able to show a method to train the NLU engine to accurately identify responses, which is then used to select an appropriate sequence of responses. A side effect of the training was to identify 21 distinct categories of reasons for and against smoking that the training subjects helped to define. The next step is to conduct a feasibility study of the now-trained intervention and to iterate on the design again to improve its effectiveness.
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Abstract

**Background:** Delivering self-management support to people with type 2 diabetes mellitus is essential to reduce the health system burden and to empower people with the skills, knowledge, and confidence needed to take an active role in managing their own health.

**Objective:** This study aims to evaluate the adoption, use, and effectiveness of the My Diabetes Coach (MDC) program, an app-based interactive embodied conversational agent, Laura, designed to support diabetes self-management in the home setting over 12 months.

**Methods:** This randomized controlled trial evaluated both the implementation and effectiveness of the MDC program. Adults with type 2 diabetes in Australia were recruited and randomized to the intervention arm (MDC) or the control arm (usual care). Program use was tracked over 12 months. Coprimary outcomes included changes in glycated hemoglobin (HbA\(_1c\)) and health-related quality of life (HRQoL). Data were assessed at baseline and at 6 and 12 months, and analyzed using linear mixed-effects regression models.

**Results:** A total of 187 adults with type 2 diabetes (mean 57 years, SD 10 years; 41.7% women) were recruited and randomly allocated to the intervention (n=93) and control (n=94) arms. MDC program users (92/93 participants) completed 1942 chats with Laura, averaging 243 min (SD 212) per person over 12 months. Compared with baseline, the mean estimated HbA\(_1c\) decreased in both arms at 12 months (intervention: 0.33% and control: 0.20%), but the net differences between the two arms in change of HbA\(_1c\) (−0.04%, 95% CI −0.45 to 0.36; \(P=0.83\)) was not statistically significant. At 12 months, HRQoL utility scores improved in the intervention arm, compared with the control arm (between-arm difference: 0.04, 95% CI 0.00 to 0.07; \(P=.04\)).

**Conclusions:** The MDC program was successfully adopted and used by individuals with type 2 diabetes and significantly improved the users’ HRQoL. These findings suggest the potential for wider implementation of technology-enabled...
conversation-based programs for supporting diabetes self-management. Future studies should focus on strategies to maintain program usage and HbA1c improvement.

**Trial Registration:** Australia New Zealand Clinical Trials Registry (ACTRN) 12614001229662; https://anzctr.org.au/Trial/Registration/TrialReview.aspx?ACTRN=12614001229662

**KEYWORDS**
type 2 diabetes mellitus; self-management; health-related quality of life; digital technology; coaching; mobile phone

**Introduction**

Type 2 diabetes mellitus (T2DM) is a common chronic condition that places a significant burden on individuals and the health care system. The prevalence of diabetes has risen substantially over the past two decades worldwide [1]. However, clinical outcomes have not improved significantly despite considerable investment and advances in treatments and technologies over this period [2]. Delivering self-management support to people with T2DM is essential to reduce the health system burden and to empower people with the skills, knowledge, and confidence needed to take an active role in managing their own health [3].

Health coaching programs, incorporating continuous feedback and reinforcement [4] delivered to people with diabetes by health care professionals, have been shown to be an effective strategy to improve glycemic management [3,5]. However, the human delivery of such programs on a large scale is very challenging, given the health system and workforce constraints. The emergence of information and communication technologies in recent years offers the potential to deliver such programs at scale and with relatively low costs [6]. Our previous studies and others have demonstrated the effectiveness and cost-effectiveness of using technology-enabled programs, including computer-based or telephone-based coaching, in promoting behavior change and self-management among adults with T2DM [7-9]. The increasing ubiquity of smartphones and other smart devices now offers the potential to further optimize the delivery of such programs at scale by the use of apps.

Despite the increasing use of mobile apps for health purposes, reviews have found that existing digital health solutions are not generally able to meet the needs of people with diabetes, and more evidence is required before their wider scale-up [10,11]. Most commercially available apps employ limited use of behavior change techniques and inadequate features, other than self-monitoring [12,13]. Furthermore, people with diabetes expect apps to be engaging; incorporating multiple functions; and covering a broad range of content, including psychological and emotional support [14]. Although some recent systematic reviews and meta-analyses have indicated a modest effect for app-based interventions to support diabetes self-management [10,11,15], there still remains a great deal of uncertainty about their feasibility, acceptability, and effectiveness in the real world [10,15-17].

By adapting our team’s previous effective and cost-effective Telephone-Linked Care for Diabetes (TLC diabetes) program [8] to a more contemporary technology platform, we designed the My Diabetes Coach (MDC) program, which incorporates an app-based interactive embodied conversational agent, *Laurea*, to provide more accessible and engaging self-management support, monitoring, and coaching to adults with T2DM in Australia. We undertook a hybrid effectiveness-implementation study [18] with a randomized controlled design. The study aims to evaluate both the implementation of the MDC program over 12 months and its effectiveness. In this paper, we report on the program adoption and use during the trial and program effectiveness in terms of the coprimary outcomes and selected secondary outcomes. The report of the study is in line with the CONSORT (Consolidated Standards of Reporting Trials) guideline and the extension guideline of the CONSORT-eHealth guidelines.

**Methods**

**Study Design Overview**

This trial is a two-arm, open-label, randomized controlled trial with participants recruited between June 2016 and April 2017 in Australia. The trial was registered before recruitment (Australia New Zealand Clinical Trials Registry ID: ACTRN12614001229662). Full ethics approval was granted by the University of Melbourne’s Human Research Ethics Committee (Ethics ID 1442433). Participants provided written informed consent and returned the informed consent forms to the research team via email or fax, including permission for their general practitioners (GPs) to regularly share clinical data with the study team.

**Study Participants**

Adults (aged ≥18 years) diagnosed with T2DM, registered with the National Diabetes Service Scheme (NDSS) for less than 10 years, with basic English language skills, who had access to an internet-enabled smart device with an up-to-date operating system (at least iOS 8.0 for Apple and 4.2 for Android) were eligible to participate in the study. Participants were ineligible if they were pregnant or planning to become pregnant, had severe comorbid conditions that would compromise their participation, or did not have stable doses of diabetes-related medication over the previous 4 weeks or more.

To assist with recruitment, on behalf of the research team, the NDSS sent invitation letters to registered adults with T2DM living in the Australian states of Queensland, Victoria, and Western Australia. These 3 states comprise 54.5% of all Australians with diagnosed diabetes [19]. Recruitment information was also posted on social media via the University of Melbourne website, Facebook, and Twitter and was made available via Diabetes Australia and state-based diabetes.
organizations (eg, newsletters or magazines). This approach enabled people from all Australian states or territories to enter the study. People who submitted an expression of interest were contacted by the research team by telephone within 48 hours to complete eligibility screening. Eligible participants who provided consent and completed the baseline survey were formally enrolled in the study.

Randomization
Participants were randomly allocated to the intervention or control arm using a 2x4 block randomization sequence, programmed into a Redcap data management system [20], with the individual as the unit of randomization. The program coordinator informed participants and their GPs of the randomization allocation via telephone or email. Due to the nature of the intervention, participants, their GPs, and the program coordinator could not be blinded to participant study allocation. A statistician who verified the data analysis was blinded to the randomization.

Intervention and Control

Intervention: MDC Program
Participants allocated to the intervention arm received access to the MDC program for up to 12 months. The overall program comprises 5 components: the MDC app; a printed user guide; the MDC website; an optional blood glucose meter with Bluetooth capability (Accu-Chek Aviva Connect, Roche Diabetes Care); and a small number of brief, structured interactions with a program coordinator, primarily for technical assistance. The MDC app was adapted from the previous TLC diabetes program [8] and was co-designed with the support of the Bupa Foundation and a technology company named Clevertar. Multimedia Appendix 1 details the MDC program and these 5 components.

MDC delivers personalized support, monitoring, and motivational coaching via an embodied conversational agent, Laura, through a series of modules covering blood glucose monitoring, healthy eating, physical activity, medication taking, and foot care. The conversational scripts and algorithms guiding each individual’s progress were designed by applying behavior change theories and techniques, including the transtheoretical model [21], social cognitive theory [22], gamification [23], and other concepts derived from chronic disease self-management [24]. Algorithms were further tailored according to the clinical targets and recommendations provided by each participant’s GP.

Participants were encouraged to use the app weekly to complete online modules by chatting with Laura or touching buttons on the screen. Each appointment module with Laura began with a review of progress with feedback, education and counseling on the chosen topic, and incorporated tips on overcoming barriers, followed by a short quiz and closing remarks.

In addition to the MDC app, participants were also encouraged to regularly access the user guide and the MDC website and to join the discussion forums on diabetes self-management topics posted fortnightly by the program coordinator on the website. The program coordinator, supported by a web-based user management portal, assisted participants in dealing with system-generated technical alerts by communicating with participants, their GPs, and Clevertar. The program coordinator also telephoned participants after 1, 4, 8, 12, and 24 weeks of program access to answer questions, to troubleshoot technical issues, and to encourage program use.

Control Arm
Participants in the control arm were encouraged to continue their routine diabetes self-care, including access to health care services, resources accessed via NDSS, and the diabetes not-for-profit organizations in their states. They received a quarterly project newsletter to maintain their interest in the study. Following the 12-month data collection, participants in the control arm received access to the MDC program if they wished.

Measurement and Outcomes
We used the Reach, Effectiveness, Adoption, Implementation, and Maintenance framework to evaluate the impact of the MDC intervention, which covered the 5 dimensions in terms of reach, effectiveness, adoption, implementation, and maintenance [25]. This paper focuses on program adoption, use, and effectiveness.

Program Adoption and Use
Program adoption and use were tracked using the program management portal. The key metrics included the number of completed chats with Laura, the total duration of chats, and the number of blood glucose levels uploaded by participants. Other metrics included the number of technical and clinical alerts generated by the system for the project coordinator and the number of posts on the web-based discussion forum of the MDC website.

Program Effectiveness
Program effectiveness was measured by both clinical and psycho-behavioral outcomes. The coprimary outcomes were changes (12 months compared with baseline) in glycated hemoglobin (HbA1c) and health-related quality of life (HRQoL), which were examined in terms of between-arm differences. The secondary time point of analysis examined the change between baseline and 6 month. HbA1c (reported as % and mmol/mol) was measured through a pathology blood test that each participant’s GP requested. HRQoL was assessed via participants’ completion of the Assessment of Quality of Life (AQLoL)-8D scale, which is a 35-item multi-attribute utility instrument covering 8 dimensions focused on independent living, happiness, mental health, coping, relationships, self-worth, pain, and senses [26,27]. The AQLoL-8D provides a utility score ranging from −0.04 to 1, where higher scores indicate better utility value in HRQoL.

Selected secondary outcomes reported in this paper include anxiety and depressive symptoms, assessed by the Hospital Anxiety and Depression Scale (HADS) [28]; diabetes-specific distress, assessed by the Problem Areas in Diabetes scale [29]; and clinical measurement of body weight. Secondary outcomes were assessed by examining between-arm differences at 6 and 12 months compared with baseline. Further secondary outcomes will be reported elsewhere.
Data Collection Procedures

Data were collected at 4 time points, including screening, baseline, 6 months, and 12 months post randomization. During the screening telephone calls, the research team contacted participants and recorded sociodemographic characteristics (age, sex, education, employment, and language capability), clinical characteristics (duration of NDSS registration and stabilization of the health condition), and app use variables in the REDcap data collection system [20]. Assessments of participants’ clinical and psycho-behavioral data were conducted following a standard protocol at baseline and at 6 and 12 months. At each time point, the research team contacted participants in both arms via email to advise that data collection was required. The full data collection details are listed in Multimedia Appendix 2. The email contained a link to the web-based self-administered questionnaire via REDcap. The research team also requested clinical measures from participants and their GPs. If clinical measures were taken within the past 3 months, GPs provided these to the research team; otherwise, participants made an appointment with their GPs to request new tests. GPs provided the clinical information to the research team via fax, and the research team entered the information into REDcap. Data related to program adoption and use were captured automatically by the program (throughout the study period, for all program users), and the information was provided to the research team by Clevertar.

Analytical and Statistical Approaches

On the basis of a previous study [30], we estimated that a sample size of 180 participants would provide 80% power at a two-tailed 5% significance level to detect a difference in HbA1c of 0.4% between the 2 arms with three repeated measures based on a previous study. This estimation assumed a 20% loss to follow-up, a SD change of 1% in HbA1c, and an intraclass correlation coefficient of 0.6 within measurements from the same participant.

All enrolled participants who completed the baseline assessment were included in the intention-to-treat analysis [31]. Descriptive analyses were conducted for baseline variables, and t tests or chi-square tests were performed (as appropriate) to determine any differences in baseline characteristics between the 2 study arms. For indicators related to program use, mean with SD and range were reported for key metrics. A chat was included in the analysis of chat duration only if the whole appointment module with Laura was completed during the chat (ie, valid values were available in the program data). Durations were truncated when the records showed extreme values (larger than two interquartile ranges above the third quartile of the distribution), as they were likely to represent cases when participants had forgotten to exit the app and duration had been tracked beyond the end of the actual chat.

The main effectiveness analysis followed the intention-to-treat principle [31]. The analysis fitted a linear mixed-effect model for repeated measures over the 3 time points of data collection, with a random intercept for the participant and fixed effects for study arm, time point, and study arm-by-time interaction. Two sets of sensitivity analyses were performed: (1) adjusted model: adjusted baseline covariates that were identified as being imbalanced between the two arms or significantly associated with lost-to-follow-up and (2) per-protocol analysis: intervention participants who had completed ≥7 completed chats with Laura. Posthoc subgroup analyses were conducted based on age, sex, baseline HbA1c, and NDSS registration duration by adding the subgroup variable and its interaction term with the variable of the interaction between intervention and assessment point as fixed effects to the mixed-effect models used for the main analysis. To further investigate the relationship between program use and effectiveness, mixed-effect models were fitted with a random intercept for the participant and fixed effect for levels of program use (number of chats as 0-6, 7-24, and 25+), assessment time point, and program use-by-time interaction. All analyses were conducted in Stata version 15.1 (Stata Corp) by EG and verified by a statistician (ML) who was blinded to the randomization allocation.

Results

Participant Flow and Baseline Characteristics

Of the 697 individuals with T2DM who expressed interest in participating in the study, 187 were recruited, including 62 (33%) from Victoria, 21 (16.5%) from New South Wales, and 21 (16.5%) from Queensland (Figure 1). The sample included 78 (41.7%) women, with a mean age of 57 (SD 10) years, 76 (40.7%) had a bachelor’s degree or above, 88 (47.1%) worked full time, and 72 (38.5%) were registered with the NDSS within the 12 months before recruitment (Table 1). The baseline mean HbA1c was 7.3% (56 mmol/mol, SD 1.5%). Individuals who were excluded were more likely to be females, have relatively lower education levels, be unemployed, and use mobile phones less or do not have access to a smartphone (Multimedia Appendix 2).

The intervention and control arms (n=93 and n=94, respectively) were generally comparable, except that those in the intervention arm were slightly younger (P=.007) and had lower depression scores (P=.004) at baseline. Among the participants, 116 (62.0%) provided complete data for all 3 assessments (baseline, 6, and 12 months). Incomplete assessments were due to active withdrawal, loss to follow-up, incomplete surveys, or refusal to complete a clinical measure with blood tests. Participants without HbA1c measures provided by GPs at 6 months or 12 months were more likely to have lower baseline HbA1c (P=.03) and higher anxiety symptom scores (P=.05). Participants who had an incomplete survey without a valid AQoL-8D score were younger (P=.02) and more likely to be allocated to the intervention arm (P=.007).
Figure 1. Enrollment, randomization, and follow-up of study participants.
Table 1. Baseline characteristics of study participants

<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>Waitlist (n=94)</th>
<th>Intervention (n=93)</th>
<th>Total (N=187)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, (years), mean (SD)</td>
<td>58.4 (10.5)</td>
<td>55.4 (9.7)</td>
<td>56.9 (10.2)</td>
<td>.04</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>Male</td>
<td>60 (63.8)</td>
<td>49 (52.7)</td>
<td>109 (58.3)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>34 (36.2)</td>
<td>44 (47.3)</td>
<td>78 (41.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>Secondary high school or lower</td>
<td>29 (30.8)</td>
<td>25 (26.9)</td>
<td>54 (18.8)</td>
<td></td>
</tr>
<tr>
<td>Technical apprenticeship or diploma</td>
<td>30 (31.9)</td>
<td>27 (29.0)</td>
<td>57 (30.5)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>23 (24.5)</td>
<td>17 (18.3)</td>
<td>40 (21.4)</td>
<td></td>
</tr>
<tr>
<td>Postgraduate degree or higher</td>
<td>12 (12.8)</td>
<td>24 (25.8)</td>
<td>36 (19.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>Full time</td>
<td>43 (45.7)</td>
<td>45 (48.4)</td>
<td>88 (47.1)</td>
<td></td>
</tr>
<tr>
<td>Part time or casual</td>
<td>16 (17.0)</td>
<td>14 (15.1)</td>
<td>30 (16.0)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>21 (22.3)</td>
<td>21 (22.6)</td>
<td>42 (22.5)</td>
<td></td>
</tr>
<tr>
<td>Unemployed or others</td>
<td>14 (14.9)</td>
<td>13 (14.0)</td>
<td>27 (14.4)</td>
<td></td>
</tr>
<tr>
<td>English as a secondary language, n (%)</td>
<td>11 (11.7)</td>
<td>6 (6.5)</td>
<td>17 (9.1)</td>
<td>.21</td>
</tr>
<tr>
<td>Aboriginal or Torres Strait Islander origin, n (%)</td>
<td>0 (0.0)</td>
<td>4 (4.3)</td>
<td>4 (2.1)</td>
<td>.08</td>
</tr>
<tr>
<td>General app use: frequent (multiple times per day), n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>67 (71.3)</td>
<td>69 (74.2)</td>
<td>136 (72.7)</td>
<td>.38</td>
</tr>
<tr>
<td><strong>Psychosocial characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health-related quality of life: Assessment of Quality of Life-8 Dimensions score, mean (SD)</td>
<td>0.7 (0.2)</td>
<td>0.7 (0.2)</td>
<td>0.7 (0.2)</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Depressive symptoms: HADS-D&lt;sup&gt;a&lt;/sup&gt; score, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cases (or likely cases) of depression, n (%)</td>
<td>4.7 (3.3)</td>
<td>3.3 (3.4)</td>
<td>4.0 (3.4)</td>
<td>.004</td>
</tr>
<tr>
<td>Anxiety symptoms: HADS-A&lt;sup&gt;d&lt;/sup&gt; score, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td>.67</td>
</tr>
<tr>
<td>Cases (or likely cases) of anxiety, n (%)</td>
<td>5.6 (3.3)</td>
<td>5.4 (3.8)</td>
<td>5.5 (3.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Diabetes-specific distress: PAID&lt;sup&gt;e&lt;/sup&gt; score, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.79</td>
</tr>
<tr>
<td>Severe diabetes distress (PAID score &gt;40), n (%)</td>
<td>30.5 (19.9)</td>
<td>29.2 (21.4)</td>
<td>29.9 (20.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Diabetes-related/health behaviors</strong></td>
<td></td>
<td></td>
<td></td>
<td>.51</td>
</tr>
<tr>
<td>Years registered with NDSS&lt;sup&gt;f&lt;/sup&gt;, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤1 year</td>
<td>34 (38.2)</td>
<td>38 (42.7)</td>
<td>72 (40.5)</td>
<td></td>
</tr>
<tr>
<td>1-5 years</td>
<td>27 (30.3)</td>
<td>23 (25.8)</td>
<td>50 (28.1)</td>
<td></td>
</tr>
<tr>
<td>6-10 years</td>
<td>28 (31.5)</td>
<td>28 (31.5)</td>
<td>56 (31.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Diabetes medications, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes medication(s) prescribed</td>
<td>83 (88.3)</td>
<td>80 (86.0)</td>
<td>163 (87.2)</td>
<td>.64</td>
</tr>
<tr>
<td>Insulin prescribed</td>
<td>16 (17.0)</td>
<td>15 (16.1)</td>
<td>31 (16.6)</td>
<td>.06</td>
</tr>
<tr>
<td>Taking medicines daily as recommended</td>
<td>71 (75.5)</td>
<td>74 (79.6)</td>
<td>145 (77.5)</td>
<td>.33</td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td>7 (7.5)</td>
<td>4 (4.3)</td>
<td>11 (5.9)</td>
<td>.16</td>
</tr>
<tr>
<td>Self-monitoring of blood glucose (&gt;5 days in past 7 days), n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>49 (52.1)</td>
<td>53 (57.0)</td>
<td>102 (54.5)</td>
<td>.49</td>
</tr>
<tr>
<td>Daily foot checks, n (%)</td>
<td>23 (24.5)</td>
<td>21 (22.6)</td>
<td>44 (23.5)</td>
<td>.87</td>
</tr>
<tr>
<td><strong>Clinical characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (kg), mean (SD)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>95.7 (19.0)</td>
<td>97.1 (22.5)</td>
<td>96.4 (20.8)</td>
<td>.65</td>
</tr>
</tbody>
</table>

<sup>a</sup> HADS-D: Hospital Anxiety and Depression Scale-Depression Scale
<sup>b</sup> Frequent app use: multiple times per day
<sup>d</sup> HADS-A: Hospital Anxiety and Depression Scale-Anxiety Scale
<sup>e</sup> PAID: Problem Areas in Diabetes Scale
<sup>f</sup> NDSS: National Diabetes Services Scheme
Baseline characteristics | Waitlist (n=94) | Intervention (n=93) | Total (N=187) | P value
--- | --- | --- | --- | ---
Glycated hemoglobin (%), mean (SD) | 7.3(1.6) | 7.3(1.5) | 7.3 (1.5) | .86
Total cholesterol (mmol/L), mean (SD)b | 4.5 (1.3) | 4.6 (1.4) | 4.6 (1.3) | .54
Systolic blood pressure (mm Hg), mean (SD)b | 130.4 (13.6) | 131.1 (14.6) | 130.7 (14.1) | .72
Diastolic blood pressure (mm Hg), mean (SD) | 78.5 (9.3) | 78.4 (9.4) | 78.5 (9.3) | .94
Triglyceride (mmol/L), mean (SD) | 2.0 (1.3) | 1.8 (0.8) | 1.9 (1.1) | .26

**Diagnosed comorbidities**b

| Condition | Waitlist (n=94) | Intervention (n=93) | Total (N=187) | P value |
--- | --- | --- | --- | ---
High cholesterol, n (%) | 59 (62.8) | 64 (68.8) | 123 (65.8) | .37
Hypertension, n (%) | 52 (55.3) | 56 (60.2) | 108 (57.8) | .45
Arthritis (rheumatoid, osteoarthritis, or other), n (%)b | 34 (36.2) | 22 (23.7) | 56 (30.0) | .11
Depression/anxiety/nervous disorder, n (%) | 26 (27.7) | 26 (28.0) | 52 (27.8) | .60
Heart diseases, n (%) | 17 (18.1) | 17 (18.3) | 34 (18.2) | .60
Diabetes-related eye complications, n (%) | 12 (12.8) | 12 (12.9) | 24 (12.8) | .60
Lung diseases, n (%) | 11 (11.7) | 13 (14.0) | 24 (12.8) | .53
Diabetes-related neuropathy, n (%) | 11 (11.7) | 11 (11.8) | 22 (11.8) | .60
Stomach, duodenal, or gastro-intestinal ulcer, n (%) | 11 (11.7) | 10 (10.8) | 21 (11.2) | .59
Cancer, n (%) | 6 (6.4) | 8 (8.6) | 14 (7.5) | .50
Stroke, n (%) | 4 (4.3) | 10 (10.8) | 14 (7.5) | .14
Peripheral vascular diseases, n (%) | 8 (8.5) | 6 (6.5) | 14 (7.5) | .53
Kidney disease, n (%) | 5 (5.3) | 6 (6.5) | 11 (5.9) | .57

**Health care service utilization**

| Service | Waitlist (n=94) | Intervention (n=93) | Total (N=187) |
--- | --- | --- | --- |
Had an appointment with a general practitioner or specialist in the past 12 months, n (%) | 93 (98.9) | 92 (98.9) | 185 (98.9) | .32
Had an appointment with any other health professional (eg, dietician) in the past 12 months, n (%) | 54 (57.4) | 63 (67.7) | 117 (62.6) | .12
Admitted to hospital in the past 6 months, n (%) | 21 (22.3) | 12 (12.9) | 33 (17.6) | .10
Used any other hospital service over the past 6 months that did not involve an admission, n (%) | 20 (21.3) | 21 (22.6) | 41 (21.9) | .80

---

aSignificant difference observed between the intervention and control arms.
bSome missing values exist: general app use (n=4), years registered with NDSS (n=9), weight (n=8), systolic blood pressure (n=2), diastolic blood pressure (n=2), total cholesterol (n=11), triglyceride (n=13), medication adherence (n=24), self-monitoring of blood glucose (n=6), diagnosed comorbidities (n=1), and health care service utilization (n=1).
cHADS-D: Hospital Anxiety and Depression Scale—Depression score.
dHADS-A: Hospital Anxiety and Depression Scale—Anxiety score.
ePAID: Problem Areas in Diabetes scale.
fNDSS: National Diabetes Service Scheme.

**Program Adoption and Use**

Table 2 shows the program adoption and use among the 93 participants in the intervention arm. During the 12-month program access, 92 participants (98.9%) completed at least one chat with Laura, and 83 participants (89.2%) uploaded their blood glucose levels at least once to the app. These 92 participants completed a total of 1942 chats over 12 months of program access and reached a mean of 243 (SD 212) min of chats per person. In general, the program use, including the number of chats and number of blood glucose uploads, reduced over time of the program access (Multimedia Appendix 2).

During the 12-month program access, participants who had at least one chat per month with Laura reduced from 87% in the first month (n=81) to 15% (n=14) in the 12th month, and participants who kept recording their blood glucose in the app dropped from 78% (n=73) to 23% (n=21). In addition, the system generated 297 clinical alerts (related to issues on glucose levels, foot ulcer management, and medication side effects) and 179 technical alerts (eg, glucose uploading failed or user did not interact with the app for 14 days) to the program coordinator. A total of 19 discussion topics were posted on the web-based discussion forum covering a broad range of topics such as stigma and social support, depression, and stress management to facilitate the discussion among participants in the intervention arm.
Table 2. Indicators of program adoption and use among participants in the intervention arm (My Diabetes Coach app).

<table>
<thead>
<tr>
<th>Indicators of program adoption and use</th>
<th>Intervention arm (n=93)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Uptake of the MDC\textsuperscript{a}app, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Participants who had at least one “appointment” with “Laura” over 12 months</td>
<td>92 (99)</td>
</tr>
<tr>
<td>Participants who had uploaded glucose data into the MDC app</td>
<td>83 (89)</td>
</tr>
<tr>
<td><strong>Number of completed chats with “Laura” over 12 months, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>0-6</td>
<td>26 (28)</td>
</tr>
<tr>
<td>7-24</td>
<td>37 (40)</td>
</tr>
<tr>
<td>25 or more</td>
<td>30 (32)</td>
</tr>
<tr>
<td>Total number of chats completed over 12 months</td>
<td>1942</td>
</tr>
<tr>
<td>Total number of valid chats completed over 12 months\textsuperscript{b}</td>
<td>1641</td>
</tr>
<tr>
<td><strong>Individual-level MDC app usage\textsuperscript{c}, mean (SD); range</strong></td>
<td></td>
</tr>
<tr>
<td>Number of chats completed per person</td>
<td>21.8 (16.7); 1-65</td>
</tr>
<tr>
<td>Number of valid chats completed per person\textsuperscript{b}</td>
<td>18.4 (15.0); 1-53</td>
</tr>
<tr>
<td>Duration of valid chats per person (in minutes), mean (SD); range\textsuperscript{d}</td>
<td></td>
</tr>
<tr>
<td>Total duration of chats</td>
<td>242.7 (212.3); 0-1050</td>
</tr>
<tr>
<td>Mean duration of each valid chat</td>
<td>13.4 (4.8); 3-26.8</td>
</tr>
<tr>
<td>Glucose data uploaded, mean (SD); range</td>
<td></td>
</tr>
<tr>
<td>Number of glucose level uploads per person</td>
<td>181.8 (192.1); 1-966</td>
</tr>
<tr>
<td><strong>Program delivery, total; mean per month (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Clinical alerts (eg, abnormal glucose level)</td>
<td>297; 13.7 (8.8)</td>
</tr>
<tr>
<td>Technical alerts (eg, glucose uploading failed)</td>
<td>179; 8.3 (6.5)</td>
</tr>
<tr>
<td>Posts on the web-based discussion forum</td>
<td>19; 1.1</td>
</tr>
</tbody>
</table>

\textsuperscript{a}MDC: My Diabetes Coach.

\textsuperscript{b}Invalid chats were defined as chats for which participants exited the app before the coach modules were fully completed with the closing remark.

\textsuperscript{c}For individual-level information, the estimation is based on 92 participants who had records of chat with Laura through the app and 83 participants who had uploaded their glucose levels into the app. Mean (SD) and range of number and duration of chats and glucose data uploads were reported.

\textsuperscript{d}Only completed chats have been included in the calculation of the total duration of chats. If the users did not exit the app after completing the chats, the duration would be continuously counted. Thus, we truncated the values if the duration of the chats were more than two interquartile ranges above the third quartile of the distribution.

**Program Effectiveness**

There was a statistically significant between-arm difference at 12 months in the mean change in HRQoL (AQoL-8D utility value: 0.04, 95% CI 0.00 to 0.07; \(P=0.04\)) but not in HbA\textsubscript{1c} (−0.04, 95% CI −0.45 to 0.36; \(P=0.83\); Table 3). The MDC arm had a significant improvement in HRQoL from baseline to 12 months (mean estimated change of AQoL-8D score: 0.04, 95% CI 0.01 to 0.06; \(P=0.007\)). This was maintained from the increase at 6 months (mean estimated change: 0.05, 95% CI 0.01 to 0.08; \(P=0.006\)). HRQoL remained stable for participants in the control arm between baseline and 12 months (mean estimated change: −0.00, 95% CI −0.03 to 0.02; \(P=0.92\)). The adjusted model showed consistent results. The per-protocol analysis yielded a slightly larger effect size, as the 12-month between-arm difference in the AQoL-8D score was 0.06 (95% CI 0.02 to 0.09; \(P=0.003\)). Compared with baseline, the intervention resulted in an increase in the score of the physical health and mental health subscales (Multimedia Appendix 2). There were significant between-arm differences in the mean change of mental health subscore at 6 months as well as the mean change of physical health subscore at 12 months.
Table 3. Effectiveness of the intervention on coprimary outcomes.

<table>
<thead>
<tr>
<th>Coprimary outcomes and analysis models and Arms</th>
<th>Between arm differences at 6 months (95% CI)</th>
<th>Between arm differences at 12 months (95% CI)</th>
<th>Estimated mean changes between baseline and 6 months (95% CI)</th>
<th>Estimated mean changes between baseline and 12 months (95% CI)</th>
<th>P value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glycated hemoglobin (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Primary (Intention-to-treat) model&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>0.06 (−0.35 to 0.47)</td>
<td>−0.04 (−0.45 to 0.36)</td>
<td>0.20 (−0.49 to 0.09)</td>
<td>0.33 (−0.62 to −0.04)</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>Reference</td>
<td>Reference</td>
<td>−0.26 (−0.55 to 0.03)</td>
<td>−0.28 (−0.57 to 0.00)</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td><strong>Adjusted model&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>0.06 (−0.35 to 0.46)</td>
<td>−0.04 (−0.44 to 0.37)</td>
<td>0.20 (−0.49 to 0.09)</td>
<td>0.32 (−0.61 to −0.03)</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>Reference</td>
<td>Reference</td>
<td>−0.25 (−0.54 to 0.03)</td>
<td>−0.28 (−0.57 to 0.00)</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td><strong>Per-protocol model&lt;sup&gt;e&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>−0.05 (−0.47 to 0.37)</td>
<td>−0.14 (−0.56 to 0.28)</td>
<td>0.26 (−0.59 to 0.07)</td>
<td>0.40 (−0.73 to −0.06)</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>Reference</td>
<td>Reference</td>
<td>−0.21 (−0.47 to 0.05)</td>
<td>−0.26 (−0.51 to −0.00)</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td>Health Related Quality of Life: Assessment of Quality of Life-8D utility score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Primary (Intention-to-treat) model&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>0.05 (0.01 to 0.08)</td>
<td>0.04 (0.00 to 0.07)</td>
<td>0.04 (0.01 to 0.07)</td>
<td>0.04 (0.01 to 0.06)</td>
<td>.007</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>Reference</td>
<td>Reference</td>
<td>−0.01 (−0.03 to 0.02)</td>
<td>0.00 (−0.03 to 0.02)</td>
<td>.92</td>
<td></td>
</tr>
<tr>
<td><strong>Adjusted model&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>0.05 (0.01 to 0.08)</td>
<td>0.03 (0.00 to 0.07)</td>
<td>0.04 (0.01 to 0.06)</td>
<td>0.03 (0.01 to 0.06)</td>
<td>.009</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>Reference</td>
<td>Reference</td>
<td>−0.01 (−0.03 to 0.01)</td>
<td>−0.00 (−0.02 to 0.02)</td>
<td>.93</td>
<td></td>
</tr>
<tr>
<td><strong>Per-protocol model&lt;sup&gt;e&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>0.06 (0.02 to 0.09)</td>
<td>0.06 (0.02 to 0.09)</td>
<td>0.05 (0.02 to 0.08)</td>
<td>0.05 (0.02 to 0.08)</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>Reference</td>
<td>Reference</td>
<td>−0.01 (−0.03 to 0.01)</td>
<td>−0.01 (−0.03 to 0.02)</td>
<td>.63</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Mean changes in outcomes were estimated based on the linear mixed-effect regression model.

<sup>b</sup>For HbA$_1c$, the intraclass correlation coefficient (ICC) for the primary model was 0.551 (95% CI 0.465-0.634). For HRQoL, the ICC for the unadjusted model was 0.847 (95% CI 0.806-0.880). Number of participants with valid data at each time point: n for HbA$_1c$ (intervention vs control): 93 vs 94 at baseline, 78 vs 78 at 6 months, and 77 vs 79 at 12 months. Number of participants at each time point for HRQoL (intervention vs control): 93 vs 94 at baseline, 67 vs 77 at 6 months, and 60 vs 78 at 12 months.

<sup>c</sup>N/A: not applicable.

<sup>d</sup>The adjusted model adjusted baseline values of variables that were either imbalanced by intervention allocation by chance (baseline age and depression score) or associated with loss to follow-up (baseline AQoL-8D utility value and HADS Anxiety score).

<sup>e</sup>The per-protocol analysis considered participants who had completed more than 6 chats with Laura as following the study protocol.

Compared with baseline, the mean estimated HbA$_1c$ decreased in both arms at 12 months (intervention arm: mean estimated change: −0.33%, 95% CI −0.62 to −0.04; $P=.03$ and control arm: −0.28%, 95% CI −0.57 to 0.00; $P=.05$). The results were consistent in the adjusted model. In the per-protocol model, a larger between-arm difference was observed at 12 months (between-arm difference: −0.14%, 95% CI −0.56 to 0.28; $P=.52$).

There was a dose-response relationship between the number of chats and the change in the HRQoL score (Multimedia Appendix J Med Internet Res 2020 | vol. 22 | iss. 11 | e20322 | p.906https://www.jmir.org/2020/11/e20322
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Compared with people who completed chats less than 7 times, those who completed more than 24 chats with Laura during program access had a significantly greater improvement in AQLoL-8D utility score (between-arm difference: 0.09, 95% CI 0.02 to 0.17; P = .02) at 12 months. There was no significant difference in HbA1c (−0.33%, 95% CI −1.11 to 0.44; P = .40).

Although this study was not powered for subgroup analyses, the results did show some statistically significant differences favoring the intervention for HbA1c. There were greater between-arm differences at 6 and 12 months in the mean change in HbA1c for those with higher baseline HbA1c and those registered on the NDSS within the previous year (Multimedia Appendix 2). There were no significant differences in HRQoL at either 6 or 12 months in the sex and age subgroups. The results for secondary outcomes are presented in Multimedia Appendix 2. A significant between-arm difference (−0.89, 95% CI −1.74 to −0.04; P = .04) was observed in the mean change in the HADS anxiety score at 6 months but not at 12 months or for other secondary outcomes reported here.

**Discussion**

This study is among the very few randomized controlled trials that have evaluated the adoption, use, and effectiveness of a mobile app–based, interactive, embodied conversational agent to support diabetes self-management within home settings over a 12-month period. Our study adds new evidence to this emerging field by demonstrating the program use in a home setting and the effectiveness of app-based interactive conversational agents in supporting diabetes self-management. The MDC program was feasible and shown to be effective in improving participants’ HRQoL. Although HbA1c levels reduced during the trial, the between-arm difference was not statistically significant at 6 or 12 months.

Despite the growing number of studies using mobile technologies for diabetes management [10,11,15], the effectiveness of introducing apps to people with T2DM to support their self-management at large scale remains uncertain given the generally poor quality of apps [12,13,32], unmet consumer needs [14], and studies lacking robust designs with long-term evaluations [10,15]. The MDC program is highly innovative with its conversational element. The MDC app incorporated interactive voice recognition and an embodied conversational agent, Laura, with human-like characteristics who used a very conversational style of speech to provide people with T2DM with personalized coaching and support on a range of essential diabetes self-management activities in their home environment. The process evaluation that received response from 66 out of 93 participants at 6 months showed that more than 80% of them considered Laura as a helpful, friendly, and competent assistant and 72% described Laura as trustworthy [33].

The indicators for program use suggest successful uptake among individuals with T2DM, but maintaining long-term program use still remains a challenge. Interestingly, program exposure (an average of 18 appointments with Laura) is very similar to the TLC diabetes program previously developed and evaluated by our team in Australia [34]; however, the program is more intensive than a human-delivered program that is widely available in Australia (a maximum of eight face-to-face group sessions per calendar year) [35]. Some gamification elements and human-like characteristics were utilized in the MDC program design, as suggested by previous studies [36]. The recently published and separate evaluation from MDC users demonstrated that these techniques did increase users’ engagement with the program but were insufficient to ensure engagement among all users [37]. Program users have diverse preferences in terms of program interaction, which is likely determined by their technology literacy, personal preference, and their existing self-management style [37]. The decreasing trend in program use over time and the dose-response relationship between the level of app use and its effectiveness suggest that more efforts are still required to improve the maintenance of program use over time.

We observed a modest but statistically significant improvement in HRQoL at 6 months, which was maintained at 12 months. This finding is consistent with some previous research, which indicates a small but statistically significant benefit from mobile app–based interventions on HRQoL [15]. The improvement in AQLoL utility score was relatively small in scale (0.04 increase from baseline to 12 months), but previous literature indicates that even a small effect size for HRQoL may bring substantial well-being benefit in the long term [8,27,38]. In addition, the magnitude of HRQoL improvement is associated with the dose of program use among individuals who accessed the program; this demonstrates the importance of increasing program use in future studies. Such HRQoL improvement was contributed by the improvement in both mental health and physical health, as indicated by the subscale analysis of AQLoL. The reduced anxiety symptoms, indicated by the significant between-arm difference in anxiety scores at 6 months, further confirmed the impact of the program on mental health. Although the intervention reduced HbA1c, it did not achieve a significant reduction compared with previous programs [15,39], and there are several likely reasons for this. First, the baseline HbA1c level was not an inclusion criterion, and 52.4% of participants had an HbA1c in the recommended target range (<7% or 53 mmol/mol) at baseline. However, the significant difference by baseline HbA1c observed in the subgroup analysis suggests that the intervention may have significant benefits if the study had targeted only those individuals with HbA1c above target. Second, similar to some previous digital health trials [40], there was a reduction in HbA1c among participants in the control arm. This could be due to the Hawthorne effect with participants sufficiently motivated to be involved in the trial are likely to seek better self-management through other options when they were not allocated to the active intervention. Third, participants’ lack of maintenance in program use may have led to a relatively low dose of program exposure. The larger between-arm differences observed in the per-protocol analysis and the greater impact among people with higher program exposure indicates that the effect of the MDC program could have been larger with better fidelity to the study protocol. This study has several important strengths. First, study participants were recruited from across Australia, with broad...
inclusion criteria, and the program was delivered within participants’ home settings. Thus, the sample is broadly representative of Australians with T2DM, and the study findings are likely to be generalizable and scalable. Second, the study followed participants over 12 months, which is a relatively long term compared with many studies of this kind [15]. Third, we applied intention-to-treat and per-protocol analysis and performed further analysis of the relationship between program use and effectiveness. As a pragmatic behavioral trial, applying both analysis frameworks provides evidence on the effectiveness of the intervention, both for the ideal situation based on the protocol design and for the real-world situation with adaptation among users.

There were also some limitations. First, due to the nature of the intervention, we were not able to blind participants or their GPs (who provided clinical measurements) to the study arm allocation. Without being able to blind participants, self-report bias and Hawthorne effects may exist. Second, we observed a higher rate of completed assessments among participants in the control arm than in the intervention arm, possibly due to their interest in gaining program access or because of higher attrition in the intervention arm. Third, due to the relatively small sample size, the subgroup analyses should be interpreted with caution. Although the main analyses were fully powered, the subgroup analysis was underpowered and multiple testing would have increased the likelihood of false positives. Overall, the sample was not dissimilar from previous trials in this field [15].

Conclusions
To summarize, this study presents findings concerning the effectiveness, adoption, and use of the MDC program, an app-based interactive embodied conversational agent, in supporting individuals with T2DM. Participants had good adoption of the program and completed a significant amount of chats with Laura over 12 months. The trial demonstrated benefits for HRQoL among individuals with T2DM in Australia, which remained apparent at 12 months. The lack of effect for HbA1c is likely due to the relatively low baseline HbA1c level and declining program use over time. Strategies that would increase the program engagement and maintenance in use and improve the effect on HbA1c are required before program scale-up.
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Abstract

Background: Seeking medical information can be an issue for physicians. In the specific context of medical practice, chatbots are hypothesized to present additional value for providing information quickly, particularly as far as drug risk minimization measures are concerned.

Objective: This qualitative study aimed to elicit physicians’ perceptions of a pilot version of a chatbot used in the context of drug information and risk minimization measures.

Methods: General practitioners and specialists were recruited across France to participate in individual semistructured interviews. Interviews were recorded, transcribed, and analyzed using a horizontal thematic analysis approach.

Results: Eight general practitioners and 2 specialists participated. The tone and ergonomics of the pilot version were appreciated by physicians. However, all participants emphasized the importance of getting exhaustive, trustworthy answers when interacting with a chatbot.

Conclusions: The chatbot was perceived as a useful and innovative tool that could easily be integrated into routine medical practice and could help health professionals when seeking information on drug and risk minimization measures.

(J Med Internet Res 2020;22(11):e15185) doi:10.2196/15185
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Introduction

A conversational agent, also known as a “chatbot,” is an artificial system that can converse with a human user through automated message exchange [1]. In order to interact in a natural way with the user, it employs a question and answer database [2]. Commonly used in marketing as a consumers’ guide, chatbots also have been developed in the health field in several applications aimed mostly towards patients [3-11]. However, little scientific research has examined the use of conversational agents through physicians’ viewpoints [12-15], and none have taken into account medical information addressed to health professionals. It has been shown that nearly all physicians use the internet for medical information seeking [16,17] but have to cope with an increasing flow of medical information [18]. Too much information to scan could be a barrier to respond to a defined medical question [16,17]; thus, seeking health care information can be an issue for physicians since their information sources can be fragmented, incomplete, and not easy to find [19]. Credibility of the source, relevance, unlimited

http://www.jmir.org/2020/11/e15185/
access, speed, and ease of use are the main criteria for information seeking among physicians [17]. A national survey conducted in France in 2017 showed that the prescription and delivery methods of drugs could be incorrectly followed by health professionals, despite the risk minimization measures campaign conducted at a national level [20]. Providing medical information to health professionals through a conversational agent could help to detect pharmacovigilance cases early and to reinforce the proper intake of medication by patients. More specifically, chatbots could be deployed as a complementary solution to provide information about drugs with the purpose of minimizing drug risks. In France, drug risk minimization measures are generally recommended by the European Pharmacovigilance Risk Assessment Committee and adapted by the French National Agency for Medicines and Health Products Safety (Agence Nationale de Sécurité du Médicament et des Produits de Santé) to regulate medical practice and ensure safe, efficient intake of drugs [21].

To improve drug information access and awareness of drug risk minimization measures among physicians, a pilot version of a chatbot was developed and tested. The chatbot was expected to improve drug information access and awareness of drug risk minimization measures. This qualitative study aimed to improve the chatbot to meet physicians’ needs and expectations. User participation [22] was used to elicit physicians’ perceptions of the chatbot through the use of the pilot version. Gathering more in-depth qualitative information on these topics may be useful to help develop a conversational agent that meets physicians’ needs and expectations.

Methods

Study Design

The study focused on the pilot version of a text-based chatbot developed by an international pharmaceutical company. This was qualitative research that employed individual, in-depth, semistructured interviews to explore physicians’ opinions and perceptions of a chatbot. The aim of the chatbot was to provide quick, 24-hour access to information on drugs for physicians to improve their medical practice and the application of recommendations regarding drug risk minimization measures among patients. Thus, all information provided by the chatbot was sourced from official regulatory documents issued by French health authorities to ensure patient security. The chatbot was accessible online through a web browser. When logged in, it displayed a dialog box on the right side of the screen and a female figure in the central area. Answers provided by the chatbot followed pre-established topics related to drugs (e.g., treatment initiation, discontinuing treatment, treatment renewal, documentation or information that can be downloaded and obtained by the user). When asked a question, the chatbot provided a direct answer based on its database. When a question was not sufficiently focused, the chatbot proposed between 2 and 4 categories related to the question. The user then had to choose between those categories by typing the corresponding number. When the chatbot was asked a question that was not available in its database or not understood because of a typing error, the user was alerted. In this latter case, the user had to reformulate the question or ask a new question related to pre-established topics. As a pilot version, the chatbot initially focused on one drug. Further information can be added and delivered when the final version is deployed; the chatbot is meant to be used by physicians who seek quick access to information in the presence of a patient or when preparing a consultation.

General practitioners were approached initially as the conversational agent was developed for this specific population. Specialists were also approached because some of their patients used drugs subject to risk minimization measures.

Recruitment and Participants

Participants were recruited on a voluntary basis after being asked by email whether they were interested in “taking part in a project that will test an innovative digital health tool.” Their email addresses were available from a database of health practitioners who had already participated in previous digital epidemiological studies. The interviewer had not met the participants before the interview. General practitioners were recruited to represent various situations such as urban and rural general practice. Specialists were recruited from either public or private practice. Thematic saturation was not taken into account since the study aimed to improve the chatbot through physicians’ needs and expectations in an explorative way without being representative.

Data Collection

Interview Design

Semistructured interviews were conducted during June 2018 and July 2018 and took place primarily in participants’ medical offices. At the beginning of the interview, each participant received a brief summary of the study from the interviewer, and sociodemographic data (gender, age, profession, and workplace) were collected. Interviews were scheduled for approximately 1 hour.

To standardize the interviews, they were divided into 3 sections: introduction, introduction of the chatbot, and conclusion.

Introduction

The introduction included knowledge about the use of drugs and recommendations about risk minimization measures and acceptability of a chatbot within their daily practice.

Presentation of the Chatbot

The chatbot was presented through the example of 3 preselected input phrases based on various situations: “How to accompany a pregnant woman taking this medicine?”, “I want to renew the prescription of a patient.”, “Does this drug decrease the impact of contraception?” Test sessions were conducted as follows. After the introduction, the interviewer logged in to the chatbot with a confidential password. In the dialog box, introductory text was displayed and read aloud by the interviewer to explain the purpose of the chatbot. Then, preselected input phrases were first inputted by the interviewer to show how the chatbot worked. Participants were then asked to try the chatbot by searching for information on drugs as they would do during a real consultation, using their own terminology. Questions were
collected by the interviewer after a physician concluded the test, but participants were left free to use the conversational agent as much as they wanted during the rest of the interview. Since it was a pilot version, participants did not have access to the conversational agent before or after the interview. Moreover, the test was different from a real-case scenario since participants were not totally autonomous in using the chatbot and had to share their experience with the interviewer.

### Conclusion

During the conclusion, feedback was collected on the user experience with the chatbot. Physicians were asked about the relevance and appreciation of the tested tool as well as their needs for and expectations of the chatbot.

### Template

The interviewer followed a semistructured interview template composed of the following topics: (1) knowledge about drug risk minimization measures and acceptability of digital health within their daily practice (Section 1), (2) relevance and appreciation of the chatbot to facilitate information acquisition (Section 3), and (3) needs for and expectations of the tested chatbot (Section 3).

### Data Analysis

Interviews were recorded using a digital audio recorder after receiving participant agreement. They were fully transcribed and anonymized by the interviewer. Transcripts were organized, sorted, and coded using a systematic thematic analysis approach [23]. Main themes were developed and identified by the authors as patterns emerged within data [24]. Then, they were graphically represented through the use of Visual Understanding Environment (VUE) software. For each participant, data were summarized in one table following the main themes identified during the interviews. Quotations that were not related to the chatbot were excluded from analysis. Data from each theme were gathered in another table to proceed with the horizontal thematic analysis by highlighting sentences expressed by participants on each topic.

### Results

#### Demographics

A total of 10 health professionals participated in individual, in-depth, semistructured interviews in France. The sample size included 8 general practitioners and 2 specialists. The average age of the participants was 51.5 years. There were 7 men and 3 women; 6 participants worked in an urban area only, 3 worked in a rural area only, and 1 worked in both urban and rural areas. All participants were following patients who needed routine drug prescriptions including risk minimization measures.

All participants reported being vigilant about new recommendations for prescription including risk minimization measures before using the chatbot. Seven physicians reported that they sought information on drugs subject to risk minimization measures only when their patients were directly concerned, when they were confronted with a particular case, or when adverse events had been reported to them:

*I have access to information obviously, but I get more interested when I am confronted with the problem.* [Man, in practice for 35 years]

They considered the information on drug risk minimization measures easy to find but fragmented. The main source of information they reported was the internet, followed by information from health authorities (letters, email), databases on drugs, medical journals, and communications from laboratories (press, visits). Exchanges with other practitioners had also been cited as sources of information:

*The easiest and most accessible information is the summary of characteristic products, but it is in rather indigestible to read since it’s really big.* [Man, in practice for 11 years]

*Generally, I do research spontaneously. I’m looking out on the internet when I have a question about a treatment or when I’m not sure about a question a patient asked me, we can look together.* [Woman, in practice for 8 years]

*I get information from National Agency for Medicines and Health Products Safety, from health authorities, and from laboratories as well. I receive either emails or letters.* [Man, in practice for 30 years]

#### Central Themes

#### Emerged Topics

Several themes and subthemes emerged from the interviews. The central themes were (1) achievement by man including ergonomics and format of asking; (2) achievement by tool including design, tone, and form of presentation; (3) content of output including the amount of information, clarity, and accuracy; and (4) user needs. These topics are discussed with illustrative quotes in the following paragraphs.

#### Achievement by Man

In total, 52 questions were asked to the chatbot by participants. Of the 52 questions formulated by the physicians (Multimedia Appendix 1) during tests, 24 were answered by the pilot version of the conversational agent. One-third of the 24 answers (7/24) were obtained on the first try, while the other two-thirds (17/24) needed a complementary question. Furthermore, 28 questions were not understood by the conversational agent, and 8 questions were not included in the conversational agent themes. Questions addressed to the conversational agent were about prescription, medical treatment renewal, drug side effects, drug interactions, and records on drug products.

Some physicians judged the ergonomics favorably due to simplicity and ease of use:

*This is correct. The style is sober, quiet; it is not aggressive. It is simple and readable.* [Man, in practice for 36 years]

*Yes, it is really easy to use. The ergonomics are really good.* [Man, in practice for 11 years]
Over half (6/10) of the participants found that the chatbot lacked intuitiveness and fluidity to access information:

The answer is clear, but I don’t know, there is something with the fluidity... If I compare with where I’m usually looking for information, there is one section for each topic, and I get instant access. Here, the answers are too robotic. [Woman, in practice for 24 years]

I would say this is not intuitive. Everyone knows how to use a computer. But the ergonomics... I don’t know, there is just a login page, then the home screen. If it is just that, there is no ergonomics. It would be nice to have a website plan. [Male, in practice for 30 years]

The size of the dialog box was also cited as improvable:

There is a part of the screen that is not used; the dialog box looks really small compared to the rest. It could occupy a larger space, which would allow a bigger typeface. [Man, in practice for 11 years]

The window to type our questions is too small. If you enter a long sentence, you can’t see the beginning of your sentence, which is bothering. Indeed, the window is too small and the typeface as well. [Man, in practice for 36 years]

**Achievement by Tool**

Most of the participants reported that the colors and icon of the chatbot were too simple, but the global design was judged serious and professional, which was appreciated:

You could give us the possibility to customize the design by choosing between 3 or 4 different colors. Maybe it should be a bit more cheerful. It looks seriously made, but a little too dark. [Man, 18 years of practice]

I like the font; it is quite nice. It looks as if everything was made to be relatively neutral. This is good because the tool can’t be visually aggressive during a consultation. This is not really attractive; it is quite neutral, but this is adapted because visual elements catching your eyes all the time can be tiring. This is better. [Man, in practice for 11 years]

Seven participants reported that the tone of the answers was positive. However, the display of the answers provided by the conversational agent needed to be more concise according to half (5/10) of the physicians:

It speaks from a medical point of view so there is no problem with the tone. [Man, in practice for 36 years]

It needs a display with bold characters so we can reach key points by reading through it diagonally. [Man, in practice for 23 years]

**Content of Output**

The response delay from the chatbot was acceptable for 9 of 10 participants, but 5 physicians were not satisfied with the length of the information, which was too broad to read or to access:

It is a little bit long because every time it asked me for a clarification, it seems that it doesn’t understand. [Woman, specialist in practice for 24 years]

This is accurate but it is too much talking. Two lines should be enough; this is too long in my opinion. [Woman, in practice for 24 years]

Even though all participants found the information provided by the chatbot very clear, the main issue pointed out by physicians was the accuracy of the answers. Obtained answers did not provide a sufficient amount of information. Thus, even if they trusted the provided information, it was considered as too generic and not relevant enough:

We need clear and concise scientific information. We need to know globally what to do; then, we translate the information but at least it needs to be precise. Because for now, it is a little bit general; this is too elementary. [Man, in practice for 35 years]

The answers are understandable; it comes out quickly; it comes out clear. The only inconvenience is that it is not the answer I was looking for. [Man, in practice for 18 years]

It is centered on the developers' insight, not from a physician’s insight. This is almost a tool for a patient actually. Physicians have much more questions than the chatbot can answer for now. [Man, in practice for 11 years]

**User Needs**

Participants identified pros and cons of the chatbot after they tested it (Table 1). Pros were the concept, ergonomics, assistance for diagnosis, and time savings. Cons were the natural language comprehension issues, data security, and the threat to health care professions.
Table 1. Pros and cons of the chatbot.

<table>
<thead>
<tr>
<th>Observation and examples</th>
<th>Example excerpts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pros</strong></td>
<td></td>
</tr>
<tr>
<td>Relevant concept: give fast and precise information</td>
<td>“In my opinion, the concept is really interesting. Why? Because this is provisioning a tool in which we can get precise and fast information. This is a concept that seems very interesting and very relevant to me.” [Man, in practice for 35 years]</td>
</tr>
<tr>
<td>Ergonomic tool: can be utilized as a research tool</td>
<td>“The ergonomics, the conciseness…Yes, the shape. You call this a conversational agent; to me, it is a good research engine.” [Man, in practice for 11 years]</td>
</tr>
<tr>
<td>Diagnosis helping: can provide assistance to medical care</td>
<td>“The fact that it can give answers when we have a question is interesting. That doesn’t mean we’ll necessarily follow the answer but at least it gives a direction. Tools that can help medical care or to diagnose, I find great.” [Woman, in practice for 24 years]</td>
</tr>
<tr>
<td>Time-saving</td>
<td>“There are only benefits anyway. This is instantaneous, verified information. It saves us time. A consultation is time-consuming; we need to get immediate answers. It has already happened to me that I had to call a laboratory to get an answer, and I was told that someone would call me back. Here, I get my answer almost directly” [Man, in practice for 30 years]</td>
</tr>
<tr>
<td><strong>Cons</strong></td>
<td></td>
</tr>
<tr>
<td>Natural language comprehension issues: can be difficult to access the right information</td>
<td>“The tree structure to get to the information. That is to say… If I get some information, in what degree is it intuitive? Does it need to be questioned in a precise way, or can I ask my questions without thinking about the formulation? Can it answer my everyday needs?” [Man, in practice for 18 years]</td>
</tr>
<tr>
<td>Medical data issue: can be dangerous for medical data security</td>
<td>“Of course, there is hacking. I can’t take control of a doctor, but I can get control of a conversational agent without problems. All the security part, as powerful it can be, can always be breached if someone intends to do it. That’s the limit.” [Man, in practice for 23 years]</td>
</tr>
<tr>
<td>Threatens health care professionals: a chatbot could replace doctors</td>
<td>“Let’s say that, in 10 years, we are told that our job will be replaced; it is a nightmare. We studied for 10 years, not 2 years, but 10 years. If we are told that we will be replaced by artificial intelligence, it does not make anyone dream.” [Man, in practice for 23 years]</td>
</tr>
</tbody>
</table>

Nine participants estimated that this tool would be easily integrated in their routine practice when fully developed, especially if it could provide fast, trustful, easily accessible information on a range of medical topics:

- It is simple; it is practical. When it has acquired more vocabulary, I think it will be an efficient tool. [Woman, in practice for 8 years]  
- This is a tool in which we can get precise and fast information. This is a concept that seems very interesting and very relevant to me” [Man, in practice for 35 years]  

However, half (5/10) of the participants considered that the chatbot did not meet their needs. The main reason was the natural language comprehension issues:

- It needs to be accurate and well-documented because, during a consultation and in our daily routine, we don’t have much time. Not having enough time means we need to get to the point; so, we need fast, specific information” [Man, in practice for 35 years]  
- If I get information, what is the degree of intuitiveness? The machine has to adapt, because when I’m doing my job with a patient in front of me, I can’t be focused on how I should formulate my question to the chatbot. [Man, in practice for 18 years]  
- During a consultation, everything has to be done quickly, I need information quickly. If the chatbot doesn’t understand me, I put it aside to get the information elsewhere. [Woman, in practice for 24 years]  

Participants reported areas to improve the chatbot prototype (Textbox 1). Suggestions were made about the content of the conversational agent, its display and appearance, and the extensions of use that could be made. Suggestions included highlighting the most important information provided by the chatbot, the possibility to provide an information sheet to the patients, or integrating medical themes beyond drug risk minimization measures.
Textbox 1. Suggestions made by general practitioners and specialists for improvement of the conversational agent.

<table>
<thead>
<tr>
<th>Display and appearance</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Highlight important information in the answers</td>
</tr>
<tr>
<td>• Possibility to choose interface colors</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Provide [printed] information to the patients</td>
</tr>
<tr>
<td>• Regular updates</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Extensions of use</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Ask questions orally</td>
</tr>
<tr>
<td>• Integrate more themes (eg, drug interactions, pathologies)</td>
</tr>
<tr>
<td>• Declare side effects</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The study was conducted to elicit physicians’ perceptions of a chatbot that is meant to improve drug information access and awareness of drug risk minimization measures. A qualitative approach was chosen to collect detailed data on how the chatbot was used and perceived by physicians on a small scale and needs and expectations for the chatbot. As a pilot version, the chatbot did not meet physicians’ expectations.

Overall, the findings demonstrated that physicians’ needs towards information delivered by the chatbot were the reliability of sources, precise information, and speed of access. This is consistent with previous research demonstrating that all these features are critical to physicians when seeking information [17]. Physicians were particularly vigilant to the conversational agent content. Even though they did appreciate getting information on risk minimization measures and drugs, they had difficulties accessing the right information because of natural language understanding issues. As a tool based on artificial intelligence, physicians also expected that the chatbot would understand natural language. Previous research demonstrated that over half of physicians believed that chatbots lack the intelligence or knowledge to accurately assess the user [13], which can be an issue regarding speed and ease of use when using the chatbot.

The chatbot format was also appreciated, as it could easily be integrated into physicians’ routine practice, either during or before a consultation with a patient. This was judged as innovative since most chatbots in health care are developed to provide information for patients [3-11]. Access to information is also considered easier with a conversational agent than with a classic drug reference database. First, it was considered to provide reliable information in a practical way. Second, it made information accessible so that physicians could quickly find what they were looking for and, consequently, save time. In that way, using a chatbot can improve medical care from physicians’ perspectives. Shared decision making may increase the effectiveness of a treatment if the patient is given a sufficient and appropriate amount of information [25]. In this regard, the chatbot could help medical care.

It was pointed out that the conversational agent did not always respond to the questions they formulated, either because it did not recognize the everyday language employed by the users or because the answers, while based on official regulatory documents, were too broad without highlighting the most important parts of information. However, they were aware that the chatbot was still in an experimental stage. Regarding this fact, most practitioners were willing to use the conversational agent in its fully developed version if this tool remains easy to use, secure, and easily accessible.

Areas of improvement for the conversational agent proposed by medical practitioners included a better understanding of the questions formulated, highlighting the most important information, and better ergonomics.

Limitations

This market research is not without limitations. As an exploratory study with a sample size of 10 medical practitioners, findings are not generalizable to the entire population of medical practitioners. This was a qualitative study conducted with semistructured interviews, which allowed us to explore tendencies and opinions on the usage of a conversational agent. The average age of our sample (51.5 years) was slightly above the average age of the medical practitioner population in France, which was 50.8 years in 2018 [19]. The majority of our sample was male practitioners (7/10, 70%), which does not reflect the distribution between male (53%) and female (47%) medical practitioners in France in 2018 [19].

In addition, medical practitioners who were recruited had already participated in other digital epidemiological studies carried out by the same research team, and it is possible that they were more receptive to new health technology. In other words, while our sampling method was not meant to be representative, this specific market research may be prone to researcher bias.

Finally, because of the confidentiality policy, the drug associated with the chatbot could not be cited in the paper. However, we believe that it did not interfere with the results, which were meant to elicit physicians’ perceptions of the chatbot.

http://www.jmir.org/2020/11/e15185/
Conclusions
According to the results of this study, it appears that chatbots could be a solution for quick and easily accessible information. By reinforcing the knowledge on drugs based on official and institutional recommendations, a chatbot could be used to enhance compliance with the drug risk minimization measure within the physician population. In particular, this chatbot prototype was perceived by medical practitioners as a useful, acceptable, innovative tool that could easily be integrated in their daily medical practice. Finally, even though the chatbot prototype could not be used as it was because of insufficient information in the database, findings suggest that physicians are willing to use a chatbot not only for prescription but also to get information on drug interactions or to obtain assistance within medical care for complex pathology or disease management. A future challenge for the chatbot should be to accommodate physicians’ needs for accurate, concise information based on official regulatory documents that ensure patients’ security.
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Abstract

Background: Pressure on the US health care system has been increasing due to a combination of aging populations, rising health care expenditures, and most recently, the COVID-19 pandemic. Responses to this pressure are hindered in part by reliance on a limited supply of highly trained health care professionals, creating a need for scalable technological solutions. Digital symptom checkers are artificial intelligence–supported software tools that use a conversational “chatbot” format to support rapid diagnosis and consistent triage. The COVID-19 pandemic has brought new attention to these tools due to the need to avoid face-to-face contact and preserve urgent care capacity. However, evidence-based deployment of these chatbots requires an understanding of user demographics and associated triage recommendations generated by a large general population.

Objective: In this study, we evaluate the user demographics and levels of triage acuity provided by a symptom checker chatbot deployed in partnership with a large integrated health system in the United States.

Methods: This population-based descriptive study included all web-based symptom assessments completed on the website and patient portal of the Sutter Health system (24 hospitals in Northern California) from April 24, 2019, to February 1, 2020. User demographics were compared to relevant US Census population data.

Results: A total of 26,646 symptom assessments were completed during the study period. Most assessments (17,816/26,646, 66.9%) were completed by female users. The mean user age was 34.3 years (SD 14.4 years), compared to a median age of 37.3 years of the general population. The most common initial symptom was abdominal pain (2060/26,646, 7.7%). A substantial number of assessments (12,357/26,646, 46.4%) were completed outside of typical physician office hours. Most users were advised to seek medical care on the same day (7299/26,646, 27.4%) or within 2-3 days (6301/26,646, 23.6%). Over a quarter of the assessments indicated a high degree of urgency (7723/26,646, 29.0%).

Conclusions: Users of the symptom checker chatbot were broadly representative of our patient population, although they skewed toward younger and female users. The triage recommendations were comparable to those of nurse-staffed telephone triage lines. Despite the emergence of COVID-19, there has been an increased interest in remote medical assessment tools, it is important to take an evidence-based approach to their deployment.

(J Med Internet Res 2020;22(11):e20549) doi:10.2196/20549
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**Introduction**

Health care services in the United States are facing increasing levels of pressure, driven by a combination of aging populations, economic reform of health services, and more recently, the emergence of the COVID-19 pandemic [1]. Training health care professionals is a slow process, and with widespread shortages of trained personnel and key vacancies throughout the system [2], scalable technological alternatives must be evaluated. One potential approach is a digital symptom checker, which is an artificial intelligence (AI)–supported software tool that uses a conversational “chatbot” format to ask questions about a patient’s symptoms and returns a list of likely diagnoses to support self-diagnosis and appropriate triage [3].

The COVID-19 pandemic has brought new urgency to the consideration of chatbots due to the need to avoid face-to-face contact, preserve in-person care capacity, and triage patients at unprecedented volumes [4]. However, digital tools that impact care delivery should undergo rigorous evaluation that enables evidence-based determination of their efficacy. Symptom checker triage recommendations have been theorized to reduce unnecessary clinic and emergency room visits [5], and a recent study showed that completing a web-based symptom assessment reduced the urgency of the care that patients intended to seek [6]. However, little is known about aggregate triage recommendations generated by a symptom checker used in larger populations, and a number of recent reviews have called for more research to be shared [5,7,8]. Here, we describe the use characteristics and triage recommendations of one symptom checker chatbot deployed in partnership with a large, integrated health care system in Northern California.

**Methods**

**Recruitment**

The setting for this study is Sutter Health, a not-for-profit health care system in Northern California with 24 hospitals. In 2019, the symptom checker chatbot was introduced across the health system for broad use by any current and prospective patients over the age of 16 years. The chatbot was integrated into the main Sutter Health website (Figure 1) and web-based patient portal. Marketing was performed through several channels, including an email campaign to existing patients and social media advertisements.

**Statistical Analysis**

Because this is a descriptive service improvement study, we had no falsifiable hypotheses; therefore, we did not undertake a formal power analysis. For comparison with our broader population, we extracted population-level demographics from the US Census Bureau data of Alameda County, one of the largest counties in Northern California served by Sutter Health [10]. Data analyzed included demographic information entered by the patient, initial symptoms reported, time of assessment, and triage advice generated by the symptom checker chatbot.
Triage advice took the form of one of eight possible suggestions, which were sorted into low, medium, or high acuity levels. Low acuity included suggestions to manage symptoms at home, seek medical advice in 2-3 weeks, or seek advice from a pharmacy. Medium acuity included suggestions to seek medical advice in 2-3 days or seek medical advice that same day. High acuity included suggestions to seek care within 4 hours, call an ambulance, or seek care in an emergency department.

Results

User Demographics and Time of Use
A total of 26,646 symptom assessments were completed during the study period, with no missing data. Most users (17,816/26,646, 66.9%) were female, and the remainder were male (8830/26,646, 33.1%). The comparator population of Alameda County is 50.9% female [10].

The mean age of the users was 34.3 years (SD 14.4 years); examination of subgroups (Table 1) revealed that the users were most commonly aged 30-39 years (7009/26,646, 26.3%). However, a sizable minority of users were in older age brackets; 3531/26,646 (13.3%) were aged 60 years or older. For comparison, the median age in Alameda County is 37.3 years, and 18.4% of the population is aged 60 or over [10].

Slightly less than half of the assessments (12,357/26,646, 46.4%) were completed outside of the typical physician office hours of 9 AM to 6 PM (Table 1). The most commonly reported initial symptom was abdominal pain (2060/26,646, 7.7%). The top 10 most commonly reported initial symptoms are shown in Table 2.

Table 1. Demographics and time of day of symptom checker use (N=26,646).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Count (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>8830 (33.1)</td>
</tr>
<tr>
<td>Female</td>
<td>17,816 (66.9)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;19</td>
<td>863 (3.2)</td>
</tr>
<tr>
<td>20-29</td>
<td>6441 (24.2)</td>
</tr>
<tr>
<td>30-39</td>
<td>7009 (26.3)</td>
</tr>
<tr>
<td>40-49</td>
<td>4663 (17.5)</td>
</tr>
<tr>
<td>50-59</td>
<td>4139 (15.5)</td>
</tr>
<tr>
<td>60-69</td>
<td>2209 (8.3)</td>
</tr>
<tr>
<td>70-79</td>
<td>951 (3.6)</td>
</tr>
<tr>
<td>80-89</td>
<td>247 (0.9)</td>
</tr>
<tr>
<td>90-99</td>
<td>44 (0.2)</td>
</tr>
<tr>
<td>&gt;100</td>
<td>80 (0.3)</td>
</tr>
<tr>
<td><strong>Time of assessment</strong></td>
<td></td>
</tr>
<tr>
<td>12 AM to 2:59 AM</td>
<td>1267 (4.8)</td>
</tr>
<tr>
<td>3 AM to 5:59 AM</td>
<td>1143 (4.3)</td>
</tr>
<tr>
<td>6 AM to 8:59 AM</td>
<td>3768 (14.1)</td>
</tr>
<tr>
<td>9 AM to 11:59 AM</td>
<td>5456 (20.5)</td>
</tr>
<tr>
<td>12 PM to 2:59 PM</td>
<td>4890 (18.4)</td>
</tr>
<tr>
<td>3 PM to 5:59 PM</td>
<td>3943 (14.8)</td>
</tr>
<tr>
<td>6 PM to 8:59 PM</td>
<td>3237 (12.2)</td>
</tr>
<tr>
<td>9 PM to 11:59 PM</td>
<td>2942 (11.0)</td>
</tr>
</tbody>
</table>
Table 2. The top 10 most common initial symptoms reported in the symptom checker (N=26,646).

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Count (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abdominal pain</td>
<td>2060 (7.7)</td>
</tr>
<tr>
<td>Cough</td>
<td>1537 (5.8)</td>
</tr>
<tr>
<td>Headache</td>
<td>1085 (4.1)</td>
</tr>
<tr>
<td>Sore throat</td>
<td>897 (3.4)</td>
</tr>
<tr>
<td>Dizziness</td>
<td>621 (2.3)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>559 (2.0)</td>
</tr>
<tr>
<td>Chest pain</td>
<td>534 (2.0)</td>
</tr>
<tr>
<td>Lower back pain</td>
<td>528 (2.0)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>466 (1.7)</td>
</tr>
<tr>
<td>Painful urination</td>
<td>460 (1.7)</td>
</tr>
</tbody>
</table>

Triage Urgency

Based on a user’s symptom presentation, the symptom checker chatbot offered eight levels of triage advice, which were grouped into three levels of acuity (Table 3). Among the 26,646 assessments, 5323 (20.0%) directed the user to low acuity care, 13,600 (51.0%) directed the user to medium acuity care, and 7723 (29.0%) directed the user to high acuity care. The most common triage advice was to seek same-day medical care (Table 3).

Table 3. Advice and triage acuity levels of the assessments provided by the symptom checker (N=26,646).

<table>
<thead>
<tr>
<th>Acuity level and advice</th>
<th>Count (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>7723 (29.0)</td>
</tr>
<tr>
<td>Call an ambulance</td>
<td>1796 (6.7)</td>
</tr>
<tr>
<td>Seek emergency care</td>
<td>3703 (13.9)</td>
</tr>
<tr>
<td>Seek medical advice within 4 hours</td>
<td>2224 (8.3)</td>
</tr>
<tr>
<td>Medium</td>
<td>13,600 (51.0)</td>
</tr>
<tr>
<td>Seek medical advice within the same day</td>
<td>7299 (27.4)</td>
</tr>
<tr>
<td>Seek medical advice within 2-3 days</td>
<td>6301 (23.6)</td>
</tr>
<tr>
<td>Low</td>
<td>5323 (20.0)</td>
</tr>
<tr>
<td>Seek medical advice from a pharmacy</td>
<td>3433 (12.9)</td>
</tr>
<tr>
<td>Seek medical advice in 2-3 weeks</td>
<td>1617 (6.1)</td>
</tr>
<tr>
<td>Safely manage at home</td>
<td>273 (1.0)</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

This study is one of the first published studies of the triage recommendations of an AI-driven symptom checker chatbot generated by a US-based patient population. Over a 9-month period, we saw robust use, particularly from younger and female users. Just under half of the assessments were completed outside of typical physician office hours, suggesting that there is a significant number of low-acuity concerns for which tailored guidance is not easily accessible during off-hours.

Understanding the user demographics of a symptom checker tool is an important milestone before subsequent, more nuanced questions can be answered. For example, there is a recognized need to study whether the use of symptom checkers augments patients’ understanding and management of their illnesses, commonly described as “health literacy” [8]. Baseline health literacy, however, varies across patient demographics (including age) [11], and it must be taken into account when evaluating symptom checkers. Furthermore, health systems concerned about a widening “digital divide” driven by expanded virtual care options [12] rely on demographic information to identify and support patients who prefer to receive care through traditional channels.

This study is unique from previous work in that we assess the use of a symptom checker that has been deployed in partnership with a brick-and-mortar health system. Patient uncertainty about symptom checkers is recognized [13], and collaboration with a familiar health delivery mechanism could potentially improve patient engagement. To this end, our results show substantial use by older users (13.1% of users were aged 60 years and older), who are not typically considered to be heavy users of web-based tools. Furthermore, symptom checkers have been theorized to serve as surrogates for physician advice for patients who lack access to care [13]. Our population, however, is
predominately part of the Sutter Health care network; thus, they are using the symptom checker in conjunction with available in-person care options.

**Comparison With Prior Work**

A prior study of web-based symptom checkers found that users were predominantly female and had a mean age of 40 years [6]. This suggests that our symptom checker users are similar to users of other symptom checker tools, although skewing slightly younger. This younger age skew may be due to the promotion of the symptom checker chatbot by Sutter Health through predominately digital channels (eg, emails, website banners, digital newsletters), which may have created disproportionate awareness of the tool among patients who already use digital tools and are thus likely to be younger.

In previous studies, the triage recommendations of US-based nurse triage telephone lines reported high acuity recommendations in 19.7%-48.6% of calls versus 28.9% in the current study, medium acuity in 28%-48.2% of calls versus 50.9% in our study, and low acuity in 24%-36% of calls versus 20.1% in our study [14-16]. Accordingly, the distribution of the acuity of triage recommendations from the symptom checker chatbot appears to be generally comparable to that of US-based nurse triage telephone lines. These results are encouraging for the movement toward triage automation, which would enable the reallocation of clinicians to roles that better leverage their extensive training and would potentially improve health care staffing shortages.

**Limitations**

Limitations of this study include a potential lack of applicability to other symptom checkers, given that the results are wholly dependent on the configuration of a single symptom checker. The results were also influenced by the interest in digital health tools of a single geographic population; thus, they may not be nationally generalizable. True appropriateness of the triage recommendations cannot be assessed without patient-level comparisons against the existing gold standard of clinician-staffed triage telephone lines, and further research is needed to evaluate the diagnostic accuracy of the tool. Finally, although access to the symptom checker was provided through the Sutter Health webpage, use of the checker did not require any login or verification of affiliation with the Sutter Health care network; therefore, non-Sutter Health patients may have been included in our results. However, this use by non-Sutter Health patients is thought to be minimal because the Ada Health symptom checker chatbot is freely available elsewhere on the web, and navigating through the Sutter Health webpage requires additional steps that are not likely to be taken by the general population.

**Conclusions**

This study is one of the first published studies of the triage recommendations of an AI-driven symptom checker chatbot generated by a US-based patient population. Users of the chatbot were broadly representative of the general population of our region, although they skewed toward younger and female users. Our results suggest that the triage recommendations are acceptable; however, future research is needed to evaluate the medical accuracy of digital symptom assessment tools. While the recent emergence of COVID-19 and the need to take social distancing precautions may cause greater reliance on such tools, it is important to take an evidence-based approach to their deployment.
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Abstract

Background: The effect of computer- or human-delivered personalized feedback on the effectiveness of web-based behavior change platforms for weight loss is unclear.

Objective: We aimed to compare the effectiveness of a web-based behavior change intervention personalized through either computerized or human-delivered feedback with a nonpersonalized intervention in promoting weight loss in community-based adults with overweight or obesity.

Methods: This pragmatic, 3-group, parallel-arm, randomized trial recruited students and staff in a Brazilian public university who were aged 18 to 60 years, had a BMI of ≥25 kg/m², and were not pregnant. Participants were allocated to one of 3 groups: platform only (24-week behavior change program delivered using a web platform with personalized computer-delivered feedback), platform plus coaching (same 24-week web-based behavior change program plus 12 weeks of personalized feedback delivered online by a dietitian), or waiting list (nonpersonalized dietary and physical activity recommendations delivered through an e-booklet and videos). Self-reported weight at 24 weeks was the primary outcome. Changes in dietary and physical activity habits within 24 weeks were secondary outcomes.

Results: Among the 1298 participants, 375 (28.89%) were lost to follow-up. In the intention-to-treat analysis, the platform-only and platform plus coaching groups had greater mean weight loss than the waiting-list group at 24 weeks (–1.08 kg, 95% CI –1.41 to –0.75 vs –1.57 kg, 95% CI –1.92 to –1.22 vs –0.66 kg, 95% CI –0.98 to –0.34, respectively). The platform-only and platform plus coaching groups, compared with the waiting list group, had a greater increase in the consumption of vegetables (3%, 95% CI 1% to 6% vs 5%, 95% CI 2% to 8% vs –3%, 95% CI –5% to 0%) and fruits (9%, 95% CI 6% to 12% vs 6%, 95% CI 2% to 9% vs 2%, 95% CI 0% to 6%) and a larger reduction in ultraprocessed food intake (–18%, 95% CI –23% to –13% vs –25%, 95% CI –30% to –20% vs –12%, 95% CI –16% to –8%). Changes in physical activity did not differ across the groups. Engagement was higher in the platform plus coaching group than in the platform-only group (7.6 vs 5.2 completed sessions; P=.007). Longer usage of the platform was associated with clinically meaningful (≥5%) weight loss (odds ratio 1.02, 95% CI 1.01 to 1.04).
Conclusions: The web-based behavior change programs with computer- and human-delivered personalized feedback led to greater, albeit small-magnitude, weight loss within 24 weeks. Improvement in multiple dietary habits, but not physical activity, were also greater in the personalized programs compared with the nonpersonalized one. The human-delivered personalized feedback by the online dietitian coach increased user engagement with the program and was associated with a significantly higher chance of clinically meaningful weight loss.

Trial Registration: ClinicalTrials.gov NCT03435445; https://clinicaltrials.gov/ct2/show/NCT03435445

International Registered Report Identifier (IRRID): RR2-10.2196/10.1186/s12889-018-5882-y

(KEYWORDS)

obesity; overweight; healthy eating; diet; digital health; web platform; online coaching; personalized web interventions

Introduction

Obesity is associated with a range of health complications and might lead to increased mortality [1]. Interventions that target healthy diet and physical activity behaviors are the cornerstones of weight management. Despite their limited success, particularly for weight loss maintenance in the long term, these interventions remain pivotal due to their additional benefits, such as diabetes and premature mortality prevention [2].

The World Health Organization estimates that 39% of adults worldwide are overweight and 13% are obese [3]. This prevalence translates into 650 million adults with obesity worldwide, which means that reducing overweight and obesity are key public health challenges. Interventions across different levels—individual, interindividual (social support by family and close relationships), and environmental—are essential to tackle the obesity epidemic [4]. However, the delivery of individual interventions, such as weight counseling within primary care, faces several barriers. System capacity, lack of confidence and knowledge among health professionals, uncomfortable feelings among people living with excessive weight about discussing the issue, and the limited timely access to health professionals such as dietitians are some of the challenges the health system faces in tackling obesity at the individual level [5].

In this context, digital health, which is defined as the use of information and communication technologies for health improvement, and particularly web-based programs, have the potential to reach a large number of people and be widely accessible and cost-effective [6]. Affordability, anonymity, and opportunity are additional advantages of web-based weight loss programs in comparison with traditional face-to-face interventions [7]. Despite all these potential benefits, results have been heterogeneous in regard to weight loss results. In a recent systematic review, we found that behavior change interventions delivered exclusively through the web led to clinically small benefits in the short term and no significant long-term weight loss when compared with offline interventions in overweight and obese adults [8]. This seems to be related to low long-term adherence to web-delivered weight loss interventions, similar to the problems faced by face-to-face interventions.

Understanding the multiple dimensions of behavior may be the key to improving adherence to and impact of behavior change interventions. The Behavior Change Wheel model identifies individual capability, opportunity, and motivation as interconnected dimensions of behavior that should be addressed for change [9]. This model translates well into the concept of personalized applications, in which users’ interactions with the application changes the experience and pathway to behavior change. In digital applications, personalization is usually enabled by algorithms but also by human-based guidance [10]. Health professional guidance, called “coaching” here, has been shown effective for behavior change in chronic obstructive pulmonary disease care [11] and heart failure improvement [12].

We aimed to investigate the impact of a personalized digital health behavior change intervention delivered exclusively via the web with and without online dietitian coaching on weight loss and on dietary and physical activity habits of people with overweight and obesity in the community compared with a minimal nonpersonalized intervention via the web. We also aimed to understand user engagement with the program.

Methods

Trial Design

The Online Platform for Healthy Weight Loss (POEmaS, from the abbreviation in Portuguese) study has been registered on ClinicalTrials.gov (NCT03435445), and the protocol with details of the intervention has been published elsewhere [13]. In brief, we conducted a 3-arm (1:1:1), parallel, randomized controlled trial, which recruited university students and staff in the Universidade Federal de Minas Gerais in Brazil. We used a pragmatic approach, with enrollment and outcomes assessment being exclusively online.

Participants and Recruitment

University students and staff were invited through banners, posters, and mass media emails from September 25, 2017, to October 24, 2017. Participants were instructed to access a website, where they were informed about the aims of the study, inclusion criteria (aged 18 to 60 years, BMI ≥25 kg/m², intention to lose weight through a behavior change program, and web access), and exclusion criteria (pregnancy, participation in any other weight loss program, or presence of conditions that demand specific dietary or physical activity recommendations, such as diabetes, heart failure, coronary artery disease, kidney disease, hepatic disease, cancer, phenylketonuria, celiac disease, food allergies, or bariatric surgery history).

https://www.jmir.org/2020/11/e17494
**Randomization and Allocation**

Those who were eligible were allocated to one of 3 study groups using a stratified randomized block design by sex and category of body mass index (25 to <30 or ≥30 kg/m²) using blocks of variable length (either 3 or 6). Then, participants received an email with information about the activities available to the group they were allocated to. The random allocation sequence and the algorithm for randomization were developed by a team of information technology specialists that did not participate in the recruitment or assessment processes. Those who did not complete the questionnaires about dietary and physical activity habits during the onboarding process could not proceed to the use of the platform.

**Study Groups**

A detailed description of the rationale for the development of the intervention can be found elsewhere [14]. The waiting-list (control) group received a nonpersonalized minimal intervention based on dietary and physical activity recommendations delivered through a downloadable e-booklet and four 5-minute videos with information about health consequences of obesity, healthy dietary recommendations, healthy physical activity recommendations, and daily life strategies for the adoption of healthy behaviors. These resources were available to participants of this group through the platform from the beginning of the trial and could be accessed at any time. Moreover, like the intervention groups, this group received emails reminding them to report their weight and habits through the platform at 12 and 24 weeks after the trial baseline. By the end of the trial, these participants gained access to the weight loss program delivered through the web platform. This platform was adapted from a commercial software that has been used for multiple workforce behavior change and wellness interventions in Brazil.

The platform-only group was given access to a weight loss program delivered through the web-based platform. The program was based on diet [15] and physical activity [16] guidelines and on the Behavior Change Wheel model [9]. It comprised a total of 24 weekly sessions (12 weeks of an intensive program and 12 weeks of a maintenance program). The behavior change techniques (BCTs) [17] that were applied to address the capability, opportunity, and motivation of the participants in this group compared with the other groups can be seen in Multimedia Appendix 1. These BCTs were delivered using a range of software functionalities, such as short educational readings and videos, graphical and interactional tools, qualitative and quantitative (food diary) dietary monitoring, physical activity self-monitoring tasks, interactive games that created opportunities to invite friends and adopt healthy habits in daily life, and an online social network embedded in the platform and moderated by physicians and dietitians. Personalized feedback generated by a computational algorithm that took into account the goals set by each participant and the data on habits reported by the participant in initial questionnaires and through the self-monitoring tools was provided to participants from the fourth week of the intervention. This personalized feedback comprised feedback on behaviors and suggestions of strategies to improve their success in accordance with their individual goals. Furthermore, the platform suggested different modes of interaction (texts, social interaction, challenges) according to patterns of use during the first 4 weeks.

The platform and coaching group followed the same 24-week weight loss program delivered by the platform plus a 12-week initial course of online personalized education and feedback by a dietitian. The interactions between the participant and the dietitian could be initiated by either side through a private forum embedded in the platform. There was no limit to the amount of contact between them.

Although all groups received similar information about the target behaviors, there were substantive differences between the interventions received by the waiting-list group and the platform groups regarding the mode of delivery of the information and promotion of behavior change (Multimedia Appendix 1). An example of how the platform delivered the behavior change techniques can be demonstrated by the target behavior of increasing the intake of vegetables. The control group received information on the health consequences of this habit and instructions on the how to adopt this behavior through videos and recipes in the e-booklet. The capability of the groups using the platform was addressed through similar recommendations with short texts and videos. In addition, to address opportunity, these groups also received vegetable-rich recipes through the platform around the time of their main meals and were given challenges to post photos of vegetable-rich meals on the social media network. To enhance their motivation for this specific behavior, they scored points on their health score each time they reported vegetable intake on the data input tools on the platform or when they posted a photo in reference to a related challenge. An algorithm enabled them to receive tailored messages of feedback on that specific behavior based on the data they had input on the platform over the previous 4 weeks. Suggestions of resources available on the platform that could help them achieve their goals were also part of the feedback. For the platform plus coaching group, this process was enhanced by personalized feedback from the dietitian through a private chat forum.

The feedback provided by the coach included a review about the participant’s goal setting for behaviors and outcomes. Moreover, the dietitian specifically promoted self-monitoring of behaviors and outcomes, as well as emotional social support. When the participant had completed a food diary, the dietitian provided individualized feedback and informative social support regarding dietary quality and quantity. Reflective motivation was addressed by the development of action plans and problem-solving strategies pertinent to the individual’s circumstances. Prescribed responses to common topics were also used by the dietitian for feedback.

**Outcome Measures**

We adopted a pragmatic approach by considering a real-world telehealth context and used self-reported (rather than measured) weight and BMI changes as the primary outcomes of the study. Weight reporting was required during baseline, and participants were encouraged through messages on the platform to continuously report it for the duration of the study. A validation study was conducted with a random sample of 12.5% of the study population to investigate the agreement between
anthropometric measures that were self-reported by the participants and those that were measured by a trained research team using standardized and validated methods. Differences between self-reported and measured weight and BMI were clinically small and statistically nonsignificant, which led to high agreement between the self-reported weight and BMI and the measured anthropology [18].

As secondary outcomes, the number of daily vegetable and fruit portions and the weekly consumption of sweetened beverages and ultraprocessed foods that were reported over the platform after 24 weeks were assessed through the Brazilian food frequency questionnaire (questionario de frequência alimentar) [19]. Moderate and vigorous physical activity was assessed by the Brief Physical Activity Assessment Questionnaire [20].

Outcomes assessors were blinded to group allocation.

**Sample Size**

Based on 90% power to detect a significant difference of a 4 kg weight loss between groups, assuming the SD of weight would be 6.0 and using a 2-sided significance level of .05 and a 40% attrition rate, a sample size of 90 participants was calculated for each group [21].

**Data Analysis**

Intention-to-treat analysis was performed for the primary outcomes at 12 and 24 weeks and for the secondary outcomes at 24 weeks. Analysis of covariance was used to test for differences in weight and BMI loss between groups at each time point, adjusted for treatment group as the predictor variable of interest and weight at baseline as a covariate. Statistical significance of the primary efficacy analysis (at 12 and 24 weeks) was adjusted for multiple testing procedures (Bonferroni). Analyses of the secondary outcomes were set at 24 weeks and used a 2-sided .05 significance level. Sensitivity analysis according to BMI (25-29.9 kg/m² and ≥30 kg/m²) was performed.

Although not planned in the research protocol, due to the high number of missing values for the primary outcome, we performed multiple imputation by fitting logistic and linear regression models with both the predictors and the outcome as well as with other variables regarded as important to explain the missing values [19]. This procedure generated 5 complete data sets, which were used to estimate the association between group allocation and primary and secondary outcomes.

We compared clinically meaningful weight loss, defined as a ≥5% loss, weight stability (~5% to 5% difference), and weight gain (≥5% gain) across groups using chi-square tests. To investigate the association between adherence and clinically meaningful weight loss, we performed binary logistic regression with weight loss ≥5% (no or yes) at 24 weeks as the response variable and number of accesses to the platform, group (platform or platform plus coach), initial weight, and gender as covariates.

Data preprocessing and statistical analysis were done using the Python packages Pandas [22] and SciPy [23]. Multiple imputation was performed using IBM SPSS (version 18; IBM Corp).

**Ethics**

The study was approved by the Ethics Committee of the Universidade Federal de Minas Gerais (CAAE: 73545717.5.0000.5149). All participants signed an online informed consent form prior to recruitment.

**Results**

**Participant Characteristics**

A total of 3745 participants were assessed for eligibility, and 1298 were allocated to one of the 3 arms. This number is considerably higher than the sample size calculated for the study (n=270). We attribute this to a very successful recruitment process, which involved a mass communication strategy. Knowing from previous studies that interventions for weight loss, including web-based interventions, are usually associated with high dropout rates [8], we decided to increase our team capacity and resources to follow up with this higher number of participants. Across all groups, 375 of the 1298 participants (28.89%) were lost to follow-up. Participant workflow can be seen in Figure 1 and participants’ characteristics at baseline (N=1298) can be seen in Table 1.
Figure 1. CONSORT flow diagram for the POEmaS randomized controlled trial. CONSORT: Consolidated Standards of Reporting Trials; POEmaS: Online Platform for Healthy Weight Loss.
Table 1. Participants’ characteristics at baseline.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (n=1298)</th>
<th>Waiting list (control) (n=470)</th>
<th>Platform only (n=420)</th>
<th>Platform and coaching (n=408)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (kg), mean (95% CI)</td>
<td>82.8 (81.9-83.6)</td>
<td>82.6 (81.3-84.0)</td>
<td>83.4 (81.7-85.0)</td>
<td>82.3 (80.8-83.7)</td>
</tr>
<tr>
<td>Age (years), mean (95% CI)</td>
<td>33.6 (33.0-34.2)</td>
<td>33.4 (32.4-34.4)</td>
<td>34.4 (33.4-35.6)</td>
<td>33.0 (31.9-34.0)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (95% CI)</td>
<td>29.89 (29.66-30.13)</td>
<td>29.73 (29.37-30.08)</td>
<td>30.12 (29.67-30.58)</td>
<td>29.85 (29.44-30.26)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>996 (76.7)</td>
<td>362 (77.0)</td>
<td>315 (75.0)</td>
<td>319 (78.2)</td>
</tr>
<tr>
<td>Vegetable intake(^a), mean (95% CI)</td>
<td>3.1 (3.1-3.2)</td>
<td>3.1 (3.0-3.2)</td>
<td>3.1 (3.0-3.2)</td>
<td>3.1 (3.0-3.2)</td>
</tr>
<tr>
<td>Fruit intake(^a), mean (95% CI)</td>
<td>2.8 (2.7-2.8)</td>
<td>2.8 (2.7-2.9)</td>
<td>2.7 (2.6-2.8)</td>
<td>2.8 (2.7-2.9)</td>
</tr>
<tr>
<td>Whole grains intake(^a), mean (95% CI)</td>
<td>1.8 (1.7-1.8)</td>
<td>1.7 (1.6-1.9)</td>
<td>1.7 (1.6-1.9)</td>
<td>1.8 (1.7-1.8)</td>
</tr>
<tr>
<td>Ultraprocessed foods(^a), mean (95% CI)</td>
<td>2.7 (2.7-2.8)</td>
<td>2.8 (2.7-2.9)</td>
<td>2.7 (2.6-2.8)</td>
<td>2.8 (2.6-2.8)</td>
</tr>
<tr>
<td>Sweetened beverages(^a), mean (95% CI)</td>
<td>1.8 (1.7-1.9)</td>
<td>1.8 (1.7-1.9)</td>
<td>1.8 (1.7-1.9)</td>
<td>1.8 (1.7-1.9)</td>
</tr>
<tr>
<td>Moderate physical activity(^b), mean (95% CI)</td>
<td>2.4 (2.2-2.6)</td>
<td>2.6 (2.4-2.8)</td>
<td>2.9 (2.5-3.0)</td>
<td>1.8 (1.6-2.0)</td>
</tr>
<tr>
<td>Vigorous physical activity(^b), mean (95% CI)</td>
<td>1.3 (1.1-1.8)</td>
<td>1.5 (1.1-1.8)</td>
<td>1.6 (1.3-2.0)</td>
<td>0.6 (0.4-1.3)</td>
</tr>
</tbody>
</table>

**Stages of change for physical activity\(^c\), n (%)**

<table>
<thead>
<tr>
<th></th>
<th>Total (n=1298)</th>
<th>Waiting list (control) (n=470)</th>
<th>Platform only (n=420)</th>
<th>Platform and coaching (n=408)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precontemplation</td>
<td>46 (3.9)</td>
<td>19 (4.0)</td>
<td>12 (2.9)</td>
<td>15 (3.7)</td>
</tr>
<tr>
<td>Contemplation</td>
<td>435 (36.7)</td>
<td>146 (31.1)</td>
<td>163 (38.8)</td>
<td>126 (30.9)</td>
</tr>
<tr>
<td>Preparation</td>
<td>276 (23.4)</td>
<td>86 (18.3)</td>
<td>96 (22.9)</td>
<td>94 (23.0)</td>
</tr>
<tr>
<td>Action</td>
<td>256 (21.7)</td>
<td>86 (18.3)</td>
<td>79 (18.8)</td>
<td>91 (22.3)</td>
</tr>
<tr>
<td>Maintenance</td>
<td>169 (14.3)</td>
<td>81 (17.2)</td>
<td>45 (10.7)</td>
<td>43 (10.5)</td>
</tr>
</tbody>
</table>

\(^a\) Measured in servings per day.

\(^b\) Measured as days per week exercising for more than 10 minutes.

\(^c\) Precontemplation=not intending to engage in physical activity within 6 months; contemplation=intending to engage in physical activity within 6 months; preparation=intending to engage in physical activity within 30 days; action=physically active for less than 6 months; maintenance=physically active for more than 6 months.

**Primary Outcomes**

The absolute weight loss and BMI loss at 12 weeks were higher in the platform groups than in the waiting-list group, and there was no difference between the intervention groups (Table 2). At 24 weeks, weight loss and BMI loss were superior in the platform plus coaching group in comparison with the waiting-list group. A minimum 5% weight loss occurred more frequently in the platform-only (83/420, 19.8%) and platform plus coaching (64/408, 15.7%) groups than in the waiting-list group (61/270, 13.0%; \(P=.001\)), as seen in Figure 2. These results did not change when participants with overweight and obesity were analyzed separately (Multimedia Appendices 2 and 3) or when analysis included only participants with two or more weight reports (ie, no multiple imputation performed) (Multimedia Appendix 4).
Table 2. Primary outcomes after 12 and 24 weeks of follow-up according to intention-to-treat analysis.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Waiting list, mean (95% CI) (n=470)</th>
<th>Platform only, mean (95% CI) (n=420)</th>
<th>Platform plus coaching, mean (95% CI) (n=408)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>12 weeks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>82.06 (80.71 to 83.42)</td>
<td>82.23 (80.58 to 83.89)</td>
<td>80.88 (79.42 to 83.35)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Weight change (kg)</td>
<td>-0.56 (−0.83 to −0.30)</td>
<td>-1.14 (−1.42 to −0.85)</td>
<td>-1.36 (−1.65 to −0.80)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>29.52 (29.15 to 29.89)</td>
<td>29.71 (29.25 to 30.18)</td>
<td>29.36 (28.93 to 29.78)</td>
<td>N/A</td>
</tr>
<tr>
<td>BMI change (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>-0.20 (−0.30 to −0.11)</td>
<td>-0.41 (−0.51 to −0.31)</td>
<td>-0.50 (−0.60 to −0.39)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>24 weeks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>81.97 (80.62 to 83.32)</td>
<td>82.29 (80.66 to 83.92)</td>
<td>80.68 (79.22 to 82.15)</td>
<td>N/A</td>
</tr>
<tr>
<td>Weight change (kg)</td>
<td>-0.66 (−0.98 to −0.34)</td>
<td>-1.08 (−1.41 to −0.75)</td>
<td>-1.57 (−1.92 to −1.22)</td>
<td>.001</td>
</tr>
<tr>
<td>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>29.49 (29.12 to 29.86)</td>
<td>29.74 (29.29 to 30.20)</td>
<td>29.29 (28.86 to 29.72)</td>
<td>N/A</td>
</tr>
<tr>
<td>BMI change (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>-0.24 (−0.35 to −0.12)</td>
<td>-0.38 (−0.50 to −0.26)</td>
<td>-0.56 (−0.69 to −0.43)</td>
<td>.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values based on comparisons across the 3 groups by analysis of covariance. For weight change at 12 weeks, P value for comparison between groups A (waiting list) and B (platform only) was .01, between groups A and C (platform plus coaching) was <.001, and between groups B and C was .80. For weight change at 24 weeks, P value for comparison between groups A and B was .23, between groups A and C was <.001, and between groups B and C was .14. For BMI change at 12 weeks, P value for comparison between groups A and B was .01, between groups A and C was <.001, and between groups B and C was .75. For BMI change at 24 weeks, P value for comparison between groups A and B was .28, between groups A and C was .001, and between groups B and C was .80.

<sup>b</sup>N/A: not applicable

Figure 2. Clinically meaningful weight loss, stability, and gain per group at 24 weeks.

Secondary Outcomes
Both the platform-only and the platform plus coaching group had a greater increase in vegetable and fruit intake and a greater reduction in ultraprocessed food intake at 24 weeks in comparison with the control group. The reduction in sweetened beverage consumption was higher in the platform plus coaching group than in the platform-only group. Changes in other dietary habits and in moderate and physical activity duration were not different across groups (Table 3).
Table 3. Dietary and physical activity habits at 24 weeks and percent change from baseline (95% CI) across study groups.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Waiting list (control), mean (95% CI)</th>
<th>Platform only, mean (95% CI)</th>
<th>Platform plus coaching, mean (95% CI)</th>
<th>P value^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vegetable intake (servings/day)</td>
<td>3.1 (3.0 to 3.2)</td>
<td>3.2 (3.1 to 3.3)</td>
<td>3.3 (3.2 to 3.4)</td>
<td>N/A^b</td>
</tr>
<tr>
<td>Vegetable intake change^c</td>
<td>−3 (−5 to 0)</td>
<td>3.0 (1 to 6)</td>
<td>5 (2 to 8)</td>
<td>.001</td>
</tr>
<tr>
<td>Fruit intake (servings/day)</td>
<td>2.9 (2.8 to 2.9)</td>
<td>3.0 (2.9 to 3.0)</td>
<td>2.9 (2.9 to 3.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Fruit intake change^c</td>
<td>2 (−0 to 6)</td>
<td>9 (6 to 12)</td>
<td>6 (2 to 9)</td>
<td>.02</td>
</tr>
<tr>
<td>Whole grains (servings/day)</td>
<td>1.8 (1.7 to 1.9)</td>
<td>1.8 (1.7 to 1.9)</td>
<td>1.7 (1.6 to 1.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Whole grains change^c</td>
<td>3 (−2 to 9)</td>
<td>2 (−1 to 10)</td>
<td>−5 (−12 to 2)</td>
<td>.11</td>
</tr>
<tr>
<td>Ultraprocessed foods (servings/day)</td>
<td>2.5 (2.4 to 2.6)</td>
<td>2.3 (2.2 to 2.4)</td>
<td>2.2 (2.1 to 2.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Ultraprocessed foods change^c</td>
<td>−12 (−16 to −8)</td>
<td>−18 (−23 to −13)</td>
<td>−25 (−30 to −20)</td>
<td>.005</td>
</tr>
<tr>
<td>Sweetened beverages (servings/day)</td>
<td>1.7 (1.6 to 1.8)</td>
<td>1.8 (1.7 to 1.9)</td>
<td>1.6 (1.5 to 1.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Sweetened beverages change^c</td>
<td>−6 (−12 to 0)</td>
<td>0 (−5 to 7)</td>
<td>−14 (−21 to −8)</td>
<td>.008</td>
</tr>
<tr>
<td>Moderate activity duration^d</td>
<td>2.4 (2.2 to 2.6)</td>
<td>2.7 (2.4 to 2.9)</td>
<td>2.3 (2.1 to 2.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Moderate activity duration change^e</td>
<td>−15 (−25 to −3)</td>
<td>−4 (−13 to −5)</td>
<td>23 (9 to 37)</td>
<td>.21</td>
</tr>
<tr>
<td>Vigorous activity duration^d</td>
<td>1.3 (0.9 to 1.8)</td>
<td>1.6 (1.1 to 2.2)</td>
<td>1.1 (0.6 to 1.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Vigorous activity duration change^e</td>
<td>−14 (−28 to 0)</td>
<td>2 (−9 to 13)</td>
<td>4 (−18 to 11)</td>
<td>.19</td>
</tr>
</tbody>
</table>

^aP value based on analysis of covariance. For vegetable intake change, difference between groups A (waiting list) and B (platform only) was .03, between groups A and C (platform plus coaching) was .001, and between groups B and C was .71. For fruit intake change, difference between groups A and B was .01, between groups A and C was .49, and between groups B and C was .47. For ultraprocessed food intake change, difference between groups A and B was .35, between groups A and C was .003, and between groups B and C was .28. For sweetened beverage intake change, difference between groups A and B was .35, between groups A and C was .26, and between groups B and C was .01.

^bN/A: not applicable.

^cPercent change in servings per day from baseline.

^dMeasured as days per week exercising for more than 10 minutes.

^ePercent change in number of days per week from baseline.

Engagement

The mean number of sessions completed was 5.2 (95% CI 4.1-6.3) and 7.6 (95% CI 6.0-9.1) for the platform-only group and the platform plus coaching group, respectively (P=.007). Participants’ interactions with the platform showed considerable initial attrition, which can be verified by the large number of participants who completed only 1 session: 126 of 420 (30.0%) in the platform-only and 97 of 408 (23.7%) in the platform plus coaching group. The number of participants who completed sessions at 12 and 24 weeks across all groups is shown in Figure 3. Except for whole grain intake, which was higher among completers, baseline characteristics of completers and noncompleters did not differ (Multimedia Appendix 5).

Functionalities that delivered self-monitoring of behavior and social support were the most accessed ones in both groups, with a higher mean access rate of the latter by the platform plus coaching group (48.7 times, 95% CI 37.8-59.6 vs 32.5 times, 95% CI 25.0-39.9; P=.02). The use of each platform functionality and the corresponding behavior change techniques delivered by the functionality are displayed in Table 4.

The total number of sessions completed by the participants was independently associated with clinically significant weight loss (≥5%) at 24 weeks (odds ratio 1.02, 95% CI 1.01-1.04) when adjusted for initial weight, study group (platform or platform plus coaching), and gender.
Figure 3. Number of participants completing sessions per group (group B is the platform-only group and group C is the platform plus coaching group) over 24 weeks.

Table 4. Number of accesses to platform functionalities and the corresponding behavior change techniques between the platform-only and platform plus coaching groups.

<table>
<thead>
<tr>
<th>Platform functionality (BCTs&lt;sup&gt;a&lt;/sup&gt;)</th>
<th>Platform only, mean (95% CI)</th>
<th>Platform plus coaching, mean (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight report (self-monitoring of outcome of behavior)</td>
<td>2.7 (2.3-3.1)</td>
<td>3.3 (2.5-4.1)</td>
<td>.21</td>
</tr>
<tr>
<td>Behavior report (self-monitoring of behavior)</td>
<td>49.7 (27.1-72.3)</td>
<td>72.1 (43.5-100.6)</td>
<td>.23</td>
</tr>
<tr>
<td>Profile (goal setting of outcome; review outcome goals; feedback on behavior)</td>
<td>7.1 (5.6-8.5)</td>
<td>7.8 (6.2-9.5)</td>
<td>.49</td>
</tr>
<tr>
<td>Small texts (action planning; instruction on how to perform the behavior; information about antecedents, health consequences, and emotional consequences; reduce negative emotions; verbal persuasion about capability; restructuring the social environment)</td>
<td>5.8 (4.9-6.7)</td>
<td>5.9 (5.0-6.8)</td>
<td>.85</td>
</tr>
<tr>
<td>Challenges and gamification resources (problem solving; restructuring the social environment; avoidance and reducing exposure to cues for the behavior; imaginary reward)</td>
<td>0.2 (0.1-0.2)</td>
<td>0.2 (0.1-0.2)</td>
<td>.91</td>
</tr>
<tr>
<td>Online social network (unspecified, practical, and emotional social support; avoidance and reducing exposure to cues for the behavior)</td>
<td>32.5 (25.0-39.9)</td>
<td>48.7 (37.8-59.6)</td>
<td>.02</td>
</tr>
</tbody>
</table>

<sup>a</sup>BCT: behavior change technique.

Discussion

Primary and Secondary Outcomes

Weight and BMI loss were greater after 12 weeks and 24 weeks in the groups using the platform (with or without coaching) than in the group receiving a minimal intervention. The magnitude of weight loss (<2 kg) across the groups was small, which is similar to mean differences found in recent meta-analyses, in which weight loss programs delivered through the web were compared with face-to-face or to no interventions for people with overweight or obesity [8,24]. However, clinically meaningful weight loss (≥5%) was significantly more common in the platform groups with personalized feedback (83/420, 19.8% of the platform-only group and 64/408, 15.7% of the platform plus coaching group) than in the control group that received a nonpersonalized intervention (61/470, 13.0%). Moreover, compared with the control group, ultraprocessed food and sweetened beverage consumption in the platform groups decreased, while vegetable and fruit intake increased. This is a very positive result because only about 34.7% of Brazilian adults consume 5 or more servings per day of vegetables and fruits [25]. The importance of these results is
also related to the fact that health benefits associated with vegetable and fruit consumption are independent of weight loss [26]. The superiority of the platform groups compared with the control group for both primary and secondary outcomes suggests that different behavior change techniques that address capability, opportunity, and motivation have a greater effect on promoting dietary behavior change and weight loss than a nonpersonalized focus on capability only [27].

Although our study design cannot point to which BCTs explain the difference in effectiveness across the groups, the BCTs of social support, personalized feedback, and self-monitoring of behaviors, which only the platform groups received, were important intervention differences. The efficacy of these BCTs in promoting weight loss has been reported by other studies [28].

Similar to other studies, there was no difference in short-term weight loss [29] and in changes in diet and physical activity between the group that received computer-based personalized feedback (platform only) and the group that also received the human-delivered personalized feedback (platform plus coaching). Despite this lack of differences in the outcomes, the addition of a health professional coaching service increased platform usage. This suggests that the feeling of having a human factor [10,30] or of being supervised [31] increases engagement, which might be particularly important for long-term weight maintenance [29].

Engagement

User engagement results were similar to other large-scale weight loss interventions via the web [8]. Most of the losses to follow-up occurred at the beginning of the intervention across all groups, particularly in the waiting-list group (152/470, 32.3%). The study design mimicked real-world recruitment and usage conditions. In this sense, participants received email reminders to report their weight but not to use the platform, and there were no financial incentives or contact between the research team and the participants. The broad recruitment strategy led to the enrollment of a large proportion of individuals who were probably not predisposed to engage, as suggested by the high proportion of individuals (481/1298, 37.06% across all groups) who reported being on the precontemplation or contemplation stage of change for physical activity, according to the transtheoretical model–based questionnaire given to all participants at baseline (Table 1). A recruitment based on the stages of readiness to change for weight loss might have yielded different results [32]. Moreover, the mandatory completion of questionnaires in the dashboard before being able to use the platform and the technical issues in the beginning of the intervention (despite being promptly corrected) might have contributed to the loss of participants who were not highly motivated.

Our results also suggest that adherence to the behavior change intervention is key to the weight loss outcome. Our analysis showed that each additional session completed by participants was associated with a 2% increase (95% CI 1%-4%) in the chance of achieving clinically significant weight loss at 24 weeks. This demonstrates that engagement is a key factor for the success of online interventions, as reported by other studies, including those for long-term weight maintenance [10,33,34].

Implications to Practice

The intervention delivery package, which involved broad recruitment and few follow-up visit requirements, mimics the conditions of a low-demand telehealth intervention in communities (rather than for patients in specific health care settings). In this context, a behavior change program delivered through a web platform might be an effective solution for public health interventions that promote weight loss and increased fruit and vegetable intake in the short term.

The inclusion of a human-based personalization strategy using an online dietician coach did not appear to be more effective than the computer-based personalization strategy after 6 months of follow-up. This suggests that web platforms enhanced by algorithm-generated personalized feedback might be a good strategy for tackling overweight and obesity through lifestyle habit changes in the short term. This can be particularly useful in contexts in which the demand for professionals to support people with excessive weight cannot be met. However, since the human-delivered feedback led to higher rates of engagement and longer use of the platform, the human-delivered feedback strategy might be useful for participants with a high risk of abandoning the program, such as those reporting low levels of preintervention motivation or with multiple weight loss attempts [31].

Strengths and Limitations

The large scale of this clinical trial (1298 participants) and its pragmatic nature are main strengths of this study. To our best knowledge, this is the largest trial evaluating health professional coaching for behavior change in a large and diverse group of participants recruited in the community. Such scale was only possible with an open recruitment strategy, which reduces the barrier for enrollment but also brings some limitations. The first limitation is related to not being able to take standardized and repeated measurements of weight and BMI, since we had no direct contact with most participants. Additionally, the large number of noncompleters, which is common to web-based interventions, increased the risk of bias in our results.

Conclusion

A behavior change program for weight loss delivered through a web-based platform led to greater weight loss, increased fruit and vegetable intake, and reduced ultra-processed food consumption compared with a minimal intervention, as measured up to 6 months into the intervention. The platform enhanced by human-delivered personalized feedback was not superior to the platform with a computer-based personalized approach for weight loss. However, it led to higher levels of engagement, which were associated, albeit weakly, with higher odds of achieving clinically significant weight loss.
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Abstract

Background: Few Australian childcare centers provide foods consistent with sector dietary guidelines. Digital health technologies are a promising medium to improve the implementation of evidence-based guidelines in the setting. Despite being widely accessible, the population-level impact of such technologies has been limited due to the lack of adoption by end users.

Objective: This study aimed to assess in a national sample of Australian childcare centers (1) intentions to adopt digital health interventions to support the implementation of dietary guidelines, (2) reported barriers and enablers to the adoption of digital health interventions in the setting, and (3) barriers and enablers associated with high intentions to adopt digital health interventions.

Methods: A cross-sectional telephone or online survey was undertaken with 407 childcare centers randomly sampled from a publicly available national register in 2018. Center intentions to adopt new digital health interventions to support dietary guideline implementation in the sector were assessed, in addition to perceived individual, organizational, and contextual factors that may influence adoption based on seven subdomains within the nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) of health and care technologies framework. A multiple-variable linear model was used to identify factors associated with high intentions to adopt digital health interventions.

Results: Findings indicate that 58.9% (229/389) of childcare centers have high intentions to adopt a digital health intervention to support guideline implementation. The changes needed in team interactions subdomain scored lowest, which is indicative of a potential barrier (mean 3.52, SD 1.30), with organization’s capacity to innovate scoring highest, which is indicative of a potential enabler (mean 5.25, SD 1.00). The two NASSS subdomains of ease of the adoption decision (P<.001) and identifying work and individuals involved in implementation (P=.001) were significantly associated with high intentions to adopt digital health interventions.

Conclusions: A substantial proportion of Australian childcare centers have high intentions to adopt new digital health interventions to support dietary guideline implementation. Given evidence of the effectiveness of digital health interventions, these findings suggest that such an intervention may make an important contribution to improving public health nutrition in early childhood.

(J Med Internet Res 2020;22(11):e22036) doi:10.2196/22036
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Introduction

Poor diet is a modifiable risk factor and leading cause of burden of disease globally [1], with 11 million deaths and 255 million disability-adjusted life years in 2017 attributable to dietary risk factors [2]. Early childhood is a critical period to instill healthy eating habits to reduce diet-related burden of disease, as dietary behaviors developed in childhood track into adulthood [3]. Within Australia, population surveys indicate preschool-aged children are not consuming the recommended servings of fruits and vegetables, and consume more than recommended amounts of discretionary foods (ie, foods high in sodium, saturated fat, and added sugar) [4-6]. As a strategy to reduce the burden from poor diet, the implementation of dietary guidelines in the early childhood education and care (ECEC) setting is recommended [7,8]. Despite such recommendations, Australian childcare centers do not provide foods consistent with sector dietary guidelines [9-11]. For example, a 2017 audit of menus in 70 childcare centers across New South Wales (NSW) determined none of the menus were fully compliant with sector-specific dietary guidelines, particularly for vegetables [9].

Digital health interventions (eg, web-based programs, apps, etc) are advocated by the World Health Organization [12] and offer the opportunity to deliver support at scale and at low cost to improve the nutrition-related practices of food service organizations, such as childcare centers [13]. Evidence from randomized controlled trials [11,14-16] suggests that digital health interventions in education settings can improve the purchasing, provision, and consumption of healthier foods. Despite the clear potential of technology-based approaches, such interventions to improve health outcomes are often not adopted by end users, that is, the individual or organization for which the digital health intervention was developed (eg, ECEC centers, schools, and parents within educational settings). For example, it has been estimated that 80% of health technologies fail [17] due to uncertainty (ie, doubt about the technology’s value or dependability), abandonment (ie, ceasing use of the technology), and lack of organizational willingness to adopt the technology [18] when disseminated in real-world contexts.

Broadly, systematic reviews, guidelines, and previous literature suggest that factors across a number of levels are important for the adoption and implementation of digital health interventions. These include factors related to the individual user (eg, knowledge, skills, beliefs, and attitudes) [19-21], the organization (eg, compatibility or fit with the organization, access to appropriate infrastructure and equipment, and leadership engagement) [12,19-21], the wider setting (eg, external policies and incentives) [12,19,21], the process of implementation (eg, lack of considered planning, engagement, and evaluation) [21], and the technology-based intervention itself (eg, complexity, costs, adaptability, and ability of the intervention to meet user needs) [12,19-21].

Within ECEC settings, a 2015 systematic review examining the barriers to integration of information technology more broadly, including computers, tablets, and touchscreen whiteboards, identified a scarcity of empirical studies examining barriers and enablers within the setting, none of which focused on improving guideline implementation or child health outcomes [19]. The lack of research examining the factors that may enable or impede the adoption of digital health interventions to improve dietary guideline implementation is problematic, as such evidence is necessary to inform future strategies to maximize the adoption and, therefore, impact of evidence-based technologies in the setting.

As such, by employing the nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) of health and care technologies framework [17], this study aimed to describe the following in a randomly selected national sample of Australian childcare centers: (1) intentions to adopt digital health interventions to support childcare center implementation of dietary guidelines, (2) reported individual, organizational, and contextual barriers and enablers to the adoption of digital health interventions in the setting, and (3) barriers and enablers associated with high intentions to adopt digital health interventions.

Methods

Study Design, Ethics Approval, and Consent to Participate

This study employed a cross-sectional design. Ethical approval was obtained by the Human Research Ethics Committees of Hunter New England (16/02/17/4.05) and the University of Newcastle (H-2016-0111). All subjects in this research study provided consent to participate.

Sample

The Australian Children’s Education and Care Quality Authority’s (ACECQA) national register [22] was used to obtain a sampling frame of potentially eligible center-based childcare centers, including long day cares (ie, centers that provide care for children aged 0-6 years for >8 hours per day) and preschools (ie, centers that provide care for children aged 3-6 years for 6-8 hours per day) [5], from each state within Australia (N=10,631). A sample of 1500 childcare centers (14.11%) were randomly selected from the sampling frame of potentially eligible centers, stratified by state and center area socioeconomic classification by an independent statistician.

Childcare center eligibility was assessed via online or telephone survey items. Centers were deemed ineligible if they did not provide meals to children or make menu planning decisions onsite, as this survey was assessing technology to support nutrition guideline implementation on menus; had staff with insufficient English to complete the survey; were a Department of Education and Communities center, as ethical approval was not obtained from the relevant government department; were located in the Hunter New England region of NSW or were select centers across NSW, due to concurrent nutrition and physical activity research trials being undertaken by the research team; were identified as out-of-school hours, vacation care, or family day care; or catered solely to children with special needs.

Recruitment and Procedures

An email with an information statement and link to an online survey was sent to the nominated supervisor (ie, the center
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manager) of all sampled childcare centers (N=1500) inviting them to assess eligibility and participate in the study. Nominated supervisors were able to select an alternate staff member (eg, center director) to complete the survey on their behalf. Centers that did not complete the survey within 4 weeks were sent a reminder email to participate (1466/1500, 97.73%), followed by a phone call from a member of the research team (1455/1500, 97.00%) to assess eligibility and gain verbal consent to complete the telephone version of the survey. A final reminder email was sent to centers that indicated a preference that complete the online version of the survey (846/1500, 56.40%) and those who were noncontactable via phone. Centers that were yet to complete the survey following the final reminder email received a final telephone call to gain consent and complete a telephone version of the survey (744/1500, 49.60%). Centers were not offered any incentives to complete the survey. Data to assess study outcomes were collected between January and August 2018.

Data Collection and Measures

Center and Responder Characteristics

Childcare centers were asked to report on the type of center (ie, preschool or long day care), number of full-time equivalent staff members, center opening and closing hours, number of children enrolled, and the number of children enrolled identifying as of Aboriginal and/or Torres Strait Islander background. Childcare center staff completing the survey were asked to report their main role at the center and the total number of years working in the childcare setting. Survey items assessing center characteristics were sourced from previous Australian childcare center surveys conducted by the research team [11,23,24].

Center geographical information, including state and postcode, were obtained via the ACECQA national register to determine location and the center area socioeconomic classification.

Intentions to Adopt Digital Health Interventions

To aid comprehension and standardization of digital health interventions and their capabilities, participants were first given a brief example of the potential modality (eg, web-based or online) and key features (eg, feedback and tips) that could be provided within a digital health intervention to support guideline implementation in the setting. Three survey items derived from the Technology Acceptance Model [25] were then used to assess childcare centers’ intentions to adopt digital health interventions in the setting. The Technology Acceptance Model is an information systems theory that models how end users come to accept and use a new technology [25]. The Technology Acceptance Model has been shown to have high internal consistency (Cronbach α=.80) [26]. Respondents were asked to rate on a 7-point Likert scale, ranging from 1 (strongly disagree) to 7 (strongly agree), how much they agreed with the following statements, assuming they had access to a digital health intervention to support the implementation of dietary guidelines in their center: “I intend to use it,” “I predict that I would use it,” and “I would plan to use it.” These items have been used in previous research by the team in the ECEC setting [27].

Barriers and Enablers to Adoption of Digital Health Interventions

A purpose-built measure based on the NASSS framework by Greenhalgh [18] was used to assess individual, organizational, and contextual factors that may influence adoption of digital health technologies to improve the implementation of dietary guidelines in the childcare setting. The NASSS framework is an evidence-based, theory-informed, and pragmatic framework designed to help predict and evaluate the success of a technology-supported health care program [18]. The NASSS consists of seven domains: the illness or condition, the technology, the value proposition, the individuals intended to adopt the technology, the organizations, the wider system, and how all these domains interact over time [28]. The NASSS framework can be used to generate insight into the multiple influences on the success or failure of a complex technology-based intervention; to identify simple, complicated, and complex components of the intervention; and to consider how individuals and organizations may be supported to handle complex components of the intervention [18].

An expert advisory group, including health promotion practitioners, implementation scientists, and dietitians, was involved in the development of the measure. Based on expert advisory group consensus, only three of the seven NASSS domains were deemed relevant to the end users for the scale of dissemination of digital health interventions under examination and were, therefore, assessed. At the time of survey development, no validated measure for the NASSS framework existed. As such, a search was conducted for validated measures that had corresponding domains to the NASSS framework. Where possible, such validated measures were employed and adapted to fit the ECEC context, including the e-Health Readiness Measure [29], which was utilized for two of the subdomains: the organization’s capacity to innovate and readiness of the organization for technology-supported change. The e-Health Readiness Measure [30] has been shown to have high internal consistency (Cronbach α=.80). Items for the remaining five subdomains were developed by the advisory group and pilot-tested among a group of health promotion practitioners and trained telephone interviewers for comprehension and face validity. The final measure consisted of 24 items, 10 of which were adapted items from the e-Health Readiness Measure, across three domains and seven subdomains of the NASSS framework, rated on a 7-point Likert scale, ranging from 1 (strongly disagree) to 7 (strongly agree). Table 1 lists the domains, subdomains, number of survey items, and an example survey item relevant to the setting.
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Table 1. Nonadoption, abandonment, scale-up, spread, and sustainability framework application to the early childhood education and care setting.

<table>
<thead>
<tr>
<th>Domain and subdomain (No. of items)</th>
<th>Example survey item</th>
</tr>
</thead>
<tbody>
<tr>
<td>The adopter system</td>
<td></td>
</tr>
<tr>
<td>Changes in staff roles, practices, and identities (3 items)</td>
<td>Using an online program is consistent with the usual practices of my cook and menu planner.</td>
</tr>
<tr>
<td>The organization</td>
<td></td>
</tr>
<tr>
<td>Organization’s capacity to innovate (6 items)</td>
<td>Overall, I think our service has a champion or leader for using new technology.</td>
</tr>
<tr>
<td>Readiness of the organization for technology-supported change (4 items)</td>
<td>Overall, I think our service has access to experts in use of new technology.</td>
</tr>
<tr>
<td>Ease of the adoption and funding decision (1 item)</td>
<td>It would be easy to adopt new technology to support menu planning in my service.</td>
</tr>
<tr>
<td>Changes needed in team interactions and routines (2 items)</td>
<td>My service would need to change the way it currently plans menus if we decided to adopt new technology.</td>
</tr>
<tr>
<td>Identifying work and individuals involved in implementation (2 items)</td>
<td>We already have the existing personnel available to support the adoption of new technology.</td>
</tr>
<tr>
<td>The wider context</td>
<td></td>
</tr>
<tr>
<td>Political, economic, regulatory, professional (eg, medicolegal), and sociocultural context for program rollout (6 items)</td>
<td>I would be more likely to adopt new technology in my service if it was promoted by relevant government agencies (ie, Department of Education or Department of Health).</td>
</tr>
</tbody>
</table>

Analysis

Overview

All analyses were performed in SAS, version 9.3 (SAS Institute) [31]. Descriptive statistics including means, frequencies, and proportions were used to describe center demographic characteristics and survey responses. Childcare center postcodes ranked in the top 50% of NSW, according to the Socio-Economic Indexes for Areas, were classified as higher socioeconomic status [32]. A chi-square analysis (ie, test of independence) was used to compare center area socioeconomic classification among consenters and nonconsenters.

Intentions to Adopt Digital Health Interventions

An intention-to-adopt score for each responder was calculated by averaging scores for the three intention items. This score was also used to dichotomize responders into having low intentions to adopt (score <6) or high intentions to adopt (score ≥6). This cut point corresponds to those who agree or strongly agree with each item. Such an approach has been used previously within ECEC centers [27].

Barriers and Enablers to Adoption of Digital Health Interventions

Similar to previous studies assessing barriers and enablers using theoretical frameworks [9,33-35], average scores for each NASSS construct were calculated by summing all scores for all items within the subdomain, ranging from 1 (strongly disagree) to 7 (strongly agree), and dividing by the total number of responses within the domain. Six survey items were negatively worded and were, therefore, reverse scored. Mean values were used to describe the domains as potential barriers and enablers [33]. A lower mean (≤4) suggested that the particular domain may be a barrier, and a higher mean (>4) suggested a perceived enabler to adoption of digital health interventions. In consultation with the expert advisory group (ie, health promotion practitioners, implementation scientists, and dieticians), this cutoff was employed as a pragmatic approach to categorizing mean scores (ie, ≤4 [responses strongly disagree to neither agree nor disagree] and >4 [responses slightly agree to strongly agree]) and was chosen to limit reporting of any potential social desirability bias in the identification of enablers.

Barriers and Enablers Associated With Intentions to Adopt Digital Health Interventions

All seven NASSS subdomains were entered as independent variables into a multiple-variable logistic regression model, to assess which NASSS constructs were significantly associated with high intentions to adopt digital health interventions (ie, dependent variable) after adjusting for each other. The significance value was set at .05.

Results

Characteristics of Participants

Of the 1500 centers invited to participate in the study, 72 (4.80%) were noncontactable, 53 (3.53%) were contacted but did not respond, and 378 (25.20%) declined to participate prior to eligibility being assessed. A total of 997 out of 1500 (66.47%) centers consented to the study and were assessed for eligibility, with 590 of these 997 (59.2%) centers deemed ineligible, most commonly due to the center not providing meals and/or snacks to children and being a Department of Education and Community center. This resulted in a total of 407 centers taking part in the survey. There were no statistically significant differences in center socioeconomic area between consenters and nonconsenters.

The large majority of participating centers were long day care centers (391/407, 96.1%) (see Table 2). The majority of
responders held the position of nominated supervisor (183/399, 45.9%) or director (179/399, 44.9%), with more than 10 years’
experience working in the childcare setting (278/397, 70.0%).

Table 2. Childcare center and responder characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n (%) or mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Center characteristics (N=407)</strong></td>
<td></td>
</tr>
<tr>
<td>Type of center, n (%)</td>
<td></td>
</tr>
<tr>
<td>Preschool</td>
<td>16 (3.9)</td>
</tr>
<tr>
<td>Long day care center</td>
<td>391 (96.1)</td>
</tr>
<tr>
<td>Number of children enrolled (n=406), mean (SD)</td>
<td>96.33 (56.79)</td>
</tr>
<tr>
<td>Number of full-time equivalent primary contact teaching staff (n=404), mean (SD)</td>
<td>12.78 (7.93)</td>
</tr>
<tr>
<td>Number of children of Aboriginal and/or Torres Strait Islander background enrolled at center (n=406), n (%)</td>
<td>214 (52.7)</td>
</tr>
<tr>
<td>Center area socioeconomic status , n (%)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>231 (56.8)</td>
</tr>
<tr>
<td>Low</td>
<td>176 (43.2)</td>
</tr>
<tr>
<td>Center geographic location , n (%)</td>
<td></td>
</tr>
<tr>
<td>Urban (major cities)</td>
<td>307 (75.4)</td>
</tr>
<tr>
<td>Rural (inner regional, outer regional, or remote)</td>
<td>100 (24.6)</td>
</tr>
<tr>
<td>Center state, n (%)</td>
<td></td>
</tr>
<tr>
<td>New South Wales</td>
<td>165 (40.5)</td>
</tr>
<tr>
<td>Victoria</td>
<td>94 (23.1)</td>
</tr>
<tr>
<td>Queensland</td>
<td>62 (15.2)</td>
</tr>
<tr>
<td>Australian Capital Territory</td>
<td>7 (1.7)</td>
</tr>
<tr>
<td>Tasmania</td>
<td>7 (1.7)</td>
</tr>
<tr>
<td>Western Australia</td>
<td>40 (9.8)</td>
</tr>
<tr>
<td>South Australia</td>
<td>25 (6.1)</td>
</tr>
<tr>
<td>Northern Territory</td>
<td>7 (1.7)</td>
</tr>
<tr>
<td>Responder characteristics (n=399), n (%)</td>
<td></td>
</tr>
<tr>
<td>Role at the center</td>
<td></td>
</tr>
<tr>
<td>Nominated supervisor</td>
<td>183 (45.9)</td>
</tr>
<tr>
<td>Director</td>
<td>179 (44.9)</td>
</tr>
<tr>
<td>Cook</td>
<td>12 (3.0)</td>
</tr>
<tr>
<td>Other</td>
<td>28 (7.0)</td>
</tr>
<tr>
<td>Number of years working in the childcare setting (n=397), n (%)</td>
<td></td>
</tr>
<tr>
<td>≤5</td>
<td>36 (9.1)</td>
</tr>
<tr>
<td>6-10</td>
<td>83 (20.9)</td>
</tr>
<tr>
<td>&gt;10</td>
<td>278 (70.0)</td>
</tr>
</tbody>
</table>

**Intentions to Adopt Digital Health Interventions**
The mean intention score was 5.52 (SD 1.07), with a median of 6.00 (IQR 5.00-6.00). Of 389 responders, 229 (58.9%) centers had high intentions to adopt digital health interventions to support the implementation of dietary guidelines.

**Reported Barriers and Enablers to Adoption of Digital Health Interventions**
A mean score of 4 or lower (ie, barriers) was found for four of the seven NASSS domains (see Table 3). For three of the seven NASSS constructs—organization’s capacity to innovate, ease of the adoption and funding decision, and political context—responders had mean scores of more than 4 (ie, enablers).
Table 3. Mean and median scores for the nonadoption, abandonment, scale-up, spread, and sustainability subdomain barriers and enablers, as reported by responders.

<table>
<thead>
<tr>
<th>Barrier or enabler</th>
<th>Scorea</th>
<th>Median (IQR)</th>
<th>Mean (SD)b</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The adopter system (n=390)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Changes in staff roles, practices, and identities</td>
<td>4.32 (1.25)</td>
<td>4.33 (3.33-5.00)</td>
<td></td>
</tr>
<tr>
<td><strong>The organization</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organization’s capacity to innovate (n=382)</td>
<td>5.25 (1.00)</td>
<td>5.50 (4.67-6.00)</td>
<td></td>
</tr>
<tr>
<td>Readiness of the organization for technology-supported change (n=386)</td>
<td>4.88 (1.03)</td>
<td>5.00 (4.25-5.75)</td>
<td></td>
</tr>
<tr>
<td>Ease of the adoption and funding decision (n=387)</td>
<td>5.22 (1.31)</td>
<td>6.00 (4.00-6.00)</td>
<td></td>
</tr>
<tr>
<td>Changes needed in team interactions and routines (n=389)</td>
<td>3.52 (1.30)</td>
<td>3.50 (2.50-4.00)</td>
<td></td>
</tr>
<tr>
<td>Identifying work and individuals involved in implementation (n=389)</td>
<td>4.35 (1.19)</td>
<td>4.00 (4.00-5.00)</td>
<td></td>
</tr>
<tr>
<td><strong>The wider context (n=389)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Political, economic, regulatory, professional (eg, medicolegal), and sociocultural context for program rollout</td>
<td>5.07 (1.08)</td>
<td>5.33 (4.50-6.00)</td>
<td></td>
</tr>
</tbody>
</table>

a Constructs are reported on a 7-point Likert scale, ranging from 1 (strongly disagree) to 7 (strongly agree).

b A mean of ≤4 suggests that the particular domain may be a barrier; a mean of >4 suggests the domain may be an enabler.

Barriers and Enablers Associated With Adoption of Digital Health Interventions

Multiple-variable logistic regression analyses revealed a significant association between two of the NASSS subdomains and high intentions to adopt digital health interventions (see Table 4). For every 1-point increase in the ease of the adoption and funding decision subdomain, centers were 1.75 times more likely to have high intentions of adopting digital health interventions (95% CI 1.40-2.18; P < .001). For every 1-point increase in the identifying work and individuals involved in implementation subdomain, centers had 1.46 times the odds of having high intentions to adopt digital health interventions (95% CI 1.61-1.84; P = .001).

Table 4. Nonadoption, abandonment, scale-up, spread, and sustainability subdomains associated with high intentions to adopt digital health interventions in early childhood education and care centers.

<table>
<thead>
<tr>
<th>Barrier or enabler</th>
<th>Odds ratio</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>The adopter system</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Changes in staff roles, practices, and identities</td>
<td>0.88</td>
<td>0.71-1.10</td>
<td>.27</td>
</tr>
<tr>
<td>The organization</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organization’s capacity to innovate</td>
<td>1.26</td>
<td>0.91-1.75</td>
<td>.17</td>
</tr>
<tr>
<td>Readiness of the organization for technology-supported change</td>
<td>1.15</td>
<td>0.83-1.59</td>
<td>.41</td>
</tr>
<tr>
<td>Ease of the adoption and funding decision</td>
<td>1.75</td>
<td>1.40-2.18</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Changes needed in team interactions and routines</td>
<td>0.92</td>
<td>0.75-1.13</td>
<td>.42</td>
</tr>
<tr>
<td>Identifying work and individuals involved in implementation</td>
<td>1.46</td>
<td>1.16-1.84</td>
<td>.001</td>
</tr>
<tr>
<td>The wider context</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Political, economic, regulatory, professional (eg, medicolegal), and sociocultural context for program rollout</td>
<td>1.03</td>
<td>0.82-1.29</td>
<td>.81</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

This novel study applied a technology-specific framework to conduct a theoretical assessment of childcare center barriers and enablers to the adoption of digital health interventions to improve dietary guideline implementation, nationally. Application of the NASSS framework resulted in the identification of a number of reported barriers and enablers. The main barrier identified was changes needed in team interactions and routines, with the main enablers identified as being ease of the adoption decision, identifying work and individuals involved in implementation, and organization’s capacity to innovate. Centers that reported higher scores in the ease of the adoption decision and the identifying work and individuals involved in implementation subdomains were significantly more likely to have high intentions of adopting digital health interventions.
The study found that over half (229/389, 58.9%) of responders had high intentions to adopt digital health interventions in the setting. Few studies of technology-based health interventions within the ECEC setting report adoption rates, with variable findings. A 2015 cross-sectional study assessing intentions to adopt a web-based program to support healthy eating and physical activity policies and practices in the ECEC setting reported that 72% of respondents had high intentions to adopt such a program [27]. In our earlier study assessing the impact of implementation support on actual adoption of a web-based menu planning program, 58% of the control group, who did not receive support, had adopted the program [36]. Combined, these findings are indicative of the relatively high intentions to adopt digital health technologies in the ECEC setting.

When examining the potential barriers and enablers to adoption of digital health interventions, scores of 4 or higher were found for only three of the subdomains assessed (ie, enablers), two of which fall within the organizational construct of the NASSS framework. The highest levels of agreement were found for the organization’s capacity to innovate (mean 5.25, SD 1.00), the ease of the adoption decision (mean 5.22, SD 1.31), and political context (mean 5.07, SD 1.08). This suggests these subdomains may be potential enablers of the adoption of digital health interventions for end users. Responders reported the lowest level of agreement for changes needed in team interactions (mean 3.52, SD 1.30) within the organizational construct, which suggests this subdomain may be a potential barrier to adoption. Such findings suggest that in order to facilitate the adoption of new technology, strategies that generate a high level of organizational support (eg, informing opinion leaders, involving executive boards, and mandating change) and those that overcome any operational challenges and changes in practice (eg, educational outreach visits, changing equipment, and local technical assistance) should be considered [37]. This finding is consistent with previous research demonstrating that implementation support strategies, including face-to-face training, ongoing telephone support, and provision of resources and infrastructure, in addition to obtaining managerial support, improved the adoption of a web-based program in the setting [36].

Study results revealed a discrepancy in the reported barriers and enablers to adoption of digital health interventions and the factors associated with adoption. Multiple-variable logistic regression analyses determined that the ease of the adoption decision and the identifying work and individuals involved in implementation subdomains were the only factors to have a statistically significant association with high intentions to adopt. Responders scoring higher, that is, those with greater agreement, on these two factors were 1.75 and 1.46 times more likely to report high intentions to adopt digital health interventions, respectively. Although previous studies have not specifically assessed such theoretical constructs in this setting, incongruity in the perceived versus the actual experiences of barriers to the adoption of technology-based interventions [19] and evidence-based guidelines [9] within the ECEC setting has been reported previously. There are opportunities to target this identified incongruence. In-depth examination of the factors by way of supplementation with qualitative methods among all intended end users is warranted. This may provide greater insights into the complexities to adoption of technology-based health interventions and the interaction between each domain of the NASSS.

While recent studies have employed the NASSS framework retrospectively to categorize various constructs [38,39], this study is novel in its prospective application of the NASSS as a measure to conduct a theory-based assessment. Future research could further examine use of the NASSS as a tool to identify barriers and enablers to the adoption of digital health interventions to inform intervention development and evaluation. In addition, embedding measures of the NASSS into the evaluation of dissemination interventions to improve adoption of digital health interventions would allow for an examination of mechanisms and provide a better understanding of how individual, organizational, and contextual factors impact adoption.

Limitations

The intention to adopt digital health interventions, rather than actual adoption, was assessed. While there is evidence of a relationship between intentions and actual adoption [40], and while our findings align with prior research in the setting [36], rates of actual adoption may differ to those reported. While drawing on validated measures used in other settings, this study employed a nonvalidated self-reported measure to assess barriers and enablers to the adoption of digital health interventions, which may be subject to social desirability bias [41]. Three of the subdomains—changes needed in team interaction, identifying work and individuals involved in implementation, and ease of funding decision—contained less than three items and, as such, should be interpreted with caution. This study also did not assess additional contextual factors that are theorized to influence adoption according to the NASSS framework, such as the condition, the technology, the value proposition, and embedding and adapting over time [18]. Future studies should consider undertaking an assessment of such factors to assist in providing a more comprehensive understanding of the broader factors that may impact adoption of digital health technologies in the childcare setting. Finally, as Department of Education and Community centers were not eligible to participate, study findings may not be representative of these centers. However, as the geographic distribution of participating centers is similar to that of the sampling frame—all center-based childcare within the ACECQA national register (differences between the respondents in each state vs state population ranged from 0.32% to 7.05%)—the sample may be considered nationally representative.

Conclusions

This study provides novel insights into the perceived and actual factors that may facilitate or impede the adoption of digital health interventions at scale from the perspective of end users. A substantial proportion of Australian childcare centers reported high intentions to adopt digital health interventions. Given evidence of the effectiveness of such technologies, these interventions have the potential to make an important contribution to improving public health nutrition in early childhood. Nonetheless, future efforts to disseminate digital health interventions have the potential to make an important contribution to improving public health nutrition in early childhood.
health prevention programs at scale should consider targeting factors within the ease of the adoption decision and identifying work and individuals involved in implementation subdomains in order for adoption to be ubiquitous in the setting.

Acknowledgments

The authors wish to thank participating childcare centers, data collection staff, and the expert advisory group. This project is funded in part by The Australian Prevention Partnership Centre (TAPPC), the National Health and Medical Research Council (NHMRC) (APP1102943), the Cancer Council NSW (CCNSW) (PG16-05), and the Priority Research Centre and School of Medicine and Public Health, University of Newcastle. TAPPC, NHMRC, and CCNSW played no role in the conduct of the research. The content of this publication is the responsibility of the authors and does not reflect the views of TAPPC, NHMRC, or CCNSW. Hunter New England Population Health (HNEPH) and the University of Newcastle provided infrastructure funding. LW is a Hunter New England Clinical Research Fellow and is supported by a Heart Foundation Future Leader Fellowship (award No. 101175) and an NHMRC Career Development Fellowship (APP1128348). SY is a postdoctoral research fellow funded by the National Heart Foundation (award No. 100547) and the Australian Research Council (DE170100382). CB is supported by a cofunded industry scholarship between HNEPH and the University of Newcastle.

Authors’ Contributions

All authors contributed to conception or design of the work, data acquisition, and analysis or interpretation of data, and took part in revising the manuscript. All authors give their final approval of this version to be published and agree to be accountable for all aspects of the work. AG, SY, and LW conceived the study and secured funding. AG and SY designed the evaluation procedures. AG and CB lead the acquisition of data. CL conducted the data analysis. AG led the drafting of the manuscript.

Conflicts of Interest

None declared.

References


http://www.jmir.org/2020/11/e22036/ J Med Internet Res 2020 | vol. 22 | iss. 11 | e22036 | p.946 (page number not for citation purposes)


Abbreviations

ACECQA: Australian Children’s Education and Care Quality Authority
CCNSW: Cancer Council NSW
ECCE: early childhood education and care
HNEPH: Hunter New England Population Health
NASSS: nonadoption, abandonment, scale-up, spread, and sustainability
NHMRC: National Health and Medical Research Council
NSW: New South Wales
TAPPC: The Australian Prevention Partnership Centre

©Alice Grady, Courtney Barnes, Luke Wolfenden, Christophe Lecathelinais, Sze Lin Yoong. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 20.11.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Importance of Multiple Reinforcing Comments and Areas for Change in Optimizing Dietary and Exercise Self-Monitoring Feedback in Behavioral Weight Loss Programs: Factorial Design

Rebecca Krukowski¹, PhD; Hyeonju Kim¹, PhD; Melissa Stansbury², MS; Qian Li³, MSc; Saunak Sen¹, PhD; Gregory Farage¹, PhD; Delia West², PhD

¹Department of Preventive Medicine, College of Medicine, University of Tennessee Health Science Center, Memphis, TN, United States
²Arnold School of Public Health, University of South Carolina, Columbia, SC, United States
³Department of Psychology, University of Memphis, Memphis, TN, United States

Corresponding Author:
Rebecca Krukowski, PhD
Department of Preventive Medicine
College of Medicine
University of Tennessee Health Science Center
66 N. Pauline
Memphis, TN, 38163
United States
Phone: 1 9014482426
Email: rkrukowski@uthsc.edu

Abstract

Background: Individualized dietary and physical activity self-monitoring feedback is a core element of behavioral weight loss interventions and is associated with clinically significant weight loss. To our knowledge, no studies have evaluated individuals’ perspectives on the composition of feedback messages or the effect of feedback composition on the motivation to self-monitor.

Objective: This study aims to assess the perceptions of feedback emails as a function of the number of comments that reinforce healthy behavior and the number of areas for change (ie, behavioral changes that the individual might make to have an impact on weight) identified.

Methods: Emailed feedback followed a factorial design with 2 factors (ie, reinforcing comments and areas for change), each with 3 levels (ie, 1, 4, or 8 comments). A total of 250 adults with overweight or obesity who were interested in weight loss were recruited from the Qualtrics research panel. Participants read 9 emails presented in a random order. For each email, respondents answered 8 questions about the likelihood to self-monitor in the future, motivation for behavioral change, and perceptions of the counselor and the email. A mixed effects ordinal logistic model was used to compute conditional odds ratios and predictive margins (ie, average predicted probability) on a 5-point Likert response scale to investigate the optimal combination level of the 2 factors.

Results: Emails with more reinforcing comments or areas for change were better received, with small incremental benefits for 8 reinforcing comments or areas for change versus 4 reinforcing comments or areas for change. Interactions indicated that the best combination for 3 of 8 outcomes assessed (ie, motivation to make behavioral changes, counselor’s concern for their welfare, and the perception that the counselor likes them) was the email with 8 reinforcing comments and 4 areas for change. Emails with 4 reinforcing comments and 4 areas for change resulted in the highest average probability of individuals who reported being very likely to self-monitor in the future.

Conclusions: The study findings suggest how feedback might be optimized for efficacy. Future studies should explore whether the composition of feedback email affects actual self-monitoring performance.

(J Med Internet Res 2020;22(11):e18104) doi: 10.2196/18104
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Introduction

Background
Individualized dietary and physical activity self-monitoring feedback on the frequency of monitoring, reinforcing comments about positive behaviors, and specific recommendations for behavioral change based on self-monitoring data is a core element of behavioral weight loss interventions [1-3]. Furthermore, Tate et al [4] found that human-generated emails produce significantly greater weight loss over 6 months than computer-automated feedback, which may reflect the benefit of tailored messages in general [5]. Despite the clear benefits of self-monitoring feedback in behavioral weight control programs, surprisingly little empirical information exists to guide the crafting of feedback messages. Some have suggested a formula for feedback, which sandwiches comments that reinforce positive health behaviors with suggested areas of change [6]. Others have argued that providing a menu of areas for change, which encompasses multiple dietary and physical activity behaviors to give individuals the option to choose what they would like to adopt, if any, is preferable to a prescriptive approach that targets one area to change [7].

To our knowledge, no studies have evaluated how individuals who attempt weight control perceive the effect of feedback messages on their self-monitoring or whether feedback composition affects the likelihood to self-monitor in the future or strengthens the relationship between the participant and the interventionist. As counselor time is one of the most expensive aspects of a behavioral weight management intervention [8,9], it is critical to examine whether longer, personalized feedback (requiring greater time to craft) would prompt continued self-monitoring and begin to identify the composition of feedback that would be expected to promote subsequent self-monitoring. Optimizing self-monitoring feedback may strengthen the working relationship between counselors and participants and, ultimately, increase weight loss.

From a theoretical perspective, feedback that reinforces positive health behaviors would be expected to build self-efficacy for behavioral change and provide positive outcome expectations for self-monitoring [10,11]. Given the strong positive association between greater self-monitoring and greater weight loss [12], outcome expectations that support self-monitoring and enhance self-efficacy for weight loss–promoting behaviors should promote better weight loss. Identifying multiple suggested areas for behavioral change supports autonomy because it gives the individual an option to select from these areas [13], and increased autonomy is also associated with better weight loss outcomes [14,15].

Objectives
Therefore, the purpose of this study is to assess how individuals perceive self-monitoring feedback emails (ie, likelihood to self-monitor in the future, motivation to make behavioral changes, and perceptions of the counselor and emails) depending on the number of comments on positive health behaviors and the number of identified areas for change. This study also examines whether emails would be better received if they had a greater number of reinforcing comments than areas for change. We predicted that emails with the highest number of reinforcing comments (ie, 8) would be perceived as optimal for encouraging treatment engagement, but a moderate number of areas for change (ie, 4 areas for change) would be preferred.

Methods

Design
A total of 250 participants were recruited from the Qualtrics research panel, a web-based survey platform available to researchers to facilitate participant recruitment and web-based data collection, from April to May 2019 [16]. Qualtrics partners with more than 20 web-based panel providers; these panel partners randomly select respondents from their cadre of individuals and send them invitations to participate in surveys. Individuals completed a screening questionnaire to identify those who were eligible (ie, aged ≤18 years, had a BMI ≥25 kg/m², and a desire to lose weight). To ensure a demographically balanced survey panel, the number of participants within the gender and race strata (ie, individuals who identified as White and those who identified as another racial group) was capped. Qualtrics seeks to identify fraudulent respondents when taking surveys by methods such as monitoring respondents’ survey speed and internet protocol addresses. Respondents were given point-based incentives by the panel provider that could be redeemed in various ways (eg, airline miles, credit for web-based games, and gift cards) for completing the survey. This study was approved by the institutional review board at the University of Tennessee Health Science Center, and participants provided informed consent.

Respondents were asked to imagine that they were in a weight loss program in which they recorded their diet and exercise daily, and they were told that they received feedback about their self-recorded diet and exercise from a counselor weekly via the following emails. Next, respondents read 9 emails in a computer-randomized order. The feedback presented in the emails followed a full factorial design with 2 factors (ie, reinforcing comments and areas for change), each with 3 levels (ie, 1 comment, 4 comments, and 8 comments).

After reading each email, respondents answered 8 questions about their likelihood to self-monitor in the future, motivation to make behavioral changes, and their perceptions of the counselor and the emails. Respondents spent an average of 27 (SE 3) min to complete the survey.

Emails
Archived email feedback on diet and exercise self-monitoring that had been previously written for participants in the iREACH3 behavioral weight control study [17] was used in this study. A pool of emails was classified into points that noted positive behaviors and those that suggested an area of change to consider. A total of 9 emails were crafted to meet the requirements of the study (eg, one email that had 1 reinforcing comment and 1 area for change, one email that had 4 reinforcing comments and 8 areas for change). These emails were reviewed by 3 experienced interventionists (email text is presented in Multimedia Appendix 1).
Measures

Respondents first reported their demographics (ie, age, gender, race, and ethnicity) and socioeconomic characteristics (ie, annual household income, highest level of education, and current employment status) using questions from the Behavioral Risk Factor Surveillance System [18].

Likelihood to self-monitor in the future was measured using 1 item ("How likely is it that you would continue to record your eating and physical activity in the online diary in the next week?") with a 5-point Likert response scale (1=very unlikely to 5=very likely).

Motivation to make behavioral changes in the future was measured using 1 item ("How motivated would you be to continue to make behavioral changes in your eating and physical activity in the next week?") with a 5-point Likert response scale (1=not motivated to 5=very motivated).

The perception of the counselor included 3 components, each measured by 1 item. The first 2 items were adapted from the Working Alliance Inventory Bond subscale [19]: “The counselor is genuinely concerned for my welfare” and “The counselor genuinely likes me.” Participants also responded to the following statement: “The counselor is understanding about my challenges.” Participants’ responses were recorded on a 5-point Likert scale (1=strongly disagree to 5=strongly agree).

The survey also captured impressions about 3 aspects of the emails, with items that inquired about the insightfulness of the feedback (“The e-mail gives me a new way of looking at weight and eating and physical activity behaviors,” adapted from the Working Alliance Inventory [19]), how tailored they perceived the email to be (“The information in the e-mail seems tailored,” adapted from a study by Valle et al [20]), and perceptions about the length of email (“I feel that the e-mail is... ‘too short’ to ‘too long’”). All items used a 5-point Likert response format.

Independent Variables

The independent variables indicated the level of reinforcing comments (ie, 1 comment, 4 comments, and 8 comments) and the level of areas for change (ie, 1 area, 4 areas, and 8 areas). Interaction terms between the levels of reinforcing comments and areas for change were constructed to assess whether respondents’ likelihood to self-monitor and make behavioral changes in the future and their perceptions of the counselor and the email would change, given different combinations of feedback.

Analyses

Demographic and socioeconomic characteristics were tabulated to examine the sample attributes. As each individual responded to all 9 email variations, mixed effects ordinal regression was used to model the 5-level ordinal responses. A random intercept for each individual was used. The model included the main effects of reinforcing comments, areas of change, and all two-factor interactions on respondents’ likelihood to self-monitor, motivation to make behavioral changes, and perceptions of the counselor and emails. The reference category for reinforcing comments is 1 reinforcing comment, and the reference category for areas for change is 1 area for change.

To effectively assess individuals’ perception of the self-monitoring feedback emails as well as for ease of interpretability, we calculated average predicted probabilities of the most positive category (ie, very likely, strongly agree, very motivated, and just right), conditional on the value of the random effect when the interaction between the 2 independent variables was included. Given that sociodemographic characteristics have been shown to affect self-monitoring rates [21-24], we adjusted the model to take into account age, ethnicity, race, gender, income, education level, employment status, and BMI. Analyses were conducted using STATA (version 16).

Results

Sample Characteristics

The demographic and socioeconomic characteristics of the participants are reported in Table 1. Approximately equal numbers of women and men participated, and most participants had at least some college education (74.0%). The sample was approximately evenly distributed between individuals with overweight and obesity.
Table 1. Sample sociodemographic characteristics (N=250).

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>10 (4.0)</td>
</tr>
<tr>
<td>25-34</td>
<td>31 (12.4)</td>
</tr>
<tr>
<td>35-44</td>
<td>46 (18.4)</td>
</tr>
<tr>
<td>45-54</td>
<td>31 (12.4)</td>
</tr>
<tr>
<td>55-64</td>
<td>33 (13.2)</td>
</tr>
<tr>
<td>≥65</td>
<td>97 (38.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>130 (52.0)</td>
</tr>
<tr>
<td>Men</td>
<td>120 (48.0)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>127 (50.8)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>93 (37.2)</td>
</tr>
<tr>
<td>Other</td>
<td>30 (12.0)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>23 (9.2)</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
</tr>
<tr>
<td>Lower than high school degree</td>
<td>64 (25.6)</td>
</tr>
<tr>
<td>Some college</td>
<td>80 (32.0)</td>
</tr>
<tr>
<td>Higher than college degree</td>
<td>105 (42.0)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td><strong>Employed</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>115 (46.0)</td>
</tr>
<tr>
<td><strong>Annual household income (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>≤24,999</td>
<td>54 (21.6)</td>
</tr>
<tr>
<td>25,000-49,999</td>
<td>73 (29.2)</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>47 (18.8)</td>
</tr>
<tr>
<td>≥75,000</td>
<td>75 (30.0)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td><strong>BMI category (kg/m²)</strong></td>
<td></td>
</tr>
<tr>
<td>Obese (BMI≥30)</td>
<td>137 (54.8)</td>
</tr>
<tr>
<td>Overweight (BMI=25.0-29.9)</td>
<td>113 (45.2)</td>
</tr>
</tbody>
</table>

**Likelihood to Self-Monitor in the Future**

The odds that an individual expressed the likelihood to self-monitor in the future was at least 3 times higher after reading emails with 4 (odds ratio [OR] 3.22, 95% CI 2.18-4.75) or 8 reinforcing comments (OR 3.75, 95% CI 2.54-5.54) than after reading emails with 1 reinforcing comment (Table 2). In addition, the odds that individuals expressed a likelihood to self-monitor in the future was at least 2 times higher after reading emails with 4 (OR 2.24, 95% CI 1.52-3.28) or 8 areas for change (OR 2.58, 95% CI 1.75-3.80) than after reading emails with 1 area for change. The predictive margins on the interaction terms demonstrated that individuals reported the highest probability of being very likely to self-monitor in the future after reading the email with 4 reinforcing comments and 4 areas for change (49%, 95% CI 0.43-0.54; Table 3). Similar findings were observed with regard to the likelihood to self-monitor in the future based on levels of reinforcing comment, areas for change, and the interactions in the models that adjusted for sociodemographic characteristics and BMI category (Table 4).
Table 2. Odds ratios (with 95% CI) of different combinations of reinforcing comments and areas for change on all outcome measures (N=250).

<table>
<thead>
<tr>
<th>Feedback content</th>
<th>Motivation, OR&lt;sup&gt;a,b&lt;/sup&gt; (95% CI)</th>
<th>Perception of the counselor, OR (95% CI)</th>
<th>Perception of the email, OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Self-monitor in the future</td>
<td>Counselor concerned about welfare</td>
<td>Email gives insight</td>
</tr>
<tr>
<td></td>
<td>Motivated to make behavior changes</td>
<td>Counselor likes me</td>
<td>Email is tailored</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Counselor understands challenges</td>
<td>Email length</td>
</tr>
<tr>
<td>Level of reinforcing comments (reference=1 reinforcing comment)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 reinforcing comments</td>
<td>3.22 (2.18-4.75)</td>
<td>3.27 (2.24-4.78)</td>
<td>2.55 (1.73-3.76)</td>
</tr>
<tr>
<td>8 reinforcing comments</td>
<td>3.75 (2.54-5.54)</td>
<td>4.76 (3.24-7.00)</td>
<td>3.11 (2.11-4.60)</td>
</tr>
<tr>
<td>Level of areas for change (reference=1 area for change)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 areas for change</td>
<td>2.24 (1.52-3.28)</td>
<td>2.27 (1.55-3.31)</td>
<td>2.34 (1.59-3.46)</td>
</tr>
<tr>
<td>8 areas for change</td>
<td>2.58 (1.75-3.80)</td>
<td>2.52 (1.73-3.68)</td>
<td>2.50 (1.70-3.69)</td>
</tr>
<tr>
<td>Interactions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 reinforcing comments and 4 areas for change</td>
<td>0.58 (0.34-1.00)</td>
<td>0.57 (0.33-0.96)</td>
<td>0.37 (0.22-0.63)</td>
</tr>
<tr>
<td>4 reinforcing comments and 8 areas for change</td>
<td>0.38 (0.22-0.66)</td>
<td>0.45 (0.27-0.77)</td>
<td>0.29 (0.17-0.49)</td>
</tr>
<tr>
<td>8 reinforcing comments and 4 areas for change</td>
<td>0.44 (0.26-0.76)</td>
<td>0.44 (0.26-0.75)</td>
<td>0.48 (0.28-0.81)</td>
</tr>
<tr>
<td>8 reinforcing comments and 8 areas for change</td>
<td>0.25 (0.15-0.43)</td>
<td>0.24 (0.14-0.41)</td>
<td>0.28 (0.16-0.47)</td>
</tr>
</tbody>
</table>

<sup>a</sup>OR: odds ratio.

<sup>b</sup>All odds ratios are significant at P<.05.
Table 3. Average predicted probabilities of combinations of email feedback on all outcome measures (N=250).\(^a\)

<table>
<thead>
<tr>
<th>Feedback content</th>
<th>Motivation, APP(^b) (95% CI)</th>
<th>Perception of the counselor, APP (95% CI)</th>
<th>Perception of the email, APP (95% CI)</th>
<th>Length of the email is just right</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Very likely to self-monitor in the future</td>
<td>Very likely to be motivated to make behavior changes</td>
<td>Strongly agree that the counselor is concerned about welfare</td>
<td>Strongly agree the email gives insight</td>
</tr>
<tr>
<td></td>
<td>Strongly agree the counselor understands challenges</td>
<td>Strongly agree the email is tailored</td>
<td>Strongly agree the email is tailored</td>
<td></td>
</tr>
<tr>
<td>1 reinforcing comment and 1 area for change</td>
<td>0.32 (0.27-0.36)</td>
<td>0.27 (0.23-0.32)</td>
<td>0.21 (0.17-0.25)</td>
<td>0.21 (0.17-0.26)</td>
</tr>
<tr>
<td>1 reinforcing comment and 4 areas for change</td>
<td>0.41 (0.35-0.46)</td>
<td>0.36 (0.31-0.41)</td>
<td>0.32 (0.27-0.37)</td>
<td>0.27 (0.23-0.32)</td>
</tr>
<tr>
<td>1 reinforcing comment and 8 areas for change</td>
<td>0.42 (0.37-0.48)</td>
<td>0.37 (0.32-0.42)</td>
<td>0.36 (0.31-0.41)</td>
<td>0.28 (0.23-0.32)</td>
</tr>
<tr>
<td>4 reinforcing comments and 1 area for change</td>
<td>0.45 (0.39-0.51)</td>
<td>0.40 (0.35-0.45)</td>
<td>0.35 (0.31-0.40)</td>
<td>0.28 (0.24-0.32)</td>
</tr>
<tr>
<td>4 reinforcing comments and 4 areas for change</td>
<td>0.49(^f) (0.43-0.54)</td>
<td>0.43 (0.37-0.49)</td>
<td>0.37 (0.32-0.42)</td>
<td>0.30 (0.26-0.35)</td>
</tr>
<tr>
<td>4 reinforcing comments and 8 areas for change</td>
<td>0.45 (0.39-0.51)</td>
<td>0.42 (0.36-0.47)</td>
<td>0.39 (0.34-0.44)</td>
<td>0.31 (0.27-0.36)</td>
</tr>
<tr>
<td>8 reinforcing comments and 1 area for change</td>
<td>0.47 (0.41-0.53)</td>
<td>0.45(^f) (0.39-0.50)</td>
<td>0.37 (0.32-0.43)</td>
<td>0.30 (0.25-0.34)</td>
</tr>
<tr>
<td>8 reinforcing comments and 4 areas for change</td>
<td>0.47 (0.41-0.53)</td>
<td>0.45(^f) (0.39-0.50)</td>
<td>0.42(^f) (0.37-0.48)</td>
<td>0.37 (0.27-0.37)</td>
</tr>
<tr>
<td>8 reinforcing comments and 8 areas for change</td>
<td>0.42 (0.36-0.47)</td>
<td>0.38 (0.33-0.44)</td>
<td>0.40 (0.35-0.46)</td>
<td>0.28 (0.24-0.33)</td>
</tr>
</tbody>
</table>

\(^a\)All probabilities were significant at the P<.01 level.
\(^b\)APP: average predicted probabilities.
\(^c\)Highest probability (or probabilities) is italicized.
Table 4. Adjusted odds ratios for sociodemographic factors on all outcome measures (N=250).<sup>a</sup>

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Motivation, OR&lt;sup&gt;b&lt;/sup&gt; (95% CI)</th>
<th>Perception of the counselor, OR (95% CI)</th>
<th>Perception of the email, OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Self-monitor in the future</td>
<td>Motivated to make behavior changes</td>
<td>Counselor concerned about welfare</td>
</tr>
<tr>
<td>Level of reinforcing comments (reference=1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 reinforcing comments</td>
<td>3.22***&lt;sup&gt;c&lt;/sup&gt; (2.18-4.77)</td>
<td>3.34*** (2.28-4.91)</td>
<td>4.33*** (2.96-6.35)</td>
</tr>
<tr>
<td>8 reinforcing comments</td>
<td>3.87*** (2.61-5.73)</td>
<td>4.74*** (3.21-6.99)</td>
<td>5.03*** (3.42-7.41)</td>
</tr>
<tr>
<td>Level of areas for change (reference=1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 areas for change</td>
<td>2.25*** (1.53-3.32)</td>
<td>2.28*** (1.56-3.34)</td>
<td>3.08*** (2.12-4.50)</td>
</tr>
<tr>
<td>8 areas for change</td>
<td>2.52*** (1.71-3.72)</td>
<td>2.53*** (1.73-3.70)</td>
<td>4.58*** (3.13-6.72)</td>
</tr>
<tr>
<td>Interactions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 reinforcing comments and 4 areas for change</td>
<td>0.59* (0.34-1.01)</td>
<td>0.56** (0.33-0.95)</td>
<td>0.38** (0.22-0.64)</td>
</tr>
<tr>
<td>4 reinforcing comments and 8 areas for change</td>
<td>0.40*** (0.23-0.69)</td>
<td>0.45*** (0.26-0.77)</td>
<td>0.29*** (0.17-0.49)</td>
</tr>
<tr>
<td>8 reinforcing comments and 4 areas for change</td>
<td>0.43*** (0.25-0.75)</td>
<td>0.44*** (0.26-0.76)</td>
<td>0.48*** (0.28-0.82)</td>
</tr>
<tr>
<td>8 reinforcing comments and 8 areas for change</td>
<td>0.24*** (0.14-0.42)</td>
<td>0.23*** (0.14-0.40)</td>
<td>0.27*** (0.16-0.46)</td>
</tr>
<tr>
<td>Sociodemographic characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (reference: 18-24 years), years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-34</td>
<td>11.96** (1.46-98.04)</td>
<td>13.21** (1.82-95.95)</td>
<td>18.40*** (2.71-124.84)</td>
</tr>
<tr>
<td>35-44</td>
<td>7.65* (1.00-58.65)</td>
<td>11.83** (1.73-80.80)</td>
<td>17.33*** (2.71-110.77)</td>
</tr>
<tr>
<td>45-54</td>
<td>3.16 (0.39-25.66)</td>
<td>6.80* (0.94-49.01)</td>
<td>17.72*** (2.63-119.48)</td>
</tr>
<tr>
<td>55-64</td>
<td>4.33 (0.53-35.71)</td>
<td>8.42** (1.15-61.68)</td>
<td>29.52*** (4.30-202.73)</td>
</tr>
<tr>
<td>≥65</td>
<td>4.62 (0.62-34.41)</td>
<td>9.10** (1.37-60.50)</td>
<td>18.46*** (2.96-115.02)</td>
</tr>
<tr>
<td>Hispanic or Latino (reference: Non-Hispanic)</td>
<td>1.54 (0.42-5.72)</td>
<td>1.45 (0.42-5.01)</td>
<td>1.349 (0.41-4.45)</td>
</tr>
<tr>
<td>Race (reference: White)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Adjusted for all other variables in the model.

<sup>b</sup> OR = Odds Ratio

<sup>c</sup> Significant at the 0.001 level.

<sup>d</sup> Significant at the 0.01 level.

<sup>e</sup> Significant at the 0.05 level.

<sup>f</sup> Significant at the 0.1 level.
Overall, individuals with certain sociodemographic characteristics had significantly higher odds of reporting a likelihood to self-monitor in the future (Table 4); these characteristics were identifying as Black or African American (OR 4.34, 95% CI 1.79-10.51), having an annual household income of US $50,000 to US $74,999 (OR 2.74, 95% CI 0.84-9.01) or US $75,000 or more (OR 3.73, 95% CI 1.22-11.43), and aged 25 to 44 years (OR 7.65-11.96). In addition, those with obesity (OR 0.50, 95% CI 0.24-1.04) or US $25,000 to US $49,999 (OR 3.24, 95% CI 1.03-10.43) or US $75,000 or more (OR 3.73, 95% CI 1.22-11.43) had significantly higher odds to report being motivated to make behavioral changes after reading the email with 8 reinforcing comments and 4 areas for change (45%; 95% CI 0.39-0.50; Table 3) or the email with 8 reinforcing comments and 1 area for change (OR 2.52, 95% CI 1.73-3.68) areas for change (Table 2). The predictive margins on the interaction terms demonstrated that individuals reported the highest probability of being very concerned about welfare (OR 4.11, 95% CI 1.75-9.39) or as a woman (OR 2.00, 95% CI 1.34-3.03). Those who identified as Black or African American (OR 4.34, 95% CI 1.40-6.43) or the email with 8 reinforcing comments and 4 areas for change (45%; 95% CI 0.39-0.50; Table 3) or the email with 8 reinforcing comments and 4 areas for change (45%; 95% CI 0.39-0.50).

Again, there were similar outcomes in the models that adjusted for sociodemographic characteristics and BMI category (Table 4). Those who identified as Black or African American (OR 4.05, 95% CI 1.75-9.39) or as a woman (OR 2.00, 95% CI 0.98-4.08) were more likely to report being motivated to make behavioral changes than after reading emails with 1 reinforcing comment, and the odds that individuals would be motivated to make behavioral changes was at least 2 times higher after reading emails with 4 (OR 2.27, 95% CI 1.55-3.31) or 8 (OR 2.52, 95% CI 1.73-3.68) areas for change (Table 2).

Table 4:Motivation to Make Behavioral Changes

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Motivation, OR(^a) (95% CI)</th>
<th>Perception of the counselor, OR (95% CI)</th>
<th>Perception of the email, OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Self-monitor in the future</td>
<td>Motivated to make behavior changes</td>
<td>Counselor concerns about welfare</td>
</tr>
<tr>
<td>Black or African American</td>
<td>4.34*** (1.79-10.51)</td>
<td>4.05*** (1.75-9.39)</td>
<td>2.32** (1.03-5.23)</td>
</tr>
<tr>
<td>Other</td>
<td>0.74 (0.21-2.62)</td>
<td>1.166 (0.35-3.85)</td>
<td>0.99 (0.31-3.13)</td>
</tr>
<tr>
<td>Gender (reference: men)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>1.49 (0.70-3.16)</td>
<td>2.00* (0.98-4.08)</td>
<td>2.32** (1.17-4.62)</td>
</tr>
<tr>
<td>Annual household income (reference: ≤24,999, US $)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25,000-49,999</td>
<td>1.19 (0.43-3.27)</td>
<td>1.15 (0.44-3.01)</td>
<td>0.86 (0.34-2.17)</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>2.74* (0.84-9.01)</td>
<td>1.61 (0.52-4.97)</td>
<td>1.34 (0.45-3.95)</td>
</tr>
<tr>
<td>≥75,000</td>
<td>3.73** (1.22-11.43)</td>
<td>2.32 (0.80-6.72)</td>
<td>2.70* (0.97-7.52)</td>
</tr>
<tr>
<td>Educational level (reference: high school degree or less)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>0.46 (0.18-1.17)</td>
<td>0.64 (0.26-1.54)</td>
<td>0.76 (0.33-1.79)</td>
</tr>
<tr>
<td>College degree or more</td>
<td>0.78 (0.30-2.04)</td>
<td>0.89 (0.36-2.23)</td>
<td>1.04 (0.43-2.51)</td>
</tr>
<tr>
<td>Employment status (reference: not employed)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>0.61 (0.24-1.53)</td>
<td>0.67 (0.28-1.61)</td>
<td>1.26 (0.54-2.95)</td>
</tr>
<tr>
<td>BMI category (reference: overweight)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obese</td>
<td>0.50* (0.24-1.04)</td>
<td>0.42** (0.21-0.85)</td>
<td>0.60 (0.31-1.18)</td>
</tr>
</tbody>
</table>

\(^a\)Adjusted for sociodemographic characteristics (ie, age, ethnicity, race, gender, income, education level, employment status, and BMI category).

\(^{\text{OR: odds ratio.}}\)

\(^{\text{**P<.01, **P<.05, ***P<.01.}}\)
were less likely to report being motivated to make behavioral changes compared with those who were overweight.

**Perception of Counselor**

The odds that individuals rated the counselor as concerned for their welfare was 4-5 times higher after reading emails with 4 (OR 4.26, 95% CI 2.91-6.22) or 8 (OR 4.98, 95% CI 3.39-7.31) reinforcing comments than after reading those with 1 reinforcing comment, and 3-4 times higher after reading emails with 4 (OR 3.13, 95% CI 2.15-4.56) or 8 (OR 4.61, 95% CI 3.15-6.74) areas for change (Table 2) than after reading emails with 1 area for change. In addition, the odds that individuals indicated that the counselor genuinely liked them were significantly higher after reading emails with 4 (OR 2.55, 95% CI 1.73-3.76) or 8 (OR 3.11, 95% CI 2.11-4.60) reinforcing comments or 4 (OR 2.34, 95% CI 1.59-3.46) or 8 (OR 2.50, 95% CI 1.70-3.69) areas for change than after reading emails with only one reinforcing comment or 1 area for change. Furthermore, the odds that individuals reported that the counselor understands their challenges was significantly higher after reading emails with 4 (OR 3.80, 95% CI 2.62-5.50) or 8 (OR 5.32, 95% CI 3.64-7.77) reinforcing comments or 4 (OR 3.12, 95% CI 2.16-4.52) or 8 (OR 4.45, 95% CI 3.06-6.47) areas for change.

The interactions indicated that individuals had the highest average probability of strongly agreeing that the counselor was genuinely concerned for their welfare (42%; 95% CI 0.37-0.48) after reading emails with 8 reinforcing comments and 4 areas for change (Table 3). In addition, individuals had the highest average probability of strongly agreeing with the counselor genuinely liked them (32%; 95% CI 0.27-0.37) after reading emails with 8 reinforcing comments and 4 areas for change. As for the perception of the counselor being understanding of their challenges, the interactions demonstrated that individuals had the highest average probability of strongly agreeing after reading emails with 4 reinforcing comments and 4 areas for change (42%; 95% CI 0.36-0.47). The sociodemographic group differences in perceptions of the counselor were similar to those described earlier (Table 4).

**Perception of the Emails**

Perceptions of insightfulness, tailoring, and length of the emails were significantly more favorable after reading emails with 4 or 8 reinforcing comments or 4 or 8 areas for change than after reading emails with only one reinforcing comment or 1 area for change (Table 2). The interactions demonstrated that individuals had the highest average probability of strongly agreeing that the emails gave them a new way of looking at diet and physical activity behaviors (40%; 95% CI 0.35-0.45) after reading emails with 4 reinforcing comments and 8 areas for change (Table 3). Perceptions that the emails were tailored were strongest (39%; 95% CI 0.33-0.44) after reading emails with 1 reinforcing comment and 8 areas for change, 8 reinforcing comments and 1 area for change, and 8 reinforcing comments and 8 areas for change. Finally, perceptions that the length of the emails being just right were the highest (65%; 95% CI 0.62-0.68) after reading emails with 4 reinforcing comments and 1 area for change and emails with 1 reinforcing comment and 4 areas for change. The sociodemographic differences in the perception of emails are similar to those described earlier (Table 4).

**Discussion**

This study conducted a factorial experiment to examine the perception of email feedback on diet and physical activity behaviors among individuals with overweight or obesity and a desire to lose weight. The main effects showed that the emails with more reinforcing comments or areas for change were received, in general, with often a small incremental benefit for 8 reinforcing comments or areas for change versus 4 reinforcing comments or areas for change. Thus, participants may view longer messages that provide the overall context of their behaviors over a week as more positive, rather than shorter messages containing just one reinforcing comment or area for change. The interactions indicated that the best combination for 3 of 8 dimensions assessed was the email with 8 reinforcing comments and 4 areas for change, which was associated with higher ratings of motivation to make behavioral changes in the future, counselor’s concern for their welfare, and perceptions that the counselor genuinely likes them. Nonetheless, as consistent self-monitoring is important for effective weight management [12], perhaps the best combination among those tested in this study is the email with 4 reinforcing comments and 4 areas for change because it resulted in the highest average probability of reporting being very likely to self-monitor in the future if continuing to self-monitor is weighted most heavily.

Interestingly, the longest email combinations (ie, the 8 reinforcing comments and 8 areas for change, the 1 reinforcing comment and 8 areas for change, and the 8 reinforcing comments and 1 area for change combinations) had the highest average probability of being rated as being tailored. Perhaps, individuals viewed more feedback as being more customized to their situation. In contrast, the email combination that had the maximum number of areas of change (ie, 8) and a moderate number of reinforcing comments (ie, 4) had the highest likelihood of being viewed as insightful, indicating that insightfulness might be perceived as a balance between reinforcing comments and areas for change. However, the emails judged as just right in length were shorter than any of these options (ie, the 1 reinforcing comment and 4 areas for change and the 4 reinforcing comments and 1 area for change combinations). Thus, the optimal constellation of areas of change and number of reinforcing comments may depend on the outcome, and there are few data to guide which of these outcomes is associated with consistent self-monitoring and, ultimately, superior weight loss.

The responses to the different email feedback combinations varied very little across the demographic groups considered, which is interesting as some groups have been found to have significantly higher or lower self-monitoring engagement in previous studies. For example, studies have found that women have lower engagement with self-monitoring than men [21,22], whereas we found that women and men in this study reported a similar likelihood to self-monitor in the future, although it must be acknowledged that these were hypothetical projections rather than actual self-monitoring behavior. In addition, previous research indicates that older individuals are more likely to engage in self-monitoring than younger individuals [21,23,24], although we found that individuals aged 25 to 44 years had a
higher odds to report that they were likely to self-monitor in the future than individuals who were aged 18 to 24 years and the older age groups did not differ from the youngest group. This is in contrast to previous research, which found that older adults (ie, aged 60-85 years) were more successful in losing weight in the Diabetes Prevention Program’s weight management intervention [25], perhaps because older individuals have fewer competing obligations. Finally, although Black respondents indicated that they would be more likely to self-monitor in the future, previous research has not found significant race-based differences in self-monitoring engagement [17,21]. Nonetheless, a meta-analysis that examined the impact of tailored messages for health behavioral change in general also found a minimal impact of sociodemographic factors on the effect of the messages [5]. It will be important to examine whether responses to the different email feedback combinations are comparable across demographic groups when studying actual self-monitoring behavior, rather than self-reported likelihood of self-monitoring in the future.

There are some limitations to this study, which merit acknowledgment. Importantly, participants who rated the emails were not enrolled in a weight loss study and thus provided hypothetical responses to feedback emails that were not personalized to the individual in this study. It is unknown if the likelihood of self-monitoring or motivation to make behavioral changes in the future would translate to actual behavior. However, all respondents were either overweight or obese and expressed an interest in losing weight, so it may be assumed that the sample resembled respondents who would join a weight loss program to some extent. In addition, the concepts were each measured by a single item. Although these single items were adapted from previous studies when possible and have face validity, the psychometric properties of the items were not examined. Future studies should examine individuals actively engaged in weight loss efforts to determine whether the composition of emailed feedback drives actual self-monitoring patterns and ultimately influences weight loss outcomes. Furthermore, we arbitrarily chose the 3 levels of each variable (ie, 1, 4, and 8) so that there was separation between each level and to represent what might be considered a small number of comments, a moderate number of comments, and a large number of comments. Furthermore, we tested only 3 levels of each variable, and thus, it is possible that the ideal combination was not examined in this study. In future research, it will be important to test other levels of the variables, including reinforcing comments or areas for change; however, researchers need to be aware of participant burden and attention limitations, which is why we limited our survey to 9 emails. Despite these limitations, to our knowledge, this is the first study to explore perspectives on self-monitoring feedback and to provide the first indication of the sweet spots in providing weekly self-monitoring feedback. An additional strength is the diversity of the sample with respect to gender and race and ethnicity, which allowed some insights along those dimensions.

Given the broad and escalating need for obesity treatment, it is essential to optimize treatment components for efficacy and cost-effectiveness, including self-monitoring feedback. A recent study reported that the average time for counselors to review self-monitoring records and compose weekly dietary and physical activity self-monitoring feedback emails is approximately 28 min, following a guideline of 6 reinforcing comments and 3 areas for change [26]. Some have opted to use computer-driven algorithms to generate feedback [27], whereas others report that human-generated feedback produces superior weight loss outcomes [4]. It will be important in future research to examine whether the optimal approach for self-monitoring feedback differs in the context of human-generated emails compared with algorithm-driven emails and to identify the most time-efficient (and therefore least costly) feedback constellation for humans to generate. This study offers some specific hypotheses to test and, as such, can advance this critical aspect of behavioral weight management intervention refinement.
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Abstract

Background: According to the US Bureau of Labor Statistics, nurses will be the largest labor pool in the United States by 2022, and more than 1.1 million nursing positions have to be filled by then in order to avoid a nursing shortage. In addition, the incidence rate of musculoskeletal disorders in nurses is above average in comparison with other occupations. Robot-assisted health care has the potential to alleviate the nursing shortage by automating mundane and routine nursing tasks. Furthermore, robots in health care environments may assist with safe patient mobility and handling and may thereby reduce the likelihood of musculoskeletal disorders.

Objective: This pilot study investigates the perceived ease of use and perceived usefulness (acceptability) of a customized service robot as determined by nursing students (as proxies for nursing staff in health care environments). This service robot, referred to as the Adaptive Robotic Nurse Assistant (ARNA), was developed to enhance the productivity of nurses through cooperation during physical tasks (eg, patient walking, item fetching, object delivery) as well as nonphysical tasks (eg, patient observation and feedback). This pilot study evaluated the acceptability of ARNA to provide ambulatory assistance to patients.

Methods: We conducted a trial with 24 participants to collect data and address the following research question: Is the use of ARNA as an ambulatory assistive device for patients acceptable to nurses? The experiments were conducted in a simulated hospital environment. Nursing students (as proxies for nursing staff) were grouped in dyads, with one participant serving as a nurse and the other acting as a patient. Two questionnaires were developed and administrated to the participants based on the Technology Acceptance Model with respect to the two subscales of perceived usefulness and perceived ease of use metrics. In order to evaluate the internal consistency/reliability of the questionnaires, we calculated Cronbach alpha coefficients. Furthermore, statistical analyses were conducted to evaluate the relation of each variable in the questionnaires with the overall perceived usefulness and perceived ease of use metrics.

Results: Both Cronbach alpha values were acceptably high (.93 and .82 for perceived usefulness and perceived ease of use questionnaires, respectively), indicating high internal consistency of the questionnaires. The correlation between the variables and the overall perceived usefulness and perceived ease of use metrics was moderate. The average perceived usefulness and perceived ease of use metrics among the participants were 4.13 and 5.42, respectively, out of possible score of 7, indicating a higher-than-average acceptability of this service robot.

Conclusions: The results served to identify factors that could affect nurses’ acceptance of ARNA and aspects needing improvement (eg, flexibility, ease of operation, and autonomy level).

DOI: 10.2196/17509

(J Med Internet Res 2020;22(11):e17509)
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Introduction

Background
According to the American Association of Colleges of Nursing, there is a shortage of registered nurses (RNs) in the United States, which is expected to escalate due to the increase in health care demands and needs of baby boomers as they age [1]. Robot-assisted health care has the potential to mitigate this shortage by automating mundane and routine nursing tasks, thereby enhancing the productivity and efficiency of nurses [2]. RNs are the largest group of staff in US health care systems, and they experience an above-average incidence rate of physical injuries and musculoskeletal disorders [3]. In 2016, the incidence rate of musculoskeletal disorders in RNs was 46.0 cases in every 10,000 workers, which was substantially higher than the average incidence rate of other occupations at 29.4 cases in every 10,000 workers [4]. Overexertion and bodily reaction accounted for 49.7% of the cases among RNs working in hospitals, 35.0% among RNs in ambulatory health care services, and 34.5% among RNs in nursing and residential care facilities [4]. The American Nurses Association initiated a national campaign in 2003 to decrease the number of musculoskeletal injuries in nurses [5] and subsequently published a guideline to advise nurses on how to avoid injuries while handling patients, which included the use of available technology [6]. However, the incidence of musculoskeletal injuries in nurses remains high.

Figure 1. Adaptive robotic nursing assistant including an omnidirectional mobile platform, a 6-DoF robotic arm, and an instrumented handlebar.

Robots may assist with safe patient handling and mobility in health care environments. In recent years, robots have been used in hospitals to assist with surgical procedures, deliver medications, monitor patients, and assist with daily hygiene [7]. However, nurses’ acceptance of robotic nursing assistants is essential and warrants comprehensive assessment in order to ensure the adoption of this technology and its large-scale implementation in health care environments. While a few surveys of professionals have demonstrated positive feedback related to the use of robots in health care [8,9], feasibility data is needed in order to assess how robots can assist with safe patient handling and mobility, thereby preventing musculoskeletal injuries among nurses.

In order to off-load some of the physically demanding tasks assigned to nursing staff and prevent physical injuries, we have built a robotic nursing assistant, referred to as Adaptive Robotic Nursing Assistant (ARNA). ARNA is a custom-built service robot, which is capable of autonomous navigation in hospital environments and performing tasks as a nursing assistant. ARNA is an omnidirectional mobile robot constructed in-house and augmented with a 6-DoF (degrees of freedom) robotic arm (Figure 1). ARNA is equipped with an instrumented handlebar that can detect a patient’s navigational intent when used as a patient walker. ARNA has been designed to enhance the productivity of nursing staff through cooperation during physical tasks and nonphysical tasks (eg, patient walking, item fetching, patient observation, and collecting patient feedback).

Research Question
This study evaluated the acceptability of ARNA as determined by nursing students in scenarios where ARNA was used as a robotic patient walker. The experiments were conducted in a simulated hospital environment. Nursing students (as proxies for nursing staff) were grouped in dyads, with one participant serving as a nurse and the other acting as a patient. We conducted a phase 1 trial (ie, pilot study) to collect quantitative data and address the following research question: Is the use of a service robot as an ambulatory assistive device for patients acceptable to nurses? In this context, user acceptability was measured using the two subscales of the Technology Acceptance Model (TAM) [10,11], that is, perceived usefulness and perceived ease of use.

http://www.jmir.org/2020/11/e17509/
Methods

Participants
All nursing students (n=24) were enrolled in coursework in undergraduate and master’s entry accelerated second-degree nursing programs that included patient care in hospitals. Recruitment occurred through in-class invitations by nursing faculty. Subsequently, interested students notified the faculty to volunteer for the study. As compensation for participating in the experiments, students received course credit for clinical/research hours for an undergraduate research course or capstone clinical course.

Student volunteers were required to have the physical ability to adequately perform the tasks administered in the study. It should be noted that disabilities were used as exclusion criteria only if the disability substantially interfered with the performance of the tasks (eg, noncorrectable vision or hearing problems). Approval to conduct the study was obtained from the university’s institutional review board. All volunteers gave informed consent.

Robot Description
ARNA is an omnidirectional mobile robot constructed in-house and augmented with a 6-DoF robotic arm (Figure 1). ARNA is also equipped with a handlebar instrumented with a force-torque sensor, which enables the robot to detect the user’s navigational intent and adjust the amount of physical assistance while walking patients or pushing heavy items (eg, hospital beds). ARNA includes multiple user interfaces (eg, tablet interface, gamepad-like remote control), navigation sensors (eg, cameras, Kinect, ultrasonic and infrared sensors), and a powerful computing and real-time control unit. Although ARNA has several functionalities and services, the current study focused on the user acceptability of ARNA when used as a robotic patient walker. Acceptability data of other functions of ARNA will be investigated in a subsequent study.

The prevention of patient falls is a measure of quality care in hospitals and a priority in the daily work of nurses. When ARNA is utilized as a patient walker, the user interaction efforts (forces and torques applied to the handlebar by patient) are sensed by the force-torque sensor mounted underneath the ARNA’s handlebar and used to extract the user’s navigational intent. The user intent is then communicated to the robot’s control unit, which, in turn, propels the robot in the intended direction, thereby inducing the feeling in users that they are interacting with a light-weight walker. Apart from providing ambulation assistance and stability support, ARNA utilizes its robotic arm to carry along intravenous (IV) lines and other tethering medical equipment (eg, oxygen cylinder). During such assisted walking, ARNA’s navigation sensors enhance the user’s safety by avoiding collisions of the robot with the carried IV pole and with objects and humans in the environment. From a technical standpoint, a high level of intelligence and autonomy is required to collaborate with a nurse and perform these tasks. For this purpose, we have equipped ARNA with a variety of sensors including cameras, Kinect, laser scanner, bump sensors, infrared sensors, and ultrasonic sensors.

Experimental Setting
The experiments were conducted at a simulation suite located at School of Nursing, University of Louisville.

Trial Design and Procedure
Before participants arrived at the experiment location, the setting and robot were prepared by the project personnel. Only 2 nursing students and the project personnel were in the simulation lab at any given time. To facilitate task comprehension, participants received thorough verbal instructions and a task demonstration regarding the experiment procedure.

Participants worked in dyads, with one participant serving as a nurse and the other acting as a patient requiring walking assistance. A rectangular path was marked on the floor for the participants to follow while receiving gait assistance from ARNA. The general task of “patient” was to hold onto the robot handlebar and walk with the robot while following the marked path on the floor, and the task of “nurse” was to walk alongside the patient and robot in a supervisory role holding an emergency stop switch. While walking, ARNA carried along an IV pole using its arm, maintaining a safe distance between the pole and objects in the environment, the patient, and itself. The nurse was instructed to activate the emergency stop switch, which would bring the robot to a complete hold, should the robot come into close vicinity of other objects or any unforeseen dangerous circumstances. Before beginning of the trial, the patient reclined in a hospital bed, and the nurse stood by him/her, both waiting for the trial initiation. Pursuant to the initiation signal from the experimenter, the patient received assistance from the nurse to climb down the bed and hold onto the ARNA’s handlebar. When the patient verbally confirmed firm grasp of the handlebar and stable posture, the nurse deactivated ARNA’s emergency stop, allowing the robot to operate. Next, the patient followed the rectangular path marked on the floor while receiving support from the robot until he/she arrived back at the bed, at which point the nurse reactivated the emergency stop and helped the patient lie back in the bed. Each experiment set consisted of 9 trial runs per participant. Original dyads were retained for all trial runs.

Following the ninth trial, the nursing students were given a survey (perceived usefulness and perceived ease of use subscales of the TAM) about their experience interacting with the robot and assisting the patient. Surveys were administered in the form of a questionnaire and as Likert scales (discussed in the following subsection). Subsequently, the participants’ roles were switched, thus providing the roles of nurse and patient to both participants, and another 9-trial set of experiment runs repeated for a total of 216 trial runs. The entire experiment lasted 6 days (2 dyads per day). Participant groupings and nurse/patient role orders were randomized to prevent any inherent biases.

Theoretical Framework
The TAM was originally developed by Davis in 1989 to predict and explain a user’s acceptance of information technology (IT) [10]. The original TAM was composed of two fundamental constructs hypothesized to be determinants of user acceptance: perceived usefulness and perceived ease of use [10]. The Theory...
of Reasoned Action provided the theoretical framework for the TAM to explain the relationships between perceived usefulness and perceived ease of use as well as users’ attitudes, intentions, and IT use behavior [11]. After the application of the TAM in IT workplace studies, researchers suggested that the TAM include external variables related to social change, human processes, and boundary-related conditions [12,13]. In 2003, the original TAM was modified. The new TAM2 removed the concept of attitudes and broke down the concept of external variables into cognitive instrumental processes (perceived ease of use, job relevance, output quality) and social influence processes (image, subjective norm, voluntariness) [14]. The TAM3, an integrated model combining the TAM2 and the model of the determinants of perceived ease of use, was later developed in 2008 [15]. The TAM3 was composed of four constructs: perceived ease of use, perceived usefulness, use behavior, and behavior intention [15,16], although it has not found widespread use [17]. When reviewing the iterations of the TAM, the investigators decided that the original TAM best captured the concept of acceptability in this study.

This study used two subscales of the TAM (ie, perceived usefulness and perceived ease of use), originally proposed by Davis in 1989 [10], to evaluate acceptability and adoption likelihood of the ARNA robot by nursing students. The TAM has effectively predicted nurses’ acceptance of other health care technology [18]. For investigation of technology adoption in health care, the TAM is considered the gold standard and is thought to provide a strong validity and reliability measure [19]. As mentioned previously, the TAM evaluates user acceptability of a given technology via two subscales: perceived usefulness and perceived ease of use. Perceived usefulness is the degree to which one thinks using a specific system facilitates their job. Perceived ease of use, on the other hand, is the degree to which one thinks usage of that system is effort-free [10]. User acceptability of a variety of technologies (eg, service robots [18], e-learning systems [18,20,21], and assistive social robots [22]) have been evaluated by employing the TAM. To the best of our knowledge, this study is the first to gauge acceptance of service robots by nurses via perceived usefulness and perceived ease of use subscales of the TAM. The questionnaires are tabulated in Table 1 and 2. Each question was evaluated on a 7-point Likert scale, ranging from 1 (“disagree”) to 7 (“agree”).

<table>
<thead>
<tr>
<th>Item</th>
<th>Mean (SD)</th>
<th>Correlation with overall usefulness</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Using ARNA robot improves my job performance.</td>
<td>3.75 (1.67)</td>
<td>0.45</td>
<td>.03</td>
</tr>
<tr>
<td>2. ARNA robot enables me to accomplish tasks more quickly.</td>
<td>4.08 (2.04)</td>
<td>0.60</td>
<td>.002</td>
</tr>
<tr>
<td>3. Using ARNA robot enhances my effectiveness on the job.</td>
<td>4.08 (1.9)</td>
<td>0.62</td>
<td>.001</td>
</tr>
<tr>
<td>4. Using ARNA makes it easier to do my job.</td>
<td>4.04 (1.97)</td>
<td>0.95</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>5. Using ARNA increases productivity.</td>
<td>4.5 (1.74)</td>
<td>0.69</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>6. Overall, I find ARNA useful.</td>
<td>4.13 (1.92)</td>
<td>1</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

ARNA: Adaptive Robotic Nursing Assistant.

<table>
<thead>
<tr>
<th>Item</th>
<th>Mean (SD)</th>
<th>Correlation with overall ease of use</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>7. I do not become confused when I use ARNA.</td>
<td>4.83 (1.43)</td>
<td>0.39</td>
<td>.054</td>
</tr>
<tr>
<td>8. I do not get frustrated when interacting with ARNA.</td>
<td>4.58 (1.58)</td>
<td>0.65</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>9. The system is flexible to work with.</td>
<td>3.54 (1.79)</td>
<td>0.51</td>
<td>.01</td>
</tr>
<tr>
<td>10. My interaction with ARNA is easy to understand.</td>
<td>5.83 (1.37)</td>
<td>0.58</td>
<td>.002</td>
</tr>
<tr>
<td>11. It is easy to remember how to perform tasks while using ARNA.</td>
<td>6.00 (1.35)</td>
<td>0.36</td>
<td>.08</td>
</tr>
<tr>
<td>12. Overall, I find ARNA easy to use.</td>
<td>5.42 (1.52)</td>
<td>1</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

ARNA: Adaptive Robotic Nursing Assistant.

### Data Analysis

In order to examine the internal consistency of perceived usefulness and perceived ease of use subscales of the TAM in this context, we calculated Cronbach alpha values [23]. Cronbach alpha is a measure of scale reliability and examines whether a group of observations are closely related. A Cronbach alpha value greater than .7 is considered acceptable, a value below .2 is unreliable, and negative values indicate a completely random set [23]. In addition, we performed a correlation analysis to determine the relationships between questionnaire items and the overall perceived usefulness and perceived ease of use by computing the Spearman rho correlation coefficient and P values [24].

### Results

We calculated a Cronbach alpha of .93 for the perceived usefulness dataset and .82 for the perceived ease of use dataset.
The mean and SD for each item in the questionnaires, among the participants, are shown in Table 1 and 2. The mean values for overall perceived usefulness and perceived ease of use were 4.13/7 and 5.42/7, respectively, indicating moderate-to-high acceptability. According to Tables 1 and 2, the correlation coefficients between the individual questions and the overall perceived usefulness and perceived ease of use were moderate. Furthermore, the overall perceived usefulness and perceived ease of use were moderately correlated (Spearman rho=0.44; P value=.03). Additionally, weak-to-strong multicollinearities were detected between the perceived usefulness and perceived ease of use variables. In particular, variables 1, 2, 3, 7, 8, and 9 exhibited weak multicollinearity (condition index<10), variables 4 and 6 had a moderate collinearity (condition index=43), and variables 10 and 11 demonstrated a fairly strong collinearity (condition index=70).

Discussion

Principal Findings

This study evaluated the usefulness and ease of use of ARNA as perceived by nursing students in order to assess its acceptability and the influencing factors, as well as to identify areas needing improvement for future development of ARNA. The calculated Cronbach alpha (0.93 for perceived usefulness dataset and 0.82 for perceived ease of use dataset) demonstrates acceptable internal consistency of the questionnaires. The statistical findings of the perceived usefulness and perceived ease of use subscales indicate a moderate-to-high acceptance of ARNA by the nursing students. The general opinion of the participants about ARNA was positive, as the mean value for overall usefulness and ease of use were above average (ie, greater than 4/7). Furthermore, the correlation coefficients between the individual questions and the overall perceived usefulness and perceived ease of use were moderately acceptable, suggesting the usefulness of the questions in examining various aspects of perceived usefulness and perceived ease of use metrics.

In general, this study enhances our understanding of various aspects of ARNA in terms of its perceived usefulness and perceived ease of use and points out key aspects that require improvement in order to facilitate ARNA’s acceptability and adoption likelihood. For example, it is important to improve ARNA’s flexibility as suggested by its moderate mean value of users’ responses to question 9. Perhaps by providing more user interfaces to accommodate various interaction styles, nurses’ perceptions of flexibility could be enhanced. The participants’ responses to the other perceived ease of use questions, however, were fairly high, suggesting that the robot is easy to operate. This may be attributable to the fact that the robot autonomously regulates the gait speed, provides stability support and collision avoidance, and only requires nurses to supervise the gait assistance and respond in case of emergency situations.

The mean participant response to variable 1 was fairly low, and the mean responses to variables 2-5 were moderate, indicating that participants did not completely agree that use of ARNA robot improves their job performance or saves them substantial time. This is, however, not surprising, as in its current capacity, ARNA still requires a nurse to accompany the robot and the patient during the walking assistance, which is as time consuming as using a nonrobotic walker, although the robot provides stability support and collision avoidance. Endowing the robot with a fully autonomous capability to provide walking assistance to patients without direct nurse supervision may enhance users’ perception regarding job performance improvement. Completely outsourcing the walking assistance to a fully autonomous robot may render a nurse more efficient as he/she would only need to oversee the gait assistance and would therefore be able to focus on other responsibilities.

Simulation is a growing trend in health care education, and proxies are frequently needed to collect data in clinical settings for children or incapacitated patients. Preliminary acceptability data was needed before taking ARNA into a hospital or other clinical setting and testing it with busy health care providers and vulnerable patients. This simulated health care study using nursing students is viewed as a step forward in the evolution of ARNA as a tool for safe and quality patient care and as protection against musculoskeletal disorders among nurses.

Limitations

The outcomes of this study should be deemed preliminary for a number of reasons. First, we evaluated usefulness and ease of use of ARNA with a limited number of nursing students in a simulated hospital environment, and, hence, the results may not extend to the whole population of nurses and health care providers in real health care environments. Second, due to our experimental design, each participant served as both patient and nurse, which may have influenced the participants’ perception of the acceptability of ARNA. This experimental design may also have affected the participants’ decisions during the study, thereby affecting the study results.

In addition, in this study, we were not able to collect and evaluate actual user behavior of the ARNA robot over a long time period due to the study’s preliminary nature, and, hence, perceived usefulness and perceived ease of use were used as proxies to predict adoption likelihood and usage of ARNA among nurses.

Conclusion

The rate of physical injury and musculoskeletal disorders in nurses is higher than average as compared to other occupations, which is typically due to patient handling and mobility. Robots bear a great potential to off-load some of the physically demanding tasks of nursing staff and health care providers, and hence prevent physical injuries. However, nurses’ acceptance of robotic nursing assistants is essential and warrants comprehensive assessment in order to ensure adoption of this technology and its large-scale implementation in health care environments.

This study evaluated the acceptability of our custom-made robotic nursing assistant, ARNA, with respect to the two subscales of the TAM, perceived usefulness and perceived ease of use, during a patient walking scenario. User surveys were administered to 24 nursing students who served as the study participants. We conducted the experiments in a simulated
hospital environment, where 2 participants were paired together, one playing the role of a patient and the other acting as a nurse providing ambulatory assistance to the patient using a service robot that functioned as a powered walker. After the trials, the participants serving as nurses filled out questionnaires about their opinions regarding usefulness and ease of use of the ARNA robot. This study, to the best of our knowledge, is the first to examine the user acceptability of robotic nursing assistants, serving as a stepping-stone for further discussions about the sociotechnical and commercial landscape surrounding this technology.
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Abstract

Background: Child life specialists (CLSs) play an important role in supporting patients and their families during their visits to a children’s hospital. Although CLSs are equipped with considerable expertise to support families during some of the most difficult moments of their lives, we introduced an additional resource to them in the form of a humanoid robot named MEDi.

Objective: The aim of this study is to explore the experiences of CLSs using a robot to support children.

Methods: We interviewed 7 CLSs who had worked with this robot for several years. The transcribed interviews were analyzed using open and axial coding.

Results: The first main theme that emerged was the process of navigating from fear to friendship in learning to use a humanoid robot for therapeutic support. The second major theme was MEDi as a source of connection and support to children. CLSs’ perceptions of MEDi as an adaptable resource and working with the limits of MEDi constituted the last 2 themes.

Conclusions: These descriptions show how CLSs can incorporate a robot into their practice.

KEYWORDS

child life; support; pediatric; distraction; robotics; human-robot interaction

Introduction

Overview

Child life specialists (CLSs), also known as play specialists and child life therapists in various countries, work toward creating a friendly hospital environment to facilitate children’s healing [1]. The role of CLSs is multifaceted, whereby professionals with university education, including internship experience, help infants, children, youth, and families cope with illness, injury, and treatment [2]. The broad scope of the CLS role entails supporting people with a range of challenges, needs, and backgrounds every day. Despite the many tools in the form of play, behavior management strategies, and education [3], providing support to sick children and their families, when they may be facing the most difficult time in their lives, is a monumental responsibility. In an effort to provide CLSs with another tool to use in supporting children, we introduced a humanoid robot (NAO robot produced by Softbank Robotics) named MEDi (programmed with cognitive behavioral strategies) to a children’s hospital.

Humanoid Robots

Humanoid robots are increasingly recognized for their potential to support health care in pediatric hospital settings [4,5]. One of the first studies published on the use of a robot during a medical procedure began in 2011 and was focused on MEDi. This study showed that MEDi, when programmed to distract children and teach them breathing as a coping strategy, reduced
children’s pain and anxiety during vaccination [6]. This same robot also made children and their parents smile, helped children to cooperate during the procedure and to remember the robot more than the needle, and seemed to empower effective coping [7]. When MEDI was used to support children undergoing blood tests, parents reported that their children experienced reduced pain [8]. MEDI was then used with a variety of other medical procedures, such as intravenous starts, tube removal, and dressing change, with similar effects on pain and fear [9]. Other studies produced comparable results in various areas throughout the hospital using this robot [10,11]. Other studies have also suggested that children in a health care environment are enthusiastic about engaging with a humanoid robot [12], particularly children with autism [13,14].

This accumulating evidence of children’s enjoyment of humanoid robots and the ability of such robots to calm children’s pain, fear, and anxiety aligns well with the supportive role that CLSs have in providing medical procedural support to children to help reduce their distress. Indeed, the integration of a humanoid robot into CLSs’ daily practice is increasingly endorsed [15]. At the same time, a body of literature about the impact of humanoid robots on children’s hospital experiences is drawn from studies of the perspectives of parents and children. To our knowledge, no research has been conducted to capture the experiences of CLSs charged with incorporating humanoid robots into their day-to-day pediatric support practices. In this study, we conducted an in-depth examination of the experiences of CLSs using a humanoid robot in their daily work and our purpose is two-fold: (1) we aim to contribute to the understanding of the human-robot interface as part of supporting children in their hospital experiences, and (2) we will provide practice-relevant illustrations of the use of a humanoid robot in CLS practice. We present this study beginning with a description of the background of the CLS practice environment that provides the study context. We then provide a rationale for our narrative approach to conducting our study using semistructured interviews with CLSs, followed by a detailed illustration of CLSs’ experiences with using humanoid robots. We conclude with a discussion of our conceptual contribution and our practice-relevant recommendations.

**Methods**

**Study Context**

In 2014, 4 MEDI robots (NAO robots produced by Softbank Robotics) were introduced to Alberta Children’s Hospital, a 141-bed and 90-clinic tertiary care center seeing visits from 90,000 children per year, located in Western Canada. This introduction was based on research evidence of the impact of the robot on patients at this hospital. It became the first children’s hospital in North America, and perhaps in the world, to use robots for inpatient units and ambulatory clinics, tests and procedures, educational and orientation sessions (or happy visits), short or long admissions, and with any child where it seemed feasible. At any one time, any one or more of its 4 robots were used throughout the hospital for various purposes. The robot is 22.5 inches tall and weighs approximately 12 lb [16]. It is programmed with a variety of behaviors, such as telling stories based on themes of encouragement, playing interactive games to teach coping skills such as breathing, dancing to attract children’s attention to elicit smiles and laughter, and friendship behaviors such as fist bumps to build rapport. CLSs can also type text into the tablet that operates the robot to have it speak with animations in response to a child’s questions/comments. Pearson and Beran [17] provide a full description of MEDI behaviors. Since the introduction of MEDI in 2014, the team of CLSs regularly using MEDI shared many stories, experiences, and emotions with one another. It became evident that CLSs held compelling and detailed insights into how MEDI was affecting children, their parents, other health care professionals, and themselves. These accumulating and diverse anecdotal accounts added impetus to our plans to conduct this study.

**Study Design**

To gain detailed insights into CLSs’ experiences with using MEDI to interact with children and their families, we used a narrative design. Narrative designs are built on the belief that people use stories—defined as consequential linkings of ideas or events [18]—to give others access to the richness of their experiences. We collected CLS stories about using MEDI by conducting semistructured individual interviews. The semistructured design of our interviews was used to keep interview conversations focused on experiences using MEDI while affording flexibility to follow the energy of participants by asking additional questions and prompting participants to more fully describe the experiences they considered interesting and important. Participants’ stories gave us access to narrative elements of their experiences using MEDI, such as settings, problems, actions, and resolution [19]. We were then able to bring individual participant stories side by side to draw out links and broader themes that tie stories together.

**Sample and Recruitment**

We used purposive sampling to select the CLSs who were familiar with MEDI. At the time of recruitment (June to October, 2019), not all members of the child life team were regularly using MEDI in their work owing to responsibilities other than supporting medical procedures. In addition, as CLSs sometimes change roles, only those with the most extensive and recent experience with MEDI within the year before data collection were included in the study. This type of sampling enabled us to select participants according to their ability to inform our purpose of understanding their varied and detailed experiences [20].

The child life team was informed of the study by the team lead (fourth author, SB) during a staff meeting. An email was sent by the researchers to the 7 CLSs most experienced in working with MEDI, inviting them to participate in the study. The email invitation to participate contained information about the purpose and requirements of participation. All 7 CLSs agreed to be interviewed. All were women and had been CLSs for a period ranging between 1.3 and 29 years, with an average of 17 years of experience.

**Data Collection**

Interviews were conducted in a private meeting room at the hospital where all the CLSs worked. Interviews were scheduled...
according to the CLS’s availability. Signed informed consent was obtained at the beginning of each interview. Participants were told that although their names would not be included in research reports, the small, in-depth nature of this study might make them identifiable, especially to readers who know the participants.

The first CLS participant interviewed was the second author (JP), given that she is also a CLS with 5 years of experience working with MEDi and was responsible for leading the integration of the robot into the child life team at this hospital. JP was interviewed by the first author (TB). This first interview and yielding data served as a pilot of the interview process during which the authors confirmed that the interview questions were meaningful and could be responded to within a standard 90-min research interview time frame. After this first interview, TB and JP together conducted the subsequent 6 interviews. These 6 interview participants worked with JP and were aware of TB’s role in introducing MEDi to their hospital workplace. Furthermore, TB and JP worked to maintain awareness of the separation between their own understanding and the descriptions given by participants by holding a stance of curiosity and openness. As such, we were attuned to various responses both between ourselves and the participants and across participants [21]. All interviews were audi-taped and transcribed verbatim by a research assistant (RA).

The interview duration ranged from 1 to 1.5 hours. The interview guide questions were open ended and invited story sharing and descriptions of actions, feelings, and thoughts about working with MEDi. Experiences were explored, and direct questions were sometimes asked for clarification of details [22]. Questions included asking about positive and negative experiences associated with using MEDi, how they use MEDi, others’ reactions to MEDi, the impact of MEDi on the hospital environment, and thoughts about the future use of MEDi.

Ethical Considerations

JP’s collegial relationship with participants and TB’s introduction of MEDi to participants’ workplace required special consideration for all phases of the research. These relationships were disclosed to the university ethics board and to the manager at the hospital who approved this study. Furthermore, per our description of data collection, participants were reminded of the respective roles of TB and JP in relation to the topic being studied and told that their responses would not affect their daily responsibilities. We also assumed that as JP had been working with MEDi and her CLS colleagues for 5 years, negative experiences with MEDi would have been discussed between CLSs as these experiences occurred. However, we sought to create openness for participants to share negative experiences with using MEDi during interviews by explicitly requesting reflections about negative experiences. Moreover, to reduce concerns about encouraging positive responses and/or discouraging negative responses from participants during interviews, TB and JP made efforts to create a relaxed atmosphere, expressing their hope that the CLS participants would enjoy sharing their thoughts, challenges, and the range of feelings they have had in their work with MEDi. Finally, the length of the interview was adjusted according to participants’ energy and scheduling needs, and the participants were told that they could decline to answer any questions that made them feel uncomfortable.

Data Analysis

A team of 4 analysts—the first 2 authors (TB and JP) and 2 RAs—analyzed all data. All 4 analysts have experience and education in interview data collection and analysis. The RAs had participated in another research project pertaining to the use of MEDi; thus, all 4 analysts were familiar with the subject of this study. We used a conventional thematic analysis approach to focus on generating themes from the content of stories shared by participants during interviews [23]. At the same time, this analysis is semideductive as themes were also shaped by the interview questions we posed to the participants. The third author (BL) has an extensive qualitative background and worked to enhance the credibility of the findings, consistent with the principle of triangulation of investigators. BL was not involved with the research until the analysis phase and used this distance to offset the closeness that the first 2 authors (TB and JP) had in the study.

Analysis began with authors independently listening to the recordings and reading and re-reading the transcripts. Following Corbin and Strauss [24], we independently identified concepts evident in each interview and made analytic notes (open coding). We then met to discuss these notes for each interview and then across interviews and were able to see each other’s perspectives and insights into and interpretations of each interview. We discussed detailed and frequently occurring responses that allowed us to draw out links and commonalities between codes, which we then organized into agreed-upon themes (axial coding). We deepened our analysis with the help of BL. BL is a seasoned qualitative researcher who was not involved in the implementation of this study and who comes from a different disciplinary background. As such, BL helped us triangulate investigator and disciplinary perspectives brought to bear on our analysis, which involved combining some themes into broader themes and resequencing some themes as components of the broader themes. We then conducted a member check by contacting all the participants to discuss the summary of our findings. TB and JP met with participants in a focus group format and invited them to reflect on their experiences, add more information, and share disconfirming thoughts. They confirmed that the findings represented their perspectives. Notes were maintained on these processes as an audit trail to further contribute to the trustworthiness of the findings.

Results

Themes

In this section, we most often refer to the robot as MEDi, as it is a trademarked name used by hospital staff and patients. The robot is also referred to as he rather than it to acknowledge that this former pronoun is more predominantly used by CLSs. In addition, in the interest of presenting our study concisely, we removed disfluencies in participant descriptions.

Through our thematic analysis, we generated 4 major themes. The first theme incorporating a robot: navigating from fear to
friendship reflects the processes involved in learning to use a humanoid robot in a pediatric setting for therapeutic support. The second major theme is MEDI as a source of connection and support to children, and this theme comprises 3 subthemes: (1) MEDI as a welcoming and comforting presence, (2) MEDI as a friend, and (3) MEDI as encouraging and motivating. The third major theme is MEDI as an adaptable resource for CLSs, and this theme comprises 3 subthemes: (1) using MEDI to distract and teach, (2) using MEDI to facilitate challenging situations, and (3) using MEDI to facilitate collaboration within and beyond the CLS team. The fourth and final theme is working with the limits of MEDI.

Incorporating a Robot: Navigating From Fear to Friendship

Of the 7 CLS participants interviewed, 4 had been on staff at the time of the robot’s introduction to the hospital. They described their initial feelings of uncertainty with CLS1 stating, “I didn’t really get what it was all about.” Feelings of initial fear and frustration as well as excitement and curiosity were shared. For example, CLS2 described how she had been scared as shit. Fear and uncertainty pertain to how to operate the robot—feeling nervous about breaking it and the frustration that occurred if the robot did not respond. These participants also reported a lack of understanding of how MEDI could be used with children. They felt embarrassed when MEDI did not work in front of a patient or his/her family. One participant had been determined not to use it, saying her initial response was, “…no not for me” (CLS4).

However, CLSs were emphatic in their descriptions of a turning point or a process of trial and error as they gained confidence in operating the robot and watched its impact. One of the CLSs said:

> It took some time and a lot of conversations to figure out where and how it [MEDI®] would or where it would fit best. [CLS1]

This CLS also explained that the children themselves showed ways in which the robot could be used:

> …they sort of led the way in finding a way it [MEDI®] can be helpful and therapeutic to them. [CLS1]

CLSs learned how to rely on their own skills of managing situations where the robot did not work properly. For example, CLS4 described becoming able to “…switch gears if I have to, whereas I think at first I was really intimidated by oh my gosh, if he breaks down…”

For her part, CLS4 described gaining familiarity saying:

> So now I get it. I get how we can use him. It took me a while to get there, but I get that he can be used well in our profession. [CLS4]

CLS4, the participant who had initially indicated that the robot was “not for me,” summarized her current thoughts about the robot stating, “I think we’re friends.”

Gaining comfort and confidence took investment from CLSs both to learn how to use the technology and open-mindedness in being willing to try something new. This frame of mind is ongoing and yields more possibilities. One of the CLSs noted:

> ...the more we give MEDI® to do, the more we can use him in different ways. It’s a process of growing and learning and figuring it out because there’s no manual on this. There’s no manual on what you do. You have the ability, skills, knowledge, and expertise but you have to figure out how to apply that teaching every time...it’s always a different day. So that’s the process of discovery with MEDI® too. [CLS6]

MEDI as a Source of Connection and Support for Patients

MEDI was described as a source of connection and support for children. We found that the depth of the support and connection afforded by MEDI varied, and we created subthemes to distinguish depths of support and connection according to (1) MEDI as a welcoming or comforting presence, (2) MEDI as a friend, and (3) MEDI as encouraging and motivating.

**MEDI as a Welcoming and Comforting Presence**

MEDI was portrayed by CLSs as a welcoming presence. CLS3 referred to MEDI as “…a friendly face” that contributes to “creating a positive experience in the hospital.” CLSs spoke of how MEDI could set the stage for future positive experiences:

> I think there’s huge recognition now more than ever how important positive experiences at the hospital are for a child’s future visits here. [CLS7]

> I think he [MEDI®] opens doors to treatment in the future with or without him and kind of helps to...build those relationships and rapport. [CLS5]

CLS1 shared a story of having ridden the elevator with MEDI in a sitting position on a cart. A child who had never seen MEDI before entering the elevator and immediately placed her hand on the cart and, on exiting the elevator, walked alongside for a while. CLS1 explained that MEDI seemed to be on this child’s level. CLS7 stated that she “…genuinely believed kids look at me as though he [MEDI®] is on the same level as them.”

During patient visits, the CLSs described MEDI as a comforting physical presence:

> We know that a comfort position at the hospital is when a child sits between the parent’s lap, and MEDI® sits between the child’s lap and they hold on to him. [CLS7]

CLSs noted that MEDI’s very presence seems to calm children:

> ...sometimes I’ve had it where he [MEDI®] doesn’t say or do anything. He’s just there in the room and it seems to work. It seems to help which amazes me that he can just be sitting there and being hanging out there and he just seemed so friendly and comforting that he just has to be there you know. [CLS3]

CLS7 noted that MEDI afforded a comforting source of continuity as she described a patient who was a frequent flyer who had had many visits to the hospital over an extended period. This frequent flyer patient would request to see MEDI during
her visits. CLS1 also noted that MEDi could become part of children’s visits; however, CLS1 pointed out that the children did not necessarily actively interact with MEDi. Nevertheless, the presence of MEDi mattered:

…I’ve had situations where kids are completely happy with a MEDi® who’s turned right off. They’re just…oh this is so cool, and you know they just push MEDi® around on the cart and he’s not even talking or anything. [CLS4]

**MEDi as a Friend**

The nature of the support and connection that MEDi could provide to children was presented by CLSs as friendship. Some CLSs said that because MEDi greets children by name, a bond of friendship is formed:

I think she [4-year-old girl] formed this little bond with him [MEDi®]. [CLS7]

Another CLS recounted a patient reaction to the personalized connection MEDi offers:

…and he [MEDi®] knew her [the patient’s] name and he said, “Congratulations” and just her eyes lit up …. “Oh my goodness! How does he know me? That’s so cool…My brother is gonna be so jealous.” [CLS5]

The friendship style nature of connection is reinforced by children referring to MEDi as he, rather than it. Furthermore, friendship style connections persist even though children are well aware that MEDi is programmable and inanimate. One CLS described:

It’s funny how or interesting how kids will connect to him. In medical day treatment a kid was watching me program him. I showed her how we program him. We were picking things together. Yet, she still talked to him and was annoyed when he didn’t respond right away. And so, I think it’s interesting how they can connect even though they know it’s programmed from this tablet or that we’re using this tablet to help run him that they’re still engaged with him as like a person. [CLS5]

Another CLS used the word love to characterize her sense of children’s fondness for MEDi:

The little four-year-old that I already talked about, I think that was it where I really saw the value of MEDi® and the collaboration that it offered with physio...she [the child] fell in love with MEDi®. [CLS2]

**MEDi as Encouraging and Motivating**

MEDi was described as encouraging and motivating children to do activities they would not otherwise do. One of the CLSs presented MEDi as instilling courage:

And he does give kids courage. I think there’s a lot of kids we’ve seen that gain courage from seeing MEDi® do something and recognizing that they can do it too. [CLS7]

A particularly tender moment was shared by one child, according to a CLS:

She [female patient] looked at her mom and she said, “MEDi® thinks I’m brave.” [CLS7]

Children were described as seeming to implicitly trust MEDi and believe that words of encouragement that come from MEDi are sincere.

MEDi helped children manage during procedures that they had formerly found to be extremely difficult. CLS1 shared a story of a young boy with autism who would not sit on the dentist’s chair. After meeting MEDi, this boy agreed to sit on a chair with MEDi in his lap. The boy cooperated with all the dental procedures, and afterward, the mother blurted to CLS1, “That’s not my son,” as she could not believe that her son had allowed the dental assistant to touch and examine his mouth.

Another CLS expanded with a story of the surprise over the influence of MEDi expressed by health care staff; the staff had planned to sedate a boy for a procedure that entailed removing approximately 40 bumps that covered his body. The CLS described:

He [the boy] had played with MEDi® throughout the whole procedure...when I was leaving everyone who was involved was so impressed and the plan was to try it this time and then maybe go back to doing this procedure in the future under sedation. But then they called me a little while later and booked me for another date to come back with MEDi®. [CLS1]

CLS2 shared a related story of a girl who would not respond to the physiotherapists who were encouraging her to sit up, build some core strength, and get out of bed. However, the child responded when the CLS went into this child’s room with MEDi:

Well that kid almost leaped out of her bed and she has tubes hanging out of every orifice. So, it was a challenge to slow her down, but then physio and I collaborated. [CLS2]

Another CLS used the word power in explaining the surprising impact MEDi has:

...Because that [medical procedure] was such a hard one and it was right in the beginning when we really didn’t know the power of MEDi® let’s say. The parent’s reaction that, “Oh my God, we’re actually going to get this [medical procedure] done. We’re going to get them through day surgery,” was phenomenal…that event actually opened up our eyes to what, how MEDi® can affect patients. [CLS6]

One of the CLSs extended the idea of how MEDi affected patients as she described the impact of MEDi on her own children. She noted that her own children met MEDi when her son was in hospital:

He thinks it’s amazing that I get to work with a robot. My daughter wants to be a CLS when she grows up. [CLS7]
MEDi as an Adaptable Resource for CLSs

MEDi is an adaptable resource used by CLSs to achieve the therapeutic goals they set on the basis of their understanding of the child’s needs, the ability of MEDi, the parents’ behaviors, the needs of the health care staff, and their own expertise in child development. In other words, CLSs took many factors into account and used MEDi to help achieve their goals. Some CLSs always take MEDi with them to see children, whereas others stated that they first ask the parents if MEDi seems a good fit to their child’s interests. As CLSs worked to determine if and how children would find robot behaviors desirable, they explained how MEDi can be used in many situations and in different ways that allow them to be creative. We display CLSs’ use of MEDi according to the subthemes of (1) using MEDi to distract and to teach, (2) using MEDi to facilitate challenging situations, and (3) using MEDi to enhance collaboration.

Using MEDi to Distract and to Teach

CLSs described using MEDi to distract the child’s attention away from the medical procedure; helping the child to cope with anxiety, fear, and discomfort; and allowing the health care professional to complete the medical task more easily. One CLS spoke of the distinct distracting potential of MEDi:

…the child won’t look down won’t notice the poke, will be too busy watching MEDi®. He’s a great distraction ‘cuz unlike the iPad, he’s real and in front of you. He’s 3D. You can see him. [CLS3]

When and how CLSs introduced MEDi in distraction for procedural support situations depended largely on the child’s age. When asked to use the robot with children aged 3 years and less, CLSs noted exercising additional caution knowing that in this stage of child development, children are often unable to separate fantasy from reality and may be afraid of the robot.

For older children and adolescents, CLSs described drawing on the robot’s technical attributes. One CLS spoke of how she used MEDi to engage a long-term teen patient:

He’s older so it’s less about the songs and dances at the age which he was really intrigued and captivated by kind of how it works - robots in general. [CLS5]

Another CLS explained how she would tailor the intervention involving MEDi to the age of the patient:

At times, I’d introduce it to an older child and more from the scientific side approach…giving them the control over the tablet…using that teaching mode as their form of distraction…which is just as therapeutic… [CLS2]

Although CLSs reported weighing countless variables and striving for the highest standards of professionalism, several noted that not every effort to incorporate MEDi as a distraction was successful. One CLS clearly described a difficult situation:

I think mom had met MEDi® and wanted us to use MEDi® but then MEDi® kind of did end up being that extra noise and confusion in the room…which sometimes happens where if he’s not distracting and he’s dancing…we needed more calm which is not all on MEDi® ‘cuz I’m the one running MEDi®…In that situation it didn’t work, it just added more chaos and instead of that distraction piece or calm that we needed. [CLS5]

According to CLS6, sometimes you realize, “MEDi® is being one extra voice added on to the layer of voices in there …that it’s just not working out as a distraction or support.” In these cases, CLSs explained how they would shift to alternative forms of distraction or other coping strategies, debrief with families following the intervention, and adjust future plans for support accordingly.

As an alternative to distracting children from procedures, CLSs used MEDi to teach children specific coping strategies to use during procedures. In one particular application, MEDi instructs, demonstrates, and plays a game to encourage children to slowly inhale and exhale their breaths. Several CLSs mentioned this application. By learning these breathing strategies from MEDi, children can develop courage and confidence in dealing with procedures. CLS7 concisely described how this can work for children: “If MEDi® can do it, I can do it too.”

CLSs also used MEDi to teach through play-based interventions. CLSs dressed MEDi as a patient and interacted with the robot in a child-friendly manner to explain why certain medical procedures were needed and what would be involved. CLS6 explained, “We do the vitals on MEDi® first and then on the patient.” With MEDi cast in the role of patient, children would care for the robot in the way that the health care professional would care for them. MEDi-as-patient then responded with positive feedback about how gentle and caring the child had been. In this way, children can learn that the health care staff have positive motives even though sometimes they have to perform painful medical procedures.

Using MEDi to Facilitate Challenging Situations

CLSs described using MEDi in challenging medical situations such as those that can accompany supporting children with autism spectrum disorder (ASD). CLSs described how children with ASD could benefit in particular ways:

I definitely think that...kids on the autism spectrum love MEDi® because they can connect with him. [CLS3]

Children with ASD may find it easier to negotiate their behaviors in interaction with a robot rather than in interaction with other people who tend to express a great deal of verbal and social information that may overwhelm the sensory processing systems of children with ASD. One CLS summed up this idea by saying:

I’ve noticed that children with autism tend to engage with the robot more than with me. [CLS1]

CLS7 expanded on the idea of using MEDi in challenging situations as she described a patient who had an audiology examination. This patient’s grandmother brought her to her examination because there was stress in the family and that day was also the patient’s birthday. CLS7 described wanting to make sure the experience would be “super fun for her and we have the robot.” She brought MEDi to the examination area, and MEDi was carrying a balloon and a present for the patient.
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CLS summarized, “I think it just worked.” This CLS summarized how a good fit between what a child needs and what MEDi could provide can yield incredible results:

But I do think that first, when we pair him [MEDi®] up with the right kid, he can make them do just about anything. [CLS4]

Although CLSs adapted their use of MEDi according to the needs of patients and used MEDi to distract, teach, and manage challenging situations, they also remained open to new possibilities. One CLS described:

I think of MEDi® as being another tool...when I’m trying to decide the best way to meet a family’s needs or the needs of a situation...I wonder if we could blow bubbles. I wonder if they’re allowed to go outside...I wonder if there’s a place here for MEDi®. [CLS4]

Keeping MEDi’s potential in mind was conveyed by CLS3 who described MEDi as, “malleable and adaptable to whatever the situation needs him to be” and notes being often surprised. CLS3 initially thought MEDi was useful for certain children for specific reasons; however, then she began noticing that children would interact with MEDi in other ways that seemed to leave them comforted and relaxed. This CLS further explained, “So, I kept being surprised at different things throughout...” noting that, “Kids can make him [MEDi®] what they need him to be and that’s what I was most amazed by him throughout getting to know him is that he’s not this cookie-cutter.” Indeed, the ways in which MEDi could be adapted made him a preferred resource distinct from others. One CLS said:

I would use MEDi® before other approaches now because I know I have MEDi®...and I’m not going to do [teach] deep breathing on my own. [CLS3]

**Using MEDi to Enhance Collaboration Within and Beyond the CLS Team**

MEDi was discussed not only in terms of its therapeutic benefits for children but also for how he affected adults. MEDi was referred to as part of the CLS team. CLS7 said, “…it’s a collaborative effort and I think he’s part of that team.” CLS7 drew a distinction between MEDi and other technology-based resources referring to how she and her colleagues, like the children, refer to MEDi as he rather than it:

I look at the iPad as an object that can provide distraction. Whereas I do tend to use MEDi® as more I guess, a part of our team...I can call him a he. I wouldn’t call my iPad a he. [CLS7]

Indeed, in sharing stories of how MEDi affected patients, CLS3 even said that she loves MEDi.

MEDi being viewed as part of the team was evident when CLS4 spoke of the need to care and advocate for MEDi:

You have to have somebody who can look after him...he can’t just be left in a cupboard then people just grab him when they need him. He needs somebody to advocate for him and look out for him. [CLS4]

MEDi also helped facilitate collaboration with colleagues beyond the CLS team, as illustrated by CLS2, who described working with colleagues from other departments of the hospital in efforts to optimize the benefits of using MEDi:

The cystic fibrosis team that I worked with, especially...she [healthcare staff] loved it when MEDi® came by...she got excited and where she got to the point of requesting MEDi® for certain kids when they do their morning assessments if we knew a certain child was going for blood work. She would tell the child about it saying, “You know, [the CLS is] around to help you with blood work today and she can go get MEDi®.” So, she would tell me and then we would make that happen in the morning. So, she was a great referral for that. [CLS2]

Several CLSs recount how new working relationships were formed because of MEDi:

...in some of these clinic areas we weren’t very involved and our first involvement came to be because of MEDi®...the robot was the point of interest, caught people’s attention and then we started talking about ways in which we could integrate the robot into these areas. [CLS1]

Many of the CLSs enthusiastically reported a unique collaboration with a particular physician and feelings of pride in this accomplishment:

I think the fact that [he] books his clinics around our schedule speaks to that. [CLS7]

CLS4 noted potential of MEDi to provide a valuable distraction as she shared her impressions of working alongside this physician in this clinic with MEDi for the first time:

...I was just so blown away by what a great fit that was for all of these boys that were having some pretty uncomfortable surgeries while they were awake...For them to walk into an operating room and see a robot and [say] “what is that?” and then for us to be able to keep them distracted during all of that. ...to me, that’s super powerful... [CLS4]

CLS7 spoke broadly about the collaborative influence of MEDi on the CLS reputation in the hospital as she indicated MEDi as having, “increased our popularity in general at the hospital” and that she feels like a *celebrity* because MEDi attracts so much attention and comedy. Indeed, CLS6 pointed out the energy that MEDi could catalyze among adults that extends to dancing with MEDi:

...we concentrate a lot on what MEDi® does for patients but it’s amazing how much MEDi® does for staff or parents...maybe we take it for granted a little bit, but you know having all of the staff watch you and they’re actually laughing or they’re doing the *Gangnam Style* [dance] with MEDi®. I think that speaks volumes of the effect that MEDi® could have on people I guess in general. [CLS6]

**Working With the Limits of MEDi**

CLSs described the limits of MEDi. Being unable to meet high expectations people held for MEDi and managing mechanical and operational difficulties were mentioned. CLSs described...
health care staff and patients as surprised at how MEDi seemed to surpass their expectations of what would typically be seen in a hospital. This could lead to high, difficult-to-meet expectations for what MEDi can do. MEDi could be viewed as a quick fix for any child who was anxious during a medical procedure. CLS1 explained that if a child was struggling during a procedure, he would be called to come and fix it magically. Very nature of MEDi could contribute to conflicting expectations. As one of the CLSs noted:

“It’s hard to put the words around it too because it’s not something that belongs in any other category—toy, person, tool. [CLS7]

Indeed, MEDi could bring expectations of being able to perform any human function, such as responding to spontaneous conversation. When MEDi was unable to respond this way, people expressed disappointment. Children with repeated visits sometimes asked for more songs and games than MEDi was programmed to perform. For example, MEDi was able to play segments of some popular movie songs but was not continually updated as new movies were released. Thus, MEDi created high expectations and then was unable to meet additional expectations.

As with all machines, operating MEDi sometimes entailed technical difficulties. Because a tablet was used to operate MEDi through the network of a nearby router, the connection to the router was sometimes lost because of interfering signals from other machines. This problem was manageable once CLSs learned how to reconnect to the router. However, CLSs expressed that although MEDi is kid-friendly, it is not always user-friendly.

MEDi is designed and programmed to appear and act human-like, and most CLSs described MEDi in relational terms relative to patients and even relative to themselves. However, MEDi is a machine consisting of computers, wires, speakers, motors, and a variety of other parts. Machines break down or fail. CLSs expressed being frustrated, yet learning how to implement MEDi as a therapeutic tool, regardless; that is, they described how the breakdown can be presented to the child as a human quality in the same way that humans are not always on our game. They would also say, for example, that MEDi was not feeling well today and share this reflection with the child about not always feeling well, as a way of normalizing this experience.

Discussion

Principal Findings

Over several decades, traditional doctor-patient paternal approaches to health care have been moving toward a model of patient-engaged care [25]. Health care that takes into consideration the holistic needs of a patient, orients support toward those needs, and empowers children to feel brave—even in the most challenging medical situations—now represents the highest-quality health care experience possible [26]. Coming alongside this approach to health care is our introduction—almost 10 years ago—of a humanoid robot in a pediatric hospital. By examining stories about this implementation from the perspectives of the CLSs who regularly use the robot, we illustrate pediatric patient support that is provided at the level of the child and that we believe constitutes an exemplar of patient-engaged care.

Our evidence of patient-engaged care is in the form of 4 major themes of how CLSs experienced the integration of a robot into their daily practice of supporting children and families at a Western Canadian children’s hospital, and these themes represent a holistic, empowering approach to pediatric care. The first theme, navigating from fear to friendship, is reminiscent of an explorer in the process of discovering new territory. As the daily use of a humanoid robot in a hospital setting to provide support to children was innovative and not previously done at the time it was introduced at Alberta Children’s Hospital, there were no resources or previous learning to serve as a guide. Rather, CLSs took bold risks in trying to use the robot in various ways and types of medical situations, with patients having different backgrounds—never knowing what reactions would occur from patients, parents, and health care staff. It was a risky adventure in an emotionally charged environment.

As with any exploration into the unknown, the CLSs reported uncomfortable and even frightening feelings. These reactions are typical when learning something new, especially when presenting something new to an audience of children, parents, and health care staff who are facing a challenging medical event. We submit that patient-engaged care is enhanced when care providers join patients in taking risks. In this case, the CLSs who are encouraging children to be brave and face scary and painful medical challenges are also willing to take risk in trying a robot when the outcome is unknown.

Although we explored how CLSs’ perceptions of working with MEDi shifted over time, we did not ask specific questions about how they thought children’s reactions to repeat visits with MEDi may have changed. There were some suggestions (eg, children developing a bond over time and becoming more comfortable and the robot setting the stage for future positive experiences); however, these experiences need to be more thoroughly addressed in future research.

The second major theme about MEDi as a source of connection and support to children reflected how the robot could inspire comfort, friendship, encouragement, and motivation. These positive sentiments were suggested in a study on the same robot previously done at the time it was introduced at Alberta Children’s Hospital, and these themes represent a holistic, empowering approach to pediatric care. The first theme, navigating from fear to friendship, is reminiscent of an explorer in the process of discovering new territory. As the daily use of a humanoid robot in a hospital setting to provide support to children was innovative and not previously done at the time it was introduced at Alberta Children’s Hospital, there were no resources or previous learning to serve as a guide. Rather, CLSs took bold risks in trying to use the robot in various ways and types of medical situations, with patients having different backgrounds—never knowing what reactions would occur from patients, parents, and health care staff. It was a risky adventure in an emotionally charged environment.

The second major theme about MEDi as a source of connection and support to children reflected how the robot could inspire comfort, friendship, encouragement, and motivation. These positive sentiments were suggested in a study on the same robot that interacted with children with diabetes [27]. Drawing on MEDi’s friendly appearance, CLSs brought MEDi into a relationship between themselves and the child. They used MEDi almost as an extension of themselves by having the robot speak encouraging phrases accompanied by expressive behaviors. A line of inquiry that emerges from this theme is whether CLSs select phrases and behaviors to play on the robot that they themselves would use. Alternatively, CLSs may create a unique identity in the robot and play the actions that the robot itself would seem to personify. What is clear is that CLSs worked in a patient-engaged manner to determine what children need to feel stronger and supported, and CLSs learned how to use the robot in ways that met those needs.
Perhaps the reason that the robot could be used as such an effective support is its ability to provide physical comfort. Even its mere presence can create a focal point for children to be distracted from negative feelings. Indeed, Alemi et al [28] provided some preliminary evidence that a robot may reduce children’s anger. MEDI’s size and human shape may invoke patient-engaged feelings of warmth and comfort. CLSs’ relational presentation of this human-like object can tantalize children’s imagination and spark their sense of connection with MEDI.

CLSs’ sense of delight in how children interacted with the robot seemed to motivate patient-focused professional energy on the parts of the CLSs. Although they used MEDI to provide support, such as they would with tools, for example, iPads, bubbles, and so on, they reported distinctly positive feelings associated with MEDI as they spoke of MEDI as a he and talked about MEDI as a member of the team. It is almost as if the adults saw the robot as more than a robot just as the children did.

CLSs described MEDI as an adaptable resource for use to distract, teach, facilitate challenging situations, and promote collaboration with health care staff. By situating the robot as expressing kindness, care, and affection toward children, children’s rapport and bonding with the robot created the platform from which a variety of strategies could be used. The result, as one CLS stated, was to make them do just about anything. They used MEDI in playful and instructive ways to empower children to cope with the distress of being in a hospital. They had the robot talk and act toward the child in any way they thought the child needed to the extent of personifying MEDI in different roles such as play partner, companion, or mentor. Although objects other than robots such as toys, dolls, and stuffed animals can also be used to provide support [29], the difference is that the robot (as controlled by the CLS) responds to what the child says and does. This special interactional experience affords creativity for CLSs. CLSs described extraordinary patient-engaged moments such as the robot celebrating a patient’s birthday with a gift and balloons on a day that anyone would feel overwhelmed by family and medical challenges. Not only did children experience these tender moments, the impact extended to health care professionals and parents as well. For example, how often is anyone seen dancing in a hospital?

Our final theme reflects the complexity of how CLSs are able to work with the limits of the robot. The surprise of meeting a robot created expectations and the desire for more human-robot interactions. Known as expectation discrepancy [30], people can experience disappointment when they realize a resource’s limited capabilities. CLSs may want to be aware of this potential outcome and preplan and creatively seek a variety of uses for MEDI so that MEDI’s impact can continue to be positive. For example, MEDI can be programmed with a variety of empirically supported psychosocial support strategies and relaxation techniques. As technology advances, more user-friendly programming capabilities can also enable CLSs to create any text and behaviors at the moment they wish to play them. In learning how to operate the robot, CLSs do not typically have training in using such a technologically sophisticated device. Thus, as more people become familiar with MEDI’s implementation in daily practice, this learning can be passed along to new users. As researchers with some familiarity of the experience using a humanoid robot for pediatric support, we too struggle to understand and put into words the contradiction of what type of entity the robot is. Perhaps what is more surprising though is that despite our ignorance, CLSs have, nevertheless, managed to resourcefully use this unusual tool as a means of supporting one of the most vulnerable populations in our society.

**Strengths and Limitations**

As this study was conducted at only one hospital, the results may not be transferable to other hospital settings where the same or other robots are used. A strength in terms of transferability, however, is that all of the CLSs who had the most experience using the robot agreed to participate in this study. These results may, therefore, be relevant to other CLSs working with a robot. Furthermore, CLSs offer distinct insights that are rooted in the multidimensional experience inherent to the demanding role of the CLSs.

Our results are further limited given that interviews took place at one point in time and relied on recall, which is likely biased by memory. In addition, the familiarity between the researchers and the participants may have influenced responses in the interviews, despite our attempts to limit this effect. Thus, we see these results as suggesting patterns and themes to be explored further in future research. We recognize that despite deliberately deciding on approaching the data collection and analysis with open minds, our own social and cultural understanding of the CLS environment cannot always or easily be set aside. However, it is also true that the history and investment of the first 2 authors (TB and JP) in MEDI offers us a distinct position from which to understand and interpret participant meanings both in the moment during interviews and later as analysts.

**Conclusions**

This is the first study to examine the professional life of CLSs working alongside a robot. At first glance, the themes may appear as surprising to the reader as the experiences were to the CLSs. Working with a humanoid robot for social interactions with a vulnerable population is not an everyday experience for most people. Our aim is to offer a glimpse into what new experiences may be created with the introduction of a humanoid robot in a children’s hospital. This study is a change in direction from our previous quantitative research examinations of the impact of the MEDI robot on children undergoing various medical procedures. Having obtained some empirical evidence of a reduction in patient distress [6-11], it seemed timely to next look at the nature of this experience through the eyes of the professionals who are orchestrating the operation of the robot. As CLSs continue to forge new ground, we will continue to come alongside with a research lens to present to the world what this strange new humanoid robot phenomenon is all about.
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Abstract

Background: Although the electronic health record system adoption rate has reached 96% in the United States, implementation and usage of health information exchange (HIE) is still lagging behind. Blockchain has come into the spotlight as a technology to solve this problem. However, there have been no studies assessing the perspectives of different stakeholders regarding blockchain-based patient-centered HIE.

Objective: The objective of this study was to analyze the awareness among patients, health care professionals, and information technology developers toward blockchain-based HIE, and compare their different perspectives related to the platform using a qualitative research methodology.

Methods: In this qualitative study, we applied grounded theory and the Promoting Action on Research Implementation in the Health Service (PARiHS) framework. We interviewed 7 patients, 7 physicians, and 7 developers, for a total of 21 interviewees.

Results: Regarding the leakage of health information, the patient group did not have concerns in contrast to the physician and developer groups. Physicians were particularly concerned about the fact that errors in the data cannot be easily fixed due to the nature of blockchain technology. Patients were not against the idea of providing information for clinical trials or research institutions. They wished to be provided with the results of clinical research rather than being compensated for providing data. The developers emphasized that blockchain must be technically mature before it can be applied to the health care scene, and standards of medical information to be exchanged must first be established.

Conclusions: The three groups’ perceptions of blockchain were generally positive about the idea of patients having the control of sharing their own health information. However, they were skeptical about the cooperation among various institutions and implementation for data standardization in the establishment process, in addition to how the service will be employed in practice. Taking these factors into consideration during planning, development, and operation of a platform will contribute to establishing practical treatment plans and tracking in a more convenient manner for both patients and physicians. Furthermore, it will help expand the related research and health management industry based on blockchain.

(J Med Internet Res 2020;22(11):e18582) doi:10.2196/18582
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Introduction

Background

The Health Information Technology for Economic and Clinical Health (HITECH) Act was enacted in 2009 in the United States following evidence that the use of electronic health records (EHRs) can improve the quality of health care [1]. Since the law came into effect, the health care industry has seen a number of changes [2]. The EHR adoption rate has increased by 8% annually, which reached 96% of general medicine and surgical hospitals, 89% of rehabilitation hospitals, and 87% of children’s hospitals in 2017 [3,4]. An EHR adoption program can achieve full success through health information exchange (HIE) because, similar to the exchange of information over the internet, medical information has the greatest value when exchange occurs without barriers [5]. However, according to statistics from the US government, significant progress must be made to reach a fully networked, patient-centered, integrated HIE system [6]. The situation in Korea is not much different. The government of the Republic of Korea has been developing an HIE system since 2006, but it is not yet fully operational because the information shared is only limited to medical institutions and not all data related to health care consumers’ needs are provided [7-10].

Recently, blockchain has come into the spotlight as a technology to solve this problem [11-15]. Blockchain technology is a distributed ledger system that has no central authority, and the metadata are stored in “blocks,” also known as on-chain data, which are securely created and are immutable owing to the use of unique cryptography [16]. Metadata on the blocks are linked to off-chain data in local hospital servers. Unlike traditional methods of storing and recording data from central servers, with blockchain technology the users validate, record, and manage the same data by themselves through person-to-person networks to ensure the trustworthiness, transparency, and security of the data. Owing to these benefits, blockchain technology is being adopted in various industries to foster innovation, and the health care industry is no exception.

A previous review paper explored the current status of health care worldwide, and indicated that proposed solutions impacted by blockchain are mostly EHRs, personal health records (PHRs), and clinical trial support systems [17]. The processes within the target systems were mainly focused on storage, sharing, and the exchange and access of health care data. However, uptake of the health care blockchain has been slow around the world [18]. The main reason is users’ lack of motivation to use the blockchain platform actively. The lack of motivation in health care blockchain is mostly due to not recognizing its advantages such as the improvement to data security, privacy, integrity, interoperability, and authentication [19]. In terms of HIE, the advantage of this technology is that the individual has the authority to control the scope of the institution and information, while ensuring security. The disadvantage of blockchain is that the data are verified by many parties and the capacity of the block is limited, resulting in a slow and difficult task to process large volumes [20,21]. In addition, blockchain is known to be inflexible because once the information is recorded on the block, it is very hard to delete and there is almost no way to determine whether the private key for personal authentication and decryption has been hacked or lost [22].

However, in a health care blockchain, patients’ private keys can be stored in hospitals with well-established security systems and there are a few ways in which the above-mentioned disadvantages can be overcome. First, with only limited trusted parties such as hospitals and government institutions involved in the blockchain consensus algorithm by using a private blockchain, the verification process can be quicker [19]. Second, data that are too sensitive or large can be managed externally via the off-chain method, which resolves the inflexibility and difficulty in deleting data from the blockchain while increasing the efficiency in processing data of smaller size. In addition, in terms of HIE, there is a drawback due to the open nature of the blockchain, as patient information can be exposed to other parties not authorized by the patients [23]. This can be solved through the use of smart contracts in blockchain with dynamic consent, which allows the individual with the authority to control the parties that can access the information and to what extent, while ensuring security and data integrity [24].

Previous Research

A previous study revealed that HIE can reduce unnecessary medical expenses [8]. Despite the advantage of HIE, the adoption rates have still been low [25,26]. One study analyzed and reported the perceptions of medical staff on the health care blockchain [27]. Another study analyzed how to integrate data from mobile health care apps into the blockchain [28]. In addition, research has focused on how to manage PHR data in a blockchain [29], and how blockchain technology can be used to recruit patients and manage the entire process for clinical trials [30,31]. However, no studies have proven the effectiveness of applying blockchain technology directly to HIE, and in particular, there has been no research on how consumers, patients, or developers appreciate such blockchain-based medical information exchange based on a qualitative research method. Therefore, the aim of this study was to establish the grounds for developing a blockchain platform that can be utilized in the actual health care environment by analyzing the awareness and concerns of the stakeholders about blockchain health care based on qualitative research methodology.

Aim

Regarding the limitations in previous studies, the objective of this study was to analyze the awareness among patients, health care professionals, and information technology (IT) developers toward blockchain-based HIE, and to compare their different perspectives on the platform using qualitative research methodology. The results of this study can serve as the grounds for developing a blockchain platform that can be utilized in the actual health care environment.

Methods

Participants

This study was designed using a qualitative approach to analyze the awareness among various stakeholders toward sharing personal health information based on blockchain technology
that is patient-centered. The participants included patients (medical service consumers), physicians (health care providers), and technical developers. Semistructured interviews were conducted to collect and analyze their awareness and views of health care blockchain. No other specific inclusion criteria were set when selecting the participants. However, only the developers who had experience in developing health management systems, hospital information systems, or information exchange systems were selected to collect data to meet the purpose of the study.

**Design**

We applied grounded theory methodology, which is used when a conceptual framework of a phenomenon has not been defined clearly, understanding of the relationship between concepts is lacking, or when relevant and irrelevant variables cannot be determined because studies have not been conducted repeatedly on a certain topic [32]. Grounded theory uses inductive reasoning alongside qualitative data collection. In this study, we recorded the opinions of three types of stakeholders on blockchain-based HIE through an iterative process of discussion based on grounded theory. In addition, the interview questions were determined based on the Promoting Action on Research Implementation in the Health Service (PARiHS) framework [33], which was developed to provide insight on how the topics discussed in a study are implemented in the actual environment (ie, how to apply the knowledge into practice). This is largely based on three factors: literature or knowledge-based evidence (Evidence), consideration of situations (Context), and facilitating elements to introduce research details into practice (Facilitation) [34]. Since the broader aim of this study was to preliminarily develop a PHR system that incorporates blockchain-based HIE, we adopted the PARiHS framework to be able to transfer the results to the development of a PHR.

Based on this theory and framework, semistructured interview questionnaires were developed for each interview group. In this study, Evidence was subdivided into Awareness and Prior Experience; Context was subdivided into Existing Problems and Attitudes; and Facilitation was subdivided into Perceived Risk, Perceived Benefits, and Suggestions. Several questions were assigned to each subfactor. The list of detailed questions is shown in Multimedia Appendix 1. The interviewers explained the basic concept of blockchain during the interview process so that the participants could respond to the research questions with proper background knowledge. This study also followed the COREQ (Consolidated Criteria for Reporting Qualitative Research) guidelines [35].

**Setting**

The interviewed patients and physicians were recruited from Seoul National University Bundang Hospital, which has supervised a government-led pilot project on building an HIE system; thus, the health care professionals’ understanding of IT and information exchange based on an IT system is fairly high at this hospital [10,36-39]. Furthermore, various IT infrastructures are provided at this hospital, such as guidance or a payment kiosk for patients, smart bedside stations, patient portals, and patient guide systems [40-48]. Therefore, the patients are familiar with the IT infrastructures at the hospital, and the researchers decided that it would be easy to help the patients and health care professionals at this hospital clearly understand the concept of consumer-centered HIE based on blockchain technology.

For participant recruitment, purposive sampling and snowball sampling were adopted together. Purposive sampling was used for recruiting patients and physicians, whereas snowball sampling was used for recruitment of IT developers. Purposive sampling is a nonprobability sampling method in which researchers select a sample in accordance with their own judgment [49]. Snowball sampling is also a nonprobability sampling method in which the samples are recruited from the pool of participants by continuously being introduced to more potential study participants. This method is useful when it is difficult to find study participants who belong to a certain population [50]. Based on a previous study, interviews were designed to include at least 5 people per group [35].

We included 7 patients, physicians, and developers, respectively, for a total of 21 interviewees, and data saturation was confirmed while conducting the interviews. When selecting the participants, patients with chronic illness who visited the hospital often were selected primarily because they were already familiar with hospital processes. Furthermore, developers who had experience in developing PHR systems, hospital information systems, or information exchange systems were selected to collect data that met the purpose of the study. Physicians who were professors working at Seoul National University Bundang Hospital for at least 1 year and had experience in HIE were selected as interviewees.

**Data Collection**

Two researchers conducted face-to-face, semistructured interviews. One researcher who was working on a pilot project in developing nationwide HIE in South Korea led the interviews in the physician and developer groups. She is also a trained data scientist and health information analyst. The positive relationship with the participants in the two groups created an open atmosphere by encouraging participants to speak more freely about their experience. The other researcher led the interviews in the patients group. The interviews were recorded with the participants’ consent and lasted about 20 to 40 minutes. There were no other individuals present except for the participants and interviewers. All participants signed the consent form voluntarily and were informed that they could freely withdraw from the study at any time. During the sessions, they referenced the semistructured interview questionnaire that covered all topics relevant to their experiences and opinions regarding a blockchain-based PHR. All sessions were conducted in a one-on-one manner.

The researchers followed the interview guidelines developed based on previous studies and were approved by members of the eHealth research team at Seoul National University Bundang Hospital.

**Data Analysis**

Explorative content analysis was performed to capture the opinions and perspectives on blockchain-based HIE through a PHR. The recorded interviews were transcribed by two
researchers who had been researching blockchain technology for more than 1 year, who crosschecked each other’s work to produce the final transcript for analysis. Subsequently, each of the two researchers reviewed the transcription and then coded each subfactor. The coding manual was defined while inspecting the domain system together during categorization. The coding schemes developed by each researcher independently were then compared and analyzed according to the final coding manual, and the results were drawn after reviewing and agreeing upon the interview details.

In addition, the transcripts were further reviewed and corrected repeatedly by all coresearchers to enhance the accuracy of transcriptions. All researchers verified the results until reaching a consensus on clarified classifications.

<table>
<thead>
<tr>
<th>Table 1. Demographic characteristics of participants (N=21).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristic</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td><strong>Interviewee Group</strong></td>
</tr>
<tr>
<td>Patients</td>
</tr>
<tr>
<td>Doctors</td>
</tr>
<tr>
<td>Developers</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
</tr>
<tr>
<td>&lt;30</td>
</tr>
<tr>
<td>30-39</td>
</tr>
<tr>
<td>40-49</td>
</tr>
<tr>
<td>50-59</td>
</tr>
<tr>
<td>60-69</td>
</tr>
<tr>
<td>≥70</td>
</tr>
<tr>
<td><strong>Length of career (years)</strong></td>
</tr>
<tr>
<td>1-4</td>
</tr>
<tr>
<td>5-10</td>
</tr>
<tr>
<td>11-15</td>
</tr>
<tr>
<td>16-20</td>
</tr>
<tr>
<td>≥21</td>
</tr>
</tbody>
</table>

*Doctors and developers only (N=14).*

**Evidence: Awareness of Blockchain, HIE, and PHR**
The detailed responses to the questions for all three stakeholder groups are presented in Multimedia Appendix 2, and an overview of the responses is provided in Table 2. Most patients who were interviewed (5/7) did not know about PHR and HIE. In addition, none of the patients was aware of blockchain-based HIE. By contrast, all physicians and developers were aware of, had knowledge about the usage, or participated in the development of PHR, HIE, and health care blockchain.

**Ethics**
This study was approved by the Institutional Review Board of Human Research of Seoul National University Bundang Hospital, Republic of Korea (Protocol No. B-1910-571-302).

**Results**

**Participants**
The average age of the interviewees was 51 years (SD 15.7 years, range 15-72 years). Considering that the majority of patients at the hospital are middle-aged and elderly, middle-aged people were preferentially recruited since they are more IT-savvy. The demographics of the study participants are presented in Table 1.
Table 2. Summary of the interviews for each component of the Promoting Action on Research Implementation in the Health Service (PARiHS) framework.

<table>
<thead>
<tr>
<th>PARiHS Component</th>
<th>Patients</th>
<th>Physicians</th>
<th>IT\textsuperscript{a} developers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Evidence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Awareness of health blockchain and the concepts of HIE\textsuperscript{b} and PHR\textsuperscript{c}</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Prior experience with HIE</td>
<td>Yes, sharing information (self, parents, children)</td>
<td>Yes, sharing patient information</td>
<td>Yes, developed a related service</td>
</tr>
<tr>
<td><strong>Context</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Existing problems in exchanging health information</td>
<td>Was not guided by the hospital</td>
<td>Too much unnecessary information; not all patients/hospitals participate</td>
<td>No problem in the system; the utilization is low</td>
</tr>
<tr>
<td>Attitudes about blockchain-based patient-centered HIE</td>
<td>Positive</td>
<td>Somewhat positive</td>
<td>Somewhat positive</td>
</tr>
<tr>
<td><strong>Facilitation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived Risk</td>
<td>Difficult to use</td>
<td>Concerned about security issue; possibility of legal conflicts if all information is shared. Difficult to edit data. Health care professionals would become more conservative during treatment</td>
<td>Possibility of data loss due to users’ inexperience. Data standardization needs to be done at each institution/corporation</td>
</tr>
<tr>
<td>Perceived Risk (information safety)</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Suggestion</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Function</td>
<td>Guardian controlling information on behalf of a patient (eg, elderly parent, underage children). Information sharing network for rare blood type/diseases</td>
<td>Recruiting patients for clinical trials, receiving only the requested information</td>
<td>Distributed storage of actual data, setting managing entity for metadata</td>
</tr>
<tr>
<td>Utilization measures</td>
<td>Ease of use, education for usage, and recommendation by health care professionals</td>
<td>Government leadership at initial stabilization stage (incentive system, etc)</td>
<td>None</td>
</tr>
<tr>
<td>Data exchanging institutions</td>
<td>Hospital: Yes; Clinical Research Institute: Yes; Corporation: No; Health Management Center: indeterminate</td>
<td>Hospital: Yes; Clinical Research Institute: Yes; Corporation: indeterminate; Health Management Center: indeterminate</td>
<td>Hospital: Yes; Clinical Research Institute: Yes; Corporation: Yes; Health Management Center: Yes</td>
</tr>
</tbody>
</table>

\textsuperscript{a}IT: information technology.  
\textsuperscript{b}HIE: hospital information exchange.  
\textsuperscript{c}PHR: personal health record.

All participants in the patients group had experience in sharing personal health information by submitting their health information for hospital, insurance claim, and health management purposes. Several participants also had experience in sharing health information of their parents or children. All participants reported that they physically visited the hospital to receive necessary documents. All patients mentioned that this was a complicated, time-consuming, and burdensome process. Nevertheless, the patients followed the process because it is a health-related issue, required for an insurance claim (ie, economical), and to avoid repeated medical checkups. Most of all, the patients reported that the main reason for selecting this route was because they were “told by the hospital to do so.” Physicians responded that they understood HIE and PHR in theory but did not frequently use such a system. Some IT developers responded that they did not have difficulty in developing the HIE or PHR services but faced difficulty in data mapping during the planning stage as they lacked understanding of the business (Table 3).
Table 4. Prior experience related to the awareness of blockchain, hospital information exchange (HIE), and personal health record (PHR) systems.

<table>
<thead>
<tr>
<th>Group</th>
<th>Quotes</th>
</tr>
</thead>
</table>
| Patients| “My parents who live in Gangneung were ill, therefore they needed to be taken care of by the family. So, my parents and I transferred the records from a hospital in Gangneung to Bundang [where the participant lives]. I submitted the health records when making an insurance claim. I had to go to the hospital in Gangneung where my parents used to attend just to get the documents I needed. I submitted the documents for the insurance company through fax. It was too far, so I had to take a day off from work. It was too complicated and inconvenient. I had to see the doctor again to get issued documents, and could not get all the necessary documents from one place. I would have done this if it was not for my parents’ health.”  
“After visiting a local gynecologic clinic, I had to go to a bigger hospital where I submitted examination results and referral notes. I had to submit health records when making an insurance claim. It’s fine when I’m not busy, but it is a burden to get all these different kinds of documents when I’m busy. It would be better if they can give me all the documents at once, otherwise it’s very inconvenient.” |
| Physicians| “I’m aware of such a service, and I sometimes look up patient information on a health information exchange system. But I don’t use it often.”  
“Not all hospitals participate, and it didn’t seem like the information I need is organized in a way so that I can easily find it. I don’t use it often because I have many patients to checkup, so I don’t want to waste time.”  
“I find it quite useful. If the patient is referred from another hospital, it was good for checking their diagnosis and examination result.” |
| Developers| “I was involved in the development process. Aside from the development itself, data mapping can proceed only if we understand the business. So, the hardest part was to discuss this with busy doctors and to make them understand it fully.” |

Context: Existing Problems in Exchanging Health Information

All patients had a positive response to PHR and HIE after it was explained to them. They responded that they had not been able to use such a system because they were not informed of a more convenient way. Although all participants use smartphones, the overall IT literacy is not high. Hence, they reported that looking up information on the internet and learning new methods by themselves is difficult. One patient who was aware of the PHR app and HIE service responded that the PHR app is merely used for checking information and the HIE service provided the information-sharing service between hospitals, and is not very useful since he does not visit any other hospital often. For physicians, the HIE system does not contain information that is actually needed, and an excessive amount of information is randomly provided and is thus not being used often during treatment. Further, patient information could not be found in some cases because not all hospitals were participating in the system. The developers responded that the system is well established although its utilization is low (Table 4).

Table 4. Opinions about existing problems in hospital information exchange (HIE).

<table>
<thead>
<tr>
<th>Group</th>
<th>Quotes</th>
</tr>
</thead>
</table>
| Patients| “I was told to do so. Administrative procedures at the hospital seem pretty complicated, so I just did what they told me to do without any doubts. I didn’t know about such a great system [HIE service] because no one told me. I would have used it if I knew…”  
“I really needed a service like this. I visit the hospital often, and so do the elderly in my family… But, do I need to go to the hospital to use it?”  
“I’ve heard of the health information exchange service, but I don’t feel the need to use it because I don’t switch hospitals often unless the information is shared somewhere else.” |
| Physicians| “There is too much unnecessary information. The time is limited, and I get confused because some of the information is not what I need for treatment. It would be great if the exam results are related to the actual referral be highlighted.”  
“In ophthalmology, blood test results in the system are not very useful for us. The referral written on paper actually has more relevant information.”  
“Because not all hospitals participate in the system, sometimes patient information cannot be searched. Also, it’s difficult to find out the situation of the institution I’m referring the patient to. For example, I’d like to refer a patient to get an abdominal ultrasound after 6 months, but I can’t tell if that institution can perform abdominal ultrasound. When I’m referring a patient to several departments, I’m not sure if I need to fill out the information for each department separately or do it as a whole.” |
| Developers| “No improvement is necessary in terms of the system. The biggest problem is that its utilization is low. Legal or systematic actions should be taken to standardize data exchange and make it mandatory.”  
“It’s not being used widely after development. Various cases need to be discovered to make advancements for higher effectiveness. I’m disappointed that the usage rate is so low.” |
Context: Attitudes on Blockchain-Based Patient-Centered HIE

Patients were positive about the idea of sharing personal information not only with hospitals but also with insurance companies or health management service providers under their control. Many patients receive diverse treatments and manage their health in addition to visiting hospitals. For example, some patients with lower back pain visited orthopedics and traditional medicine clinics, and engaged in personal training exercises at the same time, in which they provided X-ray results or diagnostic information to traditional medicine doctors and personal trainers. They were particularly positive about how they could provide any information to these institutions on their own will using smartphones.

Physicians were also very positive about the idea of requesting and receiving only the information they or their patients need, unlike the existing HIE service in which data formatted in a set Clinical Document Architecture format must be sent or received. Developers identified the purpose of such a system or service but pointed out that the data managed independently by various institutions and companies need to be standardized to enable searching of and sharing certain data using blockchain, ultimately implementing interoperability in performing actual tasks. However, they responded that the most challenging part would be having institutions and companies voluntarily follow these processes and participate in the system. Once this issue is resolved, they explained that there will be no technical difficulty in creating blockchain-based user authentication or information exchange systems (Table 5).

Table 5. Attitudes on blockchain-based patient-centered hospital information exchange (HIE).

<table>
<thead>
<tr>
<th>Group</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients</td>
<td>“So now I can just use my phone to send my information to wherever I want without having to visit the hospital after going through the consent process. It’s less work for everyone. Not just for hospitals but it’s easier to send documents to insurance companies as well.”</td>
</tr>
<tr>
<td></td>
<td>“I think it’s great. If I happen to end up at an emergency room, the doctors would know what kind of illness or allergies I have?”</td>
</tr>
<tr>
<td></td>
<td>“Because of my lower back pain, I visit an orthopedic doctor but also a traditional medicine clinic near where I live. The doctor at the traditional medicine clinic asked for my X-ray when I visited. Now I can show him my X-ray without having to visit the hospital I usually go to?”</td>
</tr>
<tr>
<td>Physicians</td>
<td>“I think that the most ideal way is to exchange patient-centered medical information through blockchain.”</td>
</tr>
<tr>
<td></td>
<td>“I would like to participate in the blockchain-based medical information exchange platform, but I suggest that the information be standardized before that.”</td>
</tr>
<tr>
<td>Developers</td>
<td>“Blockchain is expected to be used a lot in the health care fields. Right now, the PHR [personal health record] only has a simple prescription record and a diagnostic record, but I think it would be helpful for you at the enterprise level if you could obtain a lot of data related to health care.”</td>
</tr>
</tbody>
</table>

Facilitation: Perceived Risk

Patients were very positive about the blockchain-based patient-centered HIE; however, they were reluctant or even afraid to search for new information and learn new methods as blockchain is a relatively new technology. Among the 7 patients who were interviewed, 6 patients responded that they did not try to learn new IT. However, they were willing to learn and use the new system if their primary care physician or the hospital provided instructions and education. They were not particularly concerned with a leakage of health information, unlike physicians, who were sensitive to information security issues.

There are cases of errors made in patient charts, and physicians were concerned with being unable to revise or edit information in blockchain. If all information can be accessed by anyone upon patient consent, the information could be shared with lawyers at any time, which would create an environment in which legal conflicts regarding medical practices may occur more frequently. The physicians explained that the system would cause them to be more conservative during treatment. Some also emphasized that it would encourage doctor shopping even more. Developers also considered security as the greatest risk. Specifically, the developers thought that if information gathered on the blockchain platform was hacked or released accidentally, all medical information could be exposed. They also expressed concern about the situation in which users could not access their medical information at all if they inadvertently lost their private keys. The developers responded that blockchain has been proven only theoretically so far, and its reliability of information security in the real world has not been verified sufficiently through experiences (Table 6).
Table 6. Perceived risks of a blockchain-based hospital information exchange (HIE) system.

<table>
<thead>
<tr>
<th>Group</th>
<th>Quotes</th>
</tr>
</thead>
</table>
| Patients | “I’m not too concerned about the security. I don’t think it would be a huge risk for me even if my health information is leaked. An old saying goes, ‘the more serious the illness, the more you should tell people’.”  
“Because of my age, I’m not too interested in looking for new ways to do things and learn new things. But I’m not incapable of doing all that. If it’s something that must be done, I’d go through it, even if it’s a little burdensome.” |
| Physicians | “Considering the situation in Korea, doctor shopping [the practice of visiting different hospitals to get a diagnosis because they don’t trust a doctor’s diagnosis for their pathological symptoms] would happen more commonly because of the convenient HIE system.”  
“Being unable to revise the data would be a problem. We are human, and everyone makes mistakes when generating data. But there’s no opportunity to fix errors. If the transaction is made again to fix the error, patients would know that their records contain errors, which would cause conflicts between the patient and the hospital. In ophthalmology, the records of left and right eyes are switched from time to time.”  
“If anybody can see the treatment history, even small details would be available for lawyers to see and there’s a possibility of being dragged into conflict for everything. The ideal case would be when data are used for positive purposes such as research or health management, but health care professionals would actually become very defensive when diagnosing patients and making care plans.”  
“Some patients might refuse to provide data that are absolutely necessary, and it might become even harder when the physicians exchange patient information.” |
| Developers | “If consent is given through apps, there is a risk of health data being leaked when a mobile phone is lost or an app is hacked. In cryptocurrency systems, people cannot withdraw their money if their personal key or mobile phone is lost. The fact that the patient cannot find their own health information should be taken very seriously.”  
“Blockchain technology has not been around for long and is still being researched, there are still questions about the reliability of blockchain technology. In order to gain reliability of this technology, small-scale projects for building clinical study platforms should be conducted more and carried out up to actual demonstration.”  
“If data are lost due to carelessness or inexperience, restoring the lost data would be difficult. Health data can be disclosed if a mobile phone is lost or an app is hacked.” |

**Suggestion: Function**

Most patients wished they could control the information of their parents or children rather than their own information. They also suggested that health care professionals could have access to their information without their consent in an emergency. They further suggested saving rare blood type, allergies, and organ donor information on the system and sharing such information when needed. Physicians anticipated that recruiting patients for clinical trials would become easier. All 7 physicians who were interviewed had difficulties with recruiting patients for clinical trials. Even when patients are recruited through advertisement, statistical distribution cannot be taken into consideration. They regarded blockchain as a solution for solving this problem to some extent. At the same time, however, they were not comfortable with having access to too much information. They responded that the technology needs to consider how it will show only the information that physicians actually need. Developers were concerned with data storage. An extensive amount of data cannot be stored on blockchain, which may cause a significant drop in the speed. All of the developers agreed that it is appropriate for actual data to be stored at each institution, whereas data generation, search, and exchange should be available through blockchain (Table 7).
Table 7. Suggested functions of a blockchain-based hospital information exchange (HIE) system.

<table>
<thead>
<tr>
<th>Group</th>
<th>Quotes</th>
</tr>
</thead>
</table>
| Patients | “Those who really need this service are my parents and they have dementia. It may not always be the right decision to give authorization for sharing information to oneself. Sometimes it’s better to ask for consent from the guardian.”  
“My elderly patients are scared of visiting hospitals alone. It’ll be great if I have the authorization to control my patients’ information and I won’t have to visit the hospital as often.”  
“Information on rare blood type, allergies, and organ donors should be stored and shared whenever needed.”  
“I wanted to participate in clinical trials, but no information was available. I wish someone would tell me.”  
“Technically I get to control my own information, but doctors should be able to look up my information in an emergency. If I get into an accident overseas and become unconscious, it’ll be helpful if my guardian or doctors could see my information.” |
| Physicians | “Recruiting clinical trial participants is very difficult, and I think that will be most useful when using blockchain in healthcare. Recruiting participants appropriate for each stage and conducting follow up are the hardest parts.”  
“Currently, recruiting patients for clinical trials is done by rule of thumb. Gender or age distribution is not considered most of the time. It’ll be much more convenient and effective if we can recruit participants by looking up patient information using blockchain.”  
“Because we get to see patients very briefly, there has to be a way of clearly showing only the information we need. For example, highlighting only the abnormal values or generating graphs of data for which the changes need observation.” |
| Developers | “Patient data will be generated from so many places. Who will be responsible for managing such a vast amount of data? It’ll be most convenient if the data are stored in the central location at the national level, but it’s not possible for the central government to manage PGHD [patient-generated health data]. It’s more efficient to store metadata in the central location, and the data itself should be saved on users’ mobile phone or other storage media.”  
“I think the data should be distributed for storage, and a system that manages the history data in the central location to enable searching is needed.” |

Institutions to Which Participants Are Willing to Provide Information

The interviewees were asked for what purpose and to which institutions they would be willing to provide their information. All patients were willing to provide their information to hospitals for research purposes. They did not particularly want to be compensated for providing data, but they wished to get the results if they participate in clinical trials. Among the 7 patient interviewees, only 2 were willing to provide data to profit-based corporations. Some physicians were willing to provide data to all institutions, only for public interest, or to places that give greater compensation. Most of the developers responded that they would provide information to all institutions for appropriate compensation.

Discussion

Principal Findings

This study was conducted in an IT-friendly tertiary hospital equipped with a government-led nationwide HIE system, and we analyzed the various expectations and concerns that doctors, patients, and developers already exposed to HIE and a PHR environment had about a potential patient-oriented blockchain-based HIE platform. This study is the first to analyze three different perspectives by interviewing all three stakeholder groups that will actually develop and use a patient-centered blockchain-based HIE.

Regarding the leakage of health information, the patient group did not have concerns, whereas the physician and developer groups expressed such concerns. We actually expected patients to be sensitive with regard to the security of their health information; however, in contrast to these expectations, they were not particularly concerned. Normally, patients attending tertiary hospitals tend to trust hospitals and doctors in South Korea. This may be the reason for the lack of concern of privacy issues found in this study. Another reason is that there have been few accidents of health care information leakage so far in South Korea. By contrast, physicians and developers consider the security of health information as one of the greatest values because they directly manage a hospital information system and understand how vulnerable the system is to cyberattack. Patients are unaware of the risks resulting from the leakage of health information, whereas those who handle medical records often are more aware of the risks of leakage, thus creating a discrepancy between the patient group and physician group.

Moreover, physicians were especially concerned about the fact that errors in the data cannot be easily fixed due to the nature of blockchain technology. Instead, using blockchain technology, when medical records need to be revised, a letter of explanation must be completed and approved after which relevant departments that may be affected by the revision have to be notified (at most medical institutions). Accordingly, the revision history is uploaded to the blockchain network. However, with respect to legal conflicts arising due to the sharing of data, only the metadata of health data are stored on the blockchain network while the actual data are rarely carried by the blockchain due to speed and size issues, thus preventing all of the data from being accessed by legal personnel. The hospitals are currently obligated to provide any requested data if patients want to take legal actions against health care professionals, which indicates that the issue of rising legal conflicts will not become worse. Developers were especially concerned with the difficulty in bringing all institutions and corporations together to agree on data standardization if they were to participate in creating a network, and in actually proceeding with the standardization process. The most ideal case would be to have the central government manage all of the data; however, the study
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participants agreed that sharing metadata on the blockchain network and storing the actual data in the storage media of each institution or corporation are the most suitable methods, since concentration or abuse of power may occur from having exclusive rights over the data if all data are managed by a single entity. Data standardization is necessary to facilitate data exchange between different institutions. Terminology mapping must be performed for data standardization; however, this may entail an extensive amount of time and costs if detailed understanding of the business is lacking.

Patients have been frequently exchanging their health information for a variety of purposes. They were very positive about having control of their own information, with advantages of not having to visit the hospital to receive documents that need to be submitted to different hospitals, insurance companies, or other health management institutions (e.g., chiropractic office, fitness center), and could avoid repeated examinations. However, most patients were afraid of and reluctant to accepting and learning new technology by themselves. They also have high trust in physicians and the guidance provided by the hospital. Most patients responded that they would like to start using new services if their doctors explain the need for using the new service while the hospital provides guidance. Furthermore, they expected doctors to be able to look up their information without their consent in emergencies, and to have control over the health information of their elderly parents or underage children. They were not against the idea of providing information for the purpose of participating in clinical research, and they wished to be provided with the results instead of compensation for providing the data. In contrast to our expectation, the patients were not particularly concerned with the leakage of their health information; because most of them lived in a different city from their elderly parents, they prefer being able to share their parents’ health information using a mobile phone, instead of having to visit the hospital every time with their parents simply to explain their conditions or to receive necessary documents for insurance claims.

Regarding this issue, all physicians agreed that the results of clinical research should be shared with the participants; however, some disagreed as to what extent the details should be shared. Some argued that it is the right of the participants to be provided with the complete results of clinical research, whereas others suggested maintaining the passive stance in which information is provided only when requested by the participant. Some physicians explained that everyone needs to agree on when and to what extent they should share research results in addition to the results of the examinations conducted when participating in clinical research. The results cannot be shared until the findings are officially approved and conclusions are made; hence, sharing results is meaningless, as argued by some physicians.

Regarding service utilization, the patients were willing to use the new service if recommended by physicians and supported by the guidance and instructions from the hospital. Physicians emphasized the importance of the government’s role in establishing an initial system and the verification process. The government should play an active role in establishing a compensation and incentive policy, provide a subsidy when building computer power—which is required for system maintenance—and issuing coins for forming an initial ecosystem.

Blockchain and Patient-Centered HIE

According to the results of this study, all three stakeholders agreed that HIE is needed. From the physicians’ perspective, the blockchain-based patient-centered HIE is not a problem of technology. The main driver is the government’s policy to implement the system. For instance, the Japanese government is already trying to implement and evaluate several new ITs, including blockchains, to actively explore innovative and disruptive technologies through the Cabinet Secretariat’s regulatory sandbox system [51]. Further, from the developers’ perspective, there is no problem with respect to the blockchain technology itself. Rather, the problem lies in what type of information can be managed by the system. Due to the Personal Information Protection Act such as the EU General Data Protection Regulation (GDPR), Organisation for Economic Co-operation and Development (OECD) Privacy Guidelines, and Health Insurance Portability and Accountability Act (HIPAA) Privacy Rules in the United States, people can request their own data to be deleted. This is possible when the recording itself is not stored on the blockchain [52]. Therefore, it is necessary to determine the extent of the data recorded on the blockchain, such as the hash value of the recorded health data, which cannot be linked to personal information, or data that will not be a risk even if accessed. Moreover, the challenge is to justify the implementation of the blockchain in HIE. If there are incentives for data tampering and using a trusted third party is expensive, using blockchain is a reasonable solution [53,54]. Health care blockchain is not suitable for the current health care environment given the low HIE adoption rate. However, in the future, HIE will play a similar role as the internet does today, and thus HIE is expected to be used daily. In this environment, blockchain can be a powerful driver for ensuring information privacy and security.

Limitations and Future Research

There are several limitations of this study. First, 21 participants cannot represent the opinion of the entire population, and the three groups of stakeholders cannot represent all stakeholders. Second, the age of the patient group was between 40 and 60 years, which could introduce bias in the responses. Third, patients and physicians were recruited from a single medical institution as the interviewees, thus failing to secure diversity in samples. More studies should be conducted in the future regarding these limitations. Finally, physicians and patients did not have technical knowledge of blockchain. However, we tried to provide proper background knowledge about blockchain before each interview so that the results of the interview were not biased.

Conclusion

We analyzed the opinions of stakeholders regarding a blockchain-based, patient-centered HIE platform based on interviews with physicians, IT developers, and patients using the PARiHS framework. Most of the participants were positive about the idea of patients having the control of sharing their information for the purpose of participating in clinical research, and thus HIE is expected to be used daily.
own health information, but were skeptical about the cooperation among various institutions and the implementation for data standardization in the establishment process, in addition to actual measures for utilization of the service. Taking these factors into consideration during planning, development, and operation of a platform will contribute to establishing practical treatment plans and tracking in a more convenient manner for both patients and physicians, and will help to expand the related research and health management industry.
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A typographical error in the originally published version of the paper rendered the second half of the article title as:
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In “Elaborating Models of eHealth Governance: Qualitative Systematic Review” (J Med Internet Res 2020;22(10):e17214), the authors noted one error.

In the Methods section of the Abstract, the following sentence specified an incorrect date range:

\textit{We searched the PubMed database using predefined search terms and selected papers published in 2010.}  

This sentence has been corrected to:

\textit{We searched the PubMed database using predefined search terms and selected papers published from 2010 onwards.}  
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In “Recommendations From the Twitter Hashtag #DoctorsAreDickheads: Qualitative Analysis (J Med Internet Res 2020;22(10):e17595), the authors noted three errors.

In the originally published manuscript, the fourth sentence of the second paragraph of the Introduction section read:

The term originated from a professional YouTube video maker, who posted a video on Twitter explaining that she had been diagnosed with Ehlers-Danlos syndrome and postural orthostatic hypotension syndrome (POTS).

This has been changed to:

The term originated from a professional YouTube video maker, who posted a video on Twitter explaining that she had been diagnosed with Ehlers-Danlos syndrome and postural orthostatic tachycardia syndrome (POTS).

In Table 2, footnote a originally read:

POTS: postural orthostatic hypotension syndrome.

This has been changed to:

POTS: postural orthostatic tachycardia syndrome.

The Abbreviations section originally included the following:

POTS: postural orthostatic hypotension syndrome.

This has been changed to:

POTS: postural orthostatic tachycardia syndrome.
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Abstract

Background: Despite electronic health records being in existence for over 50 years, our ability to exchange health data remains frustratingly limited. Commonly used clinical content standards, and the information models that underpin them, are primarily related to health data exchange, and so are usually document- or message-focused. In contrast, over the past 12 years, the Clinical Models program at openEHR International has gradually established a governed, coordinated, and coherent ecosystem of clinical information models, known as openEHR archetypes. Each archetype is designed as a maximal data set for a universal use-case, intended for reuse across various health data sets, known as openEHR templates. To date, only anecdotal evidence has been available to indicate if the hypothesis of archetype reuse across templates is feasible and scalable. As a response to the COVID-19 pandemic, between February and July 2020, 7 openEHR templates were independently created to represent COVID-19–related data sets for symptom screening, confirmed infection reporting, clinical decision support, and research. Each of the templates prioritized reuse of existing use-case agnostic archetypes found in openEHR International's online Clinical Knowledge Manager tool as much as possible. This study is the first opportunity to investigate archetype reuse within a range of diverse, multilingual openEHR templates.

Objective: This study aims to investigate the use and reuse of openEHR archetypes across the 7 openEHR templates as an initial investigation about the reuse of information models across data sets used for a variety of clinical purposes.

Methods: Analysis of both the number of occurrences of archetypes and patterns of occurrence within 7 discrete templates was carried out at the archetype or clinical concept level.

Results: Across all 7 templates collectively, 203 instances of 58 unique archetypes were used. The most frequently used archetype occurred 24 times across 4 of the 7 templates. Total data points per template ranged from 40 to 179. Archetype instances per template ranged from 10 to 62. Unique archetype occurrences ranged from 10 to 28. Existing archetype reuse of use-case agnostic archetypes ranged from 40% to 90%. Total reuse of use-case agnostic archetypes ranged from 40% to 100%.

Conclusions: Investigation of the amount of archetype reuse across the 7 openEHR templates in this initial study has demonstrated significant reuse of archetypes, even across unanticipated, novel modeling challenges and multilingual deployments. While the trigger for the development of each of these templates was the COVID-19 pandemic, the templates represented a variety of types of data sets: symptom screening, infection report, clinical decision support for diagnosis and treatment, and secondary use or research. The findings support the openEHR hypothesis that it is possible to create a shared, public library of standards-based, vendor-neutral clinical information models that can be reused across a diverse range of health data sets.

(J Med Internet Res 2020;22(11):e23361) doi:10.2196/23361
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Introduction

Background

Despite electronic health records being in existence for over 50 years, our ability to exchange health data remains frustratingly limited. Semantic interoperability, as defined by the Healthcare Information and Management Systems Society [1], “provides for common underlying models and codification of the data including the use of data elements with standardised definitions from publicly available value sets and coding vocabularies, providing shared understanding and meaning to the user.”

We have many long-established terminologies from which we can draw coded value sets, such as SNOMED-CT (SNOMED Clinical Terms) [2], LOINC (Logical Observation Identifiers Names and Codes) [3], or ICNP (International Classification for Nursing Practice) [4]. Commonly used clinical content standards, and the information models that underpin them, are primarily related to health data exchange, and so are usually document- or message-focused [5]. In contrast to this, there have been two primary efforts to develop standards-based atomic clinical information models—the HL7 [6] Clinical Information Modelling Initiative (CIMI) [7] and the openEHR International [8] Clinical Models program [9]. Each of these groups aims to establish an open and shared library of standards-based, vendor-neutral, and use-case agnostic information models representing clinical concepts.

The vision of creating a public library of information models that potentially hold the whole scope, breadth, depth, and range of the health care domain is, at the very least, rather daunting. It is effectively seeking to establish a governed, coordinated, and coherent ecosystem of health data definitions. The goal is to develop each information model once and reuse them across various health data sets, potentially including those for data exchange, health record persistence, data registries, population health, and research. Due to the novelty of this approach, there is only anecdotal evidence so far on its feasibility.

In response to the COVID-19 pandemic, between February and July 2020, 7 openEHR templates were independently created to represent COVID-19–related data sets for symptom screening, confirmed infection reporting, clinical decision support, and research. Each of the templates prioritized reuse of existing use-case agnostic archetypes found in openEHR International’s online Clinical Knowledge Manager [10] (CKM) tool as much as possible.

This case study aims to investigate the use and reuse of openEHR archetypes across the 7 openEHR templates as an initial investigation on the reuse of information models across data sets used for a variety of clinical purposes.

The openEHR Approach: Archetypes and Templates

Since 2008, the openEHR Clinical Models program has developed a comprehensive and collaborative methodology to develop clinical information models known as openEHR archetypes [11]. It has gradually developed an extensive library of high-quality, multilingual, and use-case agnostic archetypes that can then be aggregated, constrained, and reused in implementable data sets known as openEHR templates.

An openEHR archetype is a computable specification for a single clinical concept, based on the ISO 13606-2 Archetype interchange specification [12]. The archetypes represent clinical knowledge in a consistent, formal, computable format, independent of any software application or technical implementation. Combined with terminology, they provide a standardized and consistent way to capture, store, display, exchange, aggregate, and analyze health data.

The openEHR approach is unique in that an archetype design strategically aims for a notional maximal data set of relevant data elements with a use-case agnostic mindset to support all possible use—the universal use-case. Achieving a complete maximal data set or inclusion of all use cases is impossible to determine, except perhaps with the benefit of hindsight; however, it is the philosophical avoidance of a minimum data set approach that is critical. Best practice in archetype design aims for each archetype to include all data elements useful to express all attributes about the clinical concept, associated metadata describing the concept, use and misuse, and translations from the original authoring language.

Templates represent a specific data set, comprising one or more archetypes that are constrained to accurately match the data set requirements for a particular clinical use case, health domain, profession, or geographical location. The number of archetypes used in a template reflects the required scope of content and level of detail. Some simple templates representing a laboratory test report may comprise only a single archetype. Theoretically, there is no upper limit to the number of archetypes included in a single template. In practice, a consultation note for a first antenatal visit could comprise data elements from 50 or more archetypes to embrace the diversity and detail of clinical information required for an initial pregnancy assessment.

Principles of template development methodology strongly encourage reuse of existing published openEHR archetypes where available, customize existing archetypes to fit the clinical use case, and develop new archetypes only in situations where no previous archetype exists.

The two-level modeling approach described in the openEHR Archetype formalism [13]—defining and standardizing archetypes first, followed by combining and constraining them to create clinical templates—is unique to the openEHR approach. The rigorously governed, published archetypes held in the CKM provide a robust clinical knowledge foundation. Simultaneously, the templates enable modelers to represent diverse and complex real-world clinical information in standardized data sets.

The underlying crowdsourcing approach highlights openness, transparency, and accountability to the openEHR community. The CKM is a critical enabler: an online hub providing a shared library of archetypes and templates; a collaboration portal receiving contributions of models and expertise from the international member community; and a governance tool to manage clinical content publication, language translation, and artifact versioning.

The CKM volunteer community has over 2500 registered users from 103 countries—comprising clinicians, informaticians,
software engineers, terminologists, academics, students, and consumers. There are 535 governed archetypes in CKM: 115 of these archetypes have completed peer review and have been published; 26 are currently undergoing a peer-review process of the content; the remainder are candidates for future publication. With an average of 15 data points per archetype, the CKM library equates to more than 8000 data points.

English is the original language of the international CKM, but each archetype can be multilingual. Translation of archetypes is a significant activity by community volunteers. Currently, CKM contains archetypes in 29 languages, with the most common translations into Norwegian, English, and Portuguese.

Case Study

In response to the COVID-19 pandemic, several implementers within the openEHR community openly shared their COVID-19–related templates in CKM. It started with one vendor and grew organically into a grassroots, community-driven collaboration. Three phases of template development were identified.

Phase 1

In late February, a major Norwegian hospital vendor recognized the need to develop and deploy new software tools in their clinical system to equip clinicians to monitor and report on COVID-19 cases within their hospitals. Within 10 days, two openEHR templates were created and deployed in English and Norwegian for use in clinical systems [14,15] in Norway, Slovenia, and the United Kingdom. The templates were uploaded to a CKM COVID-19 public incubator [16] in early March 2020 under a CC-BY license:


Due to the rapid deployment priorities imposed by the pandemic, the primary author of templates 1 and 2 developed the templates by reusing as many existing archetypes as possible and opted to create new COVID-19–specific archetypes to represent the remaining data points (Ian McNicoll, McChB, personal communication). It was a reasonable and pragmatic design decision, with well-understood consequences—effectively a compromise between strategic reuse design principles and speed of modeling.

Phase 2

Soon after templates 1 and 2 were uploaded, CKM editors reviewed the COVID-19–specific archetypes. The editors analyzed the requirements from phase 1 and identified the missing archetype concepts in the CKM library. In direct response to the gap analysis, 11 new content-equivalent, use-case agnostic archetypes were created, covering screening questionnaires, travel history, and infectious disease exposure.

Both phase 1 templates were revised and updated using only use-case agnostic archetypes and uploaded to the CKM COVID-19 project [20]:

- Template 3: Suspected COVID-19 Risk Assessment [21] – a revised version of template 1
- Template 4: Confirmed COVID-19 Infection Report [22] – a revised version of template 2

Also, the modelers created 1:1 mappings [23,24] of all data points from templates 1 to 3 and templates 2 to 4 with a 98% success rate, providing a future migration path should the clinical systems using templates 1 and 2 choose to upgrade to the revised templates and use-case agnostic archetypes.

Phase 3

Three more templates were developed in the weeks and months that followed, and these provided an opportunity to test if the new phase 2 archetypes were fit for purpose and able to represent the requirements for other COVID-19–related data sets.

A Chinese university developed an entirely new template, representing the official Chinese Guidelines for Diagnosis and Treatment Guideline of COVID-19 (7th Edition) [25]. This template was used as the basis for a decision support system implemented within a Chinese hospital system in Wuhan, China, deployed in Chinese [26]. It was uploaded to CKM in early April 2020:

- Template 5: COVID-19 Pneumonia Diagnosis and Treatment (7th Edition) [27]

An Italian health software vendor adapted template 3 for a COVID-19 risk screening application with a nephrology focus. First-time modelers developed it for deployment in Italian within Brotzu Hospital, Cagliari, Sardinia [28], and uploaded it to CKM in late April 2020:

- Template 6: Suspected COVID-19 Risk Assessment Nephrology [29]

The Fast Healthcare Interoperability Resources Implementation Guide (FHIR IG) for the German Corona Consensus Data Set (GECCO) [30] supporting COVID-19 research was released in July 2020. In parallel, an openEHR template was developed to replicate the GECCO data set. It was uploaded to CKM in late July 2020:

- Template 7: German Corona Consensus Data Set (GECCO) [31]

Methods

Analysis of both the number of occurrences of archetypes and patterns of occurrence within 7 discrete openEHR templates was carried out at the archetype or clinical concept level.

Reuse per Template

The 7 templates were analyzed in terms of:

- Total data points: the total number of data elements or fields represented within a template, which gives an impression...
of the level of complexity or level of detail within the template;

- Archetype instances: the total number of archetypes used within a template, including reuse;
- Unique archetype occurrences: the total number of archetypes used within a template, excluding any reuse or repetition of archetypes;
- Existing archetype reuse %: the number of use-case agnostic archetypes that existed in CKM before phase 1 that were used in the template, expressed as a percentage of the total number of archetype instances in the template;
- New archetype reuse %: the number of use-case agnostic archetypes that were created during phase 2, used in the template and uploaded to the CKM pool, expressed as a percentage of the total number of archetype instances in the template;
- COVID-specific archetype use %: the number of COVID-19–specific archetypes created during phase 1 that were used in the template, expressed as a percentage of the total number of archetype instances in the template.

Reuse per Archetype

The 7 templates were analyzed in terms of:

- Archetype reuse: the number of times an archetype was used across all templates;
- Template count: the number of templates that contained at least one occurrence of an archetype.

Results

Reuse per Template

The results in Table 1 focus on the overall archetype composition of each template. The three archetype categories in Table 1 are defined as:

Table 1. Reuse per template.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Template</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total data points, n</td>
<td>1</td>
</tr>
<tr>
<td>Archetype instances, n</td>
<td>2</td>
</tr>
<tr>
<td>Unique archetype occurrences, n</td>
<td>3</td>
</tr>
<tr>
<td>Total reuse (%)</td>
<td>4</td>
</tr>
<tr>
<td>Existing archetype reuse, n/N (%)</td>
<td>5</td>
</tr>
<tr>
<td>New archetype reuse, n/N (%)</td>
<td>6</td>
</tr>
<tr>
<td>COVID-19–specific archetype use, n/N (%)</td>
<td>7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total data points, n</td>
<td>60</td>
<td>88</td>
<td>40</td>
<td>102</td>
<td>179</td>
<td>129</td>
<td>124</td>
</tr>
<tr>
<td>Archetype instances, n</td>
<td>15</td>
<td>21</td>
<td>16</td>
<td>26</td>
<td>62</td>
<td>10</td>
<td>53</td>
</tr>
<tr>
<td>Unique archetype occurrences, n</td>
<td>10</td>
<td>14</td>
<td>16</td>
<td>16</td>
<td>17</td>
<td>10</td>
<td>28</td>
</tr>
<tr>
<td>Total reuse (%)</td>
<td>40</td>
<td>52</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>80</td>
<td>100</td>
</tr>
<tr>
<td>Existing archetype reuse, n/N (%)</td>
<td>6/15 (40)</td>
<td>11/21 (52)</td>
<td>13/16 (81)</td>
<td>16/26 (62)</td>
<td>56/62 (90)</td>
<td>5/10 (50)</td>
<td>30/53 (57)</td>
</tr>
<tr>
<td>New archetype reuse, n/N (%)</td>
<td>0/15 (0)</td>
<td>0/21 (0)</td>
<td>3/16 (19)</td>
<td>10/26 (38)</td>
<td>6/62 (10)</td>
<td>3/10 (30)</td>
<td>23/53 (43)</td>
</tr>
<tr>
<td>COVID-19–specific archetype use, n/N (%)</td>
<td>9/15 (60)</td>
<td>10/21 (48)</td>
<td>0/16 (0)</td>
<td>0/26 (0)</td>
<td>0/62 (0)</td>
<td>2/10 (20)</td>
<td>0/53 (0)</td>
</tr>
</tbody>
</table>

Reuse per Archetype

The results in Table 2 focus on archetype concept reuse within templates by examining how many times each archetype occurs in each template. For example, the first archetype “Laboratory test result” is a published archetype and was used twice in template 2, twice in template 4, 15 times in template 5, and 5 times in template 7, for a total of 24 instances of reuse across 4 templates. Only clinical archetype use within the templates was analyzed.

Total data points per template ranged from 40 to 179. The template with the largest number of data points was template 5, the Chinese COVID-19 guideline data set. Archetype instances per template ranged from 10 to 62. The template with the largest number of archetype instances was template 5. Unique archetype occurrences ranged from 10 to 28. The template with the largest number of unique archetypes was template 7, the German GECCO data set. Total reuse of use-case agnostic archetypes ranged from 40% to 100%. Existing archetype reuse of use-case agnostic archetypes ranged from 40% to 90%, and new archetype reuse of use-case agnostic archetypes ranged from 0% to 43%.

COVID-19–specific archetypes created for novel clinical concepts were used in templates 1 and 2. New use-case agnostic archetypes replacing the COVID-19–specific archetypes were used within templates 3, 4, 5, 6, and 7. Template 6 used a combination of ungoverned and new archetypes.

The number of data points per template can be considered a proxy for the level of detail in the template. The number of unique archetypes per template reflects the diversity of clinical content in the clinical requirements and may be considered a proxy for the level of complexity in the template.
Table 2. Reuse per archetype (total number of archetype instances=203).

<table>
<thead>
<tr>
<th>Archetype concept name</th>
<th>Publication statusa</th>
<th>Template 1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>Archetype reuse</th>
<th>Template count</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Existing archetypes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laboratory test result</td>
<td>P</td>
<td>2</td>
<td>2</td>
<td>15</td>
<td>5</td>
<td>24b</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laboratory analyte result</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>19</td>
<td>2</td>
</tr>
<tr>
<td>Specimen</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>Address</td>
<td>D</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>Problem/diagnosis</td>
<td>P</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td></td>
<td>3</td>
<td>7</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health risk assessment</td>
<td>P</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td></td>
<td>6</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Story/History</td>
<td>P</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body temperature</td>
<td>P</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Encounter</td>
<td>P</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facility</td>
<td>D</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupation record</td>
<td>P</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupation summary</td>
<td>P</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imaging test result</td>
<td>D</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Problem/diagnosis qualifier</td>
<td>P</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dwelling</td>
<td>D</td>
<td>1</td>
<td>1</td>
<td></td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living arrangement</td>
<td>D</td>
<td>1</td>
<td>1</td>
<td></td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imaging finding</td>
<td>D</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Report</td>
<td>P</td>
<td>1</td>
<td>1</td>
<td></td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service request</td>
<td>P</td>
<td>1</td>
<td>1</td>
<td></td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inspired oxygen</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pulse</td>
<td>P</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood pressure</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Differential diagnoses</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOFA score</td>
<td>D</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PaO2/FiO2 ratio</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tobacco smoking summary</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exclusion - specific</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical frailty score</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body weight</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body height</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resuscitation status –United Kingdom</td>
<td>D</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medication summary</td>
<td>D</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>New archetypes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>Condition screening questionnaire</td>
<td>D</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>14</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a Publication status: P = Published; D = Draft.

b Reuse count includes new archetypes created to support SOFA score and PaO2/FiO2 ratio.
Across all 7 templates collectively, 203 instances of 58 unique archetypes were used. There were 48 existing and new use-case agnostic archetypes, of which 26 had completed the peer-review process, and the content published; 1 is currently undergoing the peer-review process; the remaining 21 are draft candidates.

The “Laboratory test result” archetype was the most reused archetype; it occurred 24 times across 4 templates. Reuse across templates reflects the commonality of content, despite different design intents for the templates. The existing “Story/History” and the new “Symptom/sign screening questionnaire” archetypes were reused across the largest number of templates—within 5 out of the 7 templates each.

Many of the existing archetypes were only used once within the context of these 7 templates. These archetypes had been authored for use-case agnostic use before the development of the COVID-19 data sets, so any reuse within these COVID-19 templates demonstrates reusability across both COVID-19 and non–COVID-19 use cases.

Not all archetypes were used in each template, reflecting the diversity of content requirements across the 7 templates.

Discussion

Principal Findings

Before February 2020, the focus of openEHR International’s CKM was on creating a library of shared archetypes. Templates had been uploaded to CKM, most commonly to demonstrate modeling patterns or to provide exemplars for common types of data sets. Any estimates of reuse of archetypes across templates had been wholly anecdotal, communicated directly by experienced modelers, and ranged from 60% to 90% reuse.

The onset of the COVID-19 pandemic triggered a collaborative openEHR community effort to fast track both archetype and template development, with CKM used as a coordinating hub. The 7 templates uploaded during this time to CKM have provided the first opportunity for a formal analysis of reuse.

Public sharing of the initial templates, templates 1 and 2, included 8 COVID-19–specific archetypes that were necessitated by the novel content combined with rapid implementation deadlines, resulting in relatively low reuse (ie, 40% and 52%, respectively). This was a reasonable and pragmatic modeling decision in the circumstances but diverged from the
recommended design philosophy aiming for use-case agnostic archetypes that usually take more time to develop.

Soon after, the CKM editors redesigned the 8 COVID-19–specific archetypes as 11 new use-case agnostic revisions—conceptually equivalent but intentionally designed to allow for broader reuse—and uploaded them as additions to the CKM library. The clinical concepts modeled in the new archetypes included a range of clinical screening question/answer pairs, as well as models for travel history and a risk assessment about exposure to infectious agents. Revised versions of the initial templates, with 100% reuse, were uploaded as templates 3 and 4, along with associated data mappings.

Modeling of questionnaire archetypes had been attempted unsuccessfully in the past, but without success [32]. Driven by the new COVID-19 screening requirements, modelers revisited the challenge of questionnaire modeling. Subsequently, they developed a family of screening questionnaire archetypes that were use-case agnostic and based on an underlying shared pattern, covering the screening for symptoms and signs, conditions, procedures, management and treatment, medication use, and exposure to agents. They were uploaded to a dedicated project in CKM [33] and made available for broader community reuse.

Phase 3 template development provided an opportunity to test and confirm the reuse potential for the new archetypes in additional clinical data sets.

Template 5 represented the official Chinese Clinical Guidance for COVID-19 Pneumonia Diagnosis and Treatment and was implemented as the foundation for a decision support application. This data set was the most extensive and most detailed in terms of both the number of data points and the number of archetype instances. Laboratory and imaging test results triggered system-generated advice about diagnosis and treatment, resulting in high reuse of the “Laboratory test result,” “Laboratory analyte result,” and “Specimen” archetypes. This template achieved 100% reuse of 17 unique archetypes drawn from the “existing” and “new” archetype pools. The archetypes were all translated into Chinese and uploaded to a Chinese equivalent of the CKM tool, known as the Healthcare Modelling Collaboration tool [34].

Template 6 represented Suspected COVID-19 Risk Assessment data within a nephrology context. It was based on template 3, including the screening questionnaire archetypes but reuse was reduced to 80% due to the inclusion of the “Fever” and “Social summary” archetypes intended to meet local data requirements.

Template 7 was created after communication with the authors of the FHIR IG for the GECCO. It was developed to investigate if the clinical content of a data set explicitly developed for implementation in FHIR could also be represented using openEHR archetypes. The resulting template contains the largest number of unique archetypes, which strongly suggests that this template was the most complex of the 7 templates. It was developed in 4 hours and resulted in 100% archetype reuse of 28 unique archetypes drawn from the “existing” and “new” archetype pools. Creation of the template first involved investigation and analysis of the FHIR IG to identify the clinical requirements and archetypes required, followed by aggregation and constraint of each archetype to match the precise requirements of the FHIR data set. Terminology value sets were not included in the modeling as it was assumed that the same value sets in the FHIR IG would be applicable in the openEHR template.

While there is considerable diversity in purpose or intent across the 7 templates, the level of archetype reuse is a clear indication of the level of commonality in the clinical concepts that underpin each data set. In addition, even though the focus and level of detail for each template varied, the shared data models underpinning each template ensured consistency of data across all of them.

It is also important to note the maturity of the archetypes used—70% (26/37) of the “existing” archetypes have completed the content peer-review process and have been published, which may be considered a proxy for data quality. Further investigations about the qualitative and quantitative assessment of archetype quality should be undertaken—firstly to assess each archetype, but also as a proxy for broader data set quality.

In building a template for each new data set, the amount of reuse depends on the similarity of its clinical concepts with archetypes created for inclusion in prior data sets. It is not so much the purpose, level of detail, or complexity of the data set that influences reuse, but rather the commonality of the component clinical concepts that determine which archetypes are required. In practice, each new template developed leverages all prior work that has shaped each existing archetype in the CKM library and, as illustrated by the development of new archetypes for templates 3 and 4, often extends the library collection. The design approach of archetypes as maximal data sets and universal use case for each concept supports the representation of a variety of levels of detail required in data sets. New clinical requirements are added by extending existing archetypes or creating new archetypes for novel concepts. Over time we can expect the number of archetypes to continue to grow and archetype quality enhanced with increasing levels of detail and refinements from the peer-review process. In this context, it is not unreasonable to expect future archetype reuse to remain at similar rates to those demonstrated in this set of COVID-19–related templates.

The 11 new archetypes in phase 2 were strategically designed as draft candidates: aiming for an inclusive, maximal data set about a single clinical concept; intended for a universal use case; discrete in scope, without any overlap with other archetypes.

The current CKM archetype library comprises a range of archetypes used in prior work. Each new, use-case agnostic archetype developed as part of the creation of the COVID-19–related templates added to CKM will be available for reuse in future modeling efforts. In this way, the CKM library will continue to grow, underpinned by technical and editorial governance processes to ensure coordination and coherence of the archetype library.

In this study, we have observed how the collection of archetypes listed in Table 2, a subset of the CKM library, has provided a
focused ecosystem of coordinated and coherent information models to underpin each of the 7 data sets. With the whole CKM comprising 500+ archetypes and 8000+ data elements, it becomes more plausible to imagine the potential for this more extensive library of standardized, coordinated, and coherent information models to be able to represent a broader and more diverse range of data sets. In addition, as in the case of the development of template 7, if reuse of archetypes enables the creation of a template comprising 124 data points within 4 hours, the potential time efficiencies gained through archetype reuse is also worthy of further investigation to determine if this is more broadly applicable.

**Conclusion**

Investigation of the amount of archetype reuse across the 7 openEHR templates in this initial study has demonstrated significant reuse of archetypes, even across unanticipated, novel modeling challenges and multilingual deployments. While the trigger for the development of each of these templates was the COVID-19 pandemic, the templates represented a variety of types of data sets—symptom screening, infection report, clinical decision support for diagnosis and treatment, and secondary use or research.

The findings support the openEHR hypothesis that it is possible to create a shared, public library of standards-based, vendor-neutral clinical information models that can be reused across a diverse range of health data sets.

Further investigation is strongly recommended to evaluate:

- The realistic extent and scope of a shared library of information models, including the limitations and barriers. Is it plausible to create a single universal health language, or would it be more feasible to develop libraries for specific purposes?
- Clinical knowledge governance requirements for a library of shared information models;
- The measurement of the quality of individual information models;
- The impact on data set quality if based on a foundation of high-quality information models;
- Time and cost efficiencies of creating data sets from a shared library of information models;
- The impact on health data interoperability if shared information models are used as the basis of data exchange directly between clinical systems, in different contexts, and for various purposes;
- The impact on clinical safety when information models are shared and the need for data transformation or mapping is reduced or eliminated;
- The impact on secondary use of data and research if shared information models are used, supporting safe and accurate aggregation and analysis of health data.
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Abstract

Background: After the COVID-19 outbreak, the Italian Government stopped most regular health care activity. As a result, patients with inflammatory bowel disease (IBD) had limited access to outpatient clinics and hospitals.

Objective: This study aimed to analyze the perception of the COVID-19 emergency among patients with IBD during the early weeks of the lockdown.

Methods: We invited adult patients with IBD from the University of Salerno (Campania, South Italy) and the University of Padua (Veneto, North Italy) by email to answer an ad hoc anonymous survey about COVID-19. We also collected data on demographic and disease characteristics.

Results: In total, 167 patients with IBD from Padua and 83 patients from Salerno answered the survey (age: mean 39.7 years, SD 13.9 years; female: n=116, 46.4%). We found that patients with IBD were particularly worried about the COVID-19 pandemic (enough: 77/250, 30.8%; much/very much: 140/250, 56.0%), as they felt more vulnerable to COVID-19 due to their condition (enough: 70/250, 28.0%; much/very much: 109/250, 43.6%). Patients with IBD from the red zone of Veneto were more worried than patients from Campania (P=.001), and men felt more susceptible to the virus than women (P=.05). Additionally, remote medicine was appreciated more by younger patients than older patients (P=.04).

Conclusions: The results of our survey demonstrate that the lockdown had a significant impact on the psychological aspects of patients with IBD and suggest the need for increasing communication with patients with IBD (eg, through telemedicine) to ensure patients receive adequate health care, correct information, and proper psychological support.

(J Med Internet Res 2020;22(11):e19574) doi:10.2196/19574
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Introduction

The COVID-19 pandemic is a public health emergency [1]. Studies from China, the country where the SARS-CoV-2 outbreak initially occurred, have indicated that the potential risk factors for poor prognoses in people who contract the SARS-CoV-2 virus include male gender, older age, high Sequential Organ Failure Assessment scores, and high D-dimer
levels [2,3]. The extraordinary measures that have been implemented to contain viral spread, such as the cancellation of flights, the initial lockdown of large areas in China, and the subsequent lockdown of large areas in Korea and Italy, have captured the attention and interest of the public. However, these measures have also generated misconceptions and fear [4].

In Italy, the first person-to-person virus transmission was reported by authorities on February 21, 2020. One of the first places to experiment with quarantine and lockdown was Vo’, a small town near Padua in Veneto, on February 23, 2020. Subsequently, after a few days, lockdown measures were extended to the whole country. Outside of the lockdown measures adopted in China to combat the outbreak, the lockdown measures adopted in Italy were considered to be the most radical. Italians were not allowed to leave their houses. This excluded those who worked in essential services, such as health care, transportation, and supermarkets. Additionally, only one person per family was allowed to go out for food shopping. Further, while outside, the Italian population was asked to wear surgical masks and gloves. Some regions of Northern Italy, such as Veneto, were defined as red zones due to the high number of people infected with SARS-CoV-2 and deaths caused by SARS-CoV-2 infection. Moreover, the mass media and the internet have put significant pressure on the population due to the potentially lethal implications of SARS-CoV-2 infection. Therefore, due to the restrictions that have been implemented since the beginning of the quarantine, public and private health care workers have only been able to address emergencies.

Patients with inflammatory bowel disease (IBD) are at a higher risk of infection than the general population. This is mainly due to the immunosuppressive therapy that patients with IBD receive, which involves steroids, thiopurines, and biologic agents [5-8]. A large study demonstrated that patients with IBD had an increased risk of influenza infection and were more likely to require hospitalization than those without IBD [5]. However, the magnitude of this increased risk of infection and how it relates to the use of available medical therapies remains controversial [9]. Some studies have indicated the possibility of major life events inducing relapses in patients with IBD [10,11]. During the COVID-19 pandemic, patients with IBD have had to limit their access to outpatient clinics and hospitals. However, a vast majority of patients with IBD at our outpatient clinics have continued their immunosuppressant or biologic therapy. Health care providers have had to rapidly and abruptly convert their traditional methods for practicing medicine to the more modern concept of teledmedicine [12]. For instance, phone calls or internet video calls via patient-available apps (eg, Skype, WhatsApp, Zoom) and emails have been used to contact patients with IBD and continue their follow-up. The aim of this study is to report the perception of the COVID-19 emergency among a cohort of patients with IBD who live in a red zone during the early weeks of lockdown and their ability to access remote consultations in order to improve their health care during possible future emergencies similar to the COVID-19 pandemic.

Methods

During quarantine, personnel from IBD centers advised patients to postpone their regular outpatient visits if patients’ reasons for visiting were not urgent. They also invited patients to have remote health care consultations. With regard to regular pre-COVID-19 face-to-face outpatient visits in Italy, patients used to receive a report regarding drug prescriptions and lab tests, which patients were to return during the next follow-up visit. With teledmedicine, patients in Italy are given their lab test results by email or fax prior to remote health care consultation. These results, along with patient evaluations for general health status, are then discussed during follow-up visits performed via remote consultation.

Between March 14 and 24, 2020, we invited patients with IBD from the IBD Units of the University of Salerno (Campania region, South Italy) and the University of Padua (Veneto region, North Italy) (Figure 1) by email to answer an ad hoc anonymous survey about COVID-19. Similar surveys have been used at our centers for two other chronic conditions [13,14]. Patients provided their email address and consented to contact. Therefore, the survey used in this study follows the CHERRIES (Checklist for Reporting Results of Internet E-Surveys) checklist [15]. Patients enrolled from both universities only included adult patients with a confirmed IBD diagnosis and an equal distribution of men and women. The anonymous web survey included 14 multiple-choice questions that aimed to evaluate patients’ perception of the COVID-19 pandemic. In particular, we asked if patients were worried about the epidemic. The survey included questions about whether patients felt more susceptible to SARS-CoV-2 infection compared to the general population, whether they preferred to avoid going to the hospital, and their thoughts about remote consultation. We recorded patients’ sex, date of birth, time of IBD diagnosis, region of origin (Veneto or Campania), and type of disease (ie, Crohn disease, ulcerative colitis, and unclassified disease) [16]. We also asked for information regarding patients’ ongoing therapy and comorbidities. Patients also reported whether they had received the influenza vaccination. We expected an average time of 10 minutes to complete the survey. We sent a gentle reminder 5 days after the request was sent. We closed the survey to patients 10 days after it was sent out and analyzed the survey data.
Categorical and continuous variables were expressed as proportions with percentages and means with standard deviations, respectively. Comparisons between categorical variables were performed using the Chi-square test. A $P$ value of $<.05$ was considered statistically significant. STATA 11 software was used for statistical analysis.

**Results**

Of the 450 surveys sent, 250 (55.5%) were answered. In total, 167 patients from Veneto (age: mean 39.1 years, SD 13.5 years; male: n=91, 54.5%) and 83 patients from Campania (age: mean 39.1 years, SD 14.8 years; male: n=43, 51.8%) answered the survey. There were no statistically significant differences in age and sex between patients from Veneto and those from Campania. Of the 250 patients who answered the survey, 142 (56.8%) had Crohn disease and 100 (40.0%) had ulcerative colitis. The mean time from diagnosis to the point of the survey was 10.7 years (SD 10.6 years). More than half of our study population was on immunosuppressive/immunomodulatory therapy (138/250, 55.2%). Less than 15% (36/250) of patients had at least one other chronic disease, including diabetes, high blood pressure, and dyslipidemia (Table 1).
Table 1. Study population characteristics (N=250).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Region of origin, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Campania</td>
<td>83 (33.2)</td>
</tr>
<tr>
<td>Veneto</td>
<td>167 (66.2)</td>
</tr>
<tr>
<td><strong>Sex – male, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>134 (53.6)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>39.7 (13.9)</td>
</tr>
<tr>
<td><strong>Age groups (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;35</td>
<td>104 (41.6)</td>
</tr>
<tr>
<td>35-49</td>
<td>82 (32.8)</td>
</tr>
<tr>
<td>≥50</td>
<td>64 (25.6)</td>
</tr>
<tr>
<td><strong>Time from diagnosis (years), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td>87 (34.8)</td>
</tr>
<tr>
<td>5-9</td>
<td>46 (18.4)</td>
</tr>
<tr>
<td>≥10</td>
<td>117 (46.8)</td>
</tr>
<tr>
<td><strong>Diseases, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Ulcerative colitis</td>
<td>100 (40)</td>
</tr>
<tr>
<td>Crohn disease</td>
<td>142 (56.8)</td>
</tr>
<tr>
<td>Unclassified disease</td>
<td>8 (3.2)</td>
</tr>
<tr>
<td><strong>Ongoing Therapy, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Mesalazine or no therapy</td>
<td>112 (44.8)</td>
</tr>
<tr>
<td>Steroids, azathioprine, or biologics</td>
<td>138 (55.2)</td>
</tr>
<tr>
<td><strong>Chronic disease</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>214 (85.6)</td>
</tr>
<tr>
<td>Yes</td>
<td>36 (14.4)</td>
</tr>
</tbody>
</table>

aAt least one other chronic disease, including diabetes, high blood pressure, and dyslipidemia.

Table 2 and 3 shows the web survey answers of the study population (N=250). Most patients were worried about COVID-19 (for Question 1, enough: n=77, 30.8%; much/very much: n=140, 56.0%) because of social distancing or going to crowded places, such as supermarkets and food shops (for Question 3, enough: n=32, 12.8%; much/very much: n=164, 65.6%). Many patients also felt disturbed and tense when thinking of SARS-CoV-2 infection (for Question 5, enough: n=77, 30.8%; much/very much: n=115, 46.0%). Moreover, patients with IBD felt more vulnerable to COVID-19 (for Question 2, enough: n=70, 28.0%; much/very much: n=109, 43.6%) and depressed (for Question 7, much/very much: n=22, 88.8%) due to their condition. Most patients (148/250, 59.2%) did not want to go to outpatient clinics at the hospital, and more than 70% (181/250) of patients preferred to undergo remote medical examination.

We tested for differences in survey answers between subgroups. Based on patients’ answers to Question 7 (“I feel depressed because of my disease”), younger patients (<35 years) felt significantly more depressed (answered “much” or “very much”) than older patients (≥50 years) (age: <35 years: 96/104, 92.3%; 35-49 years: 73/82, 89.2%; ≥50 years: 36/64, 56.2%; P<0.04). Moreover, based on patients’ answers to Question 9 (“Are you happy with telemedicine remote visits?”), younger patients preferred remote medical control (answered “yes, perfect”) significantly more than the older patients (age: <35 years: 80/104, 76.9%; 35-49 years: 64/82, 78.05%; ≥50 years: 43/64, 67.2%; P=0.04). Figure 2 shows that patients from the red zone of Veneto were more worried about SARS-CoV-2 infection (Question 1: P<0.001), felt that they were at a higher risk of infection due to IBD (Question 2: P=0.003), were more afraid of going to crowded places (Question 3: P=0.001), were more tense and disturbed thinking about COVID-19 (Question 5: P<0.001), and were more depressed due to their condition (Question 7: P=0.007) compared to patients from Campania. Women were more worried (Question 1: P=0.049) and felt more disturbed and tense thinking about COVID-19 (Question 5: P=0.003) than men. However, men felt more susceptible to the virus due to their therapy (Question 10: P=0.05) (Figure 3). More immunosuppressed patients thought that infection might interfere with their therapy (for Question 6, much/very much: 73/138, 52.9% vs 36/112, 32.1%; P=0.002) and felt more susceptible to the infection due to their therapy (for Question 8, enough: 73/138, 53.5% vs 36/112, 31.8%; P=0.02).
10, yes: 77/138, 55.8% vs 44/112, 39.3%), \( P = .019 \) than patients who were not immunosuppressed. We did not find any significant differences in survey answers regarding the presence of other chronic diseases and the time from diagnosis to the point of the survey. Only one-third (83/250) of the study population received the influenza vaccination in the previous 5 months, and 47.2% (118/250) of patients reported that they would receive a vaccination against COVID-19 if available. However, a similar percentage (117/250, 46.8%) of patients had doubts about COVID-19 vaccination.

### Table 2. Results of the survey administered to patients with inflammatory bowel disease for evaluating COVID-19 perception (Questions 1-9).

<table>
<thead>
<tr>
<th>Question</th>
<th>Not at all (%)</th>
<th>A little (%)</th>
<th>Enough (%)</th>
<th>Much (%)</th>
<th>Very much (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. How much are you worried because of the coronavirus 19 pandemic?</td>
<td>2</td>
<td>11.2</td>
<td>30.8</td>
<td>30</td>
<td>26</td>
</tr>
<tr>
<td>2. Do you think that you are at higher risk of coronavirus 19 infection because you have IBD?</td>
<td>10</td>
<td>18.4</td>
<td>28</td>
<td>25.2</td>
<td>18.4</td>
</tr>
<tr>
<td>3. Are you worried because of social distancing or of going to crowded places, such as supermarkets, food shops?</td>
<td>1.6</td>
<td>15.6</td>
<td>17.2</td>
<td>29.6</td>
<td>36</td>
</tr>
<tr>
<td>4. Do you think that the coronavirus 19 information is excessive?</td>
<td>40.4</td>
<td>23.6</td>
<td>20.8</td>
<td>9.6</td>
<td>5.6</td>
</tr>
<tr>
<td>5. Do you feel disturbed or tense thinking about coronavirus infection?</td>
<td>5.2</td>
<td>18</td>
<td>30.8</td>
<td>26.4</td>
<td>19.6</td>
</tr>
<tr>
<td>6. Are you worried that the coronavirus infection may interfere with your own therapy?</td>
<td>17.2</td>
<td>15.6</td>
<td>23.6</td>
<td>19.6</td>
<td>24</td>
</tr>
<tr>
<td>7. I feel depressed because of my disease</td>
<td>0.8</td>
<td>3.6</td>
<td>6.8</td>
<td>34</td>
<td>54.8</td>
</tr>
<tr>
<td>8. I am threatened by having the disease</td>
<td>1.6</td>
<td>5.6</td>
<td>16</td>
<td>47.6</td>
<td>29.2</td>
</tr>
<tr>
<td>9. Are you happy with telemedicine remote visits?</td>
<td>74.8 (Yes, perfect)</td>
<td>6 (I'm afraid I can't answer everything)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3. Results of the survey administered to patients with inflammatory bowel disease for evaluating COVID-19 perception (Questions 10-14).

<table>
<thead>
<tr>
<th>Question</th>
<th>No (%)</th>
<th>Yes (%)</th>
<th>Maybe (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10. Do you think that for your therapy you are more susceptible to the coronavirus infection compared to the general population?</td>
<td>16.8</td>
<td>48.4</td>
<td>34.8</td>
</tr>
<tr>
<td>11. Are you afraid that pandemic reduces your care by physicians to less than it would be necessary?</td>
<td>48</td>
<td>29.2</td>
<td>22.8</td>
</tr>
<tr>
<td>12. Are you reluctant to go to hospital, because of coronavirus infection?</td>
<td>28.8</td>
<td>59.2</td>
<td>12</td>
</tr>
<tr>
<td>13. Did you undergo seasonal flu vaccination?</td>
<td>67.6</td>
<td>32.4</td>
<td>0</td>
</tr>
<tr>
<td>14. Would you like to undergo a vaccination for coronavirus, when it becomes available?</td>
<td>6</td>
<td>47.2</td>
<td>46.8</td>
</tr>
</tbody>
</table>

### Figure 2. Comparison of COVID-19 survey results between participants from different regions of origin (Veneto vs Campania) for Questions 1-3 (A-C).
Discussion

This cross-sectional study reports on patients with IBD from two Italian regions and their perception of the COVID-19 pandemic during the quarantine. We found that patients with IBD were particularly worried, as they felt more vulnerable to SARS-CoV-2 infection due to their chronic disease and their immunosuppressant therapy. Patients with IBD have reported a low quality of life, disability, and poor sleep quality [17-19]. Thus, the COVID-19 pandemic has worsened an already precarious condition. Further, the unfiltered amount of information from social media during the days of the epidemic has confused and scared the Italian population [20].

Patients with IBD are likely to feel that they are at a higher risk of infection compared to the general population [5]. Our data indicated that patients with IBD from the Veneto region were more worried about SARS-CoV-2 infection than patients from Campania. Veneto was one of the first Italian regions where SARS-CoV-2 infection was initially observed, and it remains one of the regions with a high number of COVID-19–related deaths (Figure 1) [21]. Therefore, the high local spread of COVID-19 has likely affected the perception of patients.

Our survey showed similar results to those of another study, which indicated that a 30-day isolation for trained personnel, such as astronauts, do not have a significant impact on brain activity, neurotrophic factors, cognition, and mood, even though the stress levels of trained personnel significantly increased during isolation [22]. However, it is conceivable that behavioral and organic consequences may follow social isolation due to COVID-19 social distancing measures [23,24]. For example, similarly to other coronaviruses, changes in endocrine and immune response may occur, as millions of people worldwide are isolated in quarantine for minimizing the transmission of SARS-CoV-2, and social isolation can lead to neuroendocrine-immune changes [25].

According to the European Crohn's and Colitis Organisation, patients with IBD should have followed the national recommendations. However, some extra caution was needed. The recommendations published during the beginning of the pandemic suggested postponing the start of treatment with immunosuppressive drugs and biologics whenever possible [26,27]. When this was not possible, screening for SARS-CoV-2 infection should have been performed before starting biologics [28,29]. Moreover, to reduce access to hospitals and transport, the postponement of any elective or routine follow-up was recommended, along with the alternative to perform remote medical examinations [12,30]. Our study showed that most patients would be happy with remote medical examinations. However, older patients were not as happy with this alternative.

Our survey showed that men felt more susceptible to SARS-CoV-2 infection than women, but women felt more worried and tense about infection. This is likely due to both the country's National Health Institute and the media simultaneously reporting that men represent nearly 60% of people who tested positive for the SARS-CoV-2 virus and more than 70% of those who were infected with SARS-CoV-2 have died.

About two-thirds of our sample reported they had not received the influenza vaccination. This is relevant because the current guidelines recommend that patients with IBD should receive an influenza vaccination every year and pneumococcal vaccination with a booster every 5 years [31]. However, our percentage of patients who were immunized for influenza was similar to those in other studies [32]. Some patients also mentioned their fear of flu vaccination and vaccinations in general. This is likely in line with the high percentage of subjects that answered “maybe” to Question 14, which asks about receiving a future SARS-CoV-2 vaccination.

Our survey also shows that patients with IBD perceived immunosuppressive and immunomodulatory therapy as an added risk to general infection. Some studies have supported this concept, reporting a higher risk of severe and opportunistic infections in patients with IBD compared to control patients [6,7]. However, other data have not suggested an increased risk in infection [9]. Patients with IBD often ask their doctors about their risk of infection, how they should behave, and what measures they should take. A multicenter study conducted in Italy showed that active IBD, old age, and comorbidities were associated with poor COVID-19 outcomes, whereas IBD treatments were not [33].

Our study had several strengths. First, to the best of knowledge, our study is the first to report on patients with IBD and their perception of the COVID-19 pandemic. Second, our participants came from two large Italian cohorts of patients with IBD who lived in similar epidemic settings. Additionally, more than half
of the eligible patients responded to our survey. Thus, we achieved a larger study population than that of a recent study [34]. Lastly, we conducted this study as soon as the lockdown occurred, and at the time, it was uncertain whether COVID-19 restrictions would be lifted.

Our study also had some limitations. First, half of the patients who received the survey did not answer it, and we cannot rule out the possibility that those who responded were those most worried about the COVID-19 pandemic. Typically, optional online surveys are more likely to be answered by educated and healthy subjects [35]. Therefore, selection bias may be present in our study. Second, we did not have clinical data on IBD activity at the time of the study. As such, we could not assess the relationship between IBD activity and COVID-19 perception. Lastly, we used a standardized ad hoc questionnaire because there was no other available questionnaire in the literature. However, we formulated open questions and multiple-choice answers to avoid influencing the responses of our patients.

Our findings may be useful for future epidemics and may help to establish new ways of managing patients who live outside of hospital areas or are unable to access tertiary outpatient clinics for routine care due to their clinical conditions.

In conclusion, the results of our survey demonstrate that the lockdown had a significant impact on the psychological aspects of our patients and suggest the need for increasing communication with patients with IBD to ensure they receive adequate health care, correct information, and proper psychological support. Our results also indicate that remote medical visits may be well received by young patients with IBD and that IBD centers should implement a remote health care approach. Finally, our survey results highlight the need for encouraging flu vaccinations, as well as future vaccinations for preventing SARS-CoV-2 infection, to the public.
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Abstract

Background: Information about a new coronavirus emerged in 2019 and rapidly spread around the world, gaining significant public attention and attracting negative bias. The use of stigmatizing language for the purpose of blaming sparked a debate.

Objective: This study aims to identify social stigma and negative sentiment toward the blameworthy agents in social communities.

Methods: We enabled a tailored text-mining platform to identify data in their natural settings by retrieving and filtering online sources, and constructed vocabularies and learning word representations from natural language processing for deductive analysis along with the research theme. The data sources comprised of ten news websites, eleven discussion forums, one social network, and two principal media sharing networks in Taiwan. A synthesis of news and social networking analytics was present from December 30, 2019, to March 31, 2020.

Results: We collated over 1.07 million Chinese texts. Almost two-thirds of the texts on COVID-19 came from news services (n=683,887, 63.68%), followed by Facebook (n=297,823, 27.73%), discussion forums (n=62,119, 5.78%), and Instagram and YouTube (n=30,154, 2.81%). Our data showed that online news served as a hotbed for negativity and for driving emotional social posts. Online information regarding COVID-19 associated it with China—and a specific city within China through references to the “Wuhan pneumonia”—potentially encouraging xenophobia. The adoption of this problematic moniker had a high frequency, despite the World Health Organization guideline to avoid biased perceptions and ethnic discrimination. Social stigma is disclosed through negatively valenced responses, which are associated with the most blamed targets.

Conclusions: Our sample is sufficiently representative of a community because it contains a broad range of mainstream online media. Stigmatizing language linked to the COVID-19 pandemic shows a lack of civic responsibility that encourages bias, hostility, and discrimination. Frequently used stigmatizing terms were deemed offensive, and they might have contributed to recent backlashes against China by directing blame and encouraging xenophobia. The implications ranging from health risk communication to stigma mitigation and xenophobia concerns amid the COVID-19 outbreak are emphasized. Understanding the nomenclature and biased terms employed in relation to the COVID-19 outbreak is paramount. We propose solidarity with communication professionals in combating the COVID-19 outbreak and the infodemic. Finding solutions to curb the spread of virus bias, stigma, and discrimination is imperative.

(J Med Internet Res 2020;22(11):e21504) doi:10.2196/21504

http://www.jmir.org/2020/11/e21504/
Background of COVID-19 and Blaming Devices

Toward the end of 2019, a new coronavirus appeared in the city of Wuhan, Hubei Province, mainland China. On February 11, 2020, the World Health Organization (WHO) officially named the new human infectious disease “COVID-19” [1]. On March 11, 2020, it was designated as a global pandemic, spreading across 185 countries and regions [1]. The ongoing COVID-19 pandemic may have been inevitable due to the virus’s fast transmission and highly contagious nature. To date, according to the Johns Hopkins University dashboard as of August 8, 2020, there has been an overall worldwide total of 15,751,658 confirmed cases and 639,207 deaths [2]. No one could have imagined COVID-19’s rapid global spread and devastating impact.

Governments have been criticized for failing to take adequate action against COVID-19. For instance, the Chinese government was blamed for not controlling the animal trade, which was alleged to have caused the infection in humans. Early discourse contained several contributions suggesting that COVID-19 could have originated from a laboratory in Wuhan [3]. Information was spread in spite of lacking tenable scientific evidence concerning the virus’s pathology. US President Donald Trump and his administration harshly blamed China for its failure to contain COVID-19 and, by calling COVID-19 the Chinese virus, potentially incited racism and inadvertently attacked people of Asian descent around the world [4]. The discourse was of such low quality that a group of 27 prominent public health scientists from outside of China dismissed the biased information and pushed for a firm condemnation of misinformation and conspiracy theories about the origin and facts surrounding the virus (eg, [5]). These examples show that not only the virus but also the way it is spoken about can hurt people.

Social stigma in the context of a disease outbreak comes from an impulse to assign blame; hence, abundant research has acknowledged the social stigma and the subsequent blame and discrimination attached to COVID-19 (eg, [6-8]). The lack of a clear understanding about social stigma regarding the COVID-19 pandemic may lead to the circulation of false blame and negative bias, which jeopardizes the public’s psychosocial development and well-being. As such, it is necessary to address disease-related stigma during infectious disease outbreaks by examining stigmatizing cues and negative sentiments along with blaming information.

As of August 8, 2020, a total of 477 confirmed cases, 7 deaths, and 83,117 tested people were reported by Taiwan’s Centers for Disease Control (CDC) [9]. With the outbreak of the deadly COVID-19, Taiwan might have been in for a difficult time because of its close ties with mainland China. However, unlike many neighboring countries and regions, Taiwan has a comparatively low case-fatality rate and has not imposed a strict city lockdown. Instead, people in Taiwan have been urged to reduce their contact with others by maintaining social distancing, washing their hands frequently, and wearing face masks at all times [9]. These requests from government created many social dilemmas and violent altercations, particularly during the COVID-19 crisis. In fact, such information involved social stigma, complaining, and collective blaming often expressed through online communication to form public opinions and, in turn, affect people’s cognition. Blame is a vehicle for making meaning, through which the lay public seeks to understand unexpected risky events. Meanwhile, blaming someone is the practice of holding that agent responsible while expressing attitudes of resentment, indignation, or grievance.
Blaming can reflect the user’s emotional state and efforts at mitigating potential losses. In particular, the use of negative tones in the background of communications can reveal the interlocutors’ intent, as they tend to come from existing sentiments of frustration and grievance [26-28]. Thus, assessing the valence of messages from news reports and commentary on COVID-19 as negative or positive can help researchers reach a basic understanding of the context.

When the public is coping with unexpected health-related risk events, stigmatizing monikers can indicate who is giving and receiving blame based on valence [29,30]. Social media has amplified the problem of stigma by spreading inaccurate and harmful information. The harm is not only medical but also includes discrimination against people at the epicenter of an outbreak [16,17,31,32]. A recent study endorsed the problem of stigma by extracting sentiment keywords from Twitter hashtags related to COVID-19 [33]. They found that the keywords “corona” and “Wuhan corona” were associated with emotions of fear and anger, while the least common emotions expressed in tweets were sadness, joy, and disgust. Perceptions of risk can be amplified or attenuated by a variety of emotions including perceived dreadfulness, lack of controllability, and unfamiliarity as projected through all types of media. Social media has proven to be one of the most influential platforms for interacting about controversial topics and making aggressive or contemptuous comments [34-38]. A positive correlation between the number of Weibo posts and the number of reported COVID-19 cases in Wuhan showed that approximately 10 additional cases were reported per 40 Weibo posts [39]. Notably, the effect size was said to be larger in Wuhan than what was observed in other cities in China.

Goal of This Study
To summarize, this study sought to analyze how frequently online media was used to disseminate COVID-19–related information with stigmatizing cues, examine how frequently principal agents in the field are put in proximity to negative sentiment regarding the COVID-19 pandemic, and assess discourse regarding COVID-19 over time by taking into account blaming sentiment. This study draws on existing theories to understand how social stigmas and subsequent blaming present challenges, as nations grapple with restrictions on individuals’ movement and move to more normal social interaction.

Research Questions
Four research questions (RQs) were raised to identify the interlocutor’s intent and the extent to which online media has attributed blame along with the collective expression of sentiment.

- **RQ 1**: How much coverage and discussion is devoted to COVID-19 and its related topics in news media and other social media sources?
- **RQ 2**: What stigmatizing terms are mentioned with sentiment in discussions related to COVID-19?
- **RQ 3**: Which targets are blamed most for the pandemic in online media?
- **RQ 4**: What association is there between blaming sentiment and media source in the COVID-19 pandemic?

**Methods**

Automated Computational Approach
Natural language processing (NLP) in the field of machine learning, which enables a computer to analyze, manipulate, and potentially generate human language, has been widely applied worldwide (eg, [32,35,40]). A machine learning algorithm, DivoMiner in Taiwan, with the ability to automatically identify and classify patterns in large amounts of data sets was employed. This tailored text-mining platform assisted in gaining insights from an unstructured text corpus for key terms, phrases, and sentiment assessment. The collection of various digital communication platforms was converged through automated technology, allowing for real-time aggregation, organization, and analysis of the COVID-19 discourse [17].

The timeline for this study was from December 30, 2019, to March 31, 2020, which ensured the provision of timely information related to COVID-19. It also ensured that the time periods are comparable for operational reasons such as why certain weeks may have higher demand than others or other factors that could influence blaming discourse. The research strategy included enabling DivoMiner to identify data in their natural settings by retrieving and filtering online media sources [41,42] and constructing vocabularies and learning word representations from NLP for analysis along with the research theme (stigmatizing and sentiment language) from online media genres [41-43].

Data Collection
The leading digital news platforms in Taiwan were recruited based on their high use. At the same time, social networks and discussion forums have become increasingly important sources of news. Among all the social networking services, those with the highest penetration were YouTube and Instagram, as they reach approximately 23 million (89%) users, followed by Facebook, which has over 21 million (82%) active users, and open discussion forums, which reach over 3.3 million (95.5%) users aged between 12-38 years [41]. The aforementioned media platforms reach broad segments of the population with a daily flow of health news and discourse. In sum, the media source data recruited in this study comprised of ten mainstream news services, eleven discussion forums, one social networking service (Facebook), and two principal media sharing networks (Instagram and YouTube) for their population data set. All publicly accessible online communications containing the target keywords posted within the 3-month timeline were automatically collected via the DivoMiner application. For example, a mainstream online newspaper, Apple Daily News, and their Facebook fan page were recruited, and the largest terminal-based bulletin board system, PTT, was observed [41,44]. However, it is worth noting that some popular social media platforms such as Twitter can serve as an accurate mirror of the population in the English-speaking world but not in the Chinese-speaking world. Hence, limiting text data to Chinese-speaking regions serves as a sufficiently effective means of gaining insight. Additionally, issues such as ethical consideration and the legality of subsequent privacy violations were less of a concern.
To ensure the efficiency of capturing opinions related to COVID-19 from unstructured text in syntactically explicit language, data were trained to include some knowledge of semantic meaning in our model. To verify the feasibility and reliability of the word embedding, three coders manually labeled and checked 1500 random postings. After testing and training, the classification accuracy level reached 75% (1125/1500), which was deemed to be acceptable. After irrelevant opinionated data were excluded (eg, shopping, nonnews), the DivoMiner classifier implemented the filtering process of the recorded data in digital form.

Codebook Development

To parse meaning from online texts, all terms and keywords related to COVID-19 were initially collected from the official document issued by the China International Publishing Group in February 2020. To meet the requirements of computational analysis, the Word2Vec technique was employed to find continuous embedding of words. Word2Vec learns from reading 356,901 articles from the Chinese Wikipedia corpus and memorizing which words tend to appear in similar contexts. After pretraining on a large corpus, it generates a multidimensional vector for each word in a vocabulary, with words of similar meaning being closer to each other. A total of 106 confirmed keywords resulted from several pilot tests creating logical terms and phrases that DivoMiner could assist in analyzing.

An example of searching a taxonomy in the tailored platform uMiner was “肺炎” (pneumonia) and the four alternative terms were “病毒性肺炎” (virus pneumonia), “冠状病毒” (corona virus novel coronavirus), “新型冠状肺炎” (novel coronavirus), and “2019新型冠状病毒” (2019 novel coronavirus). The variables measuring stigmatizing monikers recruited were based on NLP for collective behavioral propensities against China or Chinese people; five widely used and problematic terms with biases were “武汉病毒” (Wuhan virus), “武汉肺炎” (Wuhan pneumonia), “中国肺炎” (China pneumonia), “中国人肺炎” (Chinese pneumonia), and “中國病毒” (China virus).

DivoMiner contains a module for determining the word sentiment of each term. The variable measuring three sentiment tones (positive, neutral, and negative) was based on the terms “joy,” “happy,” and “like” as points of reference for a positive tone, while “anger,” “fear,” and “sadness” were used as points of reference for a negative tone. The synonyms of emotion words and adjectives not associated with the aforementioned emotions were labelled as having a neutral tone. Negative sentiments are ideal indicators of collective perceptual bias in measuring the blaming of accused culprits. A randomly assigned group of the 1200 sample posts were cross-checked by the first author and two trained research assistants. Disagreements were resolved by discussion for reaching consensus. An acceptable level of agreement of 77% (924/1200) was reached at the end. The interrater reliability employed the Cohen kappa coefficient by computing sentiment and targeted figures, groups, and organizations for the online postings. The interrater reliability was 0.5901 (95% CI 0.49-0.71; \( P = .06 \)) and rated as moderate.

Results

Frequency and Trend of COVID-19 Mentions

We identified a total of 1,073,983 texts about COVID-19 from 24 online sources in Taiwan over 3 months. The first text on COVID-19 was a news article published on HiNet on December 31, 2019. It reported that Taiwan’s CDC had started in-flight disinfection and quarantine measures in response to the pneumonia epidemic in Wuhan. Notably, COVID-19 was confirmed to have spread to Taiwan 3 weeks later. Almost two-thirds of the 1,073,983 texts on COVID-19 came from news services, followed by Facebook, Instagram and YouTube. The average daily volume of COVID-19 texts was 7354 (range 0-14,561) from news services, 3202 (range 0-5937) from Facebook, 324 (0-678) posts on Instagram and YouTube, and 668 (range 0-1264) on discussion forums.

The amount of COVID-19 coverage and discourse shows several noteworthy patterns. First, until January 19, 2020, the daily number of new stories was always considerably less than 500 but that number rose to more than 1000 on January 20. The news stories exploded on January 21, 2020, with approximately 3500 stories and slightly less than 5500 the day after. From then on, the number of news stories sourced by news services rose to about 12,000 on weekdays and between 6000 and 8000 on weekends. Second, the all-time high was reached in the week ending on March 16. Four of the five weekdays in that week were days when the intensity of coverage was the greatest over the 3-month time frame. Third, there was a striking weekly rhythm in the time frame, with the number of stories falling from approximately 12,000 stories per day on weekdays to between 6000 and 8000 on weekends. Fourth, the pattern for the other sources by and large mirrors the development of the news services output. Figure 1 provides an overview of the developments.
During infectious disease outbreaks, the underlying mechanism of social media posts connecting users’ risk perceptions was observed to be frequently high, with resulting cathartic effects. The keyword analysis identified two key phrases, “Tsai Ing-wen” (n=1,082,632; Taiwan’s president) and “pneumonia” (n=1,008,486), which received the highest total frequency, followed by the geographical nomenclature “Wuhan” (n=762,004) and “China” (n=343,489). Masks and mask-rationing plans were the fifth most frequently used phrase (n=305,769). Two targets linked to COVID-19 followed suit: ethnic groups of new immigrants (eg, mainland Chinese, Vietnamese, Filipinos, and Indonesians; n=7299) and Dr Li Wenliang, an ophthalmologist who attempted to alert government and the public to the imminent danger in the early phases of the pandemic (n=6004). The results showing a total of 51 frequent Chinese keywords with English translations is attached in Multimedia Appendix 1. A descriptive analysis of the top 20 high-frequency words in descending order is presented in Table 1.

To investigate the reactions pertaining to each theme, six themes including disease; infection prevention; geographical naming; organizations, institutes, and events; policy; and political figures were frequently covered. In comparison, the two themes that were least covered across various sources over time were those concerning nonpolitical figures and groups and occupations. The mean score gives the measurement of the central tendency for the analysis of thematic data. The descriptive analysis of the attributes of COVID-19 messages are presented in Multimedia Appendix 2 as the total amount of discussion, means, SD, and ranges of key terms assessed.
Table 1. High-frequency words related to COVID-19 in Taiwan’s online communication.

<table>
<thead>
<tr>
<th>COVID-19–related words</th>
<th>Frequency, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tsai Ing-Wen (or Taiwan political figure or Taiwan President)</td>
<td>1,082,632</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>1,008,486</td>
</tr>
<tr>
<td>Wuhan</td>
<td>762,004</td>
</tr>
<tr>
<td>Wuhan pneumonia</td>
<td>715,719</td>
</tr>
<tr>
<td>China</td>
<td>343,489</td>
</tr>
<tr>
<td>Mask or mask-rationing plan</td>
<td>305,769</td>
</tr>
<tr>
<td>Coronavirus</td>
<td>261,643</td>
</tr>
<tr>
<td>Confirmed case</td>
<td>185,818</td>
</tr>
<tr>
<td>Disinfection</td>
<td>99,817</td>
</tr>
<tr>
<td>Wash hands often/carefully</td>
<td>96,593</td>
</tr>
<tr>
<td>Mandatory quarantine, self-monitored quarantine</td>
<td>91,097</td>
</tr>
<tr>
<td>WHOa</td>
<td>81,134</td>
</tr>
<tr>
<td>Taiwan comrade (or cross-strait charter for Taiwan businessman in China)</td>
<td>69,310</td>
</tr>
<tr>
<td>Chen Shih-Chung (or Minister of Health and Welfare)</td>
<td>62,870</td>
</tr>
<tr>
<td>City lockdown</td>
<td>51,261</td>
</tr>
<tr>
<td>Soo Tsing Tshiong, Prime Minister of Taiwan, Executive Yuan</td>
<td>50,863</td>
</tr>
<tr>
<td>Cruise, Westerdam, Aquarius, World Dream, or Diamond Princess</td>
<td>46,906</td>
</tr>
<tr>
<td>Xi Jingping or leader of communist party, Chair Xi, or Chair</td>
<td>40,664</td>
</tr>
<tr>
<td>Vaccine</td>
<td>29,559</td>
</tr>
<tr>
<td>Suspected case</td>
<td>23,926</td>
</tr>
</tbody>
</table>

aWHO: World Health Organization.

COVID-19 and Stigmatizing Cues

The usage of “pneumonia” and “virus” can be traced to the day of December 30, 2019. Thus, the stigmatizing term with negative sentiment in discussions related to COVID-19 appeared on the next day. With increasing interest in misusing the term “Wuhan pneumonia” (n=639,456), it comprised approximately one-third of overall media sources. A chi-square test of independence showed that there was a significant association between keyword usage and media platforms ($\chi^2=2,311,455$, $P<.001$). The stigmatizing terms were presented most frequently in the news (n=519,261, 37.0%), followed by Facebook (n=193,249, 34.4%), forums (n=38,650, 36.2%) and other social media networks (Instagram and YouTube; n=19,325, 32.1%). Table 2 presents a comparison of usage between stigmatized and nonstigmatized terms adopted in COVID-19 discussions on different media platforms.

Table 2. Comparison of nonstigma (recommended) keywords and stigmatizing terms by media type.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Nonstigmatized, n (%)</th>
<th>Stigmatized, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>News (n=1,405,306)</td>
<td>886,045 (63.0)</td>
<td>519,261 (37.0)</td>
</tr>
<tr>
<td>Facebook (n=561,298)</td>
<td>368,049 (65.6)</td>
<td>193,249 (34.4)</td>
</tr>
<tr>
<td>Forums (n=106,807)</td>
<td>68,157 (63.8)</td>
<td>38,650 (36.2)</td>
</tr>
<tr>
<td>Instagram and YouTube (n=60,219)</td>
<td>40,894 (67.9)</td>
<td>19,325 (32.1)</td>
</tr>
<tr>
<td>Total (n=2,133,630)</td>
<td>1,363,145 (63.9)</td>
<td>770,485 (36.1)</td>
</tr>
</tbody>
</table>

For the stigmatizing terms with a sentiment assessment, the terms “Wuhan pneumonia” and “China virus,” as potentially offensive terms, accumulated a total of 631,192 posts with associated sentiments. A negative tone of more than 50% was associated with blame (n=331,550, 52.3%), compared to a positive tone of 26.86% (n=169,541) and a neutral tone of 20.61% (n=130,101). There was a significant relationship between sentiment and stigmatizing terms ($\chi^2=994,650$, $P<.001$). Table 3 presents a comparison of sentiments associated with stigmatizing terms on different media platforms.
Table 3. Sentiment assessment of stigmatizing terms by media type.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Positive, n (%)</th>
<th>Neutral, n (%)</th>
<th>Negative, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>News (n=359,574)</td>
<td>106,091 (29.5)</td>
<td>85,681 (23.8)</td>
<td>167,802 (46.7)</td>
</tr>
<tr>
<td>Facebook (n=207,768)</td>
<td>49,150 (23.7)</td>
<td>29,084 (14.0)</td>
<td>129,534 (62.3)</td>
</tr>
<tr>
<td>Forum (n=43,464)</td>
<td>68,664 (15.8)</td>
<td>11,904 (27.4)</td>
<td>24,694 (56.8)</td>
</tr>
<tr>
<td>Instagram and YouTube (n=20,386)</td>
<td>7434 (36.5)</td>
<td>3432 (16.8)</td>
<td>9520 (46.7)</td>
</tr>
<tr>
<td>Total (n=631,192)</td>
<td>169,541 (26.9)</td>
<td>130,101 (20.6)</td>
<td>331,550 (52.5)</td>
</tr>
</tbody>
</table>

Most Blamed Targets

The targets blamed most often were four leading political figures (Soo Tsing Tshiong, Chen Shih-Chung, Tsai Ing-wen, and Xi Jinping), a group of immigrants to Taiwan, and Dr Li Wenliang in China. The number of sentiment assessments ranged from a minimum of 6004 to a maximum of 935,691. In comparison, the least posts and coverage concerning sentiment were on policy, treatment, and welfare organizations (ranging from 0 to 1328). Quantifying and understanding the development of comments with sentiment in news services and social media activity revealed that a politician, Soo Tsing Tshiong (the Taiwanese Prime Minister), drew the most attention with polarized tones, both negative (n=456,187, 48.8%) and positive (n=280,814, 30.0%). Chen Shih-Chung, the Taiwan Minister of Health and Welfare, followed with more negative (n=22,033, 42.0%) than positive tones (n=15,432, 29.4%), as he oversaw resources across ministries and private stakeholders to fight against COVID-19. Additionally, Xi Jinping, the President of the People’s Republic of China (PRC), and issues related to him were associated with more negative (n=8148, 54.6%) than positive tones (n=2859, 19.1%).

Sentiment analysis alongside nonpolitical targets such as new immigrants, foreign labor, and foreign spouses connected more negative (n=3153, 43.2%) than positive emotions (n=2105, 28.8%). Unexpectedly, Li Wenliang, the whistleblower, and issues related to him were associated overwhelmingly with negative (n=4358, 72.6%) than positive discussions (n=390, 6.5%). Dr Li who brought the problem about the impending virus to others’ awareness and issues related to him were not praised in the early months of the virus outbreak. Instead, Dr Li and issues related to him became a target of criticism. The only exception was Tsai Ing-wen, President of Taiwan, with more positive comments (n=7786, 45.7%) than negative comments (n=3696, 21.7%) across media. Specifically, the positive comments related with her were mainly in news services (n=5318, 58.0%), compared with social media: Facebook (n=2714, 51.6%), forums (n=704, 39.1%), and YouTube and Instagram (n=252, 34.6%). The sentiment used to discuss this political leader differed considerably across media types ($\chi^2 = 11,088$, $P<.001$).

Targeting the top six figures and groups, a 3 x 4 analysis of variance, with three sentiment tones (positive, neutral, and negative) and four media platforms (news, Facebook, discussion forums, and Instagram and YouTube) as between-subjects factors, revealed the main effects of tone ($F_{2,60}=1.13$, $P=.33$) and media platform ($F_{1,60}=11.90$, $P<.001$). Hence, post hoc comparisons using the Tukey honestly significant difference test showed a statistically significant difference between the three different media platforms ($P=.003$): (1) news and Facebook, (2) news and forums, and (3) news and social networks (Instagram and YouTube). The coverage of online news with sentiment tone showed a significantly higher average and SD (mean 4117, SD 3799) than the Facebook posts (mean 1778, SD 1816). The effect sizes for these two significant effects (news and Facebook, and news and forums) were 0.79 and 1.33, respectively. Additionally, sentiment expressed on online forum posts had a significantly higher average score of 530 (SD 346), compared to Instagram and YouTube (average score 225, SD 217), with an effect size of 1.45. Taken together, these results suggest that news coverage with a sentiment tone had an effect on Facebook, forum posts, and Instagram and YouTube. Specifically, our results suggest that when news articles involved emotions, the sentiment carries over to social media. The means and SD for the factorial design are presented in Table 4.
Online news is a hotbed of negativity and drives negative sentiment and blame in other media. The stigmatizing terms were clearly deemed offensive, and they might have contributed to recent backlashes against China and Chinese people by encouraging and directing blame [6-8]. Understanding the nomenclature and biased terms employed in relation to the COVID-19 outbreak is paramount while considering the online public’s responses and feelings around making biased judgments. Stigmatizing language linked to the pandemic used by online media influencers shows a lack of civic responsibility, encouraging bias and hostility.

**Discussion**

**Principal Results**

This study uncovered a pattern of how the online blame for the COVID-19 pandemic was directed at groups and figures whose influential users had pre-existing grievances with or frustrations about. People’s practices of ascribing blame remain fallible, and it seems natural to assume that their perceptual biases are also features of the object of such descriptions and not only features of their very practice. Using social media to follow news about COVID-19 and related topics compensated for traditional news in terms of gathering a diverse and broad variety of general health news. The public develops interpretations of COVID-19 through a variety of resources, most notably representations presented by mainstream online news. Overall, there was a strong and positive correlation between the negative and positive tones of media sources. Increases in discussion frequency were correlated with increases in sentiment tones on online media.

Stigma is disclosed through negatively valenced responses rather than positive ones associated with figures related to COVID-19. For instance, Soo Tsing Tshiong, Taiwan’s Prime Minister, was associated with the most blame, despite that Soo is considered to be one of the local figures responsible for prevention and policy implementation. The blame connecting with him appeared mostly in the news (n=519,261, 67.4%), followed by Facebook (n=193,249, 25.1%) and discussion forums (n=38,650, 5.0%). Notably, Xi Jinping, the PRC President, and issues related to him were associated with more negative tone comments from the news (n=4223, 51.8%), followed by Facebook (n=2672, 32.8%) and discussion forums (n=893, 11.0%). The accused agents are in fact the culprits who are associated frequently with negative sentiment.

Taiwan’s news media has been described as professional and independent [42]; however, online news services have been facilitating a negative tone. Online news has persistently used stigmatizing terms to initiate the adoption of stigma-related emotion words. In this study, they appeared first in the news and showed a resurgence of use in the week of January 20, 2020; afterwards, they appeared on Facebook and online forums. Online news is a hotbed of negativity and drives negative sentiment and blame afterwards, they appeared on Facebook and online forums. The classifiers of sentiment assessment might be more precisely generated for measurement by considering the multifaceted nature of Chinese keywords in various media.

### Table 4. Differences between media venue with sentiment on targets according to post hoc tests.

<table>
<thead>
<tr>
<th>Mediaa</th>
<th>Mean (SD)</th>
<th>Mean differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>News</td>
</tr>
<tr>
<td>News</td>
<td>4177 (3799)</td>
<td>—</td>
</tr>
<tr>
<td>Facebook</td>
<td>1778 (1816)</td>
<td>2339 (0.79)c,d</td>
</tr>
<tr>
<td>Forums</td>
<td>530 (355)</td>
<td>3587 (1.33)c,e</td>
</tr>
<tr>
<td>Instagram and YouTube</td>
<td>225 (217)</td>
<td>3892 (1.45)c,e</td>
</tr>
</tbody>
</table>

aCell size n=18.
bNot applicable.
cEffect sizes are indicated in parentheses.
dP=.002.
eP<.001.

**Limitations**

Despite this study’s attempts to establish the accuracy of the inferred meaning from all media texts, this study has several limitations related to research design and analytical workflow. First, the online media data set was characterized by a diversity in genres, which did not use fine-grained information. In particular, the data derived from individual social media accounts came in the form of sparse and short texts, which were less likely to lead to insights into the identification of ambiguous information. Working with data from social media remains subjective, and it is challenging to quantify synthesized data that do not necessarily have a closer common claim on objective truth. Second, our automated methods inevitably fell short in reducing a text to a model that encapsulated all important Chinese sentiment lexicons by training sentiment analysis models [43]. In this case, the neutral tag is one of the most important parts of the research problem. Despite preprocessing and postprocessing data being applied to capture the bits of context, tagging criteria should be more consistent. In addition, it should be noted that more efficient blend words or tags with shorter orthographic and phonetic length were often used in social media, compared to the accompanying key terms with formal spelling in traditional news. This difference indicated that data mining based on keyword matching could underestimate actual volume of usage. Last, the current assessment of sentiment tones requires a deeper understanding of frequent user’s affective expressions from online media [26]. The classifiers of sentiment assessment might be more precisely generated for measurement by considering the multifaceted nature of Chinese keywords in various media.
Comparison With Prior Work

The WHO and global medical authorities have agreed to veer away from naming illnesses after places or groups of people because using such names could lead to collective perceptual bias, stigma, and inaccurate assumptions [5]. However, consistent with previous studies (eg, [7,8]), the adoption of the problematic moniker “Wuhan pneumonia” had a high frequency of collective production and consumption. Our data also showed the high association of COVID-19 with China and a specific city within China through references like “Wuhan pneumonia,” potentially encouraging xenophobia. Comparing the results with earlier findings (eg, [18,38]), news and social networks were observed to be rough proximities of beliefs providing georeferenced sentiment connecting the virtual and material spaces of a health crisis. Additionally, Tsai Ing-wen has been associated with more favorable affective responses than others, while Chen Shih-Chung was later observed to connect to nonblameworthy statements amid the COVID-19 flare-up at the end of March 2020. The xenophobia that spread during the COVID-19 outbreak showed that individuals can enhance the media’s exposure and credibility, and consequently, shape the public’s views and appraisals. The positive mood toward the two Taiwanese politicians offers an opportunity to reflect on the lessons learned in this pandemic’s framing of online heroization dynamics [23].

Conclusions

This study explores the mechanisms of how blame was associated with various targets in online communications during the COVID-19 outbreak in a widely used language other than English. Given the impact of the online discourse about COVID-19 to date, it is crucial to reduce stigma amid the pandemic. This timely report can be used to inform policies and to stimulate research related to how societies deal with pandemics with stigma mitigation. Particularly, sentiment analysis has great potential in tracing sources for predicting the spread of infectious diseases with emotions [26,29,38,45]. Online data sources such as mobile phones can help researchers discover new pathogens at the community level and can be used to leverage big data and intelligent analytics for public health [30].

This study investigating the contentious and distorted nature of online media dynamics concludes that the collective behavior of perceptual bias against COVID-19 existed in daily communications among Taiwanese users. At the local scale, social media users broadly occupy the same geographical turf, which is why it is considered appropriate to explore the pandemic as a reference for future study. Media users have fueled the unprecedented dissemination of stigmatizing terms with negative tones to direct hostility and blame. Because of this, harmful language can have higher stakes, and the risk of offline harm can become exacerbated. Thus, the awareness of blaming devices is promoted through empowering individuals, health communication researchers, health care professionals, and policy makers to take responsibility for their actions. We propose solidarity with communication professionals in combating the COVID-19 outbreak and for finding solutions to curb the spread of virus bias, stigma, and discrimination.
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Abstract

Background: Great efforts have been made to prevent the spread of COVID-19, including national initiatives to promote the change of personal behaviors. The lessons learned from the 2003 SARS outbreak indicate that knowledge and attitudes about infectious diseases are related to panic among the population, which may further complicate efforts to prevent the spread of infectious diseases. Misunderstandings may result in behaviors such as underestimation, panic, and taking ineffective measures to avoid infection; these behaviors are likely to cause the epidemic to spread further.

Objective: The purpose of this study is to assess public health perceptions and misunderstandings about COVID-19 in China, and to propose targeted response measures based on the findings to control the development of the epidemic.

Methods: The study was conducted in April 2020 through an online survey, with participants in 8 provinces in Eastern, Central, and Western China. We designed a questionnaire with a health knowledge section consisting of 5 questions (4 conventional questions and 1 misleading question) on clinical features of and preventive measures against COVID-19. Descriptive statistics, chi-square analysis, binary logistic regression, and Mantel-Haenszel hierarchical analysis were used for statistical analysis.

Results: In total, 4788 participants completed the survey and the mean knowledge score was 4.63 (SD 0.67), gained mainly through experts (76.1%), television (60.0%), newspapers (57.9%), and opinions (46.6%) and videos (42.9%) from social media. Compared to those who obtained information from only 1 or 2 channels, people who obtained information from >3 channels had increased health perception and a better ability to identify misleading information. Suggestions from experts were the most positive information source ($\chi^2=41.61$), while information on social media was the most misleading. Those aged >60 years (OR 1.52, 95% CI 1.10-2.11), those with a lower or middle income (OR 1.36, 95% CI 1.00-1.83), those not working and not able to work (OR 1.83, 95% CI 1.04-3.21), those with a household income <100,000 RMB (<US $14,954; OR 1.34, 95% CI 1.08-1.67), and those with >2 suspected symptoms (OR 2.95, 95% CI 1.50-5.80) were more likely to be misled by videos on social media, but the error correction effect of expert advice was limited in these groups.

Conclusions: Multiple information channels can improve public health perception and the identification of misleading information during the COVID-19 pandemic. Videos on social media increased the risk of rumor propagation among vulnerable groups. We suggest the government should strengthen social media regulation and increase experts' influence on the targeted vulnerable populations to reduce the risk of rumors spreading.

Keywords: COVID-19; perceptions; knowledge; coronavirus; SARS-CoV-2; pandemic; rapid; online; surveys; public health
Introduction

In December 2019, the novel coronavirus SARS-CoV-2 caused an outbreak of COVID-19 in Wuhan, China [1,2]. COVID-19 is spread by human-to-human transmission via droplets or direct contact [3-5], and the clinical symptoms of COVID-19 include fever, cough, fatigue, and gastrointestinal infections [6-8]. Major transmission hotspots were brought under control in China, but others subsequently sprouted worldwide. Since late February 2020, the daily number of new cases has been higher in other regions of the world [9]. On March 11, 2020, the World Health Organization (WHO) declared COVID-19 a pandemic [10], and by May 17, 2020, there were more than 4,500,000 confirmed cases and over 300,000 reported deaths from COVID-19 worldwide [11]. The COVID-19 pandemic has clearly entered a new stage, with rapid spread in countries outside China. All members of society have to understand and practice measures for self-protection and the prevention of transmission [12].

Individual behavior is crucial for controlling the transmission of COVID-19. Although there have been satisfactory results regarding the safety, tolerability, and immunogenicity of a COVID-19 vaccine [13], a vaccine still faces many failure risks, and producing and administering vaccines to millions of people worldwide takes time. In China, the epidemic situation was brought under control by the implementation of multifaceted public health measures including but not limited to intensive intracity and intercity traffic restriction, social distancing measures, home confinement and centralized quarantine, and improvement of medical resources [5,14,15]. In Western democracies, personal action, rather than government action, might be the most important issue. Early self-isolation, seeking medical advice remotely unless symptoms are severe, and social distancing are key [5]. Strong infection control measures are the primary intervention for minimizing the spread of the virus in both health care settings and the community [16,17]. According to the Knowledge-Attitude-Belief (KAP) theory, knowledge is the basis of behavior change, and belief and attitude are the driving forces of behavior change. Therefore, public perception of dealing with highly infectious respiratory diseases plays a vital role in limiting the spread of the infection [18,19].

The lessons learned from the 2003 SARS outbreak suggest that knowledge and attitudes about infectious diseases are associated with the level of panic emotion among the population, which could further complicate efforts to prevent the spread of a disease [20,21]. Behaviors like underestimation, panic, and taking ineffective measures to avoid infection may affect the fight against COVID-19 [22]. Therefore, understanding what the general public knows regarding COVID-19 and which misperceptions they hold about the condition is important for public health authorities in China and other countries, who aim to design effective information campaigns for epidemic prevention and control [23]. For this study, we conducted a rapid online survey in April 2020 to investigate health perceptions and misperceptions regarding COVID-19 among the general population in China and to identify vulnerable populations and channels being used to spread misinformation.
The above list consists of four measures to prevent COVID-19 (Q1, Q2, Q4, and Q5) and one misleading measure (Q3), all of which were answered on a right/wrong basis. Each correct answer counts for 1 point, while incorrect answers get no points. The total health perception score ranged from 0 to 5; the higher the score, the higher the knowledge level of COVID-19. Based on the above questions, we defined participants who correctly answered 3 or more of the 5 questions as “perception level above average,” and calculated the proportion of participants who answered incorrectly on the misleading question (Q3) to get the “misled” rate.

Data Collection

This investigation was carried out from April 4 to 15, 2020. One project manager in each province was recruited to coordinate the provincial survey and organize the investigation training, and 6 local investigators were recruited based on the household income for each city to send an online questionnaire and control the investigation quality. Half of them were from rural areas and the majority were undergraduates. After receiving data collection training online, every investigator was required to directly send the online questionnaire to 20 local families in their social network, including relatives, friends, and classmates. Every eligible participant in the family was invited to fill out the online questionnaire, which they completed within an average of 15 minutes. One secret gift was sent to encourage the participants to complete the questionnaire. Due to the constraints of their own age and educational level, some older adults are unable to participate in online surveys. For this group of people, we recommended that relatives living with them obtain their answers through oral inquiry and fill out the survey according to their choices.

If it was difficult to survey 20 families connected to the investigators, a supplementary survey was conducted by other investigators to complete the household investigation.

During data collection, we used the following quality control measures:

1. We first conducted a preliminary survey to improve our questionnaire, and then grouped the investigators and trained them on how to perform the investigation.
2. Every investigator was independent.
3. Before sending the online questionnaire, the 20 households and eligible family members were asked to generate a unique questionnaire number. Those aged >60 years accounted for >15% of the participants.
4. Every family’s questionnaire was sent one by one by the investigators, who delivered a message that “the one who fills the questionnaire carefully, they will receive one secret gift.” Trap questions were included to identify those who did not answer questions carefully.
5. The project manager checked the quality of every questionnaire (based on the survey time threshold value of >450 seconds) as well as the consistency of responses to two group questions.

The protocol was reviewed and ethical approval was granted by the Ethics Committee of Tongji Medical College, Huazhong University of Science and Technology (#2020S107). Oral informed consent was obtained from each participant during the online investigation. A total of 6253 residents aged ≥10 years completed the investigation, and 4788 of them were eligible. The response rate was 87.85% (6253/7118), and the valid response rate was 67.13% (4778/7118).
Statistical Analysis

Descriptive statistical methods were used to summarize data on sociodemographic characteristics and responses to questions concerning knowledge, perceptions, and attitudes toward COVID-19. Data were summarized as frequencies (n) and percentages (%) for categorical variables. The differences in health perception among different groups and the guiding effect of different information sources on people's health perceptions were tested using the chi-square test. Binary logistic regression analyses were employed to identify the potential factors and vulnerable populations related to COVID-19 knowledge. The demographic variables and information sources were set as independent variables, and health perception and the “a lot of garlic helps prevent COVID-19” question were respectively set as the outcome variables. To further identify vulnerable groups (ie, those with a high risk of being misled by the main sources of rumor propagation), a Mantel-Haenszel hierarchical analysis of misleading factors was conducted across subpopulations. Unstandardized regression coefficients (β) and odds ratios (ORs) and their 95% CIs were used to quantify the associations between variables and misconceptions regarding COVID-19. Data analyses were performed using Statistical Package for the Social Sciences (SPSS) software (Version 19.0; IBM Corp). 

P<.05 was considered statistically significant.

Results

Sample Characteristics

The average age of the 4788 participants was 40.9 years (SD 18.51 years, range 10-93 years), 53.0% (n=2540) of them were women, and older adults (>60 years) accounted for 17.0% (n=814) of the total sample. Furthermore, 1155 (24.1%) participants were current students and half of them had a bachelor's degree or higher. In addition, 2191 (45.8%) participants were from Central China, 64.0% (n=3065) of them lived in urban areas, and only 8.7% (n=418) of participants lived alone during the COVID-19 epidemic. Detailed demographic characteristics data are shown in Table 1.
Table 1. Demographic characteristics of participants and knowledge level of COVID-19 by demographic variables.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
<th>Perception above average level, n (%)</th>
<th>Misled rates, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤20</td>
<td>599 (12.5)</td>
<td>563 (94.0)</td>
<td>65 (10.9)</td>
</tr>
<tr>
<td>21-40</td>
<td>1774 (37.1)</td>
<td>1704 (96.1)</td>
<td>222 (12.5)</td>
</tr>
<tr>
<td>41-60</td>
<td>1601 (33.4)</td>
<td>1521 (95.0)</td>
<td>329 (20.5)</td>
</tr>
<tr>
<td>&gt;60</td>
<td>814 (17.0)</td>
<td>733 (90.0)</td>
<td>193 (23.7)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2248 (47.0)</td>
<td>2108 (93.8)</td>
<td>365 (16.2)</td>
</tr>
<tr>
<td>Female</td>
<td>2540 (53.0)</td>
<td>2413 (95.0)</td>
<td>444 (17.5)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>1725 (36.0)</td>
<td>1654 (95.9)</td>
<td>189 (11.0)</td>
</tr>
<tr>
<td>Married or remarried</td>
<td>2851 (59.5)</td>
<td>2682 (94.1)</td>
<td>566 (19.9)</td>
</tr>
<tr>
<td>Divorced or widowed, not remarried</td>
<td>212 (4.4)</td>
<td>185 (87.3)</td>
<td>54 (25.5)</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seeking employment</td>
<td>300 (6.3)</td>
<td>274 (91.3)</td>
<td>62 (20.7)</td>
</tr>
<tr>
<td>Not working (not able to work)</td>
<td>273 (5.7)</td>
<td>239 (87.5)</td>
<td>65 (23.8)</td>
</tr>
<tr>
<td>Self-employed shop owner or entrepreneur</td>
<td>569 (11.9)</td>
<td>533 (93.7)</td>
<td>118 (20.7)</td>
</tr>
<tr>
<td>Staff member in a government or public institution</td>
<td>615 (12.8)</td>
<td>599 (97.4)</td>
<td>110 (19.7)</td>
</tr>
<tr>
<td>Farmer, fisherman, or herdsmen</td>
<td>321 (6.7)</td>
<td>287 (89.4)</td>
<td>83 (25.9)</td>
</tr>
<tr>
<td>Retired</td>
<td>499 (10.4)</td>
<td>469 (94.0)</td>
<td>112 (22.4)</td>
</tr>
<tr>
<td>Student</td>
<td>1155 (24.1)</td>
<td>1109 (96.0)</td>
<td>102 (8.8)</td>
</tr>
<tr>
<td>Staff member in a big company</td>
<td>276 (5.8)</td>
<td>264 (95.7)</td>
<td>45 (16.3)</td>
</tr>
<tr>
<td>Staff member in a small or medium company</td>
<td>426 (8.9)</td>
<td>410 (96.2)</td>
<td>58 (13.6)</td>
</tr>
<tr>
<td>Other</td>
<td>354 (7.4)</td>
<td>337 (95.2)</td>
<td>54 (15.3)</td>
</tr>
<tr>
<td>Education (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥6</td>
<td>698 (14.6)</td>
<td>621 (89.0)</td>
<td>160 (22.9)</td>
</tr>
<tr>
<td>7-9</td>
<td>809 (16.9)</td>
<td>758 (93.7)</td>
<td>166 (20.5)</td>
</tr>
<tr>
<td>10-12</td>
<td>865 (18.1)</td>
<td>811 (93.8)</td>
<td>178 (20.6)</td>
</tr>
<tr>
<td>13-16</td>
<td>2145 (44.8)</td>
<td>2064 (96.2)</td>
<td>286 (13.3)</td>
</tr>
<tr>
<td>&gt;16</td>
<td>271 (5.7)</td>
<td>267 (98.5)</td>
<td>19 (7.0)</td>
</tr>
<tr>
<td>Areas</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eastern China</td>
<td>1317 (27.5)</td>
<td>1259 (95.6)</td>
<td>227 (17.2)</td>
</tr>
<tr>
<td>Central China</td>
<td>2191 (45.8)</td>
<td>2058 (93.9)</td>
<td>371 (16.9)</td>
</tr>
<tr>
<td>Western China</td>
<td>1280 (26.7)</td>
<td>1204 (94.1)</td>
<td>211 (16.5)</td>
</tr>
<tr>
<td>Type of area</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>3065 (64.0)</td>
<td>2928 (95.5)</td>
<td>519 (16.9)</td>
</tr>
<tr>
<td>Rural</td>
<td>1723 (36.0)</td>
<td>1593 (92.5)</td>
<td>290 (16.8)</td>
</tr>
<tr>
<td>Household composition</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living with others</td>
<td>4370 (91.3)</td>
<td>4139 (94.7)</td>
<td>745 (17.0)</td>
</tr>
<tr>
<td>Living alone</td>
<td>418 (8.7)</td>
<td>382 (91.4)</td>
<td>64 (15.3)</td>
</tr>
<tr>
<td>Relative self-reported individual income</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (0%-20%)</td>
<td>1505 (31.4)</td>
<td>1393 (92.6)</td>
<td>266 (17.7)</td>
</tr>
<tr>
<td>Low and middle (20%-40%)</td>
<td>1141 (23.8)</td>
<td>1069 (93.7)</td>
<td>214 (18.8)</td>
</tr>
</tbody>
</table>
Health Perception and Attitude Toward COVID-19

The average health perception score was 4.63 (SD 0.67). The number of perception scores above the average level significantly differed across age groups, categories of marital status, occupational categories, education levels, residence area type, individual income level, and household income in 2019 ($P<.001$). In contrast, significant differences in “misled” rates were only found for age groups, categories of marital status, occupational categories, and education levels ($P<.001$; Table 1). The overall accuracy per question is shown in Table 2. This study showed that the sample residents had a high level of knowledge of preventive measures against COVID-19, but the accuracy of responses to “Eating a lot of garlic could help to prevent COVID-19” and “If infected, older adults have the highest risk of mortality” was low in comparison to the other questions, suggesting that further education efforts are needed to improve residents’ ability to identify rumors and their understanding of the susceptibility of specific groups.

Table 2. Questionnaire to examine participants’ level of knowledge of COVID-19.

<table>
<thead>
<tr>
<th>Knowledge</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Washing your hands and wearing a mask frequently could help to prevent COVID-19.</td>
<td>98.3</td>
</tr>
<tr>
<td>2. When people with COVID-19 sneeze or cough around you, is it easier to be infected?</td>
<td>97.0</td>
</tr>
<tr>
<td>3. Eating a lot of garlic could help to prevent COVID-19.</td>
<td>83.1</td>
</tr>
<tr>
<td>4. Improving your immunity could help you fight COVID-19.</td>
<td>95.5</td>
</tr>
<tr>
<td>5. If infected, older adults have the highest risk of mortality.</td>
<td>88.8</td>
</tr>
</tbody>
</table>

The vast majority of the participants held an optimistic attitude toward the COVID-19 epidemic. In total, 83.2% of them believed that the Centers for Disease Control could do better in controlling the risk of recurrence, 84.3% thought that hospitals could do better in controlling the risk of recurrence, and only 20.2% thought that COVID-19 outbreaks could happen again (Figure 2), which is consistent with the high level of awareness of COVID-19 prevention measures among the participants. Accurate guidance from the Chinese government during the epidemic period enabled Chinese citizens to have a good understanding of COVID-19 and avoid unnecessary panic and confusion, which also increased people’s confidence in the success of the fight against the epidemic [22].
Residents received COVID-19 information through a variety of channels, among which the majority of residents chose mainstream media such as suggestions from experts (76.1%), television (60.0%), and newspapers (57.9%). In addition, it is worth noting that with the advent of the Web 2.0 era and the rise of social media, opinions (46.6%) and videos (42.9%) on social media have also played an important role in this information dissemination. The chi-square test results of answers to the question “Eating a lot of garlic could prevent COVID-19” showed that whether participants obtained information from experts and newspapers is significantly related to whether residents were misled; in particular, expert opinions play a decisive role. During this outbreak, Chinese experts in relevant fields have contributed to refuting rumors by spreading accurate information about COVID-19 through television, the internet, newspapers, and other channels (Table 3).

Table 3. Chi-square test results of answers to the question “Eating a lot of garlic could prevent COVID-19.”

<table>
<thead>
<tr>
<th>Sources of COVID-19 information</th>
<th>Total participants, n</th>
<th>Participants who responded “yes,” % (95% CI)</th>
<th>Participants who responded “no,” % (95% CI)</th>
<th>$\chi^2$ value</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phone message or call</td>
<td>2206</td>
<td>44.10 (40.70-47.60)</td>
<td>46.50 (44.90-48.00)</td>
<td>1.48</td>
<td>.22</td>
</tr>
<tr>
<td>Suggestions from experts</td>
<td>3642</td>
<td>67.20 (64.00-70.40)</td>
<td>32.80 (30.20-35.40)</td>
<td>14.13</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Video on social media</td>
<td>2056</td>
<td>46.00 (42.60-49.40)</td>
<td>54.00 (50.60-57.40)</td>
<td>2.88</td>
<td>.09</td>
</tr>
<tr>
<td>Opinions on social media</td>
<td>2230</td>
<td>45.90 (42.40-49.30)</td>
<td>54.10 (50.60-57.50)</td>
<td>1.43</td>
<td>.23</td>
</tr>
<tr>
<td>Newspapers</td>
<td>2771</td>
<td>50.90 (47.50-54.40)</td>
<td>49.10 (45.60-52.50)</td>
<td>1.43</td>
<td>.23</td>
</tr>
<tr>
<td>Television</td>
<td>2871</td>
<td>55.70 (52.30-59.10)</td>
<td>44.30 (40.90-47.70)</td>
<td>12.25</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Friends</td>
<td>1238</td>
<td>27.80 (24.80-31.00)</td>
<td>72.20 (67.20-77.20)</td>
<td>10.24</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Patient’s experience</td>
<td>405</td>
<td>10.50 (8.50-12.80)</td>
<td>89.50 (87.20-91.80)</td>
<td>6.49</td>
<td>.01</td>
</tr>
<tr>
<td>Family</td>
<td>1870</td>
<td>42.00 (38.70-45.50)</td>
<td>58.00 (54.50-61.50)</td>
<td>2.88</td>
<td>.09</td>
</tr>
<tr>
<td>Own COVID-19 experience</td>
<td>358</td>
<td>9.00 (7.20-11.10)</td>
<td>91.00 (88.90-93.10)</td>
<td>2.88</td>
<td>.09</td>
</tr>
</tbody>
</table>

Groups That Are Relatively Vulnerable to COVID-19 Misinformation

The results showed that residents from Central China (versus Eastern China, $\beta$=-0.342) and those who were divorced or widowed but not remarried (versus unmarried, $\beta$=-0.966) were significantly associated with a lower level of basic COVID-19 preventive perception (Table 4). In contrast, those aged 41-60 years (versus <20 years, $\beta$=0.9261), staff members in a government or public institution (versus seeking employment, $\beta$=0.321), education of >16 years (versus <6 years, $\beta$=1.294), and getting information about COVID-19 on television ($\beta$=0.683) were associated with higher scores (Table 4).

On the issue of identifying misleading information, students (versus those seeking employment, $\beta$=0.791), those with an education of >16 years (versus <6 years, $\beta$=0.774), those with one suspected symptom (versus those without suspected symptoms, $\beta$=0.494, $P$<.001), and those who take expert advice ($\beta$=0.322) were significantly associated with a higher ability to identify misleading information (Table 4). On the contrary, participants with >2 other diseases (versus those without other diseases, $\beta$=-0.601) and those with a tendency to get information from videos on social media ($\beta$=-0.589) were more likely to be indistinguishable from correct or incorrect information about COVID-19 (Table 4).
## Table 4. Perception level of COVID-19 by demographic variable and knowledge source.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Basic COVID-19 preventive perception</th>
<th>Identified the misleading information</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>OR^a (95% CI)</td>
</tr>
<tr>
<td><strong>Areas (reference: Eastern China)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central China</td>
<td>-0.342^b</td>
<td>0.71 (0.51-1.00)</td>
</tr>
<tr>
<td>Western China</td>
<td>-0.200</td>
<td>0.82 (0.56-1.20)</td>
</tr>
<tr>
<td>Living in a rural area (reference: urban area)</td>
<td>-0.228</td>
<td>0.80 (0.59-1.09)</td>
</tr>
<tr>
<td>Living alone (reference: living with others)</td>
<td>-0.373</td>
<td>0.69 (0.45-1.06)</td>
</tr>
<tr>
<td><strong>Age, years (reference: ≤20)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-40</td>
<td>0.651^b</td>
<td>1.92 (1.06-3.48)</td>
</tr>
<tr>
<td>41-60</td>
<td>0.926^c</td>
<td>2.53 (1.25-5.12)</td>
</tr>
<tr>
<td>&gt;60</td>
<td>0.203</td>
<td>1.23 (0.55-2.74)</td>
</tr>
<tr>
<td><strong>Female (reference: male)</strong></td>
<td>0.214</td>
<td>1.24 (0.95-1.61)</td>
</tr>
<tr>
<td><strong>Marital status (reference: unmarried)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or remarried</td>
<td>-0.574^b</td>
<td>0.56 (0.32-0.98)</td>
</tr>
<tr>
<td>Divorced or widowed but not remarried</td>
<td>-0.966^c</td>
<td>0.38 (0.18-0.79)</td>
</tr>
<tr>
<td><strong>Occupation (reference: seeking employment)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not working (not able to work)</td>
<td>0.205</td>
<td>1.23 (0.63-2.40)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>0.260</td>
<td>1.30 (0.72-2.32)</td>
</tr>
<tr>
<td>Staff member in a government or public institution</td>
<td>0.821^b</td>
<td>2.27 (1.11-4.65)</td>
</tr>
<tr>
<td>Farmer, fisherman, or herdsman</td>
<td>0.138</td>
<td>1.15 (0.61-2.16)</td>
</tr>
<tr>
<td>Retired</td>
<td>0.691</td>
<td>2.00 (0.99-4.05)</td>
</tr>
<tr>
<td>Student</td>
<td>0.639</td>
<td>1.90 (0.92-3.90)</td>
</tr>
<tr>
<td>Staff member in a big company</td>
<td>0.365</td>
<td>1.44 (0.67-3.12)</td>
</tr>
<tr>
<td>Staff member in a small or medium company</td>
<td>0.604</td>
<td>1.83 (0.92-3.63)</td>
</tr>
<tr>
<td>Other</td>
<td>0.640</td>
<td>1.90 (0.98-3.68)</td>
</tr>
<tr>
<td><strong>Household income in 2019, RMB (reference: &lt;100,000 RMB)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100,000-200,000</td>
<td>0.397^b</td>
<td>1.49 (1.08-2.05)</td>
</tr>
<tr>
<td>200,000-300,000</td>
<td>0.228</td>
<td>1.26 (0.77-2.05)</td>
</tr>
<tr>
<td>300,000-400,000</td>
<td>-0.21</td>
<td>0.81 (0.41-1.62)</td>
</tr>
<tr>
<td>&gt;400,000</td>
<td>-0.082</td>
<td>0.92 (0.46-1.84)</td>
</tr>
<tr>
<td><strong>Education, years (reference: ≤6 years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7-9</td>
<td>0.326</td>
<td>1.39 (0.91-2.10)</td>
</tr>
<tr>
<td>10-12</td>
<td>0.208</td>
<td>1.23 (0.79-1.92)</td>
</tr>
<tr>
<td>13-16</td>
<td>0.38</td>
<td>1.46 (0.89-2.40)</td>
</tr>
<tr>
<td>&gt;16</td>
<td>1.294^b</td>
<td>3.65 (1.17-11.34)</td>
</tr>
<tr>
<td><strong>Number of other diseases (reference: 0)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.625^c</td>
<td>1.87 (1.21-2.88)</td>
</tr>
<tr>
<td>2</td>
<td>0.145</td>
<td>1.16 (0.67-2.00)</td>
</tr>
<tr>
<td>&gt;2</td>
<td>0.079</td>
<td>1.08 (0.64-1.84)</td>
</tr>
<tr>
<td><strong>Number of suspected symptoms (reference: 0)</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Interestingly, the higher the number of information sources used by a participant, the higher their preventive perception and ability to identify misleading information. People who obtained information from >3 channels showed a significant improvement in their knowledge level compared to those who obtained information from only 1 or 2 channels (n=4, OR 2.49, 95% CI 1.38-4.50; n=9, OR 4.26, 95% CI 1.41-12.88). Videos on social media were the main culprit for the spreading of rumors, while expert advice helped to refute rumors, which is consistent with the results of the chi-square test above. The results of the stratified analysis showed that the population aged >60 years (OR 1.52, 95% CI 1.10-2.11), those with a lower- or middle-income level (OR 1.36, 95% CI 1.00-1.83), those who were not working and not able to work (OR 1.83, 95% CI 1.04-3.21), those with a household income <100,000 RMB (<US $14,954; OR 1.34, 95% CI 1.08-1.67), and those with >2 suspected symptoms (OR 2.95, 95% CI 1.50-5.80) were more likely to be misled by videos on social media (Figure 3). Although expert advice was the most useful tool to dispel rumors, its impact on vulnerable groups such as residents aged >60 years (OR 1.14, 95% CI 0.79-1.64), those who were divorced or widowed but not remarried (OR 0.54, 95% CI 0.25-1.16), those without work (OR 0.91, 95% CI 0.49-1.67), and those with suspected symptoms (OR 0.93, 95% CI 0.41-2.09) was limited (Table 5).

### Variables

<table>
<thead>
<tr>
<th>OR (95% CI)</th>
<th>B</th>
<th>OR (95% CI)</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.91 (0.55-1.51)</td>
<td>-0.097</td>
<td>0.494 (1.17-2.30)</td>
<td>1.64 (1.17-2.30)</td>
</tr>
<tr>
<td>1.63 (0.77-3.45)</td>
<td>0.486</td>
<td>1.33 (0.91-1.96)</td>
<td>0.288</td>
</tr>
<tr>
<td>0.75 (0.43-1.30)</td>
<td>-0.294</td>
<td>-0.057</td>
<td>0.95 (0.66-1.35)</td>
</tr>
</tbody>
</table>

### Number of COVID-19 information sources (reference: 0)

<table>
<thead>
<tr>
<th>Number of Channels</th>
<th>OR (95% CI)</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.12 (1.14-3.93)</td>
<td>0.750</td>
</tr>
<tr>
<td>2</td>
<td>1.49 (0.86-2.56)</td>
<td>0.396</td>
</tr>
<tr>
<td>3</td>
<td>2.01 (1.10-3.65)</td>
<td>0.695</td>
</tr>
<tr>
<td>4</td>
<td>2.49 (1.38-4.50)</td>
<td>0.911</td>
</tr>
<tr>
<td>5</td>
<td>2.25 (1.19-4.14)</td>
<td>0.795</td>
</tr>
<tr>
<td>6</td>
<td>2.93 (1.47-5.81)</td>
<td>1.074</td>
</tr>
<tr>
<td>7</td>
<td>2.70 (1.30-5.59)</td>
<td>0.993</td>
</tr>
<tr>
<td>8</td>
<td>2.24 (1.07-4.68)</td>
<td>0.804</td>
</tr>
<tr>
<td>9</td>
<td>4.26 (1.41-12.88)</td>
<td>1.449</td>
</tr>
</tbody>
</table>

### Knowledge source

<table>
<thead>
<tr>
<th>Knowledge source</th>
<th>OR (95% CI)</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phone message or call</td>
<td>1.41 (0.94-2.13)</td>
<td>0.346</td>
</tr>
<tr>
<td>Suggestions from experts</td>
<td>1.32 (0.84-2.09)</td>
<td>0.28</td>
</tr>
<tr>
<td>Video on social media</td>
<td>0.67 (0.40-1.11)</td>
<td>-0.404</td>
</tr>
<tr>
<td>Opinions on social media</td>
<td>0.78 (0.47-1.30)</td>
<td>-0.252</td>
</tr>
<tr>
<td>Newspapers</td>
<td>0.86 (0.54-1.36)</td>
<td>-0.156</td>
</tr>
<tr>
<td>Television</td>
<td>1.98 (1.31-2.99)</td>
<td>0.683</td>
</tr>
<tr>
<td>Friends</td>
<td>0.85 (0.54-1.33)</td>
<td>-0.169</td>
</tr>
<tr>
<td>Patient’s experience</td>
<td>0.64 (0.34-1.19)</td>
<td>-0.45</td>
</tr>
<tr>
<td>Family</td>
<td>0.81 (0.55-1.18)</td>
<td>-0.217</td>
</tr>
<tr>
<td>Own COVID-19 experience</td>
<td>0.59 (0.32-1.12)</td>
<td>-0.522</td>
</tr>
<tr>
<td>Constant</td>
<td>3.03</td>
<td>1.108</td>
</tr>
</tbody>
</table>

a OR: odds ratio.  
b P < .05.  
c P < .001.
Figure 3. Vulnerable populations and their risk of being misled by incorrect information in videos on social media. OR: odds ratio.
Table 5. Hierarchical analysis of the expert suggestion error correction effect among subgroups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants who did not access expert advice</th>
<th>Participants who accessed expert advice</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Participants who discerned rumors/total number of participants (%)</td>
<td>Participants who did not discern rumors/total number of participants (%)</td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤20</td>
<td>115/135 (85.2)</td>
<td>419/464 (90.3)</td>
<td>1.62 (0.92-2.85)</td>
</tr>
<tr>
<td>21-40</td>
<td>277/358 (77.4)</td>
<td>1275/1416 (90.0)</td>
<td>2.64 (1.95-3.58)</td>
</tr>
<tr>
<td>41-60</td>
<td>331/441 (75.1)</td>
<td>941/1160 (81.1)</td>
<td>1.43 (1.10-1.85)</td>
</tr>
<tr>
<td>&gt;60</td>
<td>158/212 (74.5)</td>
<td>463/602 (76.9)</td>
<td>1.14 (0.79-1.64)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>450/570 (78.9)</td>
<td>1433/1678 (85.4)</td>
<td>1.56 (1.22-1.99)</td>
</tr>
<tr>
<td>Female</td>
<td>431/576 (74.8)</td>
<td>1665/1964 (84.8)</td>
<td>1.59 (1.36-1.86)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>288/355 (81.1)</td>
<td>1248/1370 (91.1)</td>
<td>2.38 (1.72-3.29)</td>
</tr>
<tr>
<td>Married or remarried</td>
<td>546/734 (74.4)</td>
<td>1739/2117 (82.1)</td>
<td>1.58 (1.30-1.93)</td>
</tr>
<tr>
<td>Divorced or widowed but not remarried</td>
<td>47/57 (82.5)</td>
<td>111/155 (71.6)</td>
<td>0.54 (0.25-1.16)</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seeking employment</td>
<td>52/71 (73.2)</td>
<td>186/299 (81.2)</td>
<td>1.58 (0.85-2.94)</td>
</tr>
<tr>
<td>Not working (not able to work)</td>
<td>65/84 (77.4)</td>
<td>143/189 (75.7)</td>
<td>0.91 (0.49-1.67)</td>
</tr>
<tr>
<td>Self-employed shop owner or entrepreneur</td>
<td>128/172 (74.4)</td>
<td>323/397 (81.3)</td>
<td>1.50 (0.98-2.30)</td>
</tr>
<tr>
<td>Staff member in a government or public institution</td>
<td>107/141 (75.9)</td>
<td>398/474 (84.0)</td>
<td>1.66 (1.05-2.63)</td>
</tr>
<tr>
<td>Farmer, fisherman, or herdsman</td>
<td>65/88 (73.9)</td>
<td>173/233 (74.2)</td>
<td>1.02 (0.58-1.78)</td>
</tr>
<tr>
<td>Retired</td>
<td>86/117 (73.5)</td>
<td>301/382 (78.8)</td>
<td>1.34 (0.83-2.16)</td>
</tr>
<tr>
<td>Student</td>
<td>184/220 (83.6)</td>
<td>869/935 (92.9)</td>
<td>2.58 (1.67-3.98)</td>
</tr>
<tr>
<td>Staff member in a big company</td>
<td>55/74 (74.3)</td>
<td>176/202 (87.1)</td>
<td>2.34 (1.20-4.55)</td>
</tr>
<tr>
<td>Staff member in a small or medium company</td>
<td>66/83 (79.5)</td>
<td>302/343 (88.0)</td>
<td>1.90 (1.02-3.54)</td>
</tr>
<tr>
<td>Other</td>
<td>73/96 (76.0)</td>
<td>227/258 (88.0)</td>
<td>2.31 (1.27-4.21)</td>
</tr>
<tr>
<td>Education (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤6</td>
<td>160/207 (77.3)</td>
<td>378/491 (77.0)</td>
<td>0.98 (0.67-1.45)</td>
</tr>
<tr>
<td>7-9</td>
<td>169/228 (74.1)</td>
<td>474/581 (81.6)</td>
<td>1.55 (1.08-2.22)</td>
</tr>
<tr>
<td>10-12</td>
<td>174/234 (74.4)</td>
<td>513/631 (81.3)</td>
<td>1.50 (1.05-2.14)</td>
</tr>
<tr>
<td>13-16</td>
<td>340/434 (78.3)</td>
<td>1519/1711 (88.8)</td>
<td>2.19 (1.66-2.88)</td>
</tr>
<tr>
<td>&gt;16</td>
<td>38/43 (88.4)</td>
<td>214/228 (93.9)</td>
<td>2.01 (0.69-5.91)</td>
</tr>
<tr>
<td>Areas</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eastern China</td>
<td>260/342 (76.0)</td>
<td>830/975 (85.1)</td>
<td>1.81 (1.33-2.45)</td>
</tr>
<tr>
<td>Central China</td>
<td>387/502 (77.1)</td>
<td>1433/1689 (84.8)</td>
<td>1.66 (1.30-2.13)</td>
</tr>
<tr>
<td>Western China</td>
<td>234/302 (77.5)</td>
<td>835/978 (85.4)</td>
<td>1.70 (1.23-2.34)</td>
</tr>
<tr>
<td>Type of area</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>546/717 (76.2)</td>
<td>2000/2348 (85.2)</td>
<td>1.80 (1.47-2.21)</td>
</tr>
<tr>
<td>Rural</td>
<td>335/429 (78.1)</td>
<td>1098/1294 (84.9)</td>
<td>1.57 (1.19-2.07)</td>
</tr>
<tr>
<td>Household composition</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living with others</td>
<td>782/1023 (76.4)</td>
<td>2843/3347 (84.9)</td>
<td>1.74 (1.46-2.07)</td>
</tr>
<tr>
<td>Living alone</td>
<td>99/123 (80.5)</td>
<td>255/295 (86.4)</td>
<td>1.55 (0.89-2.70)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

Overall, this study indicated a high level of awareness of COVID-19 among Chinese residents; this seems to be primarily related to education and the information sources used. More than half of the study sample had a bachelor’s degree or higher. Our sample had a large number of students (24.1%) and staff in government or public institutions (12.8%), who have a high information acquisition ability, which also contributed to the high accuracy observed in this research. These results are similar to the results of an earlier study in China, in which participants of higher socioeconomic status were more knowledgeable and better able to take appropriate measures to prevent the spread of COVID-19 [22].

The ability to seek information from multiple channels due to the development of the information age had a significant impact. The higher the number of information sources, the more opportunity there is for individuals to acquire knowledge and consolidate existing knowledge; it is also likelier that individuals will be able to effectively discern misinformation from facts. Due to the seriousness of the epidemic, people actively sought knowledge regarding the virus from various information sources, such as CCTV (China Central Television), the official website of the National Health Commission of China, and the official WeChat account of the Wuhan Health Commission [22]. For example, the “news 1+1” column takes the form of a dialogue between a host and an expert to answer the questions about the epidemic that people are most concerned about every day; it played a large role in the dissemination of knowledge and the refutation of rumors. Accurate information provided by trusted clinicians and scientists can help mitigate the spread of misinformation that is damaging to public health. As experts’ suggestions played a role in correcting the “eating a lot of garlic could prevent COVID-19” rumor in our sample, health communication specialists may be able to directly counter prominent false narratives while promoting reliable sources of health information [26].

With the development of information technology, social media has played an important role in spreading information, including during and about this outbreak (46.6% and 42.9% of participants got information from opinions and videos on social media, respectively). Although these platforms provide easier and accessible ways of getting or generating information, they can...
also be a source of misinformation [27]. Fake news on Weibo, WeChat, TikTok, and other short video platforms regarding potential drugs for COVID-19 (including ShuangHuangLian, garlic, and radix) resulted in unnecessary confusion and a shortage of drugs for patients who need them. Uncertainty breeds rumors and confusion, and social media platforms offer a fertile space for misinformation to be generated and disseminated [28]. This study highlighted the need for public health bodies to continue social media campaigns to minimize the circulation of inaccurate information about COVID-19 [23,29].

Among our participants, health perception and the ability to detect rumors was significantly lower among some vulnerable populations, including older participants and those with lower educational and income levels. These people may find it difficult to distinguish truth from misinformation in the news [30]. Meanwhile, they may be influenced by the traditional thinking pattern of preferring to believe what they have rather than believe what they have not, which makes them more likely to be misled by rumors and to take preventive measures that do not have any effect. To make matters worse, although we found that listening to expert advice resulted in a higher ability to identify misleading information, expert advice plays a limited role in these vulnerable populations. Therefore, we conclude that health education interventions would be more effective if they focused on the targeted demographic groups [31]; for example, COVID-19 knowledge may be greatly increased if health education programs are specifically designed for older people and persons with a low level of education.

In this study, misleading questions were used to determine the main communication channels of misinformation and the groups that were most misled, which is more targeted than previous studies on knowledge level. However, this study still has some limitations. Rapid online surveys are a promising method to assess and track knowledge and perceptions in the midst of rapidly evolving infectious disease outbreaks [23]. An advantage of this study is that it used a rapid online survey to collect a large number of samples. However, a large proportion of participants were well-educated and engaged in mental work, resulting in a certain bias in the results. For this study, we recruited and trained the responsible investigators located in the sampled cities, who selected the sample by directly sending the questionnaire to families in their social network, which ensured we captured older adults in our sample. For those without the ability to use the internet, it is difficult to control the response process.

Conclusions

In general, our findings indicate that participants in the survey had a high level of health awareness of COVID-19 and were optimistic about success in the fight against the epidemic, which is important to limit the spread of the disease. Health information is spread through both traditional and new platforms, including television, newspapers, the internet, social media, and short video platforms, and the number of channels used to obtain information was positively associated with health perception. Among information sources, suggestions from experts are the most accurate source, while social media plays a larger role in spreading rumors. We found that health knowledge was lower among older adults, those with less education, those who are unemployed or have a lower income, and those with underlying diseases. People in these groups were more likely to be misled by misinformation in videos on social media, while the error correction effect of experts was very limited in vulnerable populations. Although the government has taken major steps to limit the spread of the disease, more effort is needed to strengthen surveillance of social media, implement targeted support, and increase the influence of experts on vulnerable populations to reduce the spreading of rumors.
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Abstract

Background: The COVID-19 pandemic is favoring digital transitions in many industries and in society as a whole. Health care organizations have responded to the first phase of the pandemic by rapidly adopting digital solutions and advanced technology tools.

Objective: The aim of this review is to describe the digital solutions that have been reported in the early scientific literature to mitigate the impact of COVID-19 on individuals and health systems.

Methods: We conducted a systematic review of early COVID-19–related literature (from January 1 to April 30, 2020) by searching MEDLINE and medRxiv with appropriate terms to find relevant literature on the use of digital technologies in response to the pandemic. We extracted study characteristics such as the paper title, journal, and publication date, and we categorized the retrieved papers by the type of technology and patient needs addressed. We built a scoring rubric by cross-classifying the patient needs with the type of technology. We also extracted information and classified each technology reported by the selected articles according to health care system target, grade of innovation, and scalability to other geographical areas.

Results: The search identified 269 articles, of which 124 full-text articles were assessed and included in the review after screening. Most of the selected articles addressed the use of digital technologies for diagnosis, surveillance, and prevention. We report that most of these digital solutions and innovative technologies have been proposed for the diagnosis of COVID-19. In particular, within the reviewed articles, we identified numerous suggestions on the use of artificial intelligence (AI)–powered tools for the diagnosis and screening of COVID-19. Digital technologies are also useful for prevention and surveillance measures, such as contact-tracing apps and monitoring of internet searches and social media usage. Fewer scientific contributions address the use of digital technologies for lifestyle empowerment or patient engagement.

Conclusions: In the field of diagnosis, digital solutions that integrate with traditional methods, such as AI-based diagnostic algorithms based both on imaging and clinical data, appear to be promising. For surveillance, digital apps have already proven their effectiveness; however, problems related to privacy and usability remain. For other patient needs, several solutions have been proposed, such as telemedicine or telehealth tools. These tools have long been available, but this historical moment may actually be favoring their definitive large-scale adoption. It is worth taking advantage of the impetus provided by the crisis; it is also important to keep track of the digital solutions currently being proposed to implement best practices and models of care in
future and to adopt at least some of the solutions proposed in the scientific literature, especially in national health systems, which have proved to be particularly resistant to the digital transition in recent years.
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**Introduction**

**Background**

The COVID-19 pandemic, like all global crises in human history, is causing unprecedented health and economic disruptions in many countries. However, at the same time, this new situation is favoring the transition to digital solutions in many industries and in society as a whole. One example of this transition is education [1]; this entire sector, from primary schools to universities, has developed new strategies for teaching remotely, shifting from lectures in classrooms to live conferencing or web-based courses [2]. Similarly, health care organizations have responded to the COVID-19 pandemic through the rapid adoption of digital solutions and advanced technology tools. During a pandemic, digital technology can mitigate or even solve many challenges, thus improving health care delivery. Digital tools have been applied to address acute needs that have arisen as a direct or indirect consequence of the pandemic (e.g., apps for patient tracing, remote triage emergency services). However, many of the solutions that have been developed and implemented during the emergency could be consolidated in the future, contributing to the definition and adoption of new digital models of care.

The list of new digital solutions is rapidly growing [3]. In addition to “video visits,” these options include email and mobile phone apps as well as use of wearable devices, chatbots, artificial intelligence (AI)–powered diagnostic tools, voice-interface systems, and mobile sensors such as smart watches, oxygen monitors, or thermometers. A new category of service is the oversight of persons in home quarantine and large-scale population surveillance. Telemedicine and remote consultation have already proven to be effective at a time when access to health services for patients who do not have COVID-19 or for patients with nonacute COVID-19 is prevented, impeded, or postponed. In fact, according to Keesara et al [4], instead of using a model structured on the historically necessary model of in-person interactions between patients and their clinicians through a face-to-face model of care, current health care services and patient assistance can be guaranteed remotely through digital technologies.

Before the COVID-19 pandemic, it was expected that digital transformation in health care would be as disruptive as the transformations seen in other industries. However, as discussed by Hermann et al [5] and affirmed by Peraksilis [6], “despite new technologies being constantly introduced, this change had yet to materialize.” The spread of COVID-19 appears to have become necessary to review the digital technologies that have been used during the emergency period and consider them for continued use over time or cyclically in the event of recurring outbreaks.

**Goal of This Study**

According to Hermann et al [5], digital technologies can be categorized based on the patient needs they address in health care: diagnosis, prevention, treatment, adherence, lifestyle, and patient engagement. We argue that it is necessary to understand which digital technologies have been adopted to face the COVID-19 crisis and whether and how they can still be useful after the emergency phase. To achieve this, it is crucial to cover as many aspects as possible of digital technology use in health care in response to the COVID-19 pandemic.

The aim of this study is therefore to describe the digital solutions that have been reported in the early scientific literature to mitigate the impact of COVID-19 on individuals and health systems.

**Methods**

**Literature Search**

We conducted a systematic review of the early scientific literature, following the Preferred Reporting Items for Systematic Reviews (PRISMA) approach [8], to include quantitative and qualitative studies using diverse designs to describe which digital solutions have been reported to respond and mitigate the effects of the COVID-19 pandemic. This review focuses on health research, which includes biomedical, epidemiological, clinical, public health, and health systems research.

The initial search was implemented on May 11, 2020, and was limited to the timespan from January 1 to April 30, 2020. The search query consisted of terms considered adequate by the authors to review the literature on the use of digital technologies in response to COVID-19. Therefore, we searched the MEDLINE database using the following search terms and database-appropriate syntax:

```
```

http://www.jmir.org/2020/11/e22280/
We also searched the COVID-19/SARS-CoV-2 section of medRxiv, a preprint server for health science papers that have yet to be peer-reviewed, for studies related to digital technologies, using the search string COVID-19 digital technology with the same timespan restriction applied to the MEDLINE search.

The search strategies and eligibility criteria used are provided in Multimedia Appendix 1.

Study Selection and Data Collection Process

We included articles for review if they were studies with original data or results referring to digital tools or interventions for COVID-19 and if they addressed the needs of patients or health care systems in the evaluation.

An article was excluded if it was not a study with original results; it did not focus on digital solutions for COVID-19; the full text was not available; or it was not written in English.

A two-stage screening process was used to assess the relevance of the identified studies. For the first level of screening, only the title and abstract were reviewed to preclude waste of resources in procuring articles that did not meet the minimum inclusion criteria. The titles and abstracts of the initially identified studies were checked by two independent investigators (DG and EB). For the second level of screening, all citations deemed relevant after the title and abstract screening were procured for subsequent review of the full-text article.

A spreadsheet in Excel (Microsoft Corporation) was developed to extract study characteristics such as the paper title, journal, publication date, type of technology, and patient needs addressed. In particular, we categorized the retrieved papers according to patient needs (diagnosis, prevention, treatment, adherence, lifestyle, and patient engagement). For the categorization of patient needs, we adapted the definition by Hermann et al [5], which reports the concept of “customer needs addressed” by the health care industry, to identify the patient health needs addressed by digital technology during the early phase of the COVID-19 pandemic.

The definition of patient needs is reported in Table 1. We added “surveillance” as an additional patient need to those identified by Hermann et al [5] given the importance of early identification and confinement of patients with COVID-19 to preserve population health, and a category of “other” to include any needs that were not considered in the previous categories.

Table 1. Definitions of the patient needs addressed by digital technologies.

<table>
<thead>
<tr>
<th>Patient need</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosis</td>
<td>The process of determining which disease or condition explains a person's symptoms and signs [9]</td>
</tr>
<tr>
<td>Prevention</td>
<td>Preventing the occurrence of a disease (eg, by reducing risk factors) or by halting a disease and averting resulting complications after its onset [10]</td>
</tr>
<tr>
<td>Adherence</td>
<td>The degree to which a patient correctly follows medical advice [11]</td>
</tr>
<tr>
<td>Treatment</td>
<td>The use of an agent, procedure, or regimen, such as a drug, surgery, or exercise, in an attempt to cure or mitigate a disease [12]</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>Adoption and sustaining behaviors that can improve health and quality of life [13]</td>
</tr>
<tr>
<td>Patient engagement</td>
<td>Actively involving people in their health and health care [14]</td>
</tr>
<tr>
<td>Surveillance</td>
<td>The continuous, systematic collection, analysis, and interpretation of health-related data needed for the planning, implementation, and evaluation of public health practice [15]</td>
</tr>
<tr>
<td>Other</td>
<td>All patient needs, addressed by digital technology, which are not included in the previous categories</td>
</tr>
</tbody>
</table>

We built a scoring rubric by cross-classifying the patient needs addressed by the technology (or technologies) reported in each article with the type of technology itself. We relied on the report “Assessing the impact of digital transformation of Health Services” by the Expert Panel on Effective Ways of Investigating in Health (EXPH) of the European Commission [16] to classify the types of digital technologies (ie, AI, big data, chatbots, electronic health records [EHRs], mobile apps, robotics, sensors, telehealth, and telemedicine), integrating it with terms found within the analyzed articles when necessary (ie, blockchain, Internet of Things [IoT], internet search engines, social media, and mobile tracing).

We also extracted information and classified each technology reported by the selected articles according to health care system targets, grade of innovation, and scalability to other geographical areas. To do this, we also relied on the classifications and definitions reported by the EXPH (Table 2) [16].
Table 2. Classification of digital technologies and health services.

<table>
<thead>
<tr>
<th>Classification category</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health care system targets</td>
<td>Members of the public who are potential or current users of health services, including caregivers. Members of the health care workforce who deliver health services. Systems and managers involved in the administration and oversight of public health systems. Interventions within this category reflect managerial functions related to supply chain management, health financing, and human resource management.</td>
</tr>
<tr>
<td>Data services</td>
<td>Crosscutting functionality to support a wide range of activities related to data collection, management, use, and exchange.</td>
</tr>
<tr>
<td>Grade of innovation</td>
<td></td>
</tr>
<tr>
<td>Supporting</td>
<td>Digital services or technologies that can be used to support old or established technologies for all or some health care system targets. These technologies may support or facilitate the performance of existing technologies.</td>
</tr>
<tr>
<td>Complementing</td>
<td>Digital services or technologies that can be used in addition to old or established technologies for all or some health care system targets. These technologies may strengthen or enhance the performance of existing technologies.</td>
</tr>
<tr>
<td>Substituting</td>
<td>Digital services or technologies that may replace old or established technologies for all or some health care system targets.</td>
</tr>
<tr>
<td>Innovating</td>
<td>New digital services or technologies that may offer new possibilities that previously were not available for all or some health care system targets. These disruptive technologies may represent a new entry into the market.</td>
</tr>
<tr>
<td>Scalability to other geographical areas</td>
<td></td>
</tr>
<tr>
<td>Not possible</td>
<td>Technologies strictly bonded to the context in which they were developed.</td>
</tr>
<tr>
<td>Local</td>
<td>Technologies whose scalability is limited to a local context (ie, regional or national context) for normative, legislative, ethical, or technical reasons.</td>
</tr>
<tr>
<td>Global</td>
<td>Technologies that do not present barriers to scalability that would prevent their possible global adoption.</td>
</tr>
</tbody>
</table>

Some of the analyzed articles described multiple technologies. For these articles, we reported all the health care system targets addressed by the proposed technologies. However, we found it impractical to assign different grades of innovation and scalability for each technology reported. Therefore, we chose to report only the highest grade of innovation or scalability assigned to the technologies within each article (eg, innovating>substituting>complementing>supporting).

Two of the authors (DG and EB) independently classified all identified articles in the predefined categories. Any disagreements were resolved through discussion and consensus between the two reviewers. If disagreement persisted, another reviewer (GC) was called as a tiebreaker.

Given the characteristics of this literature review, which aims to describe proposed digital solutions, and the nature and design of the included studies, assessments of the risk of bias and the study quality were not possible and therefore were not performed.

Results

Literature Search

The search identified 269 articles (174 from PubMed and 95 from medRxiv), of which 124 full-text articles were assessed and included in the review after screening (Figure 1).
Study Selection and Data Collection Process
Out of the 124 selected articles, 65 (52.4%) addressed the use of digital technologies for diagnosis (Figure 2), 46 (37.1%) addressed surveillance, 46 (37.1%) addressed prevention, 38 (30.6%) addressed treatment, 15 (12.1%) addressed adherence, 12 (9.7%) addressed lifestyle, 11 (8.9%) addressed patient engagement, and 6 (4.8%) addressed other purposes. Considering the share of peer-reviewed articles, we found that for diagnosis, 39/65 articles (60%) were peer-reviewed; for surveillance, 29/46 (63%); for prevention, 30/46 (65%); for treatment, 33/38 (87%); for adherence, 15/15 (100%); for lifestyle, 11/12 (92%); for patient engagement, 11/11 (100%); and for other, 5 (83.3%).

In Table 3, we provide an extract of the characteristics of the included articles. An extended version of this table is provided in the supplementary material (Table S1, Multimedia Appendix 2).
**Figure 2.** Frequency of appearance of each patient need within the 124 selected articles and the share of peer-reviewed articles for each need. The total percentage is higher than 100 because some articles include technologies used to address more than one patient need.
Table 3. Articles included in the literature review with the main characteristics of each analyzed paper.

<table>
<thead>
<tr>
<th>ID</th>
<th>Reference</th>
<th>Health care system targets</th>
<th>Grade of innovation</th>
<th>Scalability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Zhai et al [17]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>2</td>
<td>Wang W et al [18]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>3</td>
<td>Wang et al [19]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>4</td>
<td>Yan et al [20]</td>
<td>Clients/patients, health care providers</td>
<td>Supporting</td>
<td>Global</td>
</tr>
<tr>
<td>5</td>
<td>Hou et al [21]</td>
<td>Clients/patients, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>6</td>
<td>Feng et al [22]</td>
<td>Health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>7</td>
<td>Jin et al [23]</td>
<td>Health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>8</td>
<td>Torous et al [24]</td>
<td>Clients/patients, health care providers, health systems/resource managers</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>9</td>
<td>Wang et al [25]</td>
<td>Health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>10</td>
<td>Zheng et al [26]</td>
<td>Health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>11</td>
<td>Galbiati et al [27]</td>
<td>Health care providers, health systems/resource managers</td>
<td>Supporting</td>
<td>Global</td>
</tr>
<tr>
<td>12</td>
<td>Bai et al [28]</td>
<td>Health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>13</td>
<td>Ienca et al [29]</td>
<td>Clients/patients, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>14</td>
<td>Ting et al [30]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>15</td>
<td>Hua et al [31]</td>
<td>Clients/patients, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>16</td>
<td>Fu et al [32]</td>
<td>Health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>17</td>
<td>Zhou et al [33]</td>
<td>Health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>18</td>
<td>Lin et al [34]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>19</td>
<td>Ferretti et al [35]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>20</td>
<td>Calton et al [36]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>21</td>
<td>Lin et al [37]</td>
<td>Health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>22</td>
<td>Mashamba-Thompson et al [38]</td>
<td>Clients/patients, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>23</td>
<td>Salako et al [39]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>24</td>
<td>Hernández et al [40]</td>
<td>Clients/patients, health systems/resource managers</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>25</td>
<td>Ohannessian et al [41]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>26</td>
<td>Shanlang et al [42]</td>
<td>Clients/patients, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>27</td>
<td>Turer et al [43]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>28</td>
<td>Keesara et al [4]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>29</td>
<td>Her [44]</td>
<td>Clients/patients, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>30</td>
<td>Klum et al [45]</td>
<td>Clients/patients, health care providers</td>
<td>Supporting</td>
<td>Global</td>
</tr>
<tr>
<td>31</td>
<td>Calvo et al [46]</td>
<td>Clients/patients, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>ID</td>
<td>Reference</td>
<td>Health care system targets</td>
<td>Grade of innovation</td>
<td>Scalability</td>
</tr>
<tr>
<td>----</td>
<td>-----------</td>
<td>----------------------------</td>
<td>---------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>32</td>
<td>Dandekar et al [47]</td>
<td>Health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>33</td>
<td>Drew et al [48]</td>
<td>Clients/patients, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>34</td>
<td>Segal et al [49]</td>
<td>Clients/patients, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>35</td>
<td>Hassanien et al [50]</td>
<td>Health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>36</td>
<td>Martin et al [51]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>37</td>
<td>Yasaka et al [52]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>38</td>
<td>Medford et al [53]</td>
<td>Clients/patients, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>39</td>
<td>Salg et al [54]</td>
<td>Health systems/resource managers, data services</td>
<td>Complementing</td>
<td>Local</td>
</tr>
<tr>
<td>40</td>
<td>Abhari et al [55]</td>
<td>Health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>41</td>
<td>Jarynowski et al [56]</td>
<td>Clients/patients, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>42</td>
<td>Stommel et al [57]</td>
<td>Clients/patients, health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>43</td>
<td>Judson et al [58]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>44</td>
<td>Ćosić et al [59]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>45</td>
<td>Grange et al [60]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>46</td>
<td>Castiglioni et al [61]</td>
<td>Clients/patients, health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>47</td>
<td>Serper et al [62]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>48</td>
<td>Robbins et al [1]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>49</td>
<td>Crump [63]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>50</td>
<td>Punn et al [64]</td>
<td>Health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>51</td>
<td>Myers et al [65]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>52</td>
<td>Noonan et al [66]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>53</td>
<td>Loebet et al [67]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>54</td>
<td>Price et al [68]</td>
<td>Health care providers</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>55</td>
<td>Vaishya et al [69]</td>
<td>Health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>56</td>
<td>Stubblefield et al [70]</td>
<td>Health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>57</td>
<td>Yuan et al [71]</td>
<td>Clients/patients, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>58</td>
<td>Pollock et al [72]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>59</td>
<td>Mahmood et al [73]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>60</td>
<td>Gallotti et al [74]</td>
<td>Clients/patients, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>61</td>
<td>Ren et al [75]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>62</td>
<td>Goldschmidt [76]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>63</td>
<td>Al-karawi et al [77]</td>
<td>Health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>64</td>
<td>Kumar et al [78]</td>
<td>Health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>ID</td>
<td>Reference</td>
<td>Health care system targets</td>
<td>Grade of innovation</td>
<td>Scalability</td>
</tr>
<tr>
<td>----</td>
<td>------------------------</td>
<td>-------------------------------------------------------------------------------------------</td>
<td>---------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>65</td>
<td>Garg et al [79]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>66</td>
<td>Kuziemski et al [80]</td>
<td>Health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>67</td>
<td>Jakhar et al [81]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>68</td>
<td>Marasca et al [82]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>69</td>
<td>Bulchandani et al [83]</td>
<td>Clients/patients, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>70</td>
<td>Green et al [84]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>71</td>
<td>Nagra et al [85]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>72</td>
<td>O'Connor et al [86]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>73</td>
<td>Wittbold et al [87]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>74</td>
<td>Hightow et al [88]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>75</td>
<td>Bonavita et al [89]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>76</td>
<td>Wosik et al [90]</td>
<td>Clients/patients, HO</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>77</td>
<td>Yan et al [91]</td>
<td>Health care providers, health systems/resource managers, data services</td>
<td>Supporting</td>
<td>Global</td>
</tr>
<tr>
<td>78</td>
<td>Lin et al [92]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Supporting</td>
<td>Not possible</td>
</tr>
<tr>
<td>79</td>
<td>Kummitha [93]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>80</td>
<td>Abbas et al [94]</td>
<td>Health care providers, data services</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>81</td>
<td>Ardabili et al [95]</td>
<td>Health systems/resource managers, data services</td>
<td>Supporting</td>
<td>Global</td>
</tr>
<tr>
<td>82</td>
<td>Zhang et al [96]</td>
<td>Clients/patients, health care providers</td>
<td>Supporting</td>
<td>Global</td>
</tr>
<tr>
<td>83</td>
<td>Hart et al [97]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>84</td>
<td>Parikh et al [98]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>85</td>
<td>Rahman et al [99]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>86</td>
<td>Alwashmi Hart [100]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>87</td>
<td>Sedov et al [101]</td>
<td>Health care providers, health systems/resource managers, data services</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>88</td>
<td>Mahapatra et al [102]</td>
<td>Health care providers; health systems/resource managers</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>89</td>
<td>Azizy et al [103]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>90</td>
<td>Madurai et al [104]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>91</td>
<td>Park et al [105]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>92</td>
<td>Negrini et al [106]</td>
<td>Clients/patients, health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>93</td>
<td>Tanaka et al [107]</td>
<td>Clients/patients, health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>94</td>
<td>Randhawa et al [108]</td>
<td>Data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>95</td>
<td>Javaid et al [109]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Supporting</td>
<td>Global</td>
</tr>
<tr>
<td>96</td>
<td>Kyhlstedt et al [110]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Supporting</td>
<td>Global</td>
</tr>
<tr>
<td>ID</td>
<td>Reference</td>
<td>Health care system targets</td>
<td>Grade of innovation</td>
<td>Scalability</td>
</tr>
<tr>
<td>-----</td>
<td>----------------------------</td>
<td>-------------------------------------------------------------------------------------------</td>
<td>---------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>97</td>
<td>Barbosa et al [111]</td>
<td>Health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>98</td>
<td>Blake et al [112]</td>
<td>Clients/patients, health systems/resource managers</td>
<td>Supporting</td>
<td>Global</td>
</tr>
<tr>
<td>99</td>
<td>Reeves et al [113]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Substituting</td>
<td>Global</td>
</tr>
<tr>
<td>100</td>
<td>Khan et al [114]</td>
<td>Clients/patients, health care providers, health systems/resource managers</td>
<td>Substituting</td>
<td>Global</td>
</tr>
<tr>
<td>101</td>
<td>Whelan et al [115]</td>
<td>Clients/patients, health care providers, health systems/resource managers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>102</td>
<td>Meinert et al [116]</td>
<td>Clients/patients, health care providers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>103</td>
<td>Ekong et al [117]</td>
<td>Clients/patients, health care providers, health systems/resource managers</td>
<td>Supporting</td>
<td>Local</td>
</tr>
<tr>
<td>104</td>
<td>Pérez Sust et al [118]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>105</td>
<td>Kim et al [119]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>106</td>
<td>Krukowski et al [120]</td>
<td>Clients/patients, health care providers, health systems/resource managers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>107</td>
<td>Liu et al [121]</td>
<td>Health care providers, health systems/resource managers</td>
<td>Supporting</td>
<td>Global</td>
</tr>
<tr>
<td>108</td>
<td>Vaid et al [122]</td>
<td>Health care providers, health systems/resource managers</td>
<td>Complementing</td>
<td>Local</td>
</tr>
<tr>
<td>109</td>
<td>Lee [123]</td>
<td>Clients/patients, health care providers</td>
<td>Supporting</td>
<td>Global</td>
</tr>
<tr>
<td>110</td>
<td>Ramsetty et al [3]</td>
<td>Clients/patients, health care providers, health systems/resource managers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>111</td>
<td>Tarek et al [124]</td>
<td>Health systems/resource managers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>112</td>
<td>Awasthi et al [125]</td>
<td>Health care providers, health systems/resource managers</td>
<td>Supporting</td>
<td>Global</td>
</tr>
<tr>
<td>113</td>
<td>Khan et al [126]</td>
<td>Health care providers, health systems/resource managers</td>
<td>Supporting</td>
<td>Global</td>
</tr>
<tr>
<td>114</td>
<td>Husnayain et al [127]</td>
<td>Health care providers, health systems/resource managers</td>
<td>Supporting</td>
<td>Global</td>
</tr>
<tr>
<td>115</td>
<td>Weemaes et al [128]</td>
<td>Health care providers, health systems/resource managers</td>
<td>Innovating</td>
<td>Local</td>
</tr>
<tr>
<td>116</td>
<td>Espinoza et al [129]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>117</td>
<td>Shweta et al [130]</td>
<td>Health care providers, health systems/resource managers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>118</td>
<td>Brat et al [131]</td>
<td>Health care providers, health systems/resource managers</td>
<td>Supporting</td>
<td>Local</td>
</tr>
<tr>
<td>119</td>
<td>Hegde et al [132]</td>
<td>Clients/patients, health care providers</td>
<td>Innovating</td>
<td>Global</td>
</tr>
<tr>
<td>120</td>
<td>Tobias et al [133]</td>
<td>Clients/patients, health care providers, health systems/resource managers, data services</td>
<td>Supporting</td>
<td>Local</td>
</tr>
<tr>
<td>121</td>
<td>Compton et al [134]</td>
<td>Clients/patients, health care providers, health systems/resource managers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
<tr>
<td>122</td>
<td>Smith et al [135]</td>
<td>Health care providers, health systems/resource managers</td>
<td>Complementing</td>
<td>Local</td>
</tr>
<tr>
<td>123</td>
<td>Kalteh et al [136]</td>
<td>Health care providers, health systems/resource managers</td>
<td>Supporting</td>
<td>Global</td>
</tr>
<tr>
<td>124</td>
<td>Woo et al [137]</td>
<td>Clients/patients, health care providers</td>
<td>Complementing</td>
<td>Global</td>
</tr>
</tbody>
</table>
In Table 4, we cross-classify the use of technology and the type of technology. As an example, 24 articles describe the use of AI tools for the diagnosis of COVID-19, while 34 describe the use of telehealth or telemedicine for treatment purposes. All included articles and related analyses are reported in Multimedia Appendix 2 (Table S1).

### Table 4. Cross-classification of the published studies by the type of technology and the patient needs addressed by the technology.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Diagnosis</th>
<th>Surveillance</th>
<th>Prevention</th>
<th>Treatment</th>
<th>Adherence</th>
<th>Lifestyle</th>
<th>Patient engagement</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial intelligence</td>
<td>24</td>
<td>12</td>
<td>11</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Big data analytics</td>
<td>6</td>
<td>11</td>
<td>12</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Blockchain</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Chatbot</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Electronic health records</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Internet of Things</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Internet search engines, social media</td>
<td>1</td>
<td>8</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Mobile app</td>
<td>8</td>
<td>8</td>
<td>9</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Mobile tracing</td>
<td>6</td>
<td>14</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Robotics, mechanical tools, drones, sensors, wearable devices</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Telehealth, telemedicine</td>
<td>29</td>
<td>7</td>
<td>18</td>
<td>34</td>
<td>11</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*Refs: references.*

*N/A: not applicable.*
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Given the heterogeneity of the included technologies and solutions, we summarized the findings through a narrative synthesis. In fact, some patient needs share the same technology for health issues, which can be considered superimposable (eg, prevention and surveillance are often addressed by the same technology, such as mobile surveillance apps); this is also evident from Table 4, where many articles report technologies addressing more than one health need. Accordingly, in the following paragraphs, we describe the digital technologies and solutions starting from the patient needs they are designed to mitigate. We then discuss some of the retrieved articles that we deemed most interesting for each patient need.

Diagnosis

In the early scientific literature, digital solutions and innovative technologies were mainly proposed for the diagnosis of COVID-19. In particular, within the reviewed articles, we identified numerous suggestions of the use of AI-powered tools for the diagnosis and screening of SARS-CoV-2 or COVID-19, as reported in Table 4 [20,22,23,25,26,28,30,32,33,38,48,50,54,61,69,70,77,78,94,100,108,109,122,130]. Most studies propose the adoption of AI tools based on the use of computed tomography (CT) data [23,28,33]. For example, Zhou et al [33] developed and validated an integrated deep learning framework on chest CT images for autodetection of novel coronavirus pneumonia (NCP), with particular focus on differentiating NCP from influenza pneumonia (IP), ensuring prompt implementation of isolation. Their AI model potentially provides an accurate early diagnostic tool for NCP. This type of diagnostic tool can be useful during the pandemic, especially when tests such as nucleic acid test kits are short in supply, which is a common problem during outbreaks. However, performing CT scans as a screening method presents significant limitations, considering the risks of both radiation exposure and operator or machine-type dependence [25].

In addition to these studies, many authors proposed AI-powered diagnostic tools for COVID-19 that are not based on CT scan data [22,51,58]. Feng et al [22] developed and validated a diagnosis aid model without CT images for early identification of suspected COVID-19 pneumonia on admission in adult fever patients and made the validated model available via a web-based triage calculator that must be supplied with clinical and serological data (eg, age, % monocytes, interleukin-6). Similarly, Martin et al [51] proposed a chatbot and a symptom-to-disease digital health assistant that can differentiate more than 20,000 diseases with an accuracy of more than 90%. The authors tested the accuracy of the digital health assistant to identify COVID-19 using a set of diverse clinical cases combined with case reports of COVID-19, and they reported that the digital health assistant can accurately distinguish COVID-19 in 96% of clinical cases.

A further innovative digital technology proposed to support the diagnosis of COVID-19 is blockchain (or distributed ledger) technology. In one study [38], the authors recommended low-cost blockchain and AI-coupled self-testing and tracking systems for COVID-19 and other emerging infectious diseases in low- and middle-income countries. They developed a low-cost blockchain app that requests a user’s personal identifier before opening pretesting instructions. Following testing, the user uploads their results to the app, and the blockchain and AI systems enable the transfer to alert the outbreak surveillance. These types of solutions can also be of interest in high-income countries.

Another interesting digital tool proposed for the diagnosis and triage of patients is chatbots. Chatbots are applications that provide information through conversation-like interactions with users; they can be used for a broad range of purposes in health care (eg, patient triage, clinical decision support for providers, directing patients and staff to appropriate resources, and mental health applications). Chatbots can help evolve triage and screening processes in a scalable manner [129] and, as institutions become increasingly familiar with these tools, can be repurposed in the future for other public health emergencies as well as for more standard care uses.

Prevention and Surveillance

Our literature review suggests that digital technologies can be useful for COVID-19 diagnosis as well as for implementing prevention and surveillance measures.

Judson et al [58] deployed the Coronavirus Symptom Checker, a digital patient-facing self-triage and self-scheduling tool, to address the COVID-19 pandemic; it provides patients with 24-hour access to personalized recommendations, and it improves ambulatory surge capacity through self-triage, self-scheduling, and avoidance of unnecessary in-person care. The majority of patients who used this checker did not make any further contact with the health care system during subsequent days.

Another topic of paramount importance in the context of health care digitalization is epidemiological surveillance. Our review highlights that prevention and surveillance are often considered together in the scientific literature, given that “prevention of COVID-19” can be intended as “prevention of further spread,” which is mainly achieved through surveillance. For the COVID-19 pandemic, surveillance definitely overlaps with prevention, as the risk of infection can be reduced by applying a successful surveillance plan and controlling the interactions between infected persons and the healthy population.

A study by Ferretti et al [35] analyzed the key parameters of the COVID-19 epidemic spread to estimate the contributions of different transmission routes and determine the requirements for successful case isolation and contact tracing. The viral spread is too rapid to be contained by manual contact tracing. The solution is the implementation of a contact-tracing app that creates a temporary record of proximity events between individuals and immediately alerts recent close contacts of diagnosed cases and prompts them to self-isolate. An important limitation of this type of tracing technology is that to achieve its goal, it must be used by a significant portion of the population.

An example of successful use of a mobile app for contact tracing is the app that the Chinese government implemented in Wuhan [31]. Quick response (QR) code–based screening was implemented in Hubei Province to monitor people’s movement, quick response (QR) code–based screening was implemented in Hubei Province to monitor people’s movement, quick response (QR) code–based screening was implemented in Hubei Province to monitor people’s movement, quick response (QR) code–based screening was implemented in Hubei Province to monitor people’s movement, quick response (QR) code–based screening was implemented in Hubei Province to monitor people’s movement.
especially on public transportation. Using big data and mobile phones, three color codes were attributed to each citizen: green (safe), yellow (need to be cautious), and red (cannot enter). A similar tool was implemented in Taiwan [19]. In fact, through Taiwan citizens’ household registration system and foreigners’ entry cards, it was possible to track individuals at high risk of COVID-19 infection because of their recent history of travel to affected areas. If an individual was identified as high risk when in quarantine, they were monitored electronically through their mobile phone. Then, the Entry Quarantine System was launched: through the completion of a health declaration form (requiring the scan of a QR code that leads to a web-based form, either prior to departure from or upon arrival at a Taiwan airport), travelers could receive rapid immigration clearance.

Our literature review suggests that another meaningful way to control the spread of an epidemic is through monitoring and surveillance of internet searches and social media usage. Wang et al [18] used WeChat, a Chinese social media platform, to plot daily data on the frequencies of keywords related to SARS-CoV-2. The authors found that the frequencies of several keywords related to COVID-19 showed abnormal behavior during a period ahead of the outbreak in China, and they stated that social media can offer a new approach to early detection of disease outbreaks. Similarly, the Italian words for “cough” and “fever” were searched in Google Trends to find useful insights to predict the COVID-19 outbreak in Italy, showing a significant association with hospital admissions or deaths in the two following weeks [138]. These two papers show that tracking public health information from web-based search engines may have a role in the prediction of future COVID-19 outbreaks, complementarily to traditional public health surveillance systems.

Furthermore, a technology that can aid the automatic, decentralized, and remote collection of data for surveillance purposes is the IoT. In [99], an IoT-based smart disease surveillance system showed potential to control the pandemic. In fact, with most people using smartphones and wearable technologies and having internet access, this technology can help limit the spread of the pandemic through the collection and analysis of default gathered data.

Although its potential is irrefutable, the technology behind surveillance and contact tracing apps raises many concerns; as discussed by Calvo et al [46], the most obvious concern is “surveillance creep,” which occurs when a surveillance tool developed for a precise goal (in the case of China and Taiwan, an app to monitor people’s movement) remains in use after the crisis is solved. Privacy must be a primary concern for policy makers and a key challenge for designers and engineers who design digital tools for epidemic control. As already outlined in previous work by Carullo [139], in the European Union, applications to combat COVID-19 should avoid processing personal data whenever possible. The General Data Protection Regulation (GDPR) [140] dictates the principle of privacy by default, that is, “by default, only personal data which are necessary for each specific purpose of the processing are processed.” In this regard, it should be reminded that according to the GDPR, data are “personal” only when and insofar they allow the identification of a natural person. Therefore, the processing of data, including clinical data, that cannot in any way identify a natural person does not involve personal data. Therefore, any privacy concerns are completely ruled out. To be compliant with this principle, a preferable approach is to use an ingenious “checkpoint” system that allows users to create a peer-to-peer network of interactions and to determine if they have been exposed to any risk of infection; diagnosis of infection can be entered into the app, and the data are transferred to a central server but remain anonymous.

Although the aforementioned articles addressed surveillance and prevention in outpatients and the general population, an interesting point of view on inpatient surveillance comes from the study by Lin et al [37]. This paper describes a prospective active surveillance system with information technology (IT) services (ie, using a surveillance algorithm based on data from EHRs) to identify hospital inpatients whose pneumonia did not show marked improvement with antibiotic treatment and to alert the primary care medical teams on a daily basis. Similarly, EHR-based rapid screening processes, laboratory testing, clinical decision support, reporting tools, and patient-facing technology related to COVID-19 can be implemented using the EHR to build multiple COVID-19–specific tools to support outbreak management, including scripted triaging, electronic check-in, standard ordering and documentation, secure messaging, real-time data analytics, and telemedicine capabilities [113].

In the field of prevention, other important digital technologies proposed in the literature include telemedicine and telehealth. Telemedicine is not always applicable in emergencies, and many patients with COVID-19 may need to go to the hospital to receive higher level care. For this purpose, Turer et al [43] proposed using electronic personal protective equipment (ePPE) to protect staff (ie, prevent infection of health care workers) and conserve traditional PPE while providing rapid access to emergency care for low-risk patients during the COVID-19 pandemic. A very similar solution has been proposed by Wittbold et al [87]. They explored digital care delivery methods to reduce unnecessary exposure and conserve PPE through the deployment of iPads equipped with an app to evaluate and manage patients in a quaternary care academic and level one trauma center. Therefore, ePPE has been proved to be potentially applicable to settings such as emergency medical services, medical wards, and intensive care units.

**Treatment and Adherence**

Telemedicine and telehealth technologies are also used to increase patient adherence and for treatment purposes. Torous et al [24] describe the potential of digital health to increase access to and quality of mental health care by exploring the success of telehealth during the present crisis and how technologies such as apps can soon play larger roles. Telehealth is seen as a useful solution to deliver mental health care in general [141] and during social distancing and quarantine...
periods. In addition, digital therapy programs can be offered through courses of evidence-based therapies or using augmented reality and virtual reality systems. As another example, Calton et al [36] deliver some useful advice on the implementation of telemedicine to deliver specialty palliative care in the homes of seriously ill patients and their families. The authors state that the digital divide must be taken into account. Patients require access to an internet connection and to a digital device suited for videoconferencing. For older people or those less familiar with technology, it may be necessary to identify a caregiver as a "technological liaison" for the patient. To create a successful telemedicine-based treatment environment, many critical factors must be considered, including workforce training, high-quality evidence, digital equity, and patient adherence.

**Lifestyle and Patient Engagement**

In the early literature responding to the COVID-19 pandemic, fewer scientific contributions addressed the use of digital technologies for lifestyle empowerment or patient engagement. This is probably due to the current phase of the pandemic, which has conditioned scientific research to focus primarily on aspects related to more acute patient needs. However, some articles can be found. For instance, Krukowski et al [120] addressed the issue of remote obesity management through telehealth methodologies such as electronic scales to remotely measure patients' weight and to maintain their engagement toward healthy lifestyles.

**Discussion**

**Principal Results**

Although SARS-CoV-2 is causing a pandemic worldwide, it is also favoring the rapid adoption of digital solutions and advanced technology tools in health care. On the one hand, physicians and health systems may need to track large populations of patients on a daily basis for surveillance purposes [4]. On the other hand, they may need rapid diagnostic tests for COVID-19 screening, to reduce the workload, and to enable patients to receive early diagnoses and timely treatments. This can also be achieved with the help of digital technologies, which were already available in different industries before the current crisis. These tools have now been quickly implemented in health care due to the pandemic [104].

In this systematic review of the early scientific literature in response to COVID-19, we describe numerous digital solutions and technologies addressing several patient and health care needs. The constantly updated scientific literature is a source of important ideas and suggestions for finding innovative solutions that guarantee patient care during and possibly after the COVID-19 crisis.

In the field of diagnosis, digital solutions that integrate with the traditional methods of clinical, molecular or serological diagnosis, such as AI-based diagnostic algorithms based both on imaging and clinical data, seem promising.

For surveillance, digital apps have already proven their effectiveness [142-144]; however, problems related to privacy and usability remain [145]. For other patient needs, several solutions have been proposed, such as telemedicine or telehealth tools. These tools have long been available; however, this historical moment could actually favor their definitive large-scale adoption.

The fact that the digital technologies proposed in the analyzed scientific literature mainly address the fields of diagnosis, prevention, and surveillance probably reflects the emergency phase of the COVID-19 pandemic. As time passes, well-known digital tools could be proposed for different purposes and patient needs, such as adherence, lifestyle, and patient engagement, which are considered to be important determinants of patient health [146] despite the lower attention paid to them in the early scientific literature.

In addition to the patient needs addressed by digital technologies, our review sheds light on the most used digital technology tools. Given the early phase of the pandemic and its reflection on the articles included in this review, the technologies that have shown to be more easily and quickly implementable can be also considered as the most scalable. In fact, the speed with which these technologies have been deployed demonstrates their ease of adoption and manageability in many different contexts, despite their deployment during the course of a pandemic. Many of these solutions have demonstrated a technical, economic, regulatory and usability weight that is sufficiently low to allow their rapid and effective use, at least during the emergency phase. Among these solutions, we report AI tools for diagnosis, big data analytics and mobile tracing for surveillance and prevention, and telemedicine and telehealth, which have proved to be transversal tools for diagnosis, prevention, and treatment.

We advocate that many of the digital technologies that have been quickly implemented in this emergency phase can also be adopted in the following phases of the pandemic, as also stated by Fagherazzi et al [147]. However, this implementation is easier said than done. According to the article by Keesara et al [4], “Covid-19 and Health Care’s Digital Revolution,” in the context of the digital leap caused by the COVID-19 pandemic in the United States (and worldwide) [4], while private corporations and education institutions have made rapid transitions to remote work and videoconferencing, the health care system is still lagging behind in adopting digital solutions. This is mainly due to the fact that clinical workflows and economic incentives have been developed for a face-to-face model of care that, during this pandemic, contributes to the spread of the virus to uninfected patients who are seeking medical care. In addition to the history of health care policies, there are limiting factors to the implementation of tools such as telemedicine, including a legal framework that is not yet fully designed to regulate the use of innovative IT systems in health care, as well as an inadequate information and communications technology infrastructure and an obsolete reimbursement and payment structure.

Many countries are facing these regulatory issues: the challenges for digital health have become a global issue in the public health response to COVID-19 and future outbreaks. Digital tools such as telemedicine should indeed be integrated into international and national guidelines for public health preparedness, alongside the definition of national regulations and funding frameworks.
in the context of public health emergencies. To switch to new digital models of care, increasing the digital expertise of health care professionals and educating the population are fundamental issues. Moreover, by implementing a data-sharing mechanism, digitally collected and stored data will be a precious tool for epidemiological surveillance that, as discussed earlier, is fundamental in controlling the epidemic spread. Lastly, to describe and assess the impact of digital tools during outbreaks, scientific evaluation frameworks should be defined [41].

Limitations
This literature review presents some limitations. First, the research was conducted in a period of epidemiological emergency. Thus, the number of daily publications is high, and it is difficult to keep up to date. As a result, we have been forced to select articles in a reduced time span, potentially missing some studies and including studies that have yet to be peer-reviewed. Secondly, due to the design of the review, the search could not be fully comprehensive, as it was conducted exclusively on the MEDLINE database and medRxiv to preserve both time and resources; however, PubMed/MEDLINE is reported to be the primary database used by health science faculties [148], and medRxiv is one of the main repositories of COVID-19 research [149]. Finally, the articles and concepts included in this preliminary review certainly need to be integrated at the end of this international emergency phase.

Conclusions
The COVID-19 pandemic is favoring the implementation of digital solutions with unprecedented speed and impact. It is therefore recommended to keep track of the ideas and solutions being proposed today to implement best practices and models of care tomorrow and to be prepared for future national and international emergencies. It is worth taking advantage of the impetus provided by the crisis we are currently experiencing to implement at least some of the solutions proposed in the scientific literature, especially in national health systems, which in recent years have proved to be particularly resistant to the digital transition.
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Abstract

Background: COVID-19 has officially been declared as a pandemic, and the spread of the virus is placing sustained demands on public health systems. There are speculations that the COVID-19 mortality differences between regions are due to the disparities in the availability of medical resources. Therefore, the selection of patients for diagnosis and treatment is essential in this situation. Military personnel are especially at risk for infectious diseases; thus, patient selection with an evidence-based prognostic model is critical for them.

Objective: This study aims to assess the usability of a novel platform used in the military hospitals in Korea to gather data and deploy patient selection solutions for COVID-19.

Methods: The platform’s structure was developed to provide users with prediction results and to use the data to enhance the prediction models. Two applications were developed: a patient’s application and a physician’s application. The primary outcome was requiring an oxygen supplement. The outcome prediction model was developed with patients from four centers. A Cox proportional hazards model was developed. The outcome of the model for the patient’s application was the length of time from the date of hospitalization to the date of the first oxygen supplement use. The demographic characteristics, past history, patient symptoms, social history, and body temperature were considered as risk factors. A usability study with the Post-Study System Usability Questionnaire (PSSUQ) was conducted on the physician’s application on 50 physicians.

Results: The patient’s application and physician’s application were deployed on the web for wider availability. A total of 246 patients from four centers were used to develop the outcome prediction model. A small percentage (n=18, 7.32%) of the patients needed professional care. The variables included in the developed prediction model were age; body temperature; predisease physical status; history of cardiovascular disease; hypertension; visit to a region with an outbreak; and symptoms of chills, feverishness, dyspnea, and lethargy. The overall C statistic was 0.963 (95% CI 0.936-0.99), and the time-dependent area under the receiver operating characteristic curve ranged from 0.976 at day 3 to 0.979 at day 9. The usability of the physician’s application was good, with an overall average of the responses to the PSSUQ being 2.2 (SD 1.1).

Conclusions: The platform introduced in this study enables evidence-based patient selection in an effortless and timely manner, which is critical in the military. With a well-designed user experience and an accurate prediction model, this platform may help save lives and contain the spread of the novel virus, COVID-19.
CURB-65 scores were more likely to be severe, more than 20% of COVID-19 [12]. However, even though patients with higher response to the outbreak, this score was used for patients with a low risk of death and may be managed as outpatients. In suggest that patients with CURB-65 scores of less than 2 are at highest severity. The American Thoracic Society guidelines rate, systolic and diastolic blood pressure, and age are assessed for predicting the outcome of patients with pneumonia system for predicting the outcome of patients with pneumonia. The confusion, urea, respiratory rate, blood pressure, and 65 years or older (CURB-65) score is a widely known scoring system for predicting the outcome of patients with pneumonia [11]. The presence of confusion, blood urea nitrogen, respiratory rate, systolic and diastolic blood pressure, and age are assessed to calculate a score ranging from 0 to 6, with 6 indicating the highest severity. The American Thoracic Society guidelines suggest that patients with CURB-65 scores of less than 2 are at a low risk of death and may be managed as outpatients. In response to the outbreak, this score was used for patients with COVID-19 [12]. However, even though patients with higher CURB-65 scores were more likely to be severe, more than 20% of the patients with lower scores also had poor outcomes, suggesting the need for a new system to guide patient selection.

Previous studies have developed prognostic models to predict mortality risk, hospital stay, and progression to severe state [13-21]. The largest sample size of these studies was 577 patients from China [19]. Ideally, prediction models should be based on a large data set covering multiple nations and races for vast adaptation. Four of these studies presented models (eg, decision tree, nomogram, and scoring rule) that could be used in clinical practice [14,16,17,21].

When a prediction model is being developed and deployed in the real world, multiple factors should be considered. As previously stated, the included samples should be from multiple centers across multiple nations to account for disparities between races. Additionally, the model should provide a practical and irreplaceable value to its users. The objective of the model should be clear and should be able to answer a major question in the clinical field. The model’s ease of use should also be considered. However, these requirements are difficult—if not impossible—to meet in a situation where a novel infection is spreading worldwide.

In this study, we present a platform that provides outcome prediction and status monitoring for patients with COVID-19 that is consistently enhanced with data collected based on the use of the model.

Methods

Development of the Platform Structure

The platform structure was designed to primarily serve the users by providing the results of the prediction models and sending the results to the appointed physician. The data sent by the user to acquire the results were collected by the server with the user’s consent. The newly collected data was used for training the models to further enhance its predictability and generalizability, thereby completing the virtuous cycle. There are two applications employed to serve this purpose: (1) a patient’s application and (2) a physician’s application.

The main functionality of the patient’s application is to provide outcome prediction results to the patient with their general information, previously diagnosed diseases, symptoms, and body temperature. Specifically, the purpose of the outcome prediction is to guide patient selection for medical resource allocation. Thus, the main target of the prediction model is to determine whether the patient will need professional care.

The application receives the variables that the patient provides to acquire the prediction results, sends them to the central server, and shares them with the appointed physician for remote monitoring. When the patient visits a health care facility, the patient can pair their application with the physician’s application to keep the physician notified of the change in the patient’s
symptoms without needing any direct contact. The physician’s application then receives a registration code that can be created from the patient’s application. Upon registering a patient, the health care worker can receive all the records and prediction results from the patient’s application. This process is depicted in Figure 1.

Figure 1. Diagram of the whole structure of the platform.

Three physicians reviewed previous publications related to COVID-19 to select the appropriate variables for collection [22-24]. On the basis that this novel virus might have similar features to the pre-existing viruses that cause viral pneumonia, the characteristics of other viral pneumonias were also considered. The selection result was then reviewed by two physicians who are currently directly involved with treating patients with COVID-19 (Multimedia Appendix 1).

Participants and Data Collection for Outcome Prediction

All patients with COVID-19 admitted to four centers (two military hospitals and two civilian hospitals) in Korea were included in the study. A total of 246 patients were included, and data collection ran from February 6, 2020, to April 2, 2020. There were no exclusion criteria.

The candidate risk factors for the patient’s application included patient demographic characteristics (age, gender, and BMI), past history (asthma, chemotherapy, chronic kidney disease, hypertension, chronic obstructive pulmonary disease, immunosuppressant use, cardiovascular disease, chronic liver disease, and diabetes), patient symptoms (anosmia, rhinorrhea, chest pain, phlegm, chills, physical status, cough, pneumonia, diarrhea, pneumonia, antipyretic, dyspnea, feverish, headache, muscle pain, nausea or vomiting, tired or lethargy, and sore throat), social history (visit to a region with an outbreak, direct contact with a patient with COVID-19, smoking history, household member confirmed with COVID-19, and household member under self-isolation), and body temperature during hospitalization.

The outcome measured in this study was the use of an oxygen supplement monitored up to April 6, 2020—the final date of follow-up. The length of time (days) from the date of hospitalization to the date of first use of an oxygen supplement was considered as our target outcome. Oxygen supplement was chosen as the outcome measure since it may be able to represent the minimal treatment required for hospital admission.

Statistical Analysis

Descriptive statistics were obtained for all study variables. Continuous data were expressed as mean (SD) values, and categorical data were expressed as proportions.

A survival curve for overall patients was plotted using the Kaplan-Meier method. Using all candidate risk factors, we conducted a univariate analysis by a Cox proportional hazards model to select factors. The factors with \( P < .05 \) were included in the final model. The body temperature collected during hospitalization was used as the time-dependent variable in the Cox proportion hazards model [25]. By generating time intervals during the day after the date of hospitalization, the average body temperature recorded at each time interval (day) was calculated. That is, the body temperature was considered as a value that changed every day. In case of missing body temperature, the last observation carried forward approach was used. A multivariate Cox proportional hazard model (with time-dependent variables) using selected factors was considered as the prediction model for the patient’s application. The multicollinearity between the factors included in the final model was confirmed through VIFs, which quantify the severity of multicollinearity in an ordinary least squares regression analysis. We considered that VIF of 5 or above indicates a multicollinearity problem [26]. Also, additionally, association between factors was examined through phi coefficient between two binary factors, point-biserial correlation between a continuous and a binary factor, and pearson correlation between two continuous factors. To calculate VIF through the ordinary least square regression analysis and
to measure correlation between factors, the median body temperature during hospitalization was considered for body temperature with time-varying characteristics.

We calculated the Harrell C statistic to assess the overall predictive accuracy and time-dependent area under the receiver operating characteristic curve (area under the curve [AUC]) [27] to assess the predictive accuracy over the entire follow-up period. The AUC results of the Cox model, which vary depending on the time point to be evaluated, were summarized by days. We also performed the likelihood ratio, Wald, and score tests to measure overall goodness of fit based on the omnibus test of model coefficients. The chi-square goodness-of-fit test proposed by Schoenfeld [28] was used for the proportional hazards. Since body temperature was considered as a time-varying variable updated every day in the model, we did not check the assumption for body temperature. A random subsampling [29] was used to estimate the internal validity of the final Cox proportional hazards model, with 50 repeated samplings dividing the train and test sets into 2:1. The sampling was performed by stratifying according to the occurrence of the outcome event to establish balance in the test and train sets. An average time-dependent AUC based on the 50 repetitions was used as a result of the validation.

The Cox proportional hazards model was considered as a prediction model for the patient’s application, but we additionally constructed a logistic model as an alternative model by using selected factors from the final Cox model. The logistic model was designed to predict oxygen supplement use during hospitalization.

All P values were two-sided, and P<.05 was considered statistically significant. Statistical analysis was performed using R 3.6.0 (R Foundation for Statistical Computing) [29].

Evaluation of the Physician’s Application

A usability study was conducted to evaluate the usability of the health care worker’s application wherein participants had to be medical doctors with more than 1 year of clinical practice. A total of 50 physicians were recruited from a public website, and there was no exclusion or selection of the participants. The participants were introduced to the entire platform and briefed about its objectives. After a thorough explanation of the study, a consent form was signed by the participants. They were then instructed to sign up for the service through the physician’s application and then add a prepared sample patient case that was provided. Afterward, participants were required to complete several tasks: review the symptoms that the sample case reported through the patient’s application, review the results from the outcome prediction model of the registered patient, and add additional factitious clinical variables for the patient from the variable input form. The result from the model was presented as the probability of requiring an oxygen supplement, expressed as a number between 0%-100%. The participants were educated on the intended clinical utility of the result from the prediction model to provide supportive information that can be used during patient selection. However, the usefulness of the prediction model could not be assessed since the data were not from a real patient. The participants were instructed to fill the factitious values of the patients’ clinical variables required by the physician’s input form. The study protocol was approved by the institutional review board at the Yonsei University College of Medicine (4-2020-0351).

Following the completion of the tasks, the Post-Study System Usability Questionnaire (PSSUQ) was used to acquire the participants’ responses [30]. The results from the PSSUQ were analyzed using statistical representative indexes for each question.

Results

Platform Structure

The platform consists of three parts: (1) the patient’s application, (2) the physician’s application, and (3) the model application programming interface. Both the patient’s and the physician’s applications are deployed on the web. The web platform was chosen to be able to enable instant modification upon deployment and maximize the availability on variable devices. Considering the majority of devices the users will be using, the patient’s application is configured to be best viewed on a mobile device and the physician’s application on a desktop. The diagram of the entire structure is illustrated in Figure 2.
This platform is registered in the World Health Organization Digital Atlas for COVID-19 solutions [31].

**Real-World Use of the Platform**

A patient is advised to use the patient’s application when they are officially diagnosed with COVID-19. They are also advised to use the application every day and provide information about their daily symptoms and body temperature. If the result from the application shows a high likelihood of requiring hospitalization and the patient is not currently admitted to a hospital, then the patient is advised to contact a nearby health care professional. If there is a previously appointed physician monitoring the patient’s daily symptoms, then the physician can check the daily status of the patient. Using the results of the application, the physician is then able to make a proper clinical decision about whether the patient will need hospitalization. The result that the physician receives is the raw probability calculated from the prediction model. No cut-off was set, since the cut-off will be affected by environmental factors, such as the availability of hospital beds or the regional number of confirmed patients.

**Development of the Outcome Prediction Model**

The baseline characteristics of all 246 patients are shown in Multimedia Appendix 2. The mean (SD) of age (year) and BMI (kg/m²) were 40.72 (SD 17.10) years and 3.21 (SD 3.28) kg/m², respectively. A total of 167 (67.89%) patients were male. The mean (SD) of the max and median body temperature during follow-up were 37.32 °C (SD 0.56) and 36.75 °C (SD 0.42), respectively. The most common symptom was coughing (95 patients, 41.13%), and 192 (83.12%) patients visited a region with a COVID-19 outbreak.

One patient with missing date of hospitalization among 246 patients was excluded to estimate the survival rate for oxygen supplement. During 2469.32 person-days of follow-up, oxygen supplement was observed in 18 (7.35%) patients. The median (IQR) time from hospitalization to censoring was 17.64 (IQR 14.24-21.70) days. The Kaplan-Meier estimates of the 3-day and 5-day survival rate were 0.947 (95% CI 0.919-0.975) and 0.930 (95% CI 0.898-0.963), respectively.

Table 1 shows results of the univariate and multivariate Cox proportional hazards models. In the univariate analysis, 10 of the candidate risk factors showed results of $P<.05$ (Table 1). It was confirmed that hypertension (hazard ratio [HR] 3.792, 95% CI 1.423-10.109), cardiovascular disease (HR 12.413, 95% CI 4.069-37.869), predisease physical status (HR 1.854, 95% CI 1.24-2.773), dyspnea (HR 13.498, 95% CI 4.527-40.252), feeling feverish (HR 6.282, 95% CI 2.054-19.213), chills (HR 5.727, 95% CI 1.924-17.048), tiredness or lethargy (HR 6.083, 95% CI 1.989-18.607), older age (HR 1.075, 95% CI 1.052-1.098), and higher body temperature (HR 13.147, 95% CI 6.849-25.237) were risk factors for earlier oxygen supplement, while visiting a region with an outbreak (HR 0.291, 95% CI 0.095-0.89) was confirmed as a risk factor that decreased the risk of oxygen supplement.
Table 1. Hazard ratio of univariate and multivariate Cox proportional hazards model.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Univariate model, HR&lt;sup&gt;a&lt;/sup&gt; (95% CI)</th>
<th>Multivariate model&lt;sup&gt;b&lt;/sup&gt; HR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>1.075 (1.052-1.098)</td>
<td>1.035 (0.983-1.089)</td>
<td>.47</td>
</tr>
<tr>
<td>Body temperature&lt;sup&gt;b&lt;/sup&gt; (°C)</td>
<td>13.147 (6.849-25.237)</td>
<td>17.431 (2.856-106.371)</td>
<td>.01</td>
</tr>
<tr>
<td>Hypertension (yes)</td>
<td>3.793 (1.423-10.109)</td>
<td>0.562 (0.033-9.437)</td>
<td>.81</td>
</tr>
<tr>
<td>CVD&lt;sup&gt;c&lt;/sup&gt; (yes)</td>
<td>12.413 (4.069-37.869)</td>
<td>0.217 (0.008-6.111)</td>
<td>.49</td>
</tr>
<tr>
<td>Visit to a region of outbreak (yes)</td>
<td>0.291 (0.095-0.89)</td>
<td>3.381 (0.133-86.084)</td>
<td>.28</td>
</tr>
<tr>
<td>Physical status</td>
<td>1.854 (1.24-2.773)</td>
<td>4.259 (1.679-10.802)</td>
<td>.007</td>
</tr>
<tr>
<td>Dyspnea (yes)</td>
<td>13.498 (4.527-40.252)</td>
<td>3.878 (0.454-33.111)</td>
<td>.43</td>
</tr>
<tr>
<td>Feverish (yes)</td>
<td>6.282 (2.054-19.213)</td>
<td>0.321 (0.05-2.073)</td>
<td>.26</td>
</tr>
<tr>
<td>Chills (yes)</td>
<td>5.727 (1.924-17.048)</td>
<td>0.905 (0.049-16.705)</td>
<td>.95</td>
</tr>
<tr>
<td>Tired/lethargic (yes)</td>
<td>6.083 (1.989-18.607)</td>
<td>1.506 (0.174-13.019)</td>
<td>.62</td>
</tr>
</tbody>
</table>

<sup>a</sup>HR: hazard ratio.
<sup>b</sup>Cox proportional hazards model with time-dependent variable.
<sup>c</sup>CVD: cardiovascular disease.

As a result of multivariate analysis including all 10 factors, body temperature (HR 17.431, 95% CI 2.856-106.371) was found to be the most powerful risk factor for oxygen supplement. Physical status remained statistically significant as a factor (P=.007), while the other eight factors were not statistically significant.

The proportional hazards assumption on the factors included in the multivariate model (except for body temperature, since it is considered as a time-varying variable) was checked. Results showed that all factors satisfied the assumption (Multimedia Appendix 3). The multicollinearity and association between the factors included in the multivariate model were not detected (Multimedia Appendices 4 and 5).

To confirm the effects of body temperature in the multivariate model, we considered a case for a fully active man 40 years of age without any past history or symptoms and compared survival rates according to body temperature (Figure 3). In cases of temperatures of 37 °C, 38 °C, 38.5 °C, and 39 °C, the 5-day survival rates were 0.994 (95% CI 0.981-0.99), 0.906 (95% CI 0.961-0.99), 0.906 (95% CI 0.707-1.0), 0.663 (95% CI 0.178-1.0), and 0.180 (95% CI 0.0002-1), respectively. At 39 °C, the 5-day survival rate rapidly decreased.

Figure 3. Survival rate according to body temperature in predictive model present in the patient’s application. The 5-day survival rates for each initial body temperature are shown.
1 to day 10. The value for each day was above 0.96. The AUC of 8 days or more were the same because the outcome event did not occur after 7.25 days.

**Figure 4.** Time-dependent area under the receiver operating characteristic curve at 3, 6, and 9 days from the prediction model present in the patient’s application.

As per the result of internal validation for estimating the performance and validity of the multivariate Cox proportional hazards model in Table 1, the average time-dependent AUC ranging from day 1 to day 10 showed a range from a minimum of 0.749 to a maximum of 0.764 (Multimedia Appendix 7).

The results from the model are displayed at the result section of the application when the user has completed a series of questionnaires. The results page shows the 7-day survival result based on the received variables.

As results of the multivariate logistic model, body temperature (odds ratio [OR] 19.106, 95% CI 1.587-229.961), physical status (OR 5.145, 95% CI 1.539-17.205), and age (OR 1.099, 95% CI 1.028-1.174) were statistically associated with oxygen supplementation during hospitalization (Multimedia Appendix 8). The \( P \) values of the likelihood ratio and score tests were less than .001, and the Hosmer and Lemeshow test showed a \( P \) value of .99. In addition, the AUC was 0.973 (95% CI 0.9413-1; Multimedia Appendix 9).

**Platform Evaluation**

The usability study was performed with 50 participants from May 1, 2020, to May 31, 2020. Participants had a mean age of 35.9 years, and 35 (70.0%) were men. All participants were able to complete the given tasks easily. The detailed results are shown in Table 2. The participants were instructed to answer the PSSUQ on a scale of 1-7, with “1” being the most agreeable to the statement. The lower the values of the answers, the better the user experience was. Overall, the participants were satisfied with the app, with the overall average of the responses being 2.2 (SD 1.1). The most disagreeable statement from the questionnaire was the seventh statement (“The system gave error messages that clearly told me how to fix problems”), which had a mean response of 2.7. However, no error was experienced during the study process, thus many of the participants chose “4” as a response, which stood for “neutral.”
Table 2. Usability study results (score ranging from 1 to 7, one being "strongly agree").

<table>
<thead>
<tr>
<th>Statements</th>
<th>Score, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Overall, I am satisfied with how easy it is to use this system.</td>
<td>2.0 (1.0)</td>
</tr>
<tr>
<td>2. It was simple to use this system.</td>
<td>2.0 (1.1)</td>
</tr>
<tr>
<td>3. I was able to complete the tasks and scenarios quickly using this system.</td>
<td>2.2 (1.1)</td>
</tr>
<tr>
<td>4. I felt comfortable using this system.</td>
<td>2.2 (1.2)</td>
</tr>
<tr>
<td>5. It was easy to learn to use this system.</td>
<td>2.0 (1.1)</td>
</tr>
<tr>
<td>6. I believe I could become productive quickly using this system.</td>
<td>2.0 (1.1)</td>
</tr>
<tr>
<td>7. The system gave error messages that clearly told me how to fix problems.</td>
<td>2.7 (1.3)</td>
</tr>
<tr>
<td>8. Whenever I made a mistake using the system, I could recover easily and quickly.</td>
<td>2.3 (1.2)</td>
</tr>
<tr>
<td>9. The information such as online help, on-screen messages, and other documentation provided with this system was clear.</td>
<td>2.0 (1.0)</td>
</tr>
<tr>
<td>10. It was easy to find the information I needed.</td>
<td>2.3 (1.2)</td>
</tr>
<tr>
<td>11. The information was effective in helping me complete the tasks and scenarios.</td>
<td>2.1 (1.1)</td>
</tr>
<tr>
<td>12. The organization of information on the system screens was clear.</td>
<td>2.0 (1.1)</td>
</tr>
<tr>
<td>13. The interface of this system was pleasant.</td>
<td>2.1 (1.2)</td>
</tr>
<tr>
<td>14. I liked using the interface of this system.</td>
<td>2.1 (1.2)</td>
</tr>
<tr>
<td>15. This system has all the functions and capabilities I expect it to have.</td>
<td>2.4 (1.2)</td>
</tr>
<tr>
<td>16. Overall, I am satisfied with this system.</td>
<td>2.1 (1.0)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this study, we developed a platform to provide the users with the most up to date, evidence-based prediction model that can guide them in making decisions on whether to seek professional care or hospitalization, using only the variables provided by the users. The result provided to the users is the probability of the patient requiring oxygen supplement. With this, patients can effectively and accurately monitor themselves on whether they will need hospitalization during self-quarantine. Physicians can use the result from the prediction model for patient selection for hospitalization and risk assessment when needed. The platform collects the data required to calculate the prediction results and uses the data to update the prediction results given directly to the users. The developed Cox model in this study has a high accuracy with an AUC of 0.97 or higher. Our model showed that body temperature was the most important factor for oxygen supplement. A usability study was performed with PSSUQ, which showed that the participants were generally satisfied with the application.

Timely Patient Selection and the Military

The platform is currently used in military hospitals in Korea. Collection of data and deployment of the outcome prediction model is essential in military settings. If a soldier were to be confirmed with the disease, an exceptionally large number of people would be at risk. In contrast, the patients are likely to be considered low risk, that is, having low probability of requiring professional care, since most of them will be younger and healthier than the general population. This special circumstance, where an explosive spread of the virus is expected but only a few will need special care, will pose a greater importance in the selection of patients for both diagnosis and treatment. A large fraction of the confirmed patients will not be hospitalized, so a close and efficient method for monitoring these patients is necessary. However, the platform was developed considering its use outside of the military when needed. Therefore, patients from two public hospitals were included in the study to address this possibility.

The platform is tailored to fit needs in situations like the COVID-19 pandemic, where data of the novel disease is scarce, and the disease is spreading so fast that traditional clinical trials are not timely enough. Clinical trials are carefully designed to minimize bias and clearly prove a hypothesis. Accuracy and reliability are critical in the medical field, but progressive measures may be required during desperate times. Furthermore, real-world data may be more representative of the patient populations in the clinical field [32]. However, the results derived from this platform should be used in a complementary manner, especially if there is more reliable evidence such as a randomized controlled trial.

The main goal of this platform is to provide the physician with a supportive measure to assess the patient’s risk of requiring professional care. The probability of the patient requiring admission is provided to the physician in the form of a percentage (ie, 0%-100%). The model does not decide if the patient will need hospitalization but provides the risk information of the patient to the physician so a proper decision can be made. Considering the availability of medical resources and the number of patients confirmed with COVID-19, the physician will have to decide which patient will require hospitalization. The prediction model is expected to help the physician with complementary information for the better prioritization of patients.
Evaluation of the Outcome Prediction Model

The model presented in our study used 246 patients' data from four centers in Korea to predict whether a patient would need hospitalization during the course of the disease. The Cox proportional hazards ratio model was used to account for the time-dependent variable (i.e., body temperature), and the model showed a high predictive accuracy (C statistic: 0.963; AUC at 9 days: 0.979). Ten features were selected in the model: age, body temperature, history of hypertension, cardiovascular disease, visit to a region with an outbreak, predisease physical status, dyspnea, feeling feverish, chills, and tiredness or lethargy. Body temperature showed the highest HR (17.431, 95% CI 2.856-106.371), followed by predisease physical status (HR 4.259, 95% CI 1.679-10.802) and dyspnea (HR 3.898, 95% CI 0.454-33.111; Table 1).

The predictors selected for the model are mostly consistent with previous reports. Although age and comorbidities are already well-established risk factors for grave outcomes [33,34], dyspnea was also found to be associated with disease progression [33]. In our study, the effect of body temperature was the most important predictor. For example, a patient who is a fully active man 40 years of age without any past history or symptoms was highly likely to need an oxygen supplement within 5 days with a 5-day survival rate of 0.18 at 39 °C (Figure 3). Abnormal body temperature is a well-known risk factor for grave prognosis in patients with community-acquired pneumonia [35]. Physical status, which is often expressed in the activities of daily living score, is known to be an independent risk factor for mortality among older adult patients with pneumonia [36,37].

When multivariable prediction models are developed, the number of outcome events compared to the number of predictors, referred to as the events per variable (EPV), affects the accuracy of the model. In general, it is known that a reliable sample size is at least 10 events per predictor (variable) in logistic and Cox models [38,39]. In our model, this rule is not satisfied for the 10 predictors included in the final model. The problem of this low EPV was affected by the accuracy and precision of the coefficients. In addition to the sample size, there is also a possibility that the standard error of the coefficient was overestimated due to the multicollinearity [40], and as a result of the VIF, there was no multicollinearity between predictors (Multimedia Appendix 10). Since overfitting most notably occurs when the number of candidate predictors is large relative to the number of outcome events [41], our model could also be an overfitted model. For this reason, the AUC in the total development sample was about 0.97 (Figure 4), but the result in the internal validation was about 0.75 (Multimedia Appendix 7).

Caution should be employed in the interpretation of several risk factors' HR in the developed Cox model. We constructed the multivariable Cox model by selecting only statistically significant variables from the univariate model. In the univariate model, the HRs of all risk factors were calculated in the expected direction for outcome risk. However, in the multivariable model, hypertension, cardiovascular disease, feeling feverish, and visits to a region with an outbreak were calculated in a different direction from the result in the univariate model. As these factors have a relatively weak influence compared to body temperature and physical status, and the statistical significance disappeared, caution should be taken in the interpretation of the estimated HRs in contrast to the univariate model.

In the developed Cox proportional hazards model, it is accurate to define the onset of follow-up as the date when the patient was infected with COVID-19. However, it was difficult to accurately estimate the date of infection. Therefore, the onset of follow-up was defined as the date of hospitalization or the date on which the patient first recorded data in the application. The inability to accurately estimate the period between the date when the patient was infected with COVID-19 and the date considered as the onset of follow-up can be considered as a limitation of the model.

Usability of the Physician’s Application

Usability evaluation was performed for the physician’s application since the use of the application should be effortless to lessen their overwhelming workload due to the COVID-19 pandemic. Additionally, the application will be used in the setting where a physician must monitor a large number of patients; therefore, the usability will have a major impact. The application is simple, presenting a list of associated patients on the first page and showing details of the patient when clicking on the list. Consequently, the use questionnaire showed promising results, with a mean score of the total PSSUQ being 2.2 (SD 1.1). The time taken to complete the given tasks was not recorded, but many participants had completed the tasks under 10 minutes and were surprised by how simple the tasks were. The most disagreeable question was the seventh question, which inquired whether the error message was easy to understand for the user. Since no participant experienced an error, the result from the question was unreliable.

Other Applications and Outcome Prediction Models for COVID-19

Although not evidence-based, there are some applications that help patients by providing behavioral guidance when they suspect COVID-19 infection. Our initially developed applications, CheckUp Classic and Triage Classic, provided expert opinion-based guidelines in patient selection for testing and patient triage, respectively. These applications received more than 240,000 visits worldwide in a month. Additionally, Apple Inc published a COVID-19 Screening Tool in cooperation with the CDC [42]. A self-triage and self-scheduling tool were also developed based on a well-designed algorithm. This tool is designed to be tethered to the electronic medical records [43].

A few models have been developed to predict the outcome for patients with COVID-19, and a systemic review has been performed [44]. In the review, the authors conclude that all of these models are not useful in the clinical setting. This is primarily due to poor adherence to guidelines and small data size, both of which are unavoidable in a situation where there is not enough time. In a recent editorial, the author emphasizes the importance of sharing data to overcome the limitations of building such a prediction model [45]. However, motive for the researchers to share the hard-earned patient data is weak. Data collection is an additional burden for the already occupied health
care providers. There are a few efforts to collect nationwide or worldwide data for patients with COVID-19 [46,47].

COVID-19 Estimated Risk (COVER) was one of the models developed using the common data model [48]. The model comprises nine variables: age, sex, history of cancer, chronic obstructive pulmonary disease, diabetes, heart disease, hypertension, hyperlipidemia, and kidney disease. It was developed based on 6,869,127 patients with influenza or flu-like symptoms. Although the score itself was not originally developed for patients with COVID-19, it was validated with 43,061 patients with COVID-19. The performance, measured with the AUC, was 0.73-0.81 for COVER-H (predicting hospitalization), 0.73-0.91 for COVER-I (predicting intensive care), and 0.82-0.90 for COVER-F (predicting fatality).

Future Research
Regardless of the accuracy or the representativeness of the data set used for the development of the prediction model, the clinical utility of the platform should be prospectively evaluated. Whether additional information from the prediction model is helpful for the physician or if it is redundant should be further studied. Considering that outcome may vary according to environmental factors, it is questionable if a single prediction model could be generalized worldwide or if there should be separate models for each environment. Currently the platform is not considered for evaluation as an authorized medical device. Extensive prospective research following collection of large data sets to fully represent the target population should be performed.

Limitations
There are limitations in this study. First, the design of the study does not conform to any previous guidelines for clinical studies. This is due to the difference of scope and objective between traditional clinical studies and this platform. Even so, this study is prone to many types of bias, so the results from this study should be handled with care. Auditing of data is not possible since there is no direct contact with the users, so the completeness or accuracy of the data cannot be ensured. The platform itself is unique, so the study design has never been validated. Considering that the guideline for patient hospitalization is dependent on multiple factors including hospital capacity, governmental guidelines, and patient risk, a single outcome measure cannot be used. Thus, the primary outcome measure—oxygen supplement—is not a definite marker for hospital admission. However, for our data set, all cases were reviewed, and there was no patient that needed hospitalization without receiving oxygen supplement.

Our prediction model was developed from a multicenter data set. However, the model was constructed based on a small data set of a single ethnicity, which can cause selection bias. In addition, since the model has not been built with sufficient data size, there may be a problem in terms of the model’s accuracy. With more data acquisition, we will reinforce our model to expand the population applied to the model and increase the generalizable possibilities by performing external validation for other patients.

Conclusion
The platform introduced in this study provides evidence-based decision support to guide patient selection in an effortless and timely manner, which is critical in the military. With a well-designed user experience and an accurate prediction model, this platform may help save lives and contain the spread of the novel virus, COVID-19.
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Abstract

Background: A substantial amount of COVID-19–related data is generated by Twitter users every day. Self-reports of COVID-19 symptoms on Twitter can reveal a great deal about the disease and its prevalence in the community. In particular, self-reports can be used as a valuable resource to learn more about common symptoms and whether their order of appearance differs among different groups in the community. These data may be used to develop a COVID-19 risk assessment system that is tailored toward a specific group of people.

Objective: The aim of this study was to identify the most common symptoms reported by patients with COVID-19, as well as the order of symptom appearance, by examining tweets in Arabic.

Methods: We searched Twitter posts in Arabic for personal reports of COVID-19 symptoms from March 1 to May 27, 2020. We identified 463 Arabic users who had tweeted about testing positive for COVID-19 and extracted the symptoms they associated with the disease. Furthermore, we asked them directly via personal messaging to rank the appearance of the first 3 symptoms they had experienced immediately before (or after) their COVID-19 diagnosis. Finally, we tracked their Twitter timeline to identify additional symptoms that were mentioned within ±5 days from the day of the first tweet on their COVID-19 diagnosis.

In total, 270 COVID-19 self-reports were collected, and symptoms were (at least partially) ranked.

Results: The collected self-reports contained 893 symptoms from 201 (74%) male and 69 (26%) female Twitter users. The majority (n=270, 82%) of the tracked users were living in Saudi Arabia (n=125, 46%) and Kuwait (n=98, 36%). Furthermore, 13% (n=36) of the collected reports were from asymptomatic individuals. Of the 234 users with symptoms, 66% (n=180) provided a chronological order of appearance for at least 3 symptoms. Fever (n=139, 59%), headache (n=101, 43%), and anosmia (n=91, 39%) were the top 3 symptoms mentioned in the self-reports. Additionally, 28% (n=65) reported that their COVID-19 experience started with a fever, 15% (n=34) with a headache, and 12% (n=28) with anosmia. Of the 110 symptomatic cases from Saudi Arabia, the most common 3 symptoms were fever (n=65, 59%), anosmia (n=46, 42%), and headache (n=42, 38%).

Conclusions: This study identified the most common symptoms of COVID-19 from tweets in Arabic. These symptoms can be further analyzed in clinical settings and may be incorporated into a real-time COVID-19 risk estimator.

(J Med Internet Res 2020;22(11):e21329) doi:10.2196/21329
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Introduction

The ongoing COVID-19 pandemic has greatly impacted human health and well-being and has radically enforced a rigorous change in people’s lifestyles. In response to this catastrophe, we have witnessed a great effort from diverse research communities to study all aspects of this disease.

In recent years, social networks have become an important source of information where users expose and share ideas, opinions, thoughts, and experiences on a multitude of topics. Several studies have utilized the abundance of information offered by social platforms to conduct nonclinical medical research. For example, Twitter has been a source of data for many health and medical studies, such as surveillance and monitoring of flu and cancer timelines and distribution across the United States [1], analyzing the spread of influenza in the United Arab Emirates based on geotagged tweets in Arabic [2], and the surveillance and monitoring of influenza in the United Arab Emirates based on tweets in Arabic and English [3]. In addition, Twitter data have been utilized in symptom and disease identification in Saudi Arabia [4], and most recently, to examine COVID-19 symptoms as reported on Twitter [5] and to analyze the chronological and geographical distribution of infected tweeters in the United States [6].

The Twitter platform allows researchers to obtain data on items like age, sex, geolocation, etc, along with informative posts, via data mining and analysis techniques; this can potentially result in useful insights about a specific health condition [7]. Extracting common symptoms associated with a disease from publicly available data has the potential to control the spread of the disease and identify users at high risk. It also gives new insights that call for early intervention and control. For example, Figure 1 presents the translation of a tweet (from Saudi Arabia; dating to early May 2020) that explicitly mentions the loss of smell and taste as one distinctive symptom of COVID-19. Interestingly, the official COVID-19 Questionnaire App in Saudi Arabia was updated in late May 2020 to include the sudden loss of smell and taste as one risk indicator of having COVID-19 [8]. Tracking COVID-19 symptoms in real time via public data on Twitter could have shortened the gap.

In this paper, we examined COVID-19 symptoms as reported by Arabic tweeters. First, we shuffled tweets in Arabic and searched for tweets with COVID-19 symptoms and collected tweets from users who self-reported a positive diagnosis (via clinical testing). Next, we asked infected users about the first 3 symptoms they had experienced via a voluntary survey sent through a private message.

Methods

Our data collection methodology is outlined in Figure 2. First, we searched Twitter for personal reports of COVID-19 from March 1, 2020, to May 27, 2020, using 2 Arabic keywords and , which translate roughly to “I have been diagnosed.” Such keywords are likely to filter out reports that were not associated with a formal test result. An initial list of 463 users were collected, and 2 independent freelancers were asked to further read users’ timeline and extract symptoms that were explicitly mentioned that were related to COVID-19 and their order of appearance, if mentioned. Additional information such as user gender, date of infection, and country of residence were also collected. We assumed the date of the COVID-19 diagnosis tweet as the date of infection, if no other information was available.
In all, 270 users with COVID-19 were identified, of whom 80 shared their symptoms publicly. To further understand the chronological order of the symptoms, we asked users through Twitter personal messages to rank the first 3 symptoms they experienced right before or after testing positive for COVID-19. We recorded the symptom ranks (from first to last) based on the received responses and publicly available data on the users’ pages. In case no order was given, an implicit order was assumed following the order in which the symptoms were mentioned by the user.

Tracking tweets containing specific keywords is not sufficient enough to obtain an overview of disease dynamics [9]. Many patients detailed their experience while infected; hence, knowing their health condition and sentiments, and tracking useful information, may lead to a better understanding of the disease symptoms. In particular, we found tweets that were posted within ±5 days of infection date to contain valuable information about early symptoms, allowing us to process and rank the symptoms. As an example, Figure 3 highlights 3 tweets by 3 different patients with COVID-19 that indirectly relay symptoms before or after being diagnosed with COVID-19. For simplicity, we set a false date (April 28, 2020) for all 3 tweets using TweetGen [10]. User..1 tested positive on April 29, 1 day after tweeting their wish to be able to taste food; User..2 tested positive on May 1, 3 days after complaining about a headache; and User..3 was tested positive on April 26 and tweeted on April 28 about the loss of smell.

The examples highlighted in Figure 3 demonstrate that mining Twitter for COVID-19 symptoms requires more than a simple keyword search. In principle, the context of the tweet, as narrated by a user with COVID-19, is also important. Therefore, it is important to examine not only the tweet but also its context.

To build a high-quality database of COVID-19 symptoms based on tweets in Arabic, we relied on a manual extraction of symptoms.
Results

The majority of cases were recorded in May 2020 (n=210, 78%), followed by April (n=39, 14%) and March (n=21, 8%). This surge in May reports is understandable as most countries globally witnessed a substantial increase in the number of confirmed cases. Needless to say, some of the adopted strategies to prevent further spread of the virus (eg, active screening by the Ministry of Health in Saudi Arabia [11]) may have also helped in finding more reports in May compared to other months. We have witnessed this firsthand as some of the asymptomatic reports were mainly a result of early active screening.

Users from Saudi Arabia, Kuwait, and the United Arab Emirates constituted 85% (n=230) of reports. Nearly half of the reports came from Saudi Arabia (n=125, 46%), which is not surprising, since it is one of the top countries on Twitter with more than 15 million users [12]. Other countries (Egypt, Iraq, Bahrain, Qatar, United Kingdom, United States, Belgium, and Germany) constituted the remaining 15% (n=40).

We collected 893 symptoms from 270 self-reports (as shown in Table 1). The daily number of collected tweets is highlighted in Figure 4.

Table 1. Number of symptoms experienced by tweeters (N=270).

<table>
<thead>
<tr>
<th>Symptom count</th>
<th>Number of reports, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>36 (13)</td>
</tr>
<tr>
<td>1</td>
<td>19 (7)</td>
</tr>
<tr>
<td>2</td>
<td>35 (13)</td>
</tr>
<tr>
<td>3</td>
<td>65 (24)</td>
</tr>
<tr>
<td>4</td>
<td>50 (19)</td>
</tr>
<tr>
<td>5</td>
<td>35 (13)</td>
</tr>
<tr>
<td>6</td>
<td>11 (4)</td>
</tr>
<tr>
<td>7</td>
<td>8 (3)</td>
</tr>
<tr>
<td>8</td>
<td>5 (2)</td>
</tr>
<tr>
<td>9</td>
<td>3 (1)</td>
</tr>
<tr>
<td>10</td>
<td>3 (1)</td>
</tr>
</tbody>
</table>

Figure 4. Number of daily collected reports from Twitter (March to May 2020).

Table 1 indicates that most tweeters experienced between 2 to 5 symptoms, whereas 13% (n=36) of the reported cases were asymptomatic. Table 2 lists the frequency of each symptom ordered from the most prevalent to the least. Only fever was experienced by nearly 60% (n=139) of users. The frequency of symptoms appears to be consistent across male and female patients (correlation coefficient=0.966). Further, Table 3 lists the top 8 symptoms in the order of their appearance (ie, first, second, and third rank); this refers to the 8 most common symptoms that were ranked as the first, second, or third...
symptom to occur in the collected self-reports. Fever and headache were commonly the first reported symptoms. The top 4 symptoms that coincided with fever were headache (n=33, 23.7%), cough (n=20, 14.4%), anosmia (n=19, 13.7%), and ageusia (n=17, 12.2%). Other symptoms occurred at a relatively lower frequency with fever. Table 4 lists the top 8 common symptoms for Saudi Arabia and Kuwait, which accounts for 81.2% (n=190) of the reports. The symptoms had a correlation coefficient of 0.835 between the 2 countries.

Table 2. Most common symptoms reported by users.

<table>
<thead>
<tr>
<th>Symptom</th>
<th>All users (n=234), n (%)</th>
<th>Male (n=171), n (%)</th>
<th>Female (n=63), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fever</td>
<td>139 (59)</td>
<td>98 (57)</td>
<td>41 (65)</td>
</tr>
<tr>
<td>Headache</td>
<td>101 (43)</td>
<td>68 (40)</td>
<td>33 (52)</td>
</tr>
<tr>
<td>Anosmia</td>
<td>91 (39)</td>
<td>63 (37)</td>
<td>28 (44)</td>
</tr>
<tr>
<td>Ageusia</td>
<td>72 (31)</td>
<td>51 (30)</td>
<td>21 (33)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>68 (29)</td>
<td>54 (32)</td>
<td>14 (22)</td>
</tr>
<tr>
<td>Cough</td>
<td>62 (26)</td>
<td>48 (28)</td>
<td>14 (22)</td>
</tr>
<tr>
<td>Sore throat</td>
<td>42 (18)</td>
<td>30 (18)</td>
<td>12 (19)</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>33 (14)</td>
<td>26 (15)</td>
<td>7 (11)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>27 (12)</td>
<td>22 (13)</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Runny nose</td>
<td>23 (10)</td>
<td>17 (10)</td>
<td>6 (9)</td>
</tr>
<tr>
<td>Arthralgia</td>
<td>16 (7)</td>
<td>10 (6)</td>
<td>6 (9)</td>
</tr>
<tr>
<td>Chest pain</td>
<td>15 (6)</td>
<td>13 (8)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Back pain</td>
<td>14 (6)</td>
<td>11 (6)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Anorexia</td>
<td>14 (6)</td>
<td>11 (6)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Body ache</td>
<td>12 (5)</td>
<td>8 (5)</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Nausea</td>
<td>12 (5)</td>
<td>8 (5)</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Osteodynia</td>
<td>11 (5)</td>
<td>8 (5)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Dry throat</td>
<td>9 (4)</td>
<td>6 (3)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Myalgia</td>
<td>9 (4)</td>
<td>7 (4)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Dizziness</td>
<td>8 (3)</td>
<td>6 (3)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Chills</td>
<td>7 (3)</td>
<td>5 (3)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Nasal congestion</td>
<td>7 (3)</td>
<td>4 (2)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Sinusitis</td>
<td>7 (3)</td>
<td>3 (2)</td>
<td>4 (6)</td>
</tr>
</tbody>
</table>

Table 3. The top 8 symptoms, with a first, second, and third rank, as reported by users.

<table>
<thead>
<tr>
<th>Number</th>
<th>First</th>
<th>Second</th>
<th>Third</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fever</td>
<td>Fever</td>
<td>Fever</td>
</tr>
<tr>
<td>2</td>
<td>Headache</td>
<td>Headache</td>
<td>Headache</td>
</tr>
<tr>
<td>3</td>
<td>Anosmia</td>
<td>Fatigue</td>
<td>Anosmia</td>
</tr>
<tr>
<td>4</td>
<td>Fatigue</td>
<td>Cough</td>
<td>Ageusia</td>
</tr>
<tr>
<td>5</td>
<td>Cough</td>
<td>Ageusia</td>
<td>Fatigue</td>
</tr>
<tr>
<td>6</td>
<td>Sore throat</td>
<td>Anosmia</td>
<td>Cough</td>
</tr>
<tr>
<td>7</td>
<td>Runny nose</td>
<td>Sore throat</td>
<td>Anorexia</td>
</tr>
<tr>
<td>8</td>
<td>Diarrhea</td>
<td>Arthralgia</td>
<td>Dyspnea</td>
</tr>
</tbody>
</table>
Finally, we compared the symptom prevalence of our study to the one provided by Sarker et al [5], in order to assess similarities and differences in COVID-19 symptoms experienced by different populations. As seen in Table 5 and Figure 5, our findings complement those of Sarker et al [5] (correlation coefficient=0.72).

Table 4. The top 8 common symptoms for Saudi Arabia and Kuwait.

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Saudi Arabia (n=110), n (%)</th>
<th>Kuwait (n=80), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fever</td>
<td>65 (59)</td>
<td>45 (56)</td>
</tr>
<tr>
<td>Headache</td>
<td>42 (38)</td>
<td>38 (48)</td>
</tr>
<tr>
<td>Anosmia</td>
<td>46 (42)</td>
<td>21 (26)</td>
</tr>
<tr>
<td>Ageusia</td>
<td>36 (37)</td>
<td>19 (24)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>31 (28)</td>
<td>19 (24)</td>
</tr>
<tr>
<td>Cough</td>
<td>21 (19)</td>
<td>19 (24)</td>
</tr>
<tr>
<td>Sore throat</td>
<td>22 (20)</td>
<td>11 (14)</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>14 (13)</td>
<td>11 (14)</td>
</tr>
</tbody>
</table>

Table 5. Comparison of common symptoms found in this study and in Sarker et al [5].

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Our study (n=234), n (%)</th>
<th>Sarker et al (n=171), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fever</td>
<td>139 (59)</td>
<td>113 (66)</td>
</tr>
<tr>
<td>Headache</td>
<td>101 (43)</td>
<td>64 (37)</td>
</tr>
<tr>
<td>Anosmia</td>
<td>91 (39)</td>
<td>49 (29)</td>
</tr>
<tr>
<td>Ageusia</td>
<td>72 (31)</td>
<td>48 (28)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>68 (29)</td>
<td>72 (42)</td>
</tr>
<tr>
<td>Cough</td>
<td>62 (26)</td>
<td>99 (58)</td>
</tr>
<tr>
<td>Sore throat</td>
<td>42 (18)</td>
<td>41 (24)</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>33 (14)</td>
<td>62 (36)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>27 (12)</td>
<td>15 (9)</td>
</tr>
<tr>
<td>Runny nose</td>
<td>23 (10)</td>
<td>16 (9)</td>
</tr>
<tr>
<td>Arthralgia</td>
<td>16 (7)</td>
<td>2(1)</td>
</tr>
<tr>
<td>Chest pain</td>
<td>15 (6)</td>
<td>39 (23)</td>
</tr>
<tr>
<td>Back pain</td>
<td>14 (6)</td>
<td>_a</td>
</tr>
<tr>
<td>Anorexia</td>
<td>14 (6)</td>
<td>23 (14)</td>
</tr>
<tr>
<td>Body ache</td>
<td>12 (5)</td>
<td>73 (43)</td>
</tr>
<tr>
<td>Nausea</td>
<td>12 (5)</td>
<td>19 (13)</td>
</tr>
<tr>
<td>Osteodynia</td>
<td>11(5)</td>
<td>—</td>
</tr>
<tr>
<td>Dry throat</td>
<td>9 (4)</td>
<td>—</td>
</tr>
<tr>
<td>Myalgia</td>
<td>9 (4)</td>
<td>10 (6)</td>
</tr>
<tr>
<td>Dizziness</td>
<td>8 (3)</td>
<td>15 (9)</td>
</tr>
<tr>
<td>Chills</td>
<td>7 (3)</td>
<td>43 (25)</td>
</tr>
<tr>
<td>Nasal congestion</td>
<td>7 (3)</td>
<td>—</td>
</tr>
<tr>
<td>Sinusitis</td>
<td>7 (3)</td>
<td>7 (4)</td>
</tr>
</tbody>
</table>

*aNot applicable.*
Discussion

Principal Findings

This work identified common COVID-19 symptoms from Arabic personal reports on Twitter. These findings complement the results of other recent studies [5,6,9] that focused on tweets in English or specific demographic groups. This study was carried in a way to report not only the symptoms but their timeline as narrated by users. Social networks have become the de facto communication channel for a large number of people. Many individuals worldwide write, interact, or even just browse social network content countless times a day. Social networks have the property of being continuously updated with new information provided by other global citizens. As such, it is crucial to monitor their content to identify health issues [13,14]. One potential benefit of analyzing social networks is understanding COVID-19 symptoms and identifying people at high risk [7].

Anosmia being one of the top 3 reported symptoms, mentioned in 39% of reports, was a surprising result in our study. Several tweeters complained about the longevity of anosmia. Our sample size is still relatively small to make any sound judgment in this regard. However, recent clinical studies have reported finding anosmia in 35.7% of mild cases of COVID-19, which is relatively close to our estimation from the tweets examined in this study [15]. In fact, the number of self-reports reflects the testing capacity of different countries. As of June 9, 2020, Saudi Arabia had completed almost 1 million tests, and Kuwait had carried out more than 350,000 tests [16].

It is worth noting that some users experienced weight loss due to COVID-19; one user claimed losing 20 kg due to the disease. Another interesting observation is that several users experienced what they described as a short-term mild fever for a couple of hours only. Quitting smoking was a positive outcome of COVID-19, per one user’s tweet. We were surprised by some users in early April claiming to be positive for COVID-19, which later turned out to be an April Fool’s Day prank. These findings prompt further study into how different communities react to a pandemic and how it affects their lives.

Limitations and Future Works

Several limitations need to be acknowledged. Self-reports from Egypt, the largest Arabic country with almost 100 million people, were inadequately represented in this study. This could be attributed to factors such as Egypt’s preference for other social media platforms (eg, Facebook), as well as differing dialects and use of local idioms.

Our study tracked 2 widely used keywords to identify Arabic patients with COVID-19 on Twitter, followed by a manual extraction of symptoms. More complex keywords could reveal additional interesting patterns about symptoms. Furthermore, we used Modern Standard Arabic (MSA) keywords to obtain a general view of Twitter content in Arabic. It is, however, well noted in the literature that many Arabic users write in their own local dialect on social media. Hence, it is helpful to consider not only keywords in the MSA form but also keywords that are tailored toward different Arabic dialects to better capture tweets on COVID-19 symptoms written in Arabic. This may explain why Egypt was underrepresented in this study. Therefore, a multidialect COVID-19 Arabic dictionary and an natural language processing–based algorithm to detect and analyze tweets in Arabic need to be developed; establishing a comprehensive medical dictionary for different local Arabic...
dialects is an important line of research during the coronavirus pandemic [17].

We have extracted symptoms from users who likely underwent a screening test and, hence, tweeted based on its result; however, we do not have confirmation of testing. In this study, we have not used other COVID-19 sources; specifically, studying personal reports in Arabic from both Facebook and Twitter would have enhanced study results.

The noticeable increase in May reports compared to other months demonstrates the importance of developing a real-time surveillance system based on the symptoms reported in Twitter posts in Arabic. It also suggests further studies of information sharing behaviors in different communities and across different demographic groups (ie, users grouped by age, gender, geolocation, etc) are needed [18].

One interesting observation from our analysis is related to gender distribution. Approximately 25% of the collected reports came from female users. This could be due to several reasons. One reason could be the presence of more male Arabic patients with COVID-19 than female ones; however, we are not aware of any reliable source to support this claim. Nevertheless, in Saudi Arabia, cases reported by males consistently outnumbered those reported by females in April and May 2020 [19]. Further insights and studies are needed to investigate the gender differences in information sharing behaviors and analyze whether there is any notable difference in how male and female Arabic users disclose health information on social media.

Privacy is one of the key issues that needs to be addressed before utilizing social media for public health surveillance. Apart from each network’s privacy policy, there exists no global consensus on what to disclose when collecting health information from social media networks. Some attempts in the literature have suggested best practices to follow when collecting health information from Twitter [20]. Such practices include, among other things, avoiding quoting directly from users’ tweets and mentioning users’ IDs. Moreover, some social media sites have updated their privacy policy to further control content redistribution. For instance, Twitter’s updated policy permits redistribution of only the tweets’ ID and not their content verbatim to third parties [21].

Conclusion

This study identified the most common self-reported COVID-19 symptoms from tweets in Arabic. Our findings demonstrated that fever, headache, and anosmia are the 3 most common symptoms experienced by users, and we presented symptom prevalence for two of the largest clusters found in our tweets database (Saudi Arabia and Kuwait).
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Abstract

Background: Clear guidelines for a patient with suspected COVID-19 infection are unavailable. Many countries rely on assessments through a national hotline or telecommunications, but this only adds to the burden of an already overwhelmed health care system. In this study, we developed an algorithm and a web application to help patients get screened.

Objective: This study aims to aid the general public by developing a web-based application that helps patients decide when to seek medical care during a novel disease outbreak.

Methods: The algorithm was developed via consultations with 6 physicians who directly screened, diagnosed, and/or treated patients with COVID-19. The algorithm mainly focused on when to test a patient in order to allocate limited resources more efficiently. The application was designed to be mobile-friendly and deployed on the web. We collected the application usage pattern data from March 1 to March 27, 2020. We evaluated the association between the usage pattern and the numbers of COVID-19 confirmed, screened, and mortality cases by access location and digital literacy by age group.

Results: The algorithm used epidemiological factors, presence of fever, and other symptoms. In total, 83,460 users accessed the application 105,508 times. Despite the lack of advertisement, almost half of the users accessed the application from outside of Korea. Even though the digital literacy of the 60+ years age group is half of that of individuals in their 50s, the number of users in both groups was similar for our application.

Conclusions: We developed an expert-opinion–based algorithm and web-based application for screening patients. This innovation can be helpful in circumstances where information on a novel disease is insufficient and may facilitate efficient medical resource allocation.

(J Med Internet Res 2020;22(11):e19665) doi:10.2196/19665
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Introduction

On March 11, 2020, the World Health Organization officially characterized COVID-19, a disease caused by the novel coronavirus SARS-CoV-2, as a pandemic [1]. As general preventive guidelines, hygiene control and social distancing were recommended, but in a situation where one shows signs of infection, there are no clear guidelines for patients on how to respond. Many countries, including South Korea, rely on individual assessments and advice provided by a health care worker. This could be carried out by calling a national hotline or one’s local clinic, or by means of telecommunication that assesses and advises people on what to do in the event of a suspected infection [2]. This often results in overwhelmed call centers with long waiting times and untimely response to emergency patients.

Viral pandemics such as COVID-19 can place extraordinary and sustained demands on public health systems and essential community service providers [3]. Patient triage is essential in such situations to efficiently allocate resources [4,5]. In addition, patients need to be advised on the adequate care measures to be taken not only for themselves but also for others around them. However, for novel infections like COVID-19, it is difficult for both the general public and less experienced medical staff to accurately make decisions.

Traditionally, for medical advice to be made public, many trials have to repetitively prove that the advice is sound and without any unforeseen side effects. This is, in many ways, appropriate, considering the consequences of erroneous recommendations. However, in the current situation, patients who stand a chance of survival with professional care may still die due to a lack of clinical resources. Thus, a well-timed, imperfect solution may be more beneficial than belated, flawless advice. In addition, this information can easily be confusing to the general public, and false interpretation may cause harm to users. Providing medical knowledge in a friendly and clear manner through an application can be both satisfactory and safe for users. Providing screening algorithms based on experiences from actively involved physicians can help improve the efficiency of the diagnosis process. This is made possible by both accurately selecting the patients to be tested and alleviating the workload imposed on health care workers.

In this study, we developed an algorithm and a web application for use by the general public to help them decide whether or not to seek professional care in cases where a COVID-19 infection is suspected.

Methods

Algorithm Development

During the initial phases of the COVID-19 outbreak in Korea, the government and the Korean Center for Disease Control and Prevention (KCDC) demonstrated expansive and extensive efforts to isolate infected people and trace and quarantine their contacts. The KCDC guidelines stated that two groups of patients be tested: suspected cases and patients under investigation [6]. A person exhibiting fever or respiratory symptoms within 14 days of contact with a confirmed COVID-19 case was defined as a suspected case. Patients under investigation were defined as those who traveled overseas or those with an epidemiological link to a domestic COVID-19 cluster with fever or respiratory symptoms. In addition, a person suspected to have COVID-19 according to a physician’s opinion was also classified as a patient under investigation and was subject to COVID-19 testing. Many patients were tested based on their physician’s opinion, and no clear guidelines existed on features to be considered.

Our algorithm was built with the aim of helping a patient decide when they should consult a doctor for COVID-19 testing. It was developed through the consultation of a group of physicians (n=6) directly involved in the process of screening, diagnosis, and/or treatment of patients with COVID-19. The KCDC guidelines were also reviewed for any information on patient selection for COVID-19 testing [6].

The physician group comprised 1 pulmonologist and 1 infectious disease specialist directly involved in the care of confirmed cases; 1 pulmonologist and 1 otorhinolaryngologist involved in patient screening at the hospital; and 2 neurologists involved in patient screening at public health centers. Based on experience and a literature review, clinical variables that should be considered when screening for patients with COVID-19 were selected, and the decision process of selecting patients to be tested for COVID-19 was discussed.

The final algorithm of COVID-19 CheckUp is shown in Figure 1. Upon reviewing the KCDC guidelines [6] and several papers in the literature [7-9], the patients who were required to report to the KCDC and undergo a COVID-19 test were clearly defined. KCDC guidelines state that patients who show any symptoms of upper respiratory infection or documented fever combined with direct contact with an individual with confirmed COVID-19 or have visited a well-known outbreak area should report to the KCDC and take a COVID-19 confirmatory test immediately.
The first part of the algorithm was designed to meet the KCDC guidelines. The user is asked if there was any contact with a confirmed patient or any other source of infection. If the user answered “yes” to these questions and presented any relevant symptoms or fever, they are instructed to report to the KCDC and take a COVID-19 test. A user who had contact with a confirmed COVID-19 case is still classified as highly likely to be needing a test even if the patient presents no symptoms and has a normal body temperature.

Body temperature was classified into four categories: high fever (higher than 38 °C), fever (higher than 37.5 °C but lower than 38 °C), mild fever (higher than 37.2 °C but lower than 37.5 °C), and normal (lower than 37.2 °C). Body temperature was chosen as the most important variable for the process of screening as it was one of the most objective variables the user could provide; further, the pathogens in patients with high fever were more likely to be viral. In addition, patients using antipyretics, including nonsteroidal anti-inflammatory drugs (NSAIDs), were
treated like patients with high fever. This was done to reflect cases where fever and symptoms of upper respiratory infection were masked by the chronic use of antipyretics; additionally, patients who took these medications were usually at a higher risk because of their chronic comorbidities. The detailed classification of temperature into four categories (high fever, fever, mild fever, and normal) was used to consider the numerous reports of patients with COVID-19 presenting with only mild fever [10], and at the same time differentiate patients with high fever, who should be considered more gravely.

Application

COVID-19 CheckUp was developed using the Flutter software development kit [11]. It was deployed as a web application [12] for better accessibility and maintenance. The application has been designed to be mobile-friendly and interactive. HTML5 local storage was used to store users’ data, which ensures that usage data are never transferred to a server. This structure ensures that the privacy of users’ data can be protected and at the same time eliminates the need for a back-end architecture. To better accommodate international usage, the application has been translated into 5 languages: Korean, English, French, Spanish, and Vietnamese. Screenhots of the COVID-19 CheckUp app are shown in Figure 2. When using the app, the patient is asked a maximum of 7 simple questions based on our algorithm.

Usage Patterns

To gain insight on application usage, Google Analytics [13] was embedded and usage data were collected from March 1 to March 27, 2020. Google Analytics API [14] was used to further help extract data from Google Analytics. The extracted data include frequency of access and location of the user. The data on COVID-19 cases and deaths were extracted from Johns Hopkins University’s COVID-19 data repository on GitHub [15]. The usage numbers were compared by subcontinent and city. Screened cases for each city were also included for analysis. Each local autonomous body in Korea released the number of COVID-19 tests that were conducted. For Indonesia, because data on the number of assessments were not available, the number of screened cases was defined as the sum of patients classified as “under monitoring,” “under supervision,” and “confirmed.” Moreover, usage by age group was compared to their corresponding digital literacy and COVID-19 fatality by age (sourced from the KCDC). Digital literacy by age was obtained from a report on the digital divide in 2019 released by the Ministry of Science and ICT and the National Information Society Agency in Korea [16].

All the statistical analyses were performed using R 3.6.0 (The R Foundation).

Results

In total, 83,640 users accessed the application 105,508 times from 141 countries. In Eastern Asia, where Korea is located, 43,648 users accessed the application 57,030 times. Table 1 reports the number of application users by subcontinent compared with the number of COVID-19 confirmed cases and deaths. Although the application had not been introduced or advertised outside of Korea, the website received heavy traffic from other subcontinents in the following order: Southeast Asia, North America, and Western Europe (Multimedia Appendix 1).
Table 1. The number of users, new users, sessions, COVID-19 cases, and deaths by subcontinent.

<table>
<thead>
<tr>
<th>Subcontinent</th>
<th>Users (n=83,640), n</th>
<th>Sessions (n=105,508), n</th>
<th>Cases (n=7,584,046), n</th>
<th>Deaths (n=289,731), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eastern Asia</td>
<td>43,648</td>
<td>57,030</td>
<td>4,103,263</td>
<td>135,335</td>
</tr>
<tr>
<td>Southeast Asia</td>
<td>31,117</td>
<td>38,033</td>
<td>52,604</td>
<td>1083</td>
</tr>
<tr>
<td>North America</td>
<td>5767</td>
<td>6653</td>
<td>499,451</td>
<td>7112</td>
</tr>
<tr>
<td>Western Europe</td>
<td>734</td>
<td>881</td>
<td>817,082</td>
<td>16,536</td>
</tr>
<tr>
<td>Australasia</td>
<td>575</td>
<td>661</td>
<td>21,042</td>
<td>125</td>
</tr>
<tr>
<td>Northern Europe</td>
<td>400</td>
<td>495</td>
<td>200,750</td>
<td>4571</td>
</tr>
<tr>
<td>Western Asia</td>
<td>301</td>
<td>331</td>
<td>75,591</td>
<td>875</td>
</tr>
<tr>
<td>South America</td>
<td>263</td>
<td>356</td>
<td>49,203</td>
<td>748</td>
</tr>
<tr>
<td>Southern Europe</td>
<td>251</td>
<td>315</td>
<td>1,271,012</td>
<td>98,153</td>
</tr>
<tr>
<td>Eastern Europe</td>
<td>136</td>
<td>164</td>
<td>44,315</td>
<td>400</td>
</tr>
<tr>
<td>Central America</td>
<td>83</td>
<td>100</td>
<td>9037</td>
<td>114</td>
</tr>
<tr>
<td>Southern Asia</td>
<td>78</td>
<td>102</td>
<td>384,601</td>
<td>23,763</td>
</tr>
<tr>
<td>Central Asia</td>
<td>66</td>
<td>84</td>
<td>1516</td>
<td>6</td>
</tr>
<tr>
<td>Northern Africa</td>
<td>64</td>
<td>77</td>
<td>10,085</td>
<td>477</td>
</tr>
<tr>
<td>Eastern Africa</td>
<td>53</td>
<td>94</td>
<td>1509</td>
<td>20</td>
</tr>
<tr>
<td>Sub-Saharan Africa</td>
<td>25</td>
<td>33</td>
<td>3558</td>
<td>73</td>
</tr>
<tr>
<td>Southern Africa</td>
<td>21</td>
<td>30</td>
<td>5122</td>
<td>1</td>
</tr>
<tr>
<td>Caribbean</td>
<td>20</td>
<td>25</td>
<td>4001</td>
<td>85</td>
</tr>
<tr>
<td>Unidentified</td>
<td>16</td>
<td>17</td>
<td>—a</td>
<td>—</td>
</tr>
<tr>
<td>Micronesia</td>
<td>15</td>
<td>19</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Middle Africa</td>
<td>7</td>
<td>8</td>
<td>1073</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 2 shows the list of the top 10 cities with the highest user ratios (user count per 100,000 population). The majority of users were from Korea (n=43,210, 51.64%); almost half (n=40,907, 48.36%) were from outside of Korea.

In Korea, the digital literacy of users in their 50s and 60s is 73.60% and 35.70%, respectively. However, application usage was similar between the two groups at 5.5% each. Even though the digital literacy of users in their 60s was half that of users in their 50s, the user count was similar for our application (Table 3).
Table 2. Top 10 cities with the highest user ratios.

<table>
<thead>
<tr>
<th>City</th>
<th>Country</th>
<th>Users(^a), n</th>
<th>Population, N</th>
<th>User ratio(^b)</th>
<th>Confirmed, n</th>
<th>Confirmed ratio(^b)</th>
<th>Screened(^c), n</th>
<th>Screened ratio(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seoul</td>
<td>South Korea</td>
<td>22,542</td>
<td>10,010,983</td>
<td>225.17</td>
<td>360</td>
<td>3.60</td>
<td>65,952</td>
<td>658.80</td>
</tr>
<tr>
<td>Busan</td>
<td>South Korea</td>
<td>4768</td>
<td>3,459,840</td>
<td>137.81</td>
<td>112</td>
<td>3.24</td>
<td><strong>d</strong></td>
<td>—</td>
</tr>
<tr>
<td>Jakarta</td>
<td>Indonesia</td>
<td>13,646</td>
<td>10,504,100</td>
<td>129.91</td>
<td>515</td>
<td>4.90</td>
<td>3704</td>
<td>35.26</td>
</tr>
<tr>
<td>Depok</td>
<td>Indonesia</td>
<td>2866</td>
<td>2,727,209</td>
<td>105.09</td>
<td>10</td>
<td>0.37</td>
<td>634</td>
<td>23.25</td>
</tr>
<tr>
<td>Bandung</td>
<td>Indonesia</td>
<td>2093</td>
<td>2,580,191</td>
<td>81.12</td>
<td>3</td>
<td>0.12</td>
<td>221</td>
<td>8.57</td>
</tr>
<tr>
<td>Daegu</td>
<td>South Korea</td>
<td>1805</td>
<td>2,468,222</td>
<td>73.13</td>
<td>6482</td>
<td>262.62</td>
<td>__</td>
<td>—</td>
</tr>
<tr>
<td>Surabaya</td>
<td>Indonesia</td>
<td>2110</td>
<td>2,944,403</td>
<td>71.66</td>
<td>31</td>
<td>1.05</td>
<td>217</td>
<td>7.37</td>
</tr>
<tr>
<td>Daejeon</td>
<td>South Korea</td>
<td>921</td>
<td>1,493,979</td>
<td>61.65</td>
<td>31</td>
<td>2.07</td>
<td>8201</td>
<td>548.94</td>
</tr>
<tr>
<td>Incheon</td>
<td>South Korea</td>
<td>1293</td>
<td>3,029,285</td>
<td>42.68</td>
<td>47</td>
<td>1.55</td>
<td>15,219</td>
<td>502.40</td>
</tr>
<tr>
<td>New York</td>
<td>United States</td>
<td>534</td>
<td>8,398,748</td>
<td>6.36</td>
<td>20,011</td>
<td>238.26</td>
<td>__</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)Users from March 1 to 27, 2020.
\(^b\)Ratio defined as count per 100,000 people.
\(^c\)In Korea, screened cases indicate the patients who underwent COVID-19 testing, but in Indonesia, the number of screened cases were defined as the sum of patients classified as under monitoring, under supervision, and confirmed.
\(^d\)Not available.

Table 3. Application usage, digital literacy, and mortality, compared by age group, in Korea.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Age group</th>
<th>20-29 years</th>
<th>30-39 years</th>
<th>40-49 years</th>
<th>50-59 years</th>
<th>60-69 years</th>
<th>≥70 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application usage(^a), n (%)</td>
<td>23,001 (27.50)</td>
<td>28,019 (33.50)</td>
<td>12,964 (15.50)</td>
<td>10,455 (12.50)</td>
<td>4600 (5.50)</td>
<td>4600 (5.50)</td>
<td></td>
</tr>
<tr>
<td>Digital literacy(^b) (%)</td>
<td>112.30</td>
<td>123.00</td>
<td>121.70</td>
<td>112.70</td>
<td>73.60</td>
<td>35.70</td>
<td></td>
</tr>
<tr>
<td>Fatality cases, n (%)(^c)</td>
<td>0 (0)</td>
<td>1 (0.10)</td>
<td>1 (0.08)</td>
<td>10 (0.56)</td>
<td>21 (1.75)</td>
<td>111 (10.43)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Estimated users from age group percentage and total number of users.
\(^b\)Digital literacy is expressed as a relative score to the average literacy of the Korean public (score=100). A group score >100 indicates that the digital literacy of that group is higher than that of the general public.
\(^c\)The COVID-19 fatality rate (%) is defined as an occurrence of death from a confirmed case of COVID-19.

Discussion

Principal Findings

This study explains the development and deployment of a globally used COVID-19 symptom checkup application. The main focus of this solution was to provide information about the coronavirus disease, including which symptoms should be taken seriously and under what circumstances COVID-19 should be suspected. Many measures were taken to “flatten the curve,” but there were not enough medical resources to smoothly handle the overwhelming spread of the virus [17]. Inevitably, there was mass confusion and distress among the public, which in turn worsened the shortage of medical resources. Our application aimed to break this cycle with, however imperfect, timely knowledge of the unknown virus. This study describes the development of an application to screen for a novel emerging infectious disease that can be deployed worldwide. The usage pattern of the application was not proportional to digital literacy. The application was quickly adapted for use in the military and the government.

Medical resources may not always be sufficient, especially in a pandemic situation. Traditionally, consultation through telecommunication, such as a national hotline, was used to triage patients. This method may be more thorough than a simple decision support system. However, considering how the spread of the virus is overwhelming the entire health care industry, using ICT (information and communications technology) to alleviate the workload of health care workers can be beneficial. Upon building the algorithm for the application, all the participating physicians easily concluded that there cannot be a decisive method to screen patients for COVID-19 infection. This is mainly because many patients are asymptomatic, with some studies reporting that up to 75% of patients can show no symptoms [18-21]. Hence, the algorithm presents a “no evidence” rather than “testing not needed” result when there is no evidence to indicate COVID-19 infection. A total of 10 levels of risk are presented to the user, ranging from “test necessary” and “very high” to “unknown” and “no evidence.” The fine division of the risk level is to inform the user of the factors that...
should be considered, and which factors are more important than others, for testing.

Web-based applications are easily accessible because they can be used with a typical preinstalled web browser, rather than having to install a separate app. Moreover, even though our application was developed for a mobile interface, it can be used on any devices such as desktops that connect to the internet. This wide range of supported devices may be beneficial for environments where a mobile device is unavailable.

Without any advertising abroad, the fast adoption of our application overseas reflects the need for such a solution amidst the general public. The application was translated into a total of 5 languages, increasing accessibility for global users. Referrer data acquired using the Google Analytics tool showed that 20.95% of user acquisition was from Twitter, which may account for the worldwide usage of the application. Additionally, the application was registered in the World Health Organization Digital Health Atlas [22].

There are concerns regarding ICT accessibility (eg, too complicated to use or unfamiliar to an older audience). However, our study shows that the user distribution is unexpectedly higher in the older age groups with respect to the digital literacy rate of older adults [16]. Considering that disease fatality increases among elderly patients [23], users’ needs seem to outweigh the discomfort of new technologies. The application is constructed as a series of pages with only one question per page. This simple question-and-answer type interface may be more familiar to the elderly user group. However, additional research is needed to confirm the hypothesis.

Comparison With Prior Works

There are other applications that help users to screen themselves. Apple Inc, in association with the Centers for Disease Control and Prevention, released the web-based COVID-19 Screening Tool [24]. In addition to physicians, the app also focused on patients, and it was found to be useful in the United States. Spector and colleagues developed the COVID-19 Symptom Tracker app in the United Kingdom, with a partnership between researchers at King’s College London and the health-related data science company ZOE [25]. Judson et al [26] introduced a self-triage and a self-scheduling tool based on well-designed algorithms. Integrated into the electronic medical record (EMR), it enables physicians to easily use the application and possibly enable automatic data collection of user-provided data.

EMR-tethered solutions are effective for local users but not for use outside of the region where the associated EMR system is not available. In Korea, the Self-Check Mobile App has been developed by the Ministry of Health & Welfare to monitor symptoms in people for 14 days who arrived in Korea from abroad [27]. We provide a list of similar applications in Multimedia Appendix 2.

The application described in this paper, the COVID-19 CheckUp app, is officially in use in military hospitals and throughout the military service line. Use of the app to check symptoms is recommended to all personnel with suspected COVID-19 symptoms. Moreover, the city of Seoul has offered to officially support our project by placing a banner linked to our application on their website. Further discussions with government departments are underway.

Limitations and Conclusion

There are limitations to this study. The algorithm was based on KCDC guidelines, review of a few publications, and the expert opinions of 6 physicians. Evidence-based guidelines should be developed using data from patients with COVID-19. Insufficient data were available to develop an evidence-based model at the time, but additional studies developing statistical models using the newly acquired patient data will be followed. Additionally, one of the most important variables in the algorithm is body temperature. The typical household thermometer, especially the noncontact infrared thermometers, may be inaccurate, providing false guidance to users [28-30]. Another limitation of this study is that it does not provide any validation results on whether the algorithm was successful in patient triaging or increased efficiency in resource allocation. Concerns about the users’ privacy led to the development of an application that does not collect or send any information provided by the user. Thus, no data were available for use in validating the efficacy of the model. Further, there is regional bias in the usage pattern since the application was developed and advertised only in Korea. However, many people in other countries have used the app since it supports multiple languages. Moreover, the usage pattern was not analyzed temporally because it was difficult to access all the temporal marks that can affect usage patterns.

An expert-opinion–based algorithm and application for patient screening and guidance can be beneficial in a circumstance where there is insufficient information on a novel disease and medical resources are limited.
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The Hidden Pandemic of Family Violence During COVID-19: Unsupervised Learning of Tweets

Abstract

Background: Family violence (including intimate partner violence/domestic violence, child abuse, and elder abuse) is a hidden pandemic happening alongside COVID-19. The rates of family violence are rising fast, and women and children are disproportionately affected and vulnerable during this time.

Objective: This study aims to provide a large-scale analysis of public discourse on family violence and the COVID-19 pandemic on Twitter.

Methods: We analyzed over 1 million tweets related to family violence and COVID-19 from April 12 to July 16, 2020. We used the machine learning approach Latent Dirichlet Allocation and identified salient themes, topics, and representative tweets.

Results: We extracted 9 themes from 1,015,874 tweets on family violence and the COVID-19 pandemic: (1) increased vulnerability: COVID-19 and family violence (e.g., rising rates, increases in hotline calls, homicide); (2) types of family violence (e.g., child abuse, domestic violence, sexual abuse); (3) forms of family violence (e.g., physical aggression, coercive control); (4) risk factors linked to family violence (e.g., alcohol abuse, financial constraints, guns, quarantine); (5) victims of family violence (e.g., the LGBTQ [lesbian, gay, bisexual, transgender, and queer or questioning] community, women, women of color, children); (6) social services for family violence (e.g., hotlines, social workers, confidential services, shelters, funding); (7) law enforcement response (e.g., 911 calls, police arrest, protective orders, abuse reports); (8) social movements and awareness (e.g., support victims, raise awareness); and (9) domestic violence–related news (e.g., Tara Reade, Melissa DeRosa).

Conclusions: This study overcomes limitations in the existing scholarship where data on the consequences of COVID-19 on family violence are lacking. We contribute to understanding family violence during the pandemic by providing surveillance via tweets. This is essential for identifying potentially useful policy programs that can offer targeted support for victims and survivors as we prepare for future outbreaks.

Introduction

As seen in the case of Ebola, epidemics increase the rates of domestic violence [1]. The World Health Organization declared COVID-19 a pandemic on March 11, 2020. To effectively control the spread of the disease, many countries have adopted rigorous measures to limit mobility, such as social distancing, stay-at-home orders (sheltering in place), closure of nonessential
business, travel restrictions, and quarantine. Even though these measures are useful for infection control [2], they bring a series of negative social consequences, such as psychological stress [3-5], unemployment [6], ageism [7], and increased rates of violence against women and children [8-11]. Since these rigorous measures overlap with many of the intervention strategies for family violence [2], they are likely to increase the vulnerability of victims of family violence (including intimate partner violence [IPV]/domestic violence, elder abuse, and child abuse), by increasing exposure to an exploitative relationship, reducing options for support [10], economic stress [12], and alcohol abuse [13,14]. For example, isolation limits social contact with families and social services, and thus may facilitate family violence and prevent victims from seeking help [15-17]. During the COVID-19 quarantine, the home becomes a dangerous place for victims while individuals are living in forced close quarters [18]. In addition, mental health exacerbated by social isolation increases the likelihood of locking victims of domestic violence in an unsafe home environment and increases their vulnerability [19]. UNICEF [20] reports that school closures increased child (sexual) abuse and neglect during the Ebola epidemic. It is also important to note that child abuse and domestic violence are likely to co-occur when isolated at home [21,22]. During the COVID-19 pandemic, scholars have suggested that new forms of family violence may occur; for example, abusers may threaten to infect their family members with the virus [23].

In many countries, the reported cases of and service needs related to family violence dramatically increased since quarantine measures came into effect [18]. For example, calls to domestic violence hotlines have risen by 25%, and the number of Google searches for family violence–related help during the outbreak has been substantial [24]. According to National Domestic Violence Hotline representatives in the United States, abusers are attempting to isolate victims from resources and unleashing more violence by enforcing COVID-19 social distancing measures [25]. In the United Kingdom, calls to the Domestic Violence Helpline increase by 25% in the first week after the lockdown measures were implemented [26]. In China, domestic violence increased three times in Hubei Province during the lockdown [27]. There was a 10.2% increase in domestic violence calls in the United States during the COVID-19 pandemic [28]. These reports illustrate that existing COVID-19 intervention measures (eg, living in a closed space with abusers for a long period) may profoundly impact victims and survivors of family violence. According to Bradbury-Jones and Isham [8], “domestic violence rates are rising, and they are rising fast” (p 2047). Data on family violence during the pandemic are still scarce [29], and there is a need for further research.

We cannot capture the impact of COVID-19 on family violence without adequate surveillance [30]. Enhanced surveillance provides an understanding of the impact and risk factors associated with COVID-19, which is essential for developing policy programs to respond and mitigate adverse effects and offer targeted support for victims and survivors [30]. Eysenbach [31] defined infodemiology and infoveillance as “the science of distribution and determinants of information in an electronic medium, specifically the Internet, or in a population, with the ultimate aim to inform public health and public policy. Infodemiology data can be collected and analyzed in near real time” (p 1). According to Eysenbach’s framework, the automated analysis of unstructured data related to family violence and COVID-19 is an application of an infodemiology study. Understanding public discussions can assist governments and public health authorities in navigating the outbreak [32].

During the implementation of social isolation measures, social media should be leveraged to raise public awareness and share best practices (eg, bystander approaches, supportive statements, obtaining help on behalf of a survivor) [2], and provide support [33]. Twitter is a real-time network that allows users from across the globe to communicate via public and private messages, organized chronologically on a given user’s account. Existing studies have confirmed Twitter’s role in connecting practitioners and clients [34-36]. Researchers have used Twitter data to examine the nature of domestic violence [37-39]. A significant number of studies describe Twitter hashtag #MeToo as a phenomenal tool for disclosing experiences of sexual harassment, and more importantly, to ignite a widespread social campaign or political protest on social media. Modrek and Chakalov [40] examined tweets containing #MeToo in the United States and supported the role of machine learning methods in understanding the widespread sexual assault self-revelations on Twitter. Recently, Twitter has become a valuable source for understanding user-generated COVID-19 content and activities in real time [41,42].

**Aim of the Study**

There is a lack of data on the COVID-19 pandemic as it relates to family violence [43]. This study aims to provide a large-scale analysis of public discourse on family violence and COVID-19 on Twitter using machine learning techniques to fill this gap. The research questions are as follows: (1) what contents are discussed relating to family violence and COVID-19? and (2) what themes are identified relating to family violence and COVID-19? The study offers a new perspective on the impact, risks factors, and continuing social support services during the pandemic for family violence.

**Methods**

This study employed an observational design and followed the pipeline developed by the authors [44], including sampling, data collection, preprocessing of raw data, and data analysis.

**Sampling and Data Collection**

Our COVID-19 data set used a list of COVID-19–relevant hashtags as search terms to randomly collect tweets from Twitter between April 12 to July 16, 2020 [44] (Multimedia Appendix 1). Twitter Developer’s Python code was used to access the Twitter API to collect tweets. As shown in Figure 1, our data set included a total of 274,501,992 tweets during the study period, of which 186,678,079 were in English. We sampled tweets using keywords such as “domestic violence,” “intimate partner violence,” “family violence,” “violence against women,” “gender-based violence,” “child abuse,” “child maltreatment,”
“elder abuse,” and “IPV.” The final data set comprised 1,015,874 tweets.

**Figure 1.** Tweets preprocessing chart.

![Tweets preprocessing chart](image)

**Preprocessing the Raw Data**

We used Python to clean the data and remove the following items because they did not contribute to the semantic meaning of the tweets: the hashtag symbol, URLs, @users, special characters, punctuations, and stop-words [38,39,44,45].

**Unsupervised Machine Learning**

We used a machine learning approach, Latent Dirichlet Allocation (LDA) [46], to analyze a corpus of unstructured text. LDA was a generative statistical model that regards a corpus of text (tweets) as a mixture of a small number of latent topics. Each latent topic was assigned with a set of linguistic units (eg, single words or a pair of words) counted by the algorithm. These linguistic units with high frequency were likely to co-occur and form into different latent topics. With the LDA model, the distribution of topics in documents can be inferred. LDA assumes a generative process describing how the documents are created, such that we can infer or reverse engineer the topic distributions. The generative process of LDA for M documents, each of which has a length of $N_i$, is given as:

1. Choose $\theta_i \sim \text{Dir} (\alpha)$, with $i \in \{1,\ldots,M\}$.
2. Choose $\phi_k \sim \text{Dir} (\beta)$, with $k \in \{1,\ldots,K\}$.
3. For the $j$-th linguistic unit in the $i$-th document with $i \in \{1,\ldots,M\}$ and $j \in \{1,\ldots,N_i\}$
   a. Choose $z_{i,j} \sim \text{Multinomial} (\theta_i)$
   b. Choose $w_{i,j} \sim \text{Multinomial} (\phi_{z_{i,j}})$

Multimedia Appendix 2 presents the definitions of these notations. With the generative process described above, the distributions of the topics can be inferred using the Python package `genism`.

**Results**

We analyzed 1,015,874 tweets mentioning family violence and COVID-19 in Twitter posts. We identified 50 latent topics and frequently mentioned pairs of words (bigrams) for each topic. We further categorized these 50 identified common topics into 9 themes and 33 topics (Table 1). Table 1 presents commonly co-occurring bigrams and examples of representative tweets under each identified theme and topic.
### Table 1. Themes, topics, commonly co-occurring terms, and examples of tweets about domestic violence and COVID-19.

<table>
<thead>
<tr>
<th>Themes and topics</th>
<th>Terms</th>
<th>Tweet example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Increased vulnerability: COVID-19 and family violence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rising rates</td>
<td>violence increase, violence spike, violence risen, abuse up</td>
<td>&quot;...seeking shelter at home, rates of domestic violence and abuse have skyrocketed. Further, women and girls at a high risk for trafficking...&quot;</td>
</tr>
<tr>
<td>DV³ reports</td>
<td>violence reports, reports surge</td>
<td>&quot;Several countries saw spikes in domestic violence reports.&quot;</td>
</tr>
<tr>
<td>Hotline calls increased</td>
<td>crisis line, violence hotline, abuse hotline, calls increased, calls help</td>
<td>&quot;...works with domestic violence survivors is seeing a spike in emergency shelter capacity and crisis line calls during the coronavirus pandemic.&quot;</td>
</tr>
<tr>
<td>Homicide</td>
<td>murder domestic, violence homicide, murder wife</td>
<td>&quot;Lots of social behaviours and issues are sadly coming to the fore during this pandemic...domestic violence where in the UK 2 women are killed...&quot;</td>
</tr>
<tr>
<td>Suicide</td>
<td>suicide increased, suicide domestic, abuse suicide</td>
<td>&quot;NY Gov. Cuomo: Suicides and increased domestic violence worth prices of coronavirus lockdown.&quot;</td>
</tr>
<tr>
<td>(Mental) health</td>
<td>mental health, mental abuse, mental illness, abuse depression</td>
<td>&quot;Longer shutdowns = even more domestic violence, more substance abuse, more loneliness. More mental health symptoms.&quot;</td>
</tr>
<tr>
<td><strong>Types of family violence during COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Child abuse/maltreatment</td>
<td>assault child, children suffering, rape child, FGM³ child</td>
<td>&quot;If we're going to talk about quarantine, please don't forget that children are also in danger.&quot;</td>
</tr>
<tr>
<td>Domestic violence</td>
<td>abusive partners, risk family, family impacted</td>
<td>&quot;With #StayHome orders, many women are left in isolation with abusive partners, unable to access life-saving resources and support systems.&quot;</td>
</tr>
<tr>
<td>Sexual violence</td>
<td>sexual assault, abuse rape, marital rape, rape incest, sexual abuse</td>
<td>&quot;Thousands across the country are infected … shelters for rough sleepers, sexual abused have no place to go!&quot;</td>
</tr>
<tr>
<td><strong>Forms of family violence during COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical aggression</td>
<td>stop hitting, physical domestic, physical abuse, physical violence</td>
<td>&quot;...violence against women and girls has risen dramatically. My fear is more women and girls will die from physical violence than #Covid19.&quot;</td>
</tr>
<tr>
<td>Coercive control</td>
<td>power control, forced stay, coercive control, run away</td>
<td>&quot;Domestic violence is about power and control. Abusers use more coercive control tactics surrounding the #covid19 pandemic to continue to maintain power and control over their partner.&quot;</td>
</tr>
<tr>
<td><strong>Risk factors linked to family violence during COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drug abuse</td>
<td>overdose domestic, drug abuse, violence drug, addiction domestic</td>
<td>&quot;@CaesarPodcast As I've noted for years, the history of domestic violence and drug abuse was enough to make him a prone suspect.&quot;</td>
</tr>
<tr>
<td>Alcohol abuse</td>
<td>liquor shops, violence alcoholism, suicide alcohol, violence alcohol</td>
<td>&quot;March 2020 saw a surge in 'reported' cases of domestic violence. Alcoholism increases chances of abuse manifold on women’s and children.”</td>
</tr>
<tr>
<td>Financial constrain</td>
<td>violence unemployment, financial ruin, job lost, violence financial</td>
<td>&quot;Take measures to stop domestic violence, which is on the rise due to lock down pressures. No work and no income. Women are facing double burden of providing food for the family and also facing the violence created by the frustrations.”</td>
</tr>
<tr>
<td>Guns</td>
<td>gun control, violence guns, gun laws, gun violence, violence gun</td>
<td>&quot;During this COVID-19 pandemic we are seeing a rise in gun sales, and a drastic increase in domestic violence cases nationwide.&quot;</td>
</tr>
<tr>
<td>Trafficking</td>
<td>human trafficking, sex trafficking, trafficking domestic</td>
<td>&quot;This is part of our anti-trafficking #COVID19 response and our new DV response and led by CM @AbbieKamin, @hawctalk.”</td>
</tr>
<tr>
<td>COVID-19 related</td>
<td>people stuck, violence covid19, unsafe home, abuse quarantine</td>
<td>&quot;During the lockdown domestic violence happens, because the stress and also by the fact that coworkers/friends won’t see the bruises.”</td>
</tr>
<tr>
<td><strong>Victims of family violence during COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LGBTQ³</td>
<td>trans people, trans women, men men, lesbian couples</td>
<td>&quot;COVID-19 has serious consequences for cis and trans women everywhere including higher risks a result of …the rise in domestic violence.”</td>
</tr>
<tr>
<td>Women and women of color</td>
<td>women disproportionately affected, beat wife, black women, female victims, women die</td>
<td>&quot;COVID-19 induced isolation and quarantine disproportionately affect women and girls. Around the world, there has been an increase in sexual and gender-based violence during COVID-19.”</td>
</tr>
<tr>
<td>Refugee women</td>
<td>refugee domestic, charity refuge, violence refugees</td>
<td>&quot;Refugee women are at greater risk for gender-based violence during the COVID-19 lockdown #WorldRefugeeDay <a href="https://t.co/UPeae1vo8%E2%80%9D">https://t.co/UPeae1vo8”</a></td>
</tr>
<tr>
<td>Children</td>
<td>violence child, child abusers, abuse child</td>
<td>&quot;Evidence shows that violence against children is increasing due to #COVID19 lockdown. The pandemic should't create another pandemic of torture and Rights abuse against children.”</td>
</tr>
</tbody>
</table>
### Themes and topics

<table>
<thead>
<tr>
<th>Terms</th>
<th>Tweet example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social services for victims of family violence during COVID-19</td>
<td>“Domestic violence help is available during #COVID19. Call the @ndvh hotline at 1-800-799-7233, text LOVEIS to 22522, or log on to chat at <a href="https://t.co/KhIhLk0fq3">https://t.co/KhIhLk0fq3</a>. You are not alone. <a href="https://t.co/qKRP8i3wbr.%E2%80%9D">https://t.co/qKRP8i3wbr.”</a></td>
</tr>
<tr>
<td>Resources</td>
<td>“Risk of abuse through coercive control’s, addictions’: mental health. No social work input is disappointing <a href="https://t.co/ShRhrpRIIE.%E2%80%9D">https://t.co/ShRhrpRIIE.”</a></td>
</tr>
<tr>
<td>Shelters</td>
<td>“Shelters have formed a GBV safety plan as victims of domestic violence are likely to be forced to stay at home with an abuser for longer periods due to the lockdown. <a href="https://t.co/wUQPsKeC4L.%E2%80%9D">https://t.co/wUQPsKeC4L.”</a></td>
</tr>
<tr>
<td>Funding</td>
<td>“…The beauty industry supports victims of dv during the COVID-19 by donating products to women’s shelters and DV service organizations.”</td>
</tr>
<tr>
<td>Social media</td>
<td>“…National Domestic Violence Helpline is there for victims, but it’s not for men. That is apparent from their website. <a href="https://t.co/hbYUbfOZmv%E2%80%9D">https://t.co/hbYUbfOZmv”</a></td>
</tr>
<tr>
<td>First responders: social workers</td>
<td>“Social workers would just get shot along with the wife or family, so who should society send to domestic violence calls? Cops say domestic violence calls are the most dangerous”</td>
</tr>
</tbody>
</table>

### Law enforcement responses

| Law enforcement | “Calls to local police departments are up in the last month. Help is available. Visit: https://t.co/naSNuaDeP3 for a list of local resources. https://t.co/C1KeCOxKGh.” |
| Reports of DV cases | “Due to the #COVID19 lockdown, there are increasing reports that girls and young women are facing gender-based violence…”https://bit.ly/3cgkfDt.” |

### Social movements and awareness

| Support victims | “COVID-19 Lockdown witnesses a global rise in Domestic Violence. Trapped at home with abusers at all hours, lacking privacy to reach out for help, and the sudden disappearance of regular support systems, has isolated individuals, specifically women and children, in violence. https://t.co/80Az37rMvy.” |
| Awareness | “Women share horrific photos of injuries to raise awareness of domestic violence as 14 are killed since start of lockdown. pics of their horrendous injuries to raise awareness of dv, as killings in the home DOUBLEd during the first three weeks of lockdown in the UK. https://t.co/8nOczKoWiu.” |

### Domestic violence–related news

| Personnel and events | Today, Secretary to the Governor Melissa DeRosa issued a report to Governor Cuomo outlining the COVID-19 Domestic Violence Task Force’s initial recommendations to reimagine New York’s approach to services for domestic violence survivors. https://t.co/VpMJEd7Njc.” |

---

**Increased Vulnerability: COVID-19 and Family Violence**

Tweets mentioning rising rates of domestic violence as a consequence of COVID-19 were frequent, with popular bigrams like “violence increased,” “violence higher,” “rising violence,” and “violence skyrocketing.” Increases in hotline calls and reports of family violence were also influenced by the ongoing COVID-19 pandemic (eg, calls increased, calls help, reports surge). A representative tweet indicated, “a Miami Valley nonprofit agent is seeing a spike in crisis line calls during the pandemic.” Other consequences of the pandemic include homicides related to domestic violence and mental health issues (eg, depression, mental abuse).

**Types of Family Violence During COVID-19**

Findings showed that several types of family violence were mentioned together in a single tweet alongside terms related to COVID-19, such as “child abuse/maltreatment” (eg, assault child, rape child), “domestic violence” (eg, abusive partners,
violence partners), and “sexual violence” (eg, sexually assault, marital rape).

**Forms of Family Violence During COVID-19**

Two primary forms of family violence were discussed on Twitter during the COVID-19: “physical aggression” (eg, physically hurt, stop hitting) and “coercive control” (eg, power control, forced stay). The latter is demonstrated by this example: “…abusers may use more coercive control tactics surrounding the #covid19 pandemic to continue to maintain power and control over their partner.”

**Risk Factors Linked to Family Violence During COVID-19**

We found that the rising rate of domestic violence was associated with risk factors: “drug abuse,” “alcohol abuse,” “financial constraints” (eg, job loss, loss income), “guns,” “trafficking,” and “COVID-19 related” (eg, lockdown, stuck home, quarantine). Sample tweets include “March 2020 saw a surge in reported cases of domestic violence. Alcoholism increases chances of abuse manifold on women and children…” and “During the lockdown, domestic violence happens because the coworkers/friends can’t see the bruises.”

**Victims of Family Violence During COVID-19**

Tweets designated the LGBTQ (lesbian, gay, bisexual, transgender, and queer or questioning) community, women, women of color, refugee women, and children as victims of family violence during the COVID-19. Popular words in describing the victims and survivors of family violence included “trans people,” “lesbian couples,” “women disproportionately affected,” “beat wife,” “black women,” “female victims,” “refuge domestic,” “charity refuge,” “violence child,” “child abusers,” and “abuse child.”

**Social Services for Victims of Family Violence During COVID-19**

Social services for victims of family violence was a prominent theme discussed by Twitter users during the pandemic, as indicated by the high frequency mentions of hotline numbers. Resources, shelters, funding support, and visiting websites on family violence were also frequently mentioned in tweets. In addition, confidential services, safety plans, and limited access were representative topics identified in the sampled tweets. Social workers’ safety was tweeted as a salient topic in our data set: “…domestic violence cases are just asking for a lot of social workers to get shot and killed” and “Has anyone actually asked social workers how willing they are to go on domestic violence calls…?”

**Law Enforcement Responses**

With the rising rates of family violence during the pandemic, reports of domestic violence cases (eg, cases reported, abuse reports, violence reports, increase reports, and reported increase) were a salient topic in the tweets. Police departments (eg, police officers, local police, police chief, 911 calls, contact police, police arrest) were the first responders on the front lines during increased domestic violence reports during COVID-19.

**Social Movements and Awareness**

Findings also identified social justice movements and awareness to support victims and survivors of family violence. Tweet content highlighted the advocacy of zero tolerance for domestic violence, indicated by popular bigrams such as “help victims,” “campaign combat,” “violence advocacy,” “care victims,” “raise awareness,” and “awareness campaign” and sample tweets like “Women share horrific photos of injuries to raise awareness of domestic violence.”

**Domestic Violence–Related News**

News events related to domestic violence cases during the pandemic were also identified, such as (1) American actor Johnny Depp’s denial of domestic abuse allegations by ex-wife Amber Heard; (2) Tracy McCarter’s murder charge for the fatal stabbing of her husband in Manhattan; (3) singer Chris Brown’s arrest in Paris on allegations of rape; (4) Tara Reade’s sexual assault allegations against Joe Biden; (5) Kentucky legislator Robert Goforth’s arrest for 4th-degree domestic violence; and (6) death of police officer Breann Leath, who was shot on duty while responding to a domestic disturbance call.

News of solutions to help survivors of domestic violence were also frequently discussed in the sampled tweets. For example, the governor of the New York State Council on Women and Girls, Melissa DeRosa, created a task force to find innovative solutions to the domestic violence spike during the COVID-19 pandemic. United Nations chief Antonio Guterres called for measures to address the surge in domestic violence linked to lockdowns that were imposed by governments in responding to the COVID-19 pandemic.

The news article Child abusers eligible for immediate release under California’s new $0 cash bail emergency mandate [47] has become a prominent topic due to the high volume of retweets. Given the new state rules, individuals arrested for child abuse will be released on $0 bail in California. The original tweet was posted by Bill Melugin (@BillFOXLA) and had been retweeted almost 1000 times (“RT @BillFOXLA: Under California’s new $0 cash bail rule, child abusers are now eligible for immediate release. San Bernardino County Sheriff @sheriffmcmahon tells me he had to release a felony abuse suspect /w priors for domestic violence & child abuse immediately after arrest. @FOXLA”).

**Discussion**

**Principal Results**

Our study employed a large-scale analysis of tweets on public discourse related to family violence on Twitter during the COVID-19 pandemic. The study’s Twitter data consisted of a random selection of more than 1 million tweets mentioning family violence and COVID-19 from April 12 to July 16, 2020. The machine learning technique LDA was used to extract a high volume of co-occurring word pairs and topics related to family violence from unstructured tweets. The study contributes to the understanding of public discourse and concerns of family violence during the COVID-19 pandemic. We identified 9 themes from the analysis: (1) increased vulnerability: COVID-19 and family violence (eg, increasing rates, victims affected); (2)
types of family violence; (3) forms of family violence; (4) victims of family violence; (5) risk factors linked to family violence; (6) social services for victims of family violence; (7) law enforcement responses; (8) social movements and awareness; and (9) domestic violence–related news. The study adds to existing scholarship, where there is a lack of data on the COVID-19–domestic violence connection, or only anecdotal reports. Our findings contribute to understanding family violence during the pandemic by providing surveillance via tweets, which is essential to identify potentially effective policy programs in offering targeted support for victims and survivors and preparing for future outbreaks.

Twitter users have discussed who is at higher risk of family violence during the lockdown. Findings reveal a broader range of affected victims, such as the LGBTQ community. Salient tweets suggest that women and children are disproportionately affected by family violence that is consistent with the majority of the research in the field [38,48-51]. Violence against children has been associated with previous epidemics [6]. In addition, the sampled tweets suggest that domestic violence–related discussions focus on the support and protection of victims instead of interventions against abusers, consistent with one recent study using Twitter data for domestic violence research [39]. We find tweets mentioning family violence and COVID-19 have a limitation in primarily posting stories about male-to-female violence [37] even though other patterns of violence exist, including female-to-male, male-to-male, and bidirectional IPV [52].

Tweets about family violence and COVID-19 during the lockdown mentioned a range of risk factors associated with family violence during pandemics, such as drug abuse, alcohol abuse, financial constraints, guns, and trafficking. Our study reveals similar results with one recent report by Peterman and colleagues [10], who summarized that 9 main pathways that connect the COVID-19 pandemic and violence against women and children (ie, economic insecurity and poverty-related stress; quarantines and social isolation; disaster- and conflict-related unrest and instability; and inability to temporarily take shelter from abusive partners). For example, public discussions indicate that alcohol abuse continues to be a risk factor for family violence during stressful events [53]. Financial constraints (eg, financial ruin, lost jobs, economic collapse) due to COVID-19 create barriers for victims of family violence for help seeking [2]. Beland and colleagues [54] analyzed the Canadian Perspective Survey Series and found that financial worries due to COVID-19 contributed to increased family violence and stress. An increasing rate of domestic homicides identified in tweets suggests that guns are still a concern at home where family violence occurs. Specific COVID-19–related risk factors (eg, quarantines, social isolation) limit contact between victims of family violence and the outside world, trapping them at home with their abusers; these factors were indicated by the frequent use of words like “people stuck,” “unsafe home,” “people locked,” and “abuse quarantine” on Twitter.

Multiagency integration of law enforcement responses (eg, protection orders, arrest), social services (eg, hotlines, shelters), and social movements and awareness are recommended to address domestic violence and support victims [55]. Social services (including deployment of social work practitioners, therapists, etc) for cases of domestic violence must be resourced during the pandemic. Due to the mobility restriction, a lack of informal support, such as that from family, friends, coworkers, further contributes to increased rates of family violence during the pandemic. Thus, it is more crucial than ever for victims to access voluntary sector practitioners’ support during the COVID-19 pandemic [8]. Our results provide evidence that some agencies continued to deliver services during the pandemic. For example, several hotline numbers in the United States have been frequently mentioned during the pandemic, such as “Illinois Domestic Violence Hotline, 877-863-6338 (877-TO END DV),” “National Suicide Prevention Lifeline, 800-273-8255 (US),” “National Domestic Violence Hotline, 800-799-SAFE (7233) (US),” “National Sexual Assault Telephone Hotline, 800-656-HOPE (4673) (US),” and “Loveisrespect, Text LOVEIS to 22522 (US).” We also identified popular hotline numbers from the United Kingdom, such as Mind the Mental Health Charity (Mind Infoline: 0300-123-3393), the National Stalking Helpline (0808-802-0300), and the National Domestic Abuse Helpline (0808-2000-247). However, a commentary in the Canadian Medical Association Journal raises concerns about family violence support using videoconference or telemedicine settings where the abusers can be present [56]. Abusers can coercively control victims-survivors’ use of mobile phones to access hotline support. Therefore, further evidence is needed to indicate whether the services fulfill their roles.

Twitter conversations about highly publicized domestic violence cases were significant. News about Hollywood star Johnny Depp’s denial of abuse allegations when he was accused of domestic violence against his ex-wife Amber Heard was a prominent topic in the sampled tweets. Our results show public discussions of high-profile cases of domestic violence (eg, athletes arrested for domestic violence), consistent with previous studies. Cravens et al [37] used qualitative content analysis to examine the factors that influence IPV victims to leave an abusive relationship using 676 tweets related to #whystayed and #whyIleft. Xue et al [38] analyzed 322,863 tweets about domestic violence and found that high-profile cases such as Greg Hardy’s domestic violence case are prominent. These studies consistently show that Twitter continues to be a source of news coverage on current events for domestic violence, even during the COVID-19 pandemic.

**Limitations**

There are a number of limitations to this study that must be acknowledged. First, Twitter data reveal insights from Twitter users and thus does not represent the entire population’s opinions. Despite this shortcoming, our study provides one of the first large-scale analysis of tweets using real-time data to identify the impact of COVID-19 on family violence. Second, we did not include non-English tweets in the analysis. Future studies should carry out analyses on non-English tweets regarding the impact of COVID-19 on family violence. Third, even though our collected data cover 90 days of the outbreak since April 12, 2020, discussion patterns may evolve as the COVID-19 situation continues to change over time. Fourth, the search terms used in the study mostly reflect terminology used in the previous COVID-19 literature.
by professionals rather than victims when discussing family violence. For example, one study examined how child abuse victims post their stories on social media and found that the victims rarely use explicit words to describe their experiences [57]. Thus, this study may be limited in capturing victims' opinions. To protect Twitter users' privacy and anonymity, we did not examine the sample's sociodemographic characteristics. It remains unknown whether the collected tweets were from victims, abusers, organizations, etc. It is also possible that abusers may prevent victims from reaching out for help on social media [9]. Future studies could consider sampling tweets from victims of family violence to further examine the impact of COVID-19.

Conclusion
As seen in our large-scale tweets data set, people have been actively discussing family violence in the context of COVID-19. We identified 9 themes and 33 topics relating to family violence and COVID-19. The findings demonstrate that Twitter can serve as a platform for real-time and large-scale surveillance of family violence by offering an understanding of the people who are discussing the impact and risk factors associated with COVID-19, which is essential for developing policy programs for supporting victims and survivors. This study provides insights for professionals who work with victims and survivors of family violence to develop a social network–based support system for informal and formal help when conventional in-person support services become unavailable during future outbreaks.
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Abstract

Background: COVID-19 has infected millions of people worldwide and is responsible for several hundred thousand fatalities. The COVID-19 pandemic has necessitated thoughtful resource allocation and early identification of high-risk patients. However, effective methods to meet these needs are lacking.

Objective: The aims of this study were to analyze the electronic health records (EHRs) of patients who tested positive for COVID-19 and were admitted to hospitals in the Mount Sinai Health System in New York City; to develop machine learning models for making predictions about the hospital course of the patients over clinically meaningful time horizons based on patient characteristics at admission; and to assess the performance of these models at multiple hospitals and time points.

Methods: We used Extreme Gradient Boosting (XGBoost) and baseline comparator models to predict in-hospital mortality and critical events at time windows of 3, 5, 7, and 10 days from admission. Our study population included harmonized EHR data from five hospitals in New York City for 4908 COVID-19–positive patients admitted from March 15 to May 22, 2020. The models were first trained on patients from a single hospital (n=1514) before or on May 1, externally validated on patients from four other hospitals (n=2201) before or on May 1, and prospectively validated on all patients after May 1 (n=383). Finally, we established model interpretability to identify and rank variables that drive model predictions.

Results: Upon cross-validation, the XGBoost classifier outperformed baseline models, with an area under the receiver operating characteristic curve (AUC-ROC) for mortality of 0.89 at 3 days, 0.85 at 5 and 7 days, and 0.84 at 10 days. XGBoost also performed well for critical event prediction, with an AUC-ROC of 0.80 at 3 days, 0.79 at 5 days, 0.80 at 7 days, and 0.81 at 10 days. In external validation, XGBoost achieved an AUC-ROC of 0.88 at 3 days, 0.86 at 5 days, 0.86 at 7 days, and 0.84 at 10 days for mortality prediction. Similarly, the unimputed XGBoost model achieved an AUC-ROC of 0.78 at 3 days, 0.79 at 5 days, 0.80 at 7 days, and 0.81 at 10 days. Trends in performance on prospective validation sets were similar. At 7 days, acute kidney injury on admission, elevated LDH, tachypnea, and hyperglycemia were the strongest drivers of critical event prediction, while higher age, anion gap, and C-reactive protein were the strongest drivers of mortality prediction.

Conclusions: We externally and prospectively trained and validated machine learning models for mortality and critical events for patients with COVID-19 at different time horizons. These models identified at-risk patients and uncovered underlying relationships that predicted outcomes.

(J Med Internet Res 2020;22(11):e24018) doi:10.2196/24018
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Introduction

Despite substantial, organized efforts to prevent disease spread, over 23 million people have tested positive for SARS-CoV-2 worldwide, and the World Health Organization has reported more than 800,000 deaths from the virus to date [1-4]. As a result of this pandemic, hospitals are being filled beyond capacity and face extreme challenges with regard to personnel staffing, personal protective equipment availability, and intensive care unit (ICU) bed allocation. Additionally, patients with COVID-19 demonstrate varying symptomatology, making safe and successful patient triaging difficult. While some infected patients are asymptomatic, others suffer from severe acute respiratory distress syndrome, experience multiorgan failure, or die [5-7]. Identification of key patient characteristics that govern the course of disease across large patient cohorts is important, particularly given its potential to aid physicians and hospitals in predicting disease trajectory, allocating essential resources effectively, and improving patient outcomes.

Prognostication with machine learning is poised to accomplish this [8]; however, efforts have been limited by small sample sizes, lack of generalization to diverse populations, disparities in feature missingness, and potential for bias [9]. Many predictive models have met with success; however, these models only consider demographics, clinical symptoms, or laboratory values rather than considering all these factors conjointly [10-17]. More recent studies have accounted for fundamental aspects of machine learning but are limited in scope [13,18-22]. These studies lack either temporal benchmarks, interhospital or prospective validation, systematic evaluation of multiple models, consideration of covariate correlations, or assessment of the impact of the imputed data. With these needs in mind, we report the development of a boosted decision tree–based machine learning model trained on electronic health records from patients confirmed to have COVID-19 at a single center in the Mount Sinai Health System (MSHS) in New York City to predict critical events and mortality. To assess both interhospital and temporal generalizability, we first externally validated this algorithm to four other hospital centers. We then
prospectively validated it on a new set of patients from all five hospitals. Finally, we performed a saliency analysis using SHAP (SHapley Additive exPlanation) values to identify the most important features used by this model for outcome prediction.

**Methods**

**Clinical Data Sources**

Patient data were obtained from five hospitals within the MSHS in New York City: the Mount Sinai Hospital (MSH) located in East Harlem, Manhattan; Mount Sinai Morningside (MSM) located in Morningside Heights, Manhattan; Mount Sinai West (MSW) located in Midtown West, Manhattan; Mount Sinai Brooklyn (MSB) located in Midwood, Brooklyn; and Mount Sinai Queens (MSQ) located in Astoria, Queens. The data set was obtained from different sources using the Epic EHR software (Epic Systems) and aggregated by the Mount Sinai COVID Informatics Center.

**Study Population**

We retrospectively included all patients who were over 18 years of age, had laboratory-confirmed COVID-19 infection, and were admitted to any of the abovementioned MSHS hospitals between March 15 and May 22, 2020. A confirmed case of COVID-19 was defined by a positive reverse transcriptase–polymerase chain reaction (RT-PCR) assay of a nasopharyngeal swab. To restrict our data to only primary COVID-19–related encounters, we excluded patients who had a first positive COVID-19 RT-PCR result more than two days after admission. We included all patients who had been discharged, had died, or were still admitted and had stayed in the hospital for at least the amount of time corresponding to the outcome in question. This approach provided additional training data for the initial timeframes described in the paper. All exclusion criteria are presented in Figure 1A.

**Study Design**

We built predictive models based on data from MSH patients who were admitted from March 15 to May 1, 2020, which was the cutoff time for prospective evaluation. These patients were considered to be part of the internal validation cohort. All patients admitted to other hospitals (OH) were grouped together. To allay concerns about effects of immortal time bias and censoring on the results, we recorded the ultimate outcome of each patient who was admitted in this time frame, even if the outcome occurred after the data enrollment cutoff. For patients within the internal validation cohort, the models were trained and their performance was evaluated through stratified k-fold cross-validation to mitigate the variability of a single train-test split. A final model was then trained for each outcome and time window using all the patients in this data set, and this model
was then assessed through a series of validation experiments. First, we externally validated OH patients from March 15 to May 1, 2020, which was the same time frame used to train the model; this afforded benefits by assessing the generalizability of the model to a new setting (Figure 1B). Then, to assess temporal generalizability, we performed prospective validations of the model independently on both MSH and OH patients admitted from May 1 to May 22, 2020 (Figure 1C).

**Study Data**

Demographics collected included age, sex, reported race, and ethnicity. Race was collapsed into seven categories based on the most recent US census race categories: American Indian or Alaskan Native, Asian, Black or African American, other, Native Hawaiian or other Pacific Islander, unknown, and White [23]. Ethnicity was collapsed into three categories: Hispanic/Latino, non-Hispanic/Latino, and Unknown.

Additionally, diagnosis codes based on International Classification of Diseases-9/10-Clinical Modification (ICD-9/10-CM) codes and procedures were obtained to identify associated pre-existing conditions. We chose to include conditions with previously reported increased incidence in hospitalized patients with COVID-19: coronary artery disease, heart failure, hypertension, atrial fibrillation, obstructive sleep apnea, asthma, chronic obstructive pulmonary disease, cancer, chronic kidney disease, diabetes, viral hepatitis, liver disease, intracerebral hemorrhage, and stroke [9,24-27]. Inclusion of these chronic conditions and acute kidney injury (AKI) was based on ICD-9/ICD-10 codes related to active problems documented during COVID-19 hospitalization, defined by the presence of at least one ICD code signifying the condition. Laboratory measurements and vital signs near the time of admission were also retrieved for each patient during their hospital encounter. Given the resource constraints due to COVID-19, which delayed acquisition of laboratory results, the first laboratory value in a 36-hour window period was used as the representative laboratory value on admission. The implications of this strategy for the model performance are illustrated in the Multimedia Appendices.

All laboratory orders from the five hospitals were queried for patients included in this study within the timeframe of interest. Due to discrepancies in how laboratory orders were named in different hospitals, a comprehensive and statistical review of all laboratory orders by field name was conducted by a multidisciplinary team of clinicians to ensure direct mapping between all sites. Additionally, many laboratory values represented a single component (eg, sodium) but were acquired from either an arterial blood gas (ABG) test, venous blood gas (VBG) test, or basic metabolic panel (BMP). Based on the utility of these laboratory values in clinical practice and the similarity between their statistical distributions, laboratory values derived from a VBG or BMP were collapsed into a single category (ie, “SODIUM”) and those derived from an ABG were moved to a separate category (ie, “SODIUM_A”). In the set of all laboratory order names that were combined into a single laboratory category, the earliest laboratory result by time was chosen as the representative laboratory value for that category. Finally, laboratory data below the 0.5th percentile and above the 99.5th percentile were removed to avoid inclusion of any obvious outliers that could represent incorrect documentation or measurement error.

**Data Sharing**

The raw data used in this work cannot be shared due to patient privacy and security concerns. However, we are open to using this data set for validation of other models through a collaboration under an appropriate data use agreement with the authors at the Icahn School of Medicine at Mount Sinai.

**Definition of Outcomes**

The two primary outcomes were (1) death versus survival or discharge and (2) critical illness versus survival or discharge through time horizons of 3, 5, 7, and 10 days. Critical illness was defined as discharge to hospice, intubation ≤54 hours prior to intensive care unit (ICU) admission, ICU admission, or death. A composite outcome (ie, mortality as opposed to discharge or survival) was chosen to bypass issues of competing risks.

**Model Development, Selection, and Experimentation**

Our primary model was the Extreme Gradient Boosting (XGBoost) implementation of boosted decision trees on continuous and one-hot encoded categorical features [28]. The XGBoost algorithm provides robust prediction results through an iterative process of prediction summation in decision trees that yield the residual error of the prior ensemble. While each tree is too simple to accurately capture complex phenomena, the combination of many trees in the XGBoost model accommodates nonlinearity and interactions between predictors. The model directs missing values through split points to minimize loss. Hyperparameter tuning was performed by randomized grid searching directed toward maximizing the F1 score metric over 5000 discrete grid options. Ten-fold stratified cross-validation was performed inside each grid option, and the optimal hyperparameter set was chosen based on the model in the grid search with the highest F1 score. Final model hyperparameters for the XGBoost model are listed in Multimedia Appendix 1. To generate confidence intervals for the internal validation set, training and testing was performed for 500 bootstrap iterations with a unique randomly generated seed for the train-test data splits.

We opted to implement our analyses within a classification framework because we aimed to implement our models with regard to clinically relevant time boundaries for resource allocation and clinical decision-making, such as resource allocation, triage, and decisions for ICU transfer. A major goal of our analysis was the construction of a resilient and highly performant predictive model; therefore, the selection of the XGBoost algorithm is reasonable given its well-understood properties as the best-performing machine learning algorithm for classification tasks on tabular data. The XGBoost algorithm also addresses real-life problems such as missing data and highly multidimensional independent variables, while alternate strategies and extensions must be employed to enable Cox proportional hazard analyses in these settings.

To compare the performance of our XGBoost model for the training and internal validation data, we generated two predictive...
models as a baseline, namely logistic regression (LR) and LR with L1 regularization, given their ubiquity as preferred models in current COVID-19 research. L1 regularization, also known as least absolute shrinkage and selection operator (LASSO), was used to train the LR and impose parsimony in feature selection, given the number of features present in the data set (73). LASSO and LR were optimized by an exhaustive grid search for the inverse regularization parameter (Multimedia Appendix 1). For these baseline models, the issue of missingness was addressed by imputation. Features with >30% missingness were dropped, and k-nearest neighbors (kNNS, k=5) was used to impute missing data in the remaining feature space. To further assess the impact of imputation on performance, an XGBoost model was also created and trained on the imputed data set. Imputation for the training set (ie, MSH only) and external validation set (ie, OH) were performed using only the first collected value from the respective sites to prevent information leakage that could compromise assessment of generalizability. We assessed the calibration of the results of each model to ensure that the model predictions could be interpreted as real-world risk scores. Calibration was performed using both the sigmoid and isotonic methods of the CalibratedClassifierCV class in scikit-learn and evaluated using the Brier score metric.

Experimental Evaluation
All models were trained and evaluated using 10-fold stratified cross-validation, and confidence intervals were generated using 500 iterations of bootstrapping. Stratified k-fold cross-validation maintains an outcome distribution across each fold in concordance with the outcome distribution in the study population. We present calibration plots for all these experiments, including isotonic and sigmoid calibrations, that show the proportion of positive cases to the mean predicted value for the raw models in Figures S1–S8 in Multimedia Appendix 2. In these plots and in Multimedia Appendix 3, we also report the Brier score, which measures the quality of calibration (a lower score indicates greater accuracy). Ultimately, we selected the best-calibrated model based on the lowest Brier score, and performed all subsequent experiments with this model. Probability scores output by the model were used to calculate the areas under the receiver operator characteristic curve (AUC-ROCs) and areas under the precision-recall curve (AU-PRCs). The receiver operating characteristic curve shows how the balance between true and false positive rates is affected at different decision thresholds. The precision-recall curve visualizes how the balance of false positives and negatives is affected at different decision thresholds. The decision threshold was calculated separately for each fold to maximize the F1 score for prediction of the primary outcome. The threshold for the final model was taken as the median of the calculated thresholds across the 10 cross-validation folds. Accuracy, F1 score, sensitivity, and specificity were calculated on the basis of these thresholds. Model performance was assessed during internal cross-validation, external validation, and prospective validation. The models were compared on the basis of their AUC-ROC and AU-PRC values across the time intervals in each population of patients. The AU-PRC is known to be a better metric in skewed data sets that have greater class imbalance and was therefore primarily used in the model evaluation and selection.

Model Interpretation
We evaluated feature contributions toward model prediction using SHAP scores. SHAP scores are a game-theoretic approach to model interpretability; they provide explanations of global model structures based upon combinations of several local explanations for each prediction [29]. To interpret and rank the significance of input features toward the final prediction of the model, mean absolute SHAP values were calculated for each feature across all observations in the internal validation set. We also plotted a heatmap showing SHAP interaction values, which are an extension of SHAP summary values to capture how pairwise interactions between different features contribute to model prediction. For a given pair of features, their pairwise interaction effect is calculated after removing the individual effects of those features. Values on the diagonal represent the main effects (ie, the SHAP summary values), and values off the diagonal represent the interaction effects. Higher values on the heatmap (ie, brighter squares) represent a greater impact on model predictions. In addition, we calculated the feature importance from the coefficients of the LASSO model (Figure S9 in Multimedia Appendix 2).

Promoting Interoperability and Replicability
This article is written following the TRIPOD (Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis) guidelines [30], which are further elaborated in Multimedia Appendix 4. Furthermore, we release all code used to build the classifier under the GPLv3 license in a public GitHub repository [31].

Results
Clinical Data Source and Study Population
Electronic health records for 4098 COVID-19–positive inpatient admissions at five hospitals within the MSHS between March 15 and May 22, 2020, were retrieved for data analysis based on the inclusion criteria. These data included patient demographics, past medical history, and admission vital signs and laboratory test results (Table 1 and Table 2; Multimedia Appendix 5). Vital sign and laboratory test data were included as baseline features in order to work within the bounds of the processing and operations involved in obtaining the results of these tests. No data leakage occurred, and we did not find disproportionate rates of feature missingness for patients who died within this time window for feature inclusion (see the Multimedia Appendices). We show the number of patients involved and the proportion of events in each experiment by time window in Multimedia Appendix 6. Relevant patient events (intubation, discharge to hospice care, or death) were recorded, and subsets were constructed at 3-, 5-, 7-, and 10-day intervals after admission (Figure 1). Before May 1, 21.3% to 35.3% of patients had experienced a critical event (intubation, ICU admission, discharge to hospice care, or death) across all time intervals. On or after May 1, this proportion changed to 14.3% to 21.9%. Similarly, before May 1, 2.6% to 22.4% patients died across all time intervals, with the proportion changing to 1.1% to 8.0%
on or after May 1. The survival curve for mortality is shown in Figure S10 in Multimedia Appendix 2. This curve was generated by fitting a Kaplan-Meier estimator to the survival time for patients with observed (in-hospital) death instead of discharge (Multimedia Appendix 6). In contrast, the set of noncases consisted of patients with all other discharge dispositions and those who were still hospitalized at the respective intervals after admission.
<table>
<thead>
<tr>
<th>Characteristic on admission</th>
<th>Retrospective</th>
<th>Prospective</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSH&lt;sup&gt;a&lt;/sup&gt; (n=1514)</td>
<td>OH&lt;sup&gt;b&lt;/sup&gt; (n=2201)</td>
</tr>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>869 (57.4)</td>
<td>1257 (57.1)</td>
</tr>
<tr>
<td>Female</td>
<td>645 (42.6)</td>
<td>944 (42.9)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>639 (42.2)</td>
<td>804 (36.5)</td>
</tr>
<tr>
<td>Caucasian</td>
<td>354 (23.4)</td>
<td>533 (24.2)</td>
</tr>
<tr>
<td>African American</td>
<td>357 (23.6)</td>
<td>688 (31.3)</td>
</tr>
<tr>
<td>Unknown</td>
<td>80 (5.3)</td>
<td>45 (2)</td>
</tr>
<tr>
<td>Asian</td>
<td>77 (5.1)</td>
<td>102 (4.6)</td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic/Latino</td>
<td>820 (54.2)</td>
<td>1377 (62.6)</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>421 (27.8)</td>
<td>556 (25.3)</td>
</tr>
<tr>
<td>Unknown</td>
<td>271 (17.9)</td>
<td>236 (10.7)</td>
</tr>
<tr>
<td><strong>Age, median (IQR)</strong></td>
<td>62.9 (50.7-73)</td>
<td>69.6 (53.3-80)</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-30</td>
<td>64 (4.2)</td>
<td>46 (2.1)</td>
</tr>
<tr>
<td>31-40</td>
<td>155 (10.2)</td>
<td>113 (5.1)</td>
</tr>
<tr>
<td>41-50</td>
<td>165 (10.9)</td>
<td>160 (7.3)</td>
</tr>
<tr>
<td>51-60</td>
<td>291 (19.2)</td>
<td>341 (15.5)</td>
</tr>
<tr>
<td>61-70</td>
<td>394 (30)</td>
<td>517 (20)</td>
</tr>
<tr>
<td>71-80</td>
<td>258 (17)</td>
<td>522 (23.7)</td>
</tr>
<tr>
<td>81-90</td>
<td>142 (9.4)</td>
<td>396 (18)</td>
</tr>
<tr>
<td>≥90</td>
<td>45 (3)</td>
<td>106 (5)</td>
</tr>
<tr>
<td><strong>Previous medical history, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>64 (4.2)</td>
<td>46 (2.1)</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>155 (10.2)</td>
<td>113 (5.1)</td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td>165 (10.9)</td>
<td>160 (7.3)</td>
</tr>
<tr>
<td>Heart failure</td>
<td>291 (19.2)</td>
<td>341 (15.5)</td>
</tr>
<tr>
<td>Stroke</td>
<td>394 (30)</td>
<td>517 (20)</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>258 (17)</td>
<td>522 (23.7)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>142 (9.4)</td>
<td>396 (18)</td>
</tr>
<tr>
<td>Asthma</td>
<td>45 (3)</td>
<td>106 (5)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>64 (4.2)</td>
<td>46 (2.1)</td>
</tr>
<tr>
<td>Cancer</td>
<td>158 (10)</td>
<td>124 (6)</td>
</tr>
<tr>
<td><strong>Vital signs at hospital admission, median (IQR)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart rate (beats per minute)</td>
<td>87 (77-97)</td>
<td>86 (76-98)</td>
</tr>
<tr>
<td>Pulse oximetry (%)</td>
<td>96 (94-97)</td>
<td>96 (94-98)</td>
</tr>
<tr>
<td>Respiration Rate (breaths per minute)</td>
<td>20 (18-21)</td>
<td>18 (18-20)</td>
</tr>
<tr>
<td>Characteristic on admission</td>
<td>Retrospective</td>
<td>Prospective</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>---------------</td>
<td>-------------</td>
</tr>
<tr>
<td></td>
<td>MSH(^a) (n=1514)</td>
<td>OH(^b) (n=2201)</td>
</tr>
<tr>
<td>Temperature (°F)</td>
<td>98.7 (98-99.9)</td>
<td>98.5 (97.7-99.3)</td>
</tr>
<tr>
<td>Systolic blood pressure (mm Hg)</td>
<td>125 (112-140)</td>
<td>125 (111-140)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mm Hg)</td>
<td>69 (61-78)</td>
<td>72 (64-80)</td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td>28.1 (24.4-32.8)</td>
<td>27.5 (24.2-32.5)</td>
</tr>
</tbody>
</table>

\(^a\)MSH: Mount Sinai Hospital.

\(^b\)OH: other hospitals.

\(^c\)--: Values with fewer than 10 patients per field are censored to protect patient privacy.
Table 2. Admission laboratory parameters of hospitalized patients with COVID-19 at baseline (N=4098), median (IQR).

<table>
<thead>
<tr>
<th>Laboratory parameters</th>
<th>Retrospective</th>
<th>Prospective</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSH&lt;sup&gt;a&lt;/sup&gt; (n=1514)</td>
<td>OH&lt;sup&gt;b&lt;/sup&gt; (n=2201)</td>
</tr>
<tr>
<td><strong>Metabolic markers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sodium (mEq/L)</td>
<td>138 (135-140)</td>
<td>139 (136-142)</td>
</tr>
<tr>
<td>Potassium (mEq/L)</td>
<td>4 (3.6-4.5)</td>
<td>4.3 (3.9-4.7)</td>
</tr>
<tr>
<td>Creatinine (mg/dL)</td>
<td>0.91 (0.7-1.5)</td>
<td>1.01 (0.8-1.7)</td>
</tr>
<tr>
<td>Lactate (mg/dL)</td>
<td>1.8 (1.4-2.3)</td>
<td>1.4 (1.1-2)</td>
</tr>
<tr>
<td><strong>Hematological markers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White blood cells (10^3/µL)</td>
<td>7 (5-10.2)</td>
<td>7.6 (5.5-10.9)</td>
</tr>
<tr>
<td>Lymphocyte percentage</td>
<td>NA (NA-NA)</td>
<td>14.2 (8.6-21.3)</td>
</tr>
<tr>
<td>Hemoglobin (mEq/L)</td>
<td>12.2 (10.7-13.5)</td>
<td>12.7 (11.1-13.9)</td>
</tr>
<tr>
<td>Red blood cell distribution width (%)</td>
<td>4.2 (3.7-4.6)</td>
<td>4.28 (3.8-4.7)</td>
</tr>
<tr>
<td>Platelets (n)</td>
<td>220 (165-291)</td>
<td>208 (158-281)</td>
</tr>
<tr>
<td><strong>Liver function</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alanine aminotransferase (units/L)</td>
<td>30 (18-53)</td>
<td>31 (19-54)</td>
</tr>
<tr>
<td>Aspartate aminotransferase (units/L)</td>
<td>42 (28-66)</td>
<td>45 (30-74)</td>
</tr>
<tr>
<td>Albumin (g/dL)</td>
<td>2.9 (2.5-3.2)</td>
<td>2.9 (2.5-3.2)</td>
</tr>
<tr>
<td>Total bilirubin (mg/dL)</td>
<td>0.6 (0.4-0.8)</td>
<td>0.6 (0.4-0.8)</td>
</tr>
<tr>
<td><strong>Coagulation markers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prothrombin time (s)</td>
<td>14.5 (13.6-16)</td>
<td>14.9 (13.9-16.5)</td>
</tr>
<tr>
<td>Partial Thromboplastin time (s)</td>
<td>32.9 (29.2-38.5)</td>
<td>34.8 (30.3-41.5)</td>
</tr>
<tr>
<td><strong>Gases</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCO&lt;sub&gt;2&lt;/sub&gt; (mmHg)</td>
<td>42 (37-47)</td>
<td>42 (37-53)</td>
</tr>
<tr>
<td>pH</td>
<td>7.4 (7.3-7.4)</td>
<td>7.36 (7.3-7.4)</td>
</tr>
<tr>
<td><strong>Inflammatory markers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-reactive protein (mg/L)</td>
<td>116.4 (57.1-199.5)</td>
<td>132.4 (65.8-218.9)</td>
</tr>
<tr>
<td>Ferritin (ng/mL)</td>
<td>800 (365-1916)</td>
<td>906 (438-2056)</td>
</tr>
<tr>
<td>D-dimer (ng/mL)</td>
<td>1.44 (0.8-3)</td>
<td>2.42 (1.2-4.4)</td>
</tr>
<tr>
<td>Creatinine phosphokinase (units/L)</td>
<td>146 (70-488)</td>
<td>220 (76.8-501.8)</td>
</tr>
<tr>
<td>Lactate dehydrogenase (units/L)</td>
<td>423 (315-571)</td>
<td>466.5 (356.2-652.2)</td>
</tr>
<tr>
<td><strong>Cardiac markers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Troponin I (ng/mL)</td>
<td>0.05 (0-0.2)</td>
<td>0.064 (0-0.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup> MSH: Mount Sinai Hospital.<br/><sup>b</sup> OH: other hospitals.<br/><sup>c</sup> PCO<sub>2</sub>: partial pressure of carbon dioxide.

**Classifier Training and Performance**

We developed models based on cross-validation experiments for all model types and conditions within the MSH at the earlier time period of the study (i.e., up to the enrollment date cutoff). On internal cross-validation for mortality prediction, the unimputed XGBoost model demonstrated strong performance, with AUC-ROC values ranging from 0.84 to 0.90 and AU-PRC values ranging from 0.10 to 0.40 (Figure 2, Multimedia Appendix 6). Additionally, when trained with imputed data, the XGBoost classifier performed worse, achieving AUC-ROC values from 0.80 to 0.84 and AU-PRC values from 0.18 to 0.40 across all time periods. In the case of internal validation for critical event prediction, the AUC-ROC values of the unimputed XGBoost model ranged from 0.79 to 0.81, and the AU-PRC values ranged from 0.60 to 0.70. The performance for the missing data elements, performed marginally worse on every outcome, with AUC-ROC values ranging from 0.80 to 0.82 and AU-PRC values ranging from 0.10 to 0.40 (Figure 2, Multimedia Appendix 6). Additionally, when trained with imputed data, the XGBoost classifier performed worse, achieving AUC-ROC values from 0.80 to 0.84 and AU-PRC values from 0.18 to 0.40 across all time periods. In the case of internal validation for critical event prediction, the AUC-ROC values of the unimputed XGBoost model ranged from 0.79 to 0.81, and the AU-PRC values ranged from 0.60 to 0.70. The performance for the
LASSO and LR models with imputation was poorer, with AUC-ROC values of 0.75 to 0.77 and AU-PRC values of 0.54 to 0.65.

We then assessed the performance of these models in three validation experiments: in OH within the same time period, within the same hospital (MSH) at a future time period, and in OH at a future time period. The unimputed XGBoost AUC-ROC generally showed the best performance for mortality prediction across intervals ranging from 0.84 to 0.88, with AU-PRC values ranging from 0.44 to 0.64. For LR and LASSO, the AUC-ROC values ranged from 0.82 to 0.83, while the AU-PRC values ranged from 0.22 to 0.58. The imputed XGBoost continued to perform slightly worse, with AUC-ROC values ranging from 0.72 to 0.83 and AU-PRC values ranging from 0.17 to 0.60. For critical event prediction across all time intervals, the AUC-ROC values of the unimputed XGBoost model ranged from 0.78 to 0.81, while the AU-PRC values ranged from 0.51 to 0.69. Performance of LR and LASSO was marginally worse, with ranges of 0.74 to 0.81 for the AUC-ROC and 0.44 to 0.70 for the AU-PRC. The performance of imputed XGBoost was similar to that of unimputed XGBoost, with AUC-ROC values ranging from 0.76 to 0.82 and AU-PRCs ranging from 0.49 to 0.71.

Similarly, in prospective validation at OH for mortality prediction across all time intervals, the AUC-ROC values of the unimputed XGBoost model ranged from 0.68 to 0.88, while the AU-PRC values ranged from 0.13 to 0.31. The performance of the LR and LASSO models in the same experiments was much poorer in terms of AUC-ROC, with values ranging from 0.51 to 0.74, and at par with the unimputed XGBoost model in terms of AU-PRC, with values ranging from 0.13 to 0.34. Imputed XGBoost performed worse overall, with AUC-ROC values ranging from 0.66 to 0.81 and AU-PRC values between 0.06 and 0.21. In the case of prospective validation for critical event prediction at OH, the AUC-ROC values of the unimputed XGBoost model ranged from 0.74 to 0.77, and the AU-PRC values were between 0.36 and 0.50. In contrast, the performance of the LR and LASSO models over the same conditions was poorer overall, with ranges of 0.65 to 0.74 for the AUC-ROC and 0.31 to 0.46 for the AU-PRC. The imputed XGBoost model again performed slightly worse than the unimputed XGBoost model, with AUC-ROC values from 0.71 to 0.77 and AU-PRC values between 0.31 and 0.48. Prospective validation at MSH presented a new set of challenges for all the models because of the generally lower number of outcomes and larger class imbalance for mortality prediction for the shorter time intervals. For mortality prediction overall, the AUC-ROC values of the unimputed XGBoost model ranged from 0.85 to 0.96, and the AU-PRC values ranged from 0.32 to 0.55. The LR and LASSO models showed much poorer performance, with AUC-ROC values ranging from 0.44 to 0.85 and AU-PRC values ranging from 0.01 to 0.41. The imputed XGBoost model also performed worse than the unimputed XGBoost model, with AUC-ROC values of 0.82 to 0.88 and AU-PRC values of 0.04 to 0.50. For prediction of critical events, the AUC-ROC values of the unimputed XGBoost model were between 0.72 and 0.78, and its AU-PRC values were between 0.40 and 0.54. The performance of the LR and LASSO models in the same set of experiments was slightly poorer, with ranges of 0.66 to 0.75 for the AUC-ROC and 0.32 to 0.48 for the AU-PRC. The imputed XGBoost model performed marginally worse than the unimputed XGBoost model, with values of 0.71 to 0.77 for the AUC-ROC and 0.42 to 0.50 for the AU-PRC.

Model calibration as measured by Brier scores improved after either sigmoid or isotonic calibration across all time windows. For the unimputed XGBoost model, isotonic calibration performed better than sigmoid calibration, with Brier scores ranging from 0.124 to 0.161 for critical event prediction and from 0.019 to 0.085 for mortality prediction. Sigmoid calibration only slightly outperformed isotonic calibration for critical event prediction at 10 days (Brier scores of 0.160 vs 0.161, respectively).
Figure 2. Comparison of the performance of the XGBoost and baseline models. Performance of the XGBoost classifier by ROC curves (left) and PR curves (right) on the unimputed data set (red) for mortality (top) and critical event (bottom) prediction versus the three baseline models: XGBoost classifier on the imputed data set (purple), LASSO (green), and LR (orange). LASSO: least absolute shrinkage and selection operator; PRC: precision-recall curve; ROC: receiver operating characteristic; XGB: Extreme Gradient Boosting.

Model Feature Importance

Mean absolute SHAP values [32] were calculated for each XGBoost model in the internal validation data set (Figure 3). For critical event prediction, the presence of acute kidney injury and both high and low levels of lactate dehydrogenase (LDH), respiratory rate, and glucose were strong drivers for predicting a critical event within one week. Other notable drivers of predictability included both systolic and diastolic blood pressure, pH, total protein levels, C-reactive protein, and D-dimer. For mortality, both high and low values for age, anion gap, C-reactive protein, and LDH were the strongest effectors in guiding mortality prediction within one week of admission. Other important variables for increasing the prediction of death included oxygen saturation on intake admission, blood urea nitrogen, ferritin, red cell distribution width (RDW), diastolic blood pressure, and lactate. Finally, using SHAP interaction scores, we discovered that covariate interactions between features contributed less to the predictions of the models than the independent importance of each feature (Figures S11 and S12 in Multimedia Appendix 2), except for the case of AKI, where levels of LDH, glucose, and C-reactive protein were strong covariates. As a comparison, we also assessed the feature importance for the LASSO model for these experiments (Figure S9 in Multimedia Appendix 2). We saw an overlap of key features that both models considered important in their predictions for both critical event and mortality prediction at 7 days. For critical events, we found that AKI was the most important feature in both models. Higher respirations and D-dimer levels were also associated with higher mortality, and lower diastolic blood pressure was negatively associated. For mortality, we also saw strong concordance in key features between both models. Specifically, older age and higher anion gap were strong contributors to mortality prediction in both models, and lower diastolic blood pressure and oxygen saturation were negatively associated with mortality. It is encouraging that many of the features with high importance in the primary XGBoost model were also prioritized in the LASSO classifier, suggesting the robustness of the predictive ability of these features. The top 10 features for the Critical Event and Mortality models at seven days are enumerated in Multimedia Appendix 7.
Discussion

Principal Findings

In this work, we performed a series of experiments with the goal of using machine learning to predict in-hospital mortality or critical events from admission for patients with COVID-19. We highlight several important findings with implications for clinical medicine. First, we offer a robust prediction algorithm pertaining to the most clinically severe outcomes based solely on admission metrics, which maintains its training performance in both external and prospective validation experiments. Most notably, the high specificity in predicting mortality within 3, 5, and 7 days of admission (AU-PRCs of 0.91 to 0.97) suggests a role of the algorithm in augmenting clinicians’ decision-making when identifying patients at immediate risk of impending clinical decompensation and potential in guiding allocation of more intensive care upon admission. Finally, the impact of the large class imbalance and missingness on model training and performance can be appreciated when comparing mortality predictions at 3 days. On the non-imputed data set, the XGBoost classifier achieves a remarkably higher AU-PRC (0.44) compared to the models using imputed data (0.14 for LR and LASSO, 0.12 for XGBoost imputed). It is important to note the consideration of the AU-PRC instead of the AUC-ROC for deriving this claim, as the AU-PRC includes both precision (ie, positive predictive value) and recall (ie, sensitivity) and thus accounts for the class imbalance, which the AUC-ROC metric generally ignores. Overall, we found that the unimputed XGBoost model performed better not only in internal validation but in the vast majority of the other validation experiments. As such, we believe it can be generalized more readily than the other models to new cohorts and time points. Along these lines, we found that our imputation strategy generally hindered the performance of the XGBoost model. There were instances where the XGBoost model performed approximately the same (within the bounds of the confidence intervals) or worse than the other comparators for different metrics. For instance, in the prospective OH experiment for predicting critical events within 7 and 10 days, the LASSO method outperformed the unimputed XGBoost model in terms of AUC-ROC and AU-PRC. In the 7-day condition, however, the imputed XGBoost model actually performed the best overall, which suggests that the imputation strategy worked better in this particular scenario. Additionally, in the prospective OH experiment, the unimputed XGBoost model underperformed compared to the other models for mortality prediction; however, we believe this was due to the extremely low positive prevalence. Thus, while XGBoost makes assumptions on how it handles missing data, we found that
XGBoost without imputation was the more robust method in these experiments. Furthermore, this strategy is conducive to implementation into clinical operations, as it removes the need for an intermediary imputation step.

Additionally, our framework permits a clinically relevant understanding of the most salient features of the unimputed XGBoost model, defining its decision boundaries using patients from the holdout set during internal validation (Figure 4). At 7 days, age was the most important feature for mortality prediction in COVID-19–positive patients, with a notably rapid and nonlinear increase of feature contribution with increasing age (Figure 4) [33,34]. Hyperglycemia, particularly in the ranges that catered to positive predictions (Figure 4C), may serve as proxies for either metabolic syndrome, diabetic ketoacidosis, or hyperosmolar hyperglycemic state predisposition from underlying diabetes, which have previously also been reported and associated with poorer outcomes in COVID-19–positive patients [35-37]. The higher information content in continuous values such as glucose levels and their larger role in the level of control of diabetes is a likely explanation for why diabetes, as a comorbidity, failed to be a strong driver of prediction. The demonstration of the anion gap, in conjunction with high levels of lactate, as another strong model influencer for mortality prediction is linked with potential ongoing elevated anion-gap metabolic acidosis from a brewing severe inflammatory response syndrome or sepsis picture [38]. Elevation in serum LDH is a nonspecific marker of inflammation; however, it is implicated in pulmonary endothelial cell injury and in COVID-19–positive patients [39-41]. AKI has been reported in patients with severe COVID-19 and, if present early, may be a strong indicator of future critical events [42,43]. The covariate relationship between LDH, CRP, and glucose may reflect underlying severe inflammation and deranged metabolism, which may be contributing to the AKI. Elevated RDW, which may be an index of enhanced patient frailty and risk of adverse outcomes [35], was also a strong driver of mortality. Additionally, vital sign instability (low oxygen saturation, tachypnea, hypotension), elevated ferritin [41,44], high lactate, and acidosis were contributors to driving model predictions toward mortality. With growing evidence of COVID-19–induced hypercoagulable states in these patients [41,45,46], it is promising that our model recognized the feature importance of coagulability markers such as D-dimer (Figure 4). Thus, this corroboration of the features learned by XGBoost and highlighted by the SHAP analysis with the findings from pathophysiological principles and more recent correlative studies exploring patients with COVID-19 [2,3,9,25,26,47,48] gives additional credibility to these findings. Additionally, when we compared these features to those that were ranked highly for the LASSO model, we found many concordant features with the same direction of effect; this further strengthens the evidence of the utility of these features in predictive models (Figure S9 in Multimedia Appendix 2).

Just as interesting as the most important features identified for classification by XGBoost are the features that were not prioritized (ie, much lower mean absolute SHAP values). For example, race is a social construct that at best serves as a proxy for the social disparities leading to infection risk at the population level, and it is also related to the distribution of comorbid conditions that potentiate disease severity. Furthermore, race is both poorly represented (including a category for “Unknown”) and inadequately characterized in the EHR. While race, in and of itself, potentially carries a large amount of information because it inadvertently represents the very societal inequities that lead to poorer outcomes (ie, structural racism as a contributor to COVID-19 health disparities), the model instead chose to prioritize more objective markers of health status (laboratory values, vital signs, comorbidities) that more directly represent the deeper biology of the risk factors and state of disease severity leading to these adverse outcomes. Contrary to our expectation, age was not identified as a significant feature for critical event prediction within 7 days in the primary analyses. This suggests that the model decided to capture acute critical events by relying on more objective measures that are not confounded by other factors that are cached into age, which may better represent illness severity and more irreversible outcomes (ie, death). Age may then be a better marker for mortality by offering a more stable container of clinical information, given its invariance to change relative to other features.

https://www.jmir.org/2020/11/e24018
Figure 4. SHAP summary plots for critical event (A) and mortality (D) at 7 days showing the SHAP values for the 10 most important features for the respective XGBoost models. Features in the summary plots (y-axis) are organized by their mean absolute SHAP values (x-axis), which represent the importance of the features in driving the prediction of the classifiers for patients. (B) and (C) Dependency plots demonstrating how different values can affect the SHAP score and ultimately impact classifier decisions for LDH and glucose, respectively, for critical event prediction. (E) and (F) Dependency plots for age and C-reactive protein levels. Patients with missing values for a feature in the dependency plot are clustered in the shaded area to the left.

LDH: lactate dehydrogenase; RDW: red cell distribution width; SHAP: SHapley Additive exPlanation.

Limitations

The results of our models should be considered in light of several limitations. First, we based our predictions solely on data extracted around patient admission (ie, within 36 hours). This step was added purposefully to remove potential bias from effects of hospital workflow, and we found that it did not cause another source bias relating to informed missingness (see Multimedia Appendices). No information from the future was leaked into this prediction. Although the restriction of using data at admission encourages the use of this model in patient triage, events during a patient’s hospital stay after admission may drive their clinical course away from the prior probability, which cannot be captured by baseline admission features. We believe a “live” or continuously updating modelling approach would be better suited for this as a future direction. Furthermore, not all patient laboratory values are drawn at admission, which introduces an element of missingness in our data set. For example, unlike the general patient population, patients on anticoagulation therapy, who likely have comorbidities increasing their baseline risk, will have coagulation laboratory tests (prothrombin time, partial thromboplastin time) performed on admission. We attempted to mediate this issue by including a missingness threshold cutoff, assessing model performance with imputation, and not including any laboratory test that was specific to an intervention (ie, arterial laboratory tests performed in the ICU). Additionally, patients admitted to the hospital later in the crisis benefited from improved patient care protocols from experiential learning but were also negatively affected by resource constraints from overburdened hospitals. These effects may also induce temporal variation between patient outcomes, which is demonstrated by the lower critical event and mortality rate in the prospective validation data set. However, determining the models’ performance in this scenario was one of the justifications for including a future time point. Despite a certain dip in overall performance for the unimputed XGBoost model, which we attribute to heavy imbalance of outcomes and extremely low prevalence rates, we were overall encouraged by its performance. Furthermore, inherent limitations exist when using EHRs, especially those integrated from multiple hospitals. To facilitate timely dissemination of our results, we chose not to manually chart review patient notes that may have otherwise provided additional potential features, such as symptoms and clinical course, to incorporate in our model. Because all five hospitals operate in a single health system, system-wide protocols in laboratory order sets and management protocols were an additional source of bias that may lower external validity. Other interhospital effects, such as shuttling COVID-19 cases to certain hospitals to balance system-wide patient burden, may also imbalance case severity across hospitals and care management between hospitals. This was ultimately a major reason to restrict the model training to a single center and perform testing in other hospital centers. Additionally, in this paper, we present outcome classification derived from a learned optimization threshold cutoff. Further work is needed to identify clinically relevant thresholds for classifying predicted probabilities. Finally, although XGBoost is superior to other models in handling missing data, a notable drawback is its bias toward continuous features instead of categorical ones [49]. However, collinearities between some categorical features in this data set may be present with other continuous features, as exhibited by the covariance strength between hypertension and systolic blood pressure and creatinine in Figure S1 in Multimedia Appendix 2, which can then serve as vehicles for capturing these categorical pieces of information.
Conclusions
The COVID-19 pandemic unequivocally represents an unprecedented public health crisis. Health care institutions are facing extreme difficulties in managing resources and personnel. Physicians are treating record numbers of patients and are continuously exposing themselves to a highly contagious and virulent disease with varying symptomatology. Only a few therapeutic options have demonstrated improvement in patient outcomes. Our externally and prospectively validated models successfully predict critical illness and mortality up to 10 days in advance in a diverse patient population from admission information alone. We believe that this model also identified important markers for acute care prognosis that can be used by health care institutions to improve care decisions at both the physician and hospital level for management of COVID-19–positive patients.
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Abstract

Background: Since the outbreak of COVID-19, the Chinese government and the Chinese Center for Disease Control and Prevention have released COVID-19–related information to the public through various channels to raise their concern level of the pandemic, increase their knowledge of disease prevention, and ensure the uptake of proper preventive practices.

Objective: Our objectives were to determine Chinese netizens’ concerns related to COVID-19 and the relationship between their concerns and information on the internet. We also aimed to elucidate the association between individuals’ levels of concern, knowledge, and behaviors related to COVID-19.

Methods: The questionnaire, which consisted of 15 closed-ended questions, was designed to investigate Chinese netizens’ knowledge about COVID-19. The self-selection online survey method of nonprobability sampling was used to recruit participants through Dingxiangyisheng WeChat (a public, medical, and health service platform in China) accounts. Standard descriptive statistics and multivariate logistic regression analyses were conducted to analyze the data.

Results: In total, 10,304 respondents were surveyed on the internet (response rate=1.75%; 10,304/590,000). Nearly all (n=9803, 95.30%) participants were concerned about “confirmed cases” of COVID-19, and 87.70% (n=9036) received information about the outbreak through social media websites. There were significant differences in participants’ concerns by sex (P=.02), age (P<.001), educational attainment (P=.001), and occupation (P<.001). All knowledge questions and preventive practices were associated with concerns about COVID-19. The results of the multivariate logistic regression indicated that participants’ sex, educational attainment, occupation and employment status, knowledge acquisition, and concern level were significantly associated with the practice of proper preventive behaviors.

Conclusions: This study elucidated Chinese netizens’ concerns, information sources, and preventive behaviors related to the COVID-19 pandemic. Sex, educational attainment, occupation and employment status, knowledge acquisition, and level of concern were key factors associated with proper preventive behaviors. This offers a theoretical basis for the government to provide targeted disease prevention and control information to the public.

(J Med Internet Res 2020;22(11):e20487) doi:10.2196/20487
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Introduction

In December 2019, the first cases of COVID-19 were detected in Wuhan, Hubei Province, China. Soon after, the pandemic spread rapidly across China and abroad [1]. As a result of the rapidly increasing numbers of confirmed cases and deaths, the public paid unprecedented attention to the pandemic [2]. By February 1, 2020, 14,380 cases and 304 deaths had been confirmed in China [3].
Internet access has increased worldwide during the past decade, reaching 48% of the world population in 2017 [4]. As of December 31, 2018, there were 829 million internet users in China (a penetration rate of 59.6%) [5]. Compared with severe acute respiratory syndrome (SARS) in 2003 [6], the Middle Eastern respiratory syndrome (MERS) [7], and the Zika virus [8], people are more willing to learn about the current pandemic and acquire relevant protection knowledge over the internet [9]. As there is currently neither a vaccine nor a specific drug treatment for COVID-19, performing personal protection behaviors is still the most effective measure to control the pandemic.

Local governments have responded with a series of interventions to raise public concerns [10], including raising the level of emergency response [11] and traffic restrictions [12]. Concurrently, disease prevention and control organizations have employed varied means of health education to encourage the public’s preventive behaviors. For example, the Chinese Center for Disease Control and Prevention (China CDC) issued COVID-19 Guidelines for Public Protection (version 2). A printed edition was distributed in the community, and a downloadable electronic version was made available on the official website [13]. Further, the local mainstream media, websites, and a 24-hour telephone hotline disseminated information about behaviors to prevent respiratory communicable diseases. Previous research has found that the more the public pays attention to public health emergencies, the easier it will be for them to take the initiative to seek knowledge regarding disease-related prevention and control, adopt correct personal protective behaviors, and improve support for local disease-related prevention and control policies [14,15].

There is also a large number of scientific literature that reports on people’s knowledge, attitudes, and behaviors related to infectious diseases [6,8]. However, to the best of our knowledge, there is limited research addressing the relationships between the public’s level of concern and knowledge of and behaviors related to infectious disease prevention [16]. Based on the above theory, our hypothesis is that there may be a certain association between the public’s concerns, knowledge, and preventive practices related to COVID-19. In addition, raising the level of public concern regarding the risks related to COVID-19 may be an important prerequisite in influencing the public’s understanding, and may be a key entry point in enhancing self-protection.

Hence, our main objectives were to determine Chinese netizens’ concerns related to COVID-19 and its relationship with internet content, and to elucidate the association between individuals’ concerns, knowledge, and preventive practices related to COVID-19.

**Methods**

**Design**

Following Facebook and Twitter’s success in medical education in Western universities [17], WeChat is a new media app that is currently recognized as the best social networking site to use for a similar purpose, given that its users span all ages and professions in China [18]. There are currently an estimated 963 million WeChat users in China [5]. As a result, WeChat has been widely utilized in medical fields and has had a positive influence. Dingxiangyisheng WeChat is a public, medical, and health service platform in China. It mainly provides reliable online consultation services, health knowledge lectures, professional science articles, and other services for the domestic public. As the largest professional medical website in China, it has more than 5.5 million users and receives millions of daily visitors. Its users are mainly those who care about their health and that of their families, especially young Chinese mothers.

This study used opportunity sampling. A message with a questionnaire related to COVID-19 was sent to all users with a Dingxiangyisheng WeChat account. Individuals who were users of a WeChat account could participate in this study through their mobile phone or computer. In summary, 590,000 users read this information, and 10,304 of them volunteered to participate in this survey. To avoid repeated questionnaire submission, each respondent could only submit the questionnaire once per registered phone number. Questionnaires could not be revised or repeated after submission. This study was approved by the Ethics Committee of the Zhejiang Provincial CDC.

**Participants**

A cross-sectional, population-based internet survey was conducted from January 31 to February 2, 2020, at the beginning of the COVID-19 pandemic in China [19]. Participants were aged ≥15 years and lived in China. Participation was voluntary without any financial incentive. Participants’ personal information was kept confidential and stored at Dingxiangyisheng. Participants who did not fully complete the questionnaire were excluded.

**Questionnaire**

The online questionnaire, designed by health educational experts from the Zhejiang CDC, consisted of 15 closed-ended questions that aimed to collect the following information from respondents (Multimedia Appendix 1):

1. Sociodemographic and background information, including age, sex, province, occupation and employment status, educational attainment, and infection status (6 questions).
2. Concerns related to COVID-19 (1 question). A 3-point Likert-type scale was used to ascertain the level of concern (1=very, 2=general, and 3=not at all).
3. Participants’ actual knowledge of COVID-19, including four aspects: its incubation period, transmission routes, symptoms, and knowledge of personal disease prevention behaviors (4 questions).
4. Practices of preventive measures against COVID-19, including mask wearing, handwashing with soap at home, avoiding public places and public transportation, and proper way to sneeze (4 questions).

Prior to administering the online survey, the questionnaire was pilot tested using the interception sampling method. Inspectors stopped passersby at a regular intersection and asked if they would be willing to answer the survey, which took approximately 10 minutes to complete. The survey questionnaire was pilot tested in January 2020 (N=100) to ensure practicability and interpretability of answers. For our online survey...
(N=10,304), the overall Cronbach α value was 0.771. The Kaiser-Meyer-Olkin test coefficient was 0.578. By factor analysis, the cumulative contribution rate of the four factors with a characteristic root greater than 1 was 44.866, indicating that the questionnaire has good reliability and validity.

Data Analyses
Data were analyzed using SPSS, version 13.0 (IBM Corp). Sociodemographic and background information was converted into classification variables or grade variables, and the corresponding composition ratio was calculated. For questions about knowledge and practices of preventive measures, answers of “yes” were coded into the correct knowledge and practices, while answers of “no” and “unclear” were coded into incorrect knowledge and practices. The nonparametric Mann-Whitney test was used for comparisons among groups with different characteristics, and the Kruskal-Wallis H test was used for comparisons among multiple groups. Questions regarding knowledge and personal protective measures were expressed by dichotomous variables. Mann-Whitney U tests of two independent samples were conducted to identify apparent associations between individuals’ concerns with knowledge and practices of preventive measures. A P value <.05 was considered significant.

Results
Participants’ Characteristics
A total of 10,304 individuals completed the online survey (response rate=1.75%; 10,304/590,000). Participants’ sociodemographic characteristics are shown in Table 1.
Table 1. Participants’ sociodemographic characteristics (N=10,304).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2670 (25.91)</td>
</tr>
<tr>
<td>Female</td>
<td>7634 (74.09)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>15-20</td>
<td>901 (8.74)</td>
</tr>
<tr>
<td>21-30</td>
<td>4830 (46.88)</td>
</tr>
<tr>
<td>31-40</td>
<td>2945 (28.58)</td>
</tr>
<tr>
<td>41-50</td>
<td>1141 (11.07)</td>
</tr>
<tr>
<td>51-60</td>
<td>403 (3.91)</td>
</tr>
<tr>
<td>≥60</td>
<td>84 (0.82)</td>
</tr>
<tr>
<td><strong>Educational attainment</strong></td>
<td></td>
</tr>
<tr>
<td>No education</td>
<td>92 (0.89)</td>
</tr>
<tr>
<td>Primary</td>
<td>434 (4.21)</td>
</tr>
<tr>
<td>Preparatory</td>
<td>1117 (10.84)</td>
</tr>
<tr>
<td>Secondary</td>
<td>7219 (70.06)</td>
</tr>
<tr>
<td>University graduate</td>
<td>1442 (13.99)</td>
</tr>
<tr>
<td><strong>Occupation and employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Government and public institution staff</td>
<td>1729 (16.78)</td>
</tr>
<tr>
<td>Enterprise/commercial/service worker</td>
<td>4100 (39.79)</td>
</tr>
<tr>
<td>Farmer</td>
<td>104 (1.01)</td>
</tr>
<tr>
<td>Retired</td>
<td>202 (1.96)</td>
</tr>
<tr>
<td>Homemaker</td>
<td>751 (7.29)</td>
</tr>
<tr>
<td>Student</td>
<td>1894 (18.38)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>395 (3.83)</td>
</tr>
<tr>
<td>Medical staff</td>
<td>668 (6.48)</td>
</tr>
<tr>
<td>Other</td>
<td>461 (4.47)</td>
</tr>
<tr>
<td><strong>Infection status</strong></td>
<td></td>
</tr>
<tr>
<td>Confirmed case</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Suspected case</td>
<td>29 (0.28)</td>
</tr>
<tr>
<td>Close contact with a confirmed case</td>
<td>293 (2.84)</td>
</tr>
<tr>
<td>None of the above</td>
<td>9982 (96.88)</td>
</tr>
</tbody>
</table>

**Participants’ Concerns and Their Information Sources**

Table 2 presents data regarding participants’ information sources and what they were concerned about. Nearly all participants were concerned about the number of confirmed cases. Most of the information about the outbreak was received through a social media website, while far less was obtained through traditional mass media (eg, television and newspapers).
Table 2. Participants’ concerns and information sources related to COVID-19.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Concern</strong></td>
<td></td>
</tr>
<tr>
<td>Confirmed cases</td>
<td>9803 (95.30)</td>
</tr>
<tr>
<td>Number of deaths</td>
<td>8463 (82.27)</td>
</tr>
<tr>
<td>Number of recovered</td>
<td>8131 (79.04)</td>
</tr>
<tr>
<td>Suspected cases</td>
<td>6942 (67.48)</td>
</tr>
<tr>
<td>Number of severe patients</td>
<td>4795 (46.61)</td>
</tr>
<tr>
<td><strong>Information source</strong></td>
<td></td>
</tr>
<tr>
<td>Social media website</td>
<td>9036 (87.70)</td>
</tr>
<tr>
<td>Smartphone app</td>
<td>4556 (44.22)</td>
</tr>
<tr>
<td>Television</td>
<td>4054 (39.35)</td>
</tr>
<tr>
<td>Friends/relatives</td>
<td>2447 (23.75)</td>
</tr>
<tr>
<td>Government website</td>
<td>2201 (21.36)</td>
</tr>
<tr>
<td>Short message service</td>
<td>1111 (10.78)</td>
</tr>
<tr>
<td>Community outreach</td>
<td>1070 (10.39)</td>
</tr>
<tr>
<td>Newspaper</td>
<td>679 (6.59)</td>
</tr>
<tr>
<td>Significant other/partner</td>
<td>166 (1.61)</td>
</tr>
</tbody>
</table>

Concerns According to Participants’ Characteristics
Since the number of participants who reported they were “unconcerned” was very small, we merged the “unconcerned” and “general” categories, resulting in two categories for level of concern: “very” concerned or “general/unconcerned.” Table 3 presents the concerns according to participants’ characteristics. There were significant differences in concerns by sex, age, educational attainment, and occupation—specifically, women, those who were older, those who were more educated, and those who were retired expressed a greater level of concern than their counterparts. Students were least concerned compared to other occupation types. There were marginally significant differences between infection status and concerns; those with close contact with a confirmed case were more concerned about COVID-19 than the other types listed in Table 3.
Table 3. Concerns about COVID-19 according to participants’ characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Very (n=8112), n (%)</th>
<th>General/not all (n=2177), n (%)</th>
<th>Z or ( \chi^2 )</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td>( \chi^2 = 2.42 )</td>
<td>.02</td>
</tr>
<tr>
<td>Male</td>
<td>2146 (80.37)</td>
<td>524 (19.63)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>5966 (78.15)</td>
<td>1668 (21.85)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td>( Z = 318.28 )</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>15-20</td>
<td>610 (67.70)</td>
<td>291 (32.30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-30</td>
<td>3542 (73.33)</td>
<td>1288 (26.67)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31-40</td>
<td>2517 (85.47)</td>
<td>428 (14.53)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>41-50</td>
<td>1004 (87.99)</td>
<td>137 (12.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>51-60</td>
<td>364 (90.32)</td>
<td>39 (9.68)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥60</td>
<td>75 (89.29)</td>
<td>9 (9.71)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Educational attainment</strong></td>
<td></td>
<td></td>
<td>( Z = 11.97 )</td>
<td>.001</td>
</tr>
<tr>
<td>No education</td>
<td>70 (76.09)</td>
<td>20 (21.91)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>340 (78.34)</td>
<td>93 (21.66)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preparatory</td>
<td>846 (75.74)</td>
<td>270 (24.26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>5678 (78.65)</td>
<td>1530 (21.34)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>University graduate</td>
<td>1178 (81.69)</td>
<td>264 (18.31)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Occupation and employment status</strong></td>
<td></td>
<td></td>
<td>( Z = 35.50 )</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Government and public institution staff</td>
<td>1461 (84.50)</td>
<td>268 (15.50)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enterprise/commercial/service worker</td>
<td>3234 (78.88)</td>
<td>866 (21.12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Farmer</td>
<td>85 (81.73)</td>
<td>19 (18.27)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>181 (89.60)</td>
<td>21 (10.40)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homemaker</td>
<td>613 (81.62)</td>
<td>138 (18.38)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>1300 (68.64)</td>
<td>594 (31.36)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>286 (72.41)</td>
<td>109 (27.59)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical staff</td>
<td>572 (85.63)</td>
<td>96 (14.37)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>380 (82.43)</td>
<td>81 (17.57)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Infection status</strong></td>
<td></td>
<td></td>
<td>( Z = 5.83 )</td>
<td>.054</td>
</tr>
<tr>
<td>Suspected case</td>
<td>18 (62.07)</td>
<td>11 (37.93)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Close contact</td>
<td>234 (79.86)</td>
<td>59 (20.14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None of the above</td>
<td>7860 (78.74)</td>
<td>2122 (21.26)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Concerns About COVID-19 According to Related Knowledge and Preventive Practices**

For all knowledge questions, participants who were more (vs less) concerned about COVID-19 were significantly more likely to master relevant knowledge. For almost all practice-related questions, participants who had more (vs less) concerns about COVID-19 were significantly more likely to take the right action to avoid SARS-CoV-2 infection. Notably, less concerned participants were more likely to avoid public places and public transportation than other participants (Table 4).
Table 4. Concerns about COVID-19 according to related knowledge and preventive practices.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Very, n (%)</th>
<th>General/not all, n (%)</th>
<th>Total, n (%)</th>
<th>$\chi^2$</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge items (proportion answered correctly)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incubation period</td>
<td>7041 (86.80)</td>
<td>1829 (83.51)</td>
<td>8870 (86.08)</td>
<td>16.24</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Transmission routes</td>
<td>6212 (76.58)</td>
<td>1619 (74.05)</td>
<td>7831 (76.00)</td>
<td>6.99</td>
<td>.009</td>
</tr>
<tr>
<td>Symptoms</td>
<td>6675 (82.29)</td>
<td>1663 (76.21)</td>
<td>8338 (80.92)</td>
<td>46.05</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Personal preventive knowledge</td>
<td>7020 (86.54)</td>
<td>1826 (83.37)</td>
<td>8846 (85.85)</td>
<td>14.87</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Preventive practices</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knows how to wear a mask when going out</td>
<td>7916 (97.58)</td>
<td>2111 (96.42)</td>
<td>10027 (97.31)</td>
<td>10.79</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Washes hands after getting home</td>
<td>7548 (93.05)</td>
<td>1878 (85.90)</td>
<td>9426 (91.48)</td>
<td>120.32</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Avoids going to public places and using public transportation</td>
<td>2160 (26.63)</td>
<td>519 (23.61)</td>
<td>2679 (26.00)</td>
<td>7.81</td>
<td>.005</td>
</tr>
<tr>
<td>Can cough or sneeze properly</td>
<td>4822 (59.44)</td>
<td>1142 (52.18)</td>
<td>5964 (57.88)</td>
<td>38.18</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Multivariate Logistic Regression

For the analysis, respondents who answered the 4 knowledge questions correctly were deemed to have mastered COVID-19 preventive knowledge; otherwise, they were deemed to have not mastered it. Similarly, respondents who correctly answered the 4 questions related to preventive practices were regarded as having correct preventive practices, while those who did not were regarded as not having correct preventive practices. Preventive practices were used as the dependent variable, while sex, age, educational attainment, occupational status, and knowledge acquisition were used as independent variables in the multivariate regression analysis. The multivariate logistic regression revealed the factors that contributed to having correct preventive practices (Table 5). Women were more likely than men ($P=.001$) to practice the correct precautions. Participants with more education (secondary, $P=.03$; university graduate, $P=.01$) were more likely to perform the right preventive practices than those with less educational attainment. Students were less likely to take the right preventive practices compared to other occupational groups ($P=.02$). Concern ($P<.001$) and knowledge acquisition ($P=.001$) regarding the COVID-19 outbreak were significantly associated with proper preventive practices.

Table 5. Multivariate logistic regression of factors that contributed to performing preventive practices.

<table>
<thead>
<tr>
<th>Variables</th>
<th>B</th>
<th>SE</th>
<th>Wald $\chi^2$</th>
<th>P value</th>
<th>Odds ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (reference: male)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>-0.22</td>
<td>0.07</td>
<td>10.84</td>
<td>.001</td>
<td>0.80</td>
<td>0.70-0.91</td>
</tr>
<tr>
<td>Educational attainment (reference: no education)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>-0.26</td>
<td>0.12</td>
<td>4.71</td>
<td>.03</td>
<td>0.77</td>
<td>0.61-0.98</td>
</tr>
<tr>
<td>University graduate</td>
<td>-0.20</td>
<td>0.08</td>
<td>6.01</td>
<td>.01</td>
<td>0.82</td>
<td>0.70-0.96</td>
</tr>
<tr>
<td>Occupation and employment status (reference: government and public institution staff)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>0.38</td>
<td>0.17</td>
<td>5.19</td>
<td>.02</td>
<td>1.46</td>
<td>1.05-2.02</td>
</tr>
<tr>
<td>Knowledge acquisition (reference: no)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>-0.19</td>
<td>0.06</td>
<td>10.98</td>
<td>.001</td>
<td>0.83</td>
<td>0.74-0.93</td>
</tr>
<tr>
<td>Concern (reference: very)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General/not at all</td>
<td>0.48</td>
<td>0.08</td>
<td>38.16</td>
<td>&lt;.001</td>
<td>1.61</td>
<td>1.39-1.88</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This study elucidated the concerns and information sources related to the COVID-19 pandemic of Chinese netizens. We also determined the relationship between these individuals’ concerns and their personal protection knowledge and behaviors. Our results revealed that the vast majority of the sample were very concerned about this outbreak. Among all surveyed participants, 78.73% were “very concerned,” which is significantly higher than that found in a study involving Chinese residents during the SARS pandemic [20]. On the one hand, as the pandemic developed rapidly in early February, the Chinese government and relevant departments took a variety of strict prevention and control measures, including disseminating information through various media platforms [10,12]. On the other hand, with the continuous popularization of the internet in China, the public has more opportunities to obtain information...
that directly concerns them than ever before, which motivates them to actively take preventive measures [21].

The number of confirmed COVID-19 cases per day was the item that nearly all participants were concerned about. In response, China's National Health Commission and health departments at all levels announce the number of confirmed cases in cities and counties daily through official media websites to keep the public informed of new outbreaks in the region. With the rapid development of the internet worldwide, the way the public obtains health information has changed greatly since the SARS [6], H7N9 [22], and Zika [23] outbreaks. Specifically, the proportion of traditional media, such as television and newspapers, has gradually decreased, while the proportion of new media, such as websites and smartphone apps, has gradually increased [24]. This suggests that, when there is a new infectious disease outbreak, the government should release information to the public through an official website and other relevant media to increase public awareness as soon as possible, and ensure that the correct information is disseminated to foster protective knowledge and behavior.

Consistent with previous studies [25], we found that most people have the right knowledge to prevent COVID-19, especially those who were “very” concerned about the pandemic. Surprisingly, we found that the percentage of respondents electing to avoid going to public places and using public transportation was “very low” compared to other personal preventive practices. It is worth noting that the outbreak happened during the Spring Festival holiday in China; thus, population mobility had increased. Even in the face of such a severe outbreak, most people did not avoid going to public places or using public transportation [12].

As in previous studies [24,26], we found a statistically significant association between sex and personal preventive practices. Women are more likely than men to take the right preventive practices. Although a univariate analysis found significant statistical differences between age and personal preventive practices, multivariate logistic regression analysis did not find such differences. This disparity in the results might be explained by the collinearity between age and educational attainment when we conducted the multivariate logistic regression analysis. Students were significantly less concerned about the outbreak than other occupational groups. Moreover, students were less likely to take proper preventive practices than other occupational groups. Students who were less interested in acquiring information about diseases and utilizing protective measures would increase their risk of infection [8]. Thus, before returning to school, students should be educated about the transmission of COVID-19 and how to develop good personal hygiene habits.

Increased attention to the pandemic was associated with increased knowledge about prevention and control, which coincides with previous results [27]. This shows that knowledge acquisition and the adoption of appropriate behaviors are closely related to individuals’ disease-related concerns. For individuals who are not concerned, stakeholders need to increase health education and ensure they receive the appropriate information.

Strengths and Limitations

The strength of our study is its large sample, which was recruited during a critical period—the early stages of the COVID-19 outbreak. Similar to the results of a recent online survey about COVID-19 [28], our sample was overrepresentative of women, well-educated people, and white-collar workers.

There are several limitations to this study. First, owing to limited access to the internet and online health information resources, certain populations such as the elderly and rural residents were insufficiently represented; therefore, this study is not representative of all Chinese people. The study, which recruited participants through Dingxiangyisheng WeChat, had a bias in favor of women, especially young Chinese mothers. Second, we employed a cross-sectional design; therefore, we only revealed correlations between variables and cannot infer causal links between them. More in-depth scientific research is needed.

Conclusions

This study elucidated the concerns, information sources, and preventive behaviors of Chinese netizens related to the COVID-19 pandemic. Sex, educational attainment, occupation and employment status, knowledge acquisition, and concern level were key factors associated with proper preventive behaviors. This offers a theoretical basis for the government to provide targeted disease prevention and control information disseminated to the public.
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Abstract

Background: Prioritizing patients in need of intensive care is necessary to reduce the mortality rate during the COVID-19 pandemic. Although several scoring methods have been introduced, many require laboratory or radiographic findings that are not always easily available.

Objective: The purpose of this study was to develop a machine learning model that predicts the need for intensive care for patients with COVID-19 using easily obtainable characteristics—baseline demographics, comorbidities, and symptoms.

Methods: A retrospective study was performed using a nationwide cohort in South Korea. Patients admitted to 100 hospitals from January 25, 2020, to June 3, 2020, were included. Patient information was collected retrospectively by the attending physicians in each hospital and uploaded to an online case report form. Variables that could be easily provided were extracted. The variables were age, sex, smoking history, body temperature, comorbidities, activities of daily living, and symptoms. The primary outcome was the need for intensive care, defined as admission to the intensive care unit, use of extracorporeal life support, mechanical ventilation, vasopressors, or death within 30 days of hospitalization. Patients admitted until March 20, 2020, were included in the derivation group to develop prediction models using an automated machine learning technique. The models were externally validated in patients admitted after March 21, 2020. The machine learning model with the best discrimination performance was selected and compared against the CURB-65 (confusion, urea, respiratory rate, blood pressure, and 65 years of age or older) score using the area under the receiver operating characteristic curve (AUC).

Results: A total of 4787 patients were included in the analysis, of which 3294 were assigned to the derivation group and 1493 to the validation group. Among the 4787 patients, 460 (9.6%) patients needed intensive care. Of the 55 machine learning models developed, the XGBoost model revealed the highest discrimination performance. The AUC of the XGBoost model was 0.897 (95% CI 0.877-0.917) for the derivation group and 0.885 (95% CI 0.855-0.915) for the validation group. Both the AUCs were superior to those of CURB-65, which were 0.836 (95% CI 0.825-0.847) and 0.843 (95% CI 0.829-0.857), respectively.

Conclusions: We developed a machine learning model comprising simple patient-provided characteristics, which can efficiently predict the need for intensive care among patients with COVID-19.

(J Med Internet Res 2020;22(11):e24225) doi:10.2196/24225
Introduction

COVID-19 is an ongoing global pandemic caused by the severe acute respiratory syndrome virus 2 with over 26 million confirmed cases worldwide as of August 31, 2020 [1]. The virus is highly transmissible [2] and commonly causes symptoms of fever, cough, fatigue, and myalgia [3]. The mortality rate varies from 0.4 to 3.4% deaths per 1000 COVID-19 cases in the United States according to age group [4], while underlying comorbidities and sex are frequently reported as risk factors for a grave prognosis [5,6].

Other than patient factors, the availability of medical resources is also a major factor for higher risk of death by COVID-19 [7]. The reported case fatality rates are higher in areas with sudden upsurges of COVID-19 compared to other regions, even in the same country. In China, the mortality rates were higher in Hubei Province, in which the outbreak sparked, compared to other provinces [8]. In South Korea, the estimated risk of death was 20.8% to 25.9% in Daegu and Gyeongsangbuk-do, which were regions that experienced a sudden COVID-19 outbreak, while other areas had a risk of 1.7% [9]. Such findings are due to the availability of hospital beds, medical professionals, and other necessary supplies. Therefore, prioritizing patients in need of intensive care is crucial to prevent unnecessary consumption of medical resources by mild or asymptomatic patients.

There have been previous efforts to elucidate the risk factors of grave prognoses among patients with COVID-19 [10-13]. A previous report from China used patient demographics, symptoms, comorbidities, lactate dehydrogenase level, neutrophil–lymphocyte ratio, and radiographic abnormality to predict intensive care unit (ICU) admission, invasive ventilation, or death [10]. Another study from Italy concluded that the proportion of well-aerated lungs was associated with ICU admission or death [13]. Other studies from China also emphasized the use of laboratory findings to predict severe types of COVID-19 [11,12]. Although the performance of these models was excellent, they included laboratory or radiographic findings that may not be quickly available in underdeveloped areas. In addition, rapid adjustment of the scoring systems is not feasible when additional data are collected.

In this study, we aimed to develop a prediction model with information that can easily be provided by patients, limited to baseline demographics, comorbidities, and subjective symptoms. The model aimed to predict the need for intensive care among patients with COVID-19 using an automated machine learning (AutoML) technique [14], which can easily adjust the relative importance of different features as further data become available.

Methods

Data Source and Study Population

This was a retrospective study using a nationwide cohort that included all hospitalized patients with COVID-19 in South Korea, developed and managed by the Korean Centers for Disease Control and Prevention. Patients with laboratory-confirmed COVID-19 were either admitted to a hospital or a community treatment center. The Korean Centers for Disease Control and Prevention requested that all hospitals with patients with COVID-19 register and record their patients’ data to the cohort. Data were collected retrospectively through medical chart review by the attending physicians in each center, and were uploaded to an online case report form [15]. Among the patients with COVID-19 hospitalized from January 25, 2020, those who died or were released from quarantine as of June 3, 2020, were included in this study. Patients who were admitted until March 20 were assigned to the derivation group, and those hospitalized after March 21 were assigned to the temporal external validation group. The cut-off point of March 20 was arbitrary. However, two major changes occurred in clinical practice during the study period. First, as testing capacity increased during the pandemic, testing criteria were broadened after February 20. Second, services of community treatment centers commenced on March 2, which we used to quarantine patients with mild symptoms. We excluded patients aged <18 years and those with missing data. This study was approved by the Institutional Review Board of the Armed Forces Medical Command (approval number: AFMC-20053-IRB-20-053) with a waiver of informed consent due to the retrospective nature of the study.

Variable Selection

Variables used for developing the machine learning model included information that could easily be provided by patients without the need for laboratory or radiographic evaluation. The variables were age, sex, smoking history, body temperature, underlying comorbidities, activities of daily living (ADL), and symptoms reported by the patients. Comorbidities included diabetes, heart failure, hypertension, asthma, chronic obstructive pulmonary disease, chronic kidney disease, cancer, chronic liver disease, chronic neurological disorders, chronic hematologic disorders, HIV infection, autoimmune diseases, dementia, and pregnancy. The ADL scale was divided into three categories: independent, partially dependent, and totally dependent. Symptoms considered in the cohort were mental status, cough, sputum, hemoptysis, sore throat, rhinorrhea, chest discomfort, myalgia, arthralgia, fatigue, dyspnea, anosmia, headache, vomiting, and diarrhea.

The CURB-65 score, which stands for confusion, urea, respiratory rate, blood pressure, and 65 years of age or older, was chosen as a comparison against the machine learning model [16]. The score consists of mentality, blood urea nitrogen level, respiratory rate, blood pressure, and age [16]. These data were also extracted from the cohort. Levels of blood urea nitrogen were extracted only to calculate the CURB-65 score and were not included in the machine learning model.

Outcome for the Prediction Models

The primary outcome was predicting need for intensive care, which we defined as admission to the ICU, use of extracorporeal
life support, mechanical ventilation, vasopressors, or death during the first 30 days of admission. Information on the use of extracorporeal life support, mechanical ventilation, or vasopressors was included to account for patients who could not be admitted to the ICU due to limited availability.

**Machine Learning Analysis**

Complete case analysis was performed, and continuous variables were inspected for input errors. AutoML was used to automate the process of constructing pipelines for the development of the machine learning models, such as hyperparameter optimization and model training. H2O.ai was used to develop these AutoML models [14,17].

The algorithms used during the development of the prediction models using AutoML can be classified into three categories: linear, decision tree based, and neural network based. Linear algorithms are essentially multidimensional linear mathematical formulas. They are intuitive and easy to interpret, and problems that can be described in a linear manner would be best solved by these algorithms. Decision tree–based algorithms consist of a multitude of decision trees comprising multiple true or false conditions for input variables. We used the sum of the decisions made by the decision trees for final classification. These models are better for processing categorical variables with multiple levels, and they can account for interactions between variables. A neural network comprises layers of interconnected artificial neurons that are designed based on a biological neuron. These artificial neurons receive multiple inputs that are multiplied by weights, and they output the sum of these inputs. Neural network models are difficult to interpret, but they can successfully represent complicated interactions between inputs. However, these models are not ideal for representing categorical inputs with multiple levels. Since it is unclear which algorithm can best explain the current problem, all these algorithms were used to develop predictive models, which were then compared based on their discriminative power.

The following models were trained in the AutoML process: 3 prespecified XGBoost gradient boosting machine models, a fixed grid of generalized linear models, a default random forest, 5 prespecified H2O gradient boosting machines, a near-default deep neural network, an extremely randomized forest, a random grid of XGBoost gradient boosting machines, a random grid of H2O gradient boosting machines, and a random grid of deep neural network models. Two stacked ensemble models were developed using the aforementioned developed models [18].

**Other Statistical Considerations**

Descriptive statistics were performed for all variables in both derivation and validation groups. Patient characteristics were summarized as counts with proportions for categorical variables and median with interquartile range for continuous variables. Results of the calculated probability based on the machine learning model have been presented in numbers ranging from 0 to 100, with 0 being the lowest probability of requiring intensive care, and 100 being the highest. The numbers were used to calculate area under the receiver operating characteristic curve (AUC) in the derivation and validation groups. For the derivation group, the mean value of the AUC for the 5 cross-validation sets of each model was used to compare the performance of the developed models. Receiver operating characteristic (ROC) curves were drawn, and the areas under the curves were calculated to assess the predictive performance of the models. $P$ were calculated between the AUC of the machine learning model and the CURB-65 score. Sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), and F-measures were measured for different cut-off values. Confusion matrices were constructed for both derivation and validation groups. All $P$ values were two-sided, and a $P$ value of <.05 was considered statistically significant. Statistical analysis was performed using R 4.0.0 (The R Foundation), with the pROC package to draw the ROC curves [19].

**Results**

**Patient Characteristics**

A total of 5193 patients with polymerase chain reaction–confirmed COVID-19 from 100 centers were registered with the nationwide cohort during the study period. Patients under 18 years (n=117, 2.2%) and those with missing data (n=289, 5.6%) were excluded, leaving 4787 patients for analysis. Among these patients, 3294 were assigned to the derivation group, and the remaining 1493 patients were assigned to the validation group (Figure 1).
Figure 1. Flowchart of the patient selection process. Patients hospitalized in 100 hospitals in South Korea from January 25, 2020, to June 3, 2020, were included. Patients who were admitted until March 20 were assigned to the derivation group, and those hospitalized after March 21 were assigned to the validation group.

Compared to the patients in the validation group, those in the derivation group were older (median 57.0 years [IQR 42.0-68.0] vs 53.0 years [IQR 30.0-66.0]; \( P < .001 \)), with a lower proportion of males (n=1227, 37.2% vs n=681, 45.6%; \( P < .001 \)). Patients in the derivation group experienced more symptoms, including cough (n=1537, 46.6% vs n=440, 29.5%; \( P < .001 \)), sputum (n=1054, 32.0% vs n=304, 20.4%; \( P < .001 \)), headache (n=599, 18.2% vs n=165, 11.1%; \( P < .001 \)), and myalgia (n=568, 17.2% vs n=159, 10.7%; \( P < .001 \)), but less anosmia (n=40, 1.2% vs n=97, 6.5%; \( P < .001 \)) compared to the validation group. The presence of underlying comorbidities was largely similar between the two groups, except for hypertension (n=883, 26.8% vs n=351, 23.5%; \( P = .02 \)) and diabetes (n=537, 16.3% vs n=204, 13.7%; \( P = .02 \)), which were more common in the derivation group, and dementia (n=182, 5.5% vs n=153, 10.3%; \( P < .001 \)), which was more common in the validation group. Patients in the derivation group were more independent in terms of their ADL compared to those in the validation group (n=2932, 89.0% vs n=1188, 79.6%; \( P < .001 \)).

A total of 460 patients (9.6%) suffered the need for intensive care, of which 221 (4.6%) patients were admitted to the ICU, and 223 (4.7%) died (Table 1).
Table 1. Descriptive statistics for the included patients according to derivation and validation groups.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total patients (N=4787)</th>
<th>Derivation group (n=3294)</th>
<th>Validation group (n=1493)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), median (IQR)</strong></td>
<td>55.0 (38.0-68.0)</td>
<td>57.0 (42.0-68.0)</td>
<td>53.0 (30.0-66.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Sex (male), n (%)</strong></td>
<td>1908 (39.9)</td>
<td>1227 (37.2)</td>
<td>681 (45.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Smoking history, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Never smoked</td>
<td>4388 (91.7)</td>
<td>3084 (93.6)</td>
<td>1304 (87.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Former smoker</td>
<td>136 (2.8)</td>
<td>97 (2.9)</td>
<td>39 (2.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Current smoker</td>
<td>263 (5.5)</td>
<td>114 (3.5)</td>
<td>149 (10.0)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Body temperature (°C), median (IQR)</strong></td>
<td>36.8 (36.5-37.2)</td>
<td>36.9 (36.5-37.3)</td>
<td>36.8 (36.5-37.2)</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Symptoms, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cough</td>
<td>1977 (41.3)</td>
<td>1537 (46.6)</td>
<td>440 (29.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sputum</td>
<td>1358 (28.4)</td>
<td>1054 (32.0)</td>
<td>304 (20.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Headache</td>
<td>764 (16.0)</td>
<td>599 (18.2)</td>
<td>165 (11.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Myalgia</td>
<td>727 (15.2)</td>
<td>568 (17.2)</td>
<td>159 (10.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sore throat</td>
<td>688 (14.4)</td>
<td>513 (15.6)</td>
<td>175 (11.7)</td>
<td>.001</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>654 (13.7)</td>
<td>543 (16.5)</td>
<td>111 (7.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Rhinorrhea</td>
<td>424 (8.9)</td>
<td>318 (9.7)</td>
<td>106 (7.1)</td>
<td>.005</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>399 (8.3)</td>
<td>327 (9.9)</td>
<td>72 (4.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chest pain</td>
<td>369 (7.7)</td>
<td>305 (9.3)</td>
<td>64 (4.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nausea/vomiting</td>
<td>225 (4.7)</td>
<td>176 (5.3)</td>
<td>49 (3.3)</td>
<td>.002</td>
</tr>
<tr>
<td>Fatigue</td>
<td>188 (3.9)</td>
<td>149 (4.5)</td>
<td>39 (2.6)</td>
<td>.002</td>
</tr>
<tr>
<td>Anosmia</td>
<td>137 (2.9)</td>
<td>40 (1.2)</td>
<td>97 (6.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hemoptysis</td>
<td>26 (0.5)</td>
<td>23 (0.7)</td>
<td>3 (0.2)</td>
<td>.051</td>
</tr>
<tr>
<td>Altered mentality</td>
<td>37 (0.8)</td>
<td>22 (0.7)</td>
<td>15 (1.0)</td>
<td>.29</td>
</tr>
<tr>
<td>Arthralgia</td>
<td>18 (0.4)</td>
<td>16 (0.5)</td>
<td>2 (0.1)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Comorbidities, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>1234 (25.8)</td>
<td>883 (26.8)</td>
<td>351 (23.5)</td>
<td>.02</td>
</tr>
<tr>
<td>Diabetes</td>
<td>741 (15.5)</td>
<td>537 (16.3)</td>
<td>204 (13.7)</td>
<td>.02</td>
</tr>
<tr>
<td>Dementia</td>
<td>335 (7.0)</td>
<td>182 (5.5)</td>
<td>153 (10.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chronic cardiac disease</td>
<td>195 (4.1)</td>
<td>142 (4.3)</td>
<td>53 (3.6)</td>
<td>.25</td>
</tr>
<tr>
<td>Cancer</td>
<td>160 (3.3)</td>
<td>113 (3.4)</td>
<td>47 (3.2)</td>
<td>.68</td>
</tr>
<tr>
<td>Asthma</td>
<td>123 (2.6)</td>
<td>95 (2.9)</td>
<td>28 (1.9)</td>
<td>.052</td>
</tr>
<tr>
<td>Chronic liver disease</td>
<td>80 (1.7)</td>
<td>56 (1.7)</td>
<td>24 (1.6)</td>
<td>.92</td>
</tr>
<tr>
<td>Heart failure</td>
<td>70 (1.5)</td>
<td>44 (1.3)</td>
<td>26 (1.7)</td>
<td>.34</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>60 (1.3)</td>
<td>48 (1.5)</td>
<td>12 (0.8)</td>
<td>.08</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>42 (0.9)</td>
<td>35 (1.1)</td>
<td>7 (0.5)</td>
<td>.06</td>
</tr>
<tr>
<td>Chronic neurologic disorder</td>
<td>42 (0.9)</td>
<td>24 (0.7)</td>
<td>18 (1.2)</td>
<td>.14</td>
</tr>
<tr>
<td>Chronic hematologic disorder</td>
<td>35 (0.7)</td>
<td>28 (0.8)</td>
<td>7 (0.5)</td>
<td>.21</td>
</tr>
<tr>
<td>Autoimmune disease</td>
<td>34 (0.7)</td>
<td>27 (0.8)</td>
<td>7 (0.5)</td>
<td>.25</td>
</tr>
<tr>
<td>Pregnancy</td>
<td>20 (0.4)</td>
<td>13 (0.4)</td>
<td>7 (0.5)</td>
<td>.90</td>
</tr>
<tr>
<td>HIV infection</td>
<td>10 (0.2)</td>
<td>7 (0.2)</td>
<td>3 (0.2)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td><strong>Activities of daily living, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Independent</td>
<td>4120 (86.1)</td>
<td>2932 (89.0)</td>
<td>1188 (79.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Partially dependent</td>
<td>375 (7.8)</td>
<td>203 (6.2)</td>
<td>172 (11.5)</td>
<td>N/A</td>
</tr>
</tbody>
</table>
With the AutoML, 55 machine learning models were developed to predict the need for intensive care among patients with COVID-19. The XGBoost model, which showed an AUC of 0.897 (95% CI 0.877-0.917) by cross-validation in the derivation group, was chosen as the best machine learning model (Multimedia Appendix 1). The important features of this model were ADL, age, dyspnea, initial body temperature, sex, and underlying comorbidities. More detailed information on each feature is presented in Multimedia Appendix 2. The developed machine learning model revealed significantly better discrimination performance than the CURB-65 score (AUC 0.836 with 95% CI 0.825-0.847, \( P < .001 \)) for predicting the need for intensive care among patients with COVID-19. A comparison of the ROC curves for the XGBoost machine learning model and the CURB-65 score is shown in Figure 2A.

![Figure 2A](http://www.jmir.org/2020/11/e24225/) (A) Comparison in the derivation group, where the area under the receiver operating characteristic (AUC) curves were 0.897 for the gradient boosting machine model, and 0.836 for the CURB-65 score (\( P < .001 \)). (B) Comparison in the temporal external validation group, where the AUC were 0.885 for the machine learning model, and 0.843 for the CURB-65 score (\( P = .01 \)).

**External Validation of the Model**

External validation was performed in the validation group, using the developed XGBoost machine learning model. The discrimination performance of the machine learning model showed an AUC of 0.885 with 95% CI 0.855-0.915, which was significantly higher than that of CURB-65 (0.843, 95% CI 0.829-0.857, \( P = .01 \)) (Figure 2B).

**Comparison of the Machine Learning Model With the CURB-65 Score With Different Thresholds**

With a cut-off value of 0.5, the CURB-65 score showed a sensitivity of 0.89, specificity of 0.66, PPV of 0.05, NPV of 1.00, and F-measure of 0.10. A cut-off value of 0.06 for the XGBoost machine learning model, which shows a similar sensitivity (0.89), revealed a specificity of 0.75, PPV of 0.36, NPV of 0.99, and F-measure of 0.43. The XGBoost score also revealed better specificity, PPV, and F-measure compared to CURB-65 when different cut-off thresholds were used (Table 2). The confusion matrices of the developed model for the development and validation groups are shown in Multimedia Appendix 3.
Table 2. Sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), and F-measure for the machine learning model and the CURB-65 (confusion, urea, respiratory rate, blood pressure, and 65 years of age or older) score, with different cut-offs.

<table>
<thead>
<tr>
<th>Cut-off</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV</th>
<th>NPV</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>CURB-65 score &gt;0.5</td>
<td>0.89</td>
<td>0.66</td>
<td>0.05</td>
<td>1.00</td>
<td>0.10</td>
</tr>
<tr>
<td>XGBoost score &gt;0.06</td>
<td>0.89</td>
<td>0.75</td>
<td>0.36</td>
<td>0.99</td>
<td>0.43</td>
</tr>
<tr>
<td>CURB-65 score &gt;1.5</td>
<td>0.53</td>
<td>0.93</td>
<td>0.14</td>
<td>0.99</td>
<td>0.22</td>
</tr>
<tr>
<td>XGBoost score &gt;0.34</td>
<td>0.53</td>
<td>0.97</td>
<td>0.63</td>
<td>0.95</td>
<td>0.58</td>
</tr>
<tr>
<td>CURB-65 score &gt;2.5</td>
<td>0.06</td>
<td>1.00</td>
<td>0.40</td>
<td>0.98</td>
<td>0.11</td>
</tr>
<tr>
<td>XGBoost score &gt;0.89</td>
<td>0.06</td>
<td>1.00</td>
<td>0.95</td>
<td>0.90</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Web Application of Prediction Models

A web-based application was developed for better accessibility and easy use of the models. The application can be accessed online [20] (Figure 3), and it has been enlisted in the World Health Organization’s Digital Health Atlas [21]. The application calculates the probability of need for intensive care, which is computed according to the derived model. However, it does not store any data yet. It is intended for use by medical practitioners to aid with medical decisions.

Figure 3. Screenshots of the web-based application for easy usage of the developed machine learning model [20]. After input of simple patient-derived information, the probability of the need for intensive care within 30 days is calculated.
Discussion

Principal Results

This study presents a machine learning model that predicts the need for intensive care among patients with COVID-19 from a nationwide cohort in South Korea, including 100 hospitals. The model was derived from the data of patients who were hospitalized from January 25, 2020, to March 20, 2020, and was validated in a separate group of patients hospitalized between March 21, 2020, and June 3, 2020. The AUC of the machine learning model was 0.897 (95% CI 0.877-0.917) for the derivation cohort and 0.885 (95% CI 0.855-0.915) for the validation cohort, which revealed better discrimination performance than that of CURB-65. Important features included ADL, age, dyspnea, initial body temperature, and sex.

Comparison With Prior Work

The main features selected in the machine learning model are mostly coherent with previous reports. Older age and male sex have been constantly emphasized as major risk factors for adverse outcomes in patients with COVID-19 [6,22,23]. An early report on 85 fatal cases of COVID-19 in Wuhan [24] revealed that the mean age of patients was 65.8 years, and 62 of the 85 patients (72.9%) were male [5]. Dyspnea was also a major factor in our study. Incidence of dyspnea is relatively low in COVID-19 as compared to other respiratory symptoms, despite the common pneumonic infiltration on chest radiographs [25]. In a recent systematic review that included 43 studies [3], shortness of breath was observed in 49.2% in patients with critical illness, while bilateral pneumonia was observed in chest computed tomography (CT) images of 91.0% of patients with the same disease extent. In an earlier study in China, even in severely ill patients, dyspnea was observed in about 37.6% of the patients [26]. Therefore, the presentation of dyspnea may imply extensive involvement of the lungs, which leads to grave prognoses [5]. Underlying comorbidities were also repeatedly highlighted as major risk factors for poor prognoses of patients with COVID-19. A pooled analysis of COVID-19 reports emphasized that hypertension is associated with an approximately 2.5-fold increased risk of higher severity and mortality [27]. Another previous study of 174 patients revealed that patients with diabetes were at higher risk of pneumonia, release of tissue injury-related enzymes, and higher rates of inflammatory responses [28]. Such findings are well summarized in a systematic review that included 3027 patients [5]: male sex (pooled odds ratio [OR] 1.76 with 95% CI 1.41-2.18), age over 65 years (pooled OR 6.06 with 95% CI 3.98-9.22), dyspnea (pooled OR 4.16 with 95% CI 3.13-5.53), presence of cardiovascular disease (pooled OR 5.19 with 95% CI 3.25-8.29), diabetes (pooled OR 3.68 with 95% CI 2.68-5.03), and hypertension (pooled OR 2.72 with 95% CI 1.60-4.64) were all significant factors associated with the progression of COVID-19.

In addition to previous reports, ADL limitation and abnormal body temperature were associated with the need for intensive care among patients with COVID-19 in our study. ADL limitation is known to be an independent risk factor for mortality among elderly patients with pneumonia [29,30]. Because most of the poor outcomes occur in the elderly in COVID-19 [6,22,23], it is probable that ADL limitation leads to the need for intensive care. Abnormal body temperature is also a well-known risk factor for grave prognosis in community-acquired pneumonia patients [31].

Strengths of This Study

Our machine learning prediction model based on simple patient demographics and subjective symptoms can be useful for the early triage of patients in this pandemic situation. First, it uses information that can be easily provided without advanced equipment, such as age, sex, past medical history, and subjective symptoms. Previous scoring systems [10,11,32-35], including a recently reported deep learning model [36], require laboratory or radiographic findings as the main variables. Although such models can be helpful in fully equipped medical facilities, they initially consume a certain amount of medical resources and time. In areas where laboratory exams or CT exams are limited, our scoring model can be an effective solution for earlier triage. Second, because our model is based on the AutoML technique [20], the relative importance of the features can easily be adjusted with the newly acquired patient data. AutoML techniques have been studied extensively [14] and are expected to be useful for many applications, including in the field of health care [17]. AutoML mainly helps in building machine learning pipelines, which requires expertise in machine learning and is time consuming. It is effective when the time or resources necessary for building a high-functioning model are limited. Considering the rapid adaptability of our model, it can be used effectively with populations with different ethnic or regional backgrounds when further data are collected from the similar populations. It is useful in this pandemic situation, where insufficiency of medical resources has been identified as a critical factor in patient survival [7]. Especially in contexts with less than adequate medical staff, the web-based application is easy to use owing to its intuitive interfaces and clear guides, making it possible for the attending physicians to triage patients without adequate medical knowledge about COVID-19.

CURB-65 was used for comparison with the AutoML model in our study. CURB-65 is a well-known score derived and validated for predicting mortality among patients with community-acquired pneumonia [16], and also shows promising performance in patients with COVID-19 [37]. It is comprised of 6 variables: mental status, levels of blood urea nitrogen, respiratory rate, blood pressure, and age. COVID-19 commonly accompanies pneumonia [4]. In a recent systematic review [38], bilateral (72.9%) or unilateral (25.0%) involvement of chest X-rays was observed among patients with confirmed COVID-19. A large proportion of the involvement is ground-glass opacities (68.5%), which are difficult to recognize from simple chest radiographs. In our study, 2050 of the 4787 patients (42.8%) underwent chest CT evaluation, and among them, 1535 (74.9%) were recognized to have pneumonic infiltrations.

Recommendations

Our model can be used as a decision-support system for medical professionals when active monitoring is not possible due to patient overload caused by the lack of availability of medical staff. However, we cannot recommend a uniform cut-off value for patient transfer to higher-level facilities because this decision
depends on the local situation. This decision needs to be made considering the availability of beds in higher-level facilities, the rate of regional increase in the number of patients with COVID-19, and the treatment capability of the facility the patient is currently admitted to. Yet, one solid recommendation that can be made is to prioritize the transfer of patients with a higher probability of need for intensive care when feasible.

Limitations
Our study had several limitations. First, the sample excluded patients assigned to community treatment centers. However, assignment to community treatment centers was mostly conducted for quarantining purposes, not for active treatment. When they required active treatment, such patients were transferred to hospitals and were eventually included in this study. Second, our data set was imbalanced, with 9.6% of the patients requiring intensive care. Third, our initial model was built based on patients from South Korea. Nevertheless, due to the nature of AutoML, the model can be updated easily when further data become available.

Conclusions
In conclusion, we derived and validated a machine learning prediction model comprising simple patient-provided characteristics. The model included variables that were largely consistent with previous reports, and it can efficiently anticipate deterioration among patients with COVID-19. The model is easy to use and adjust, requires minimal resources, and can be an effective solution for easy triage in areas with a shortage of medical resources. The model can be used for patient monitoring, and also has a potential as a warning system for self-quarantined patients. However, in the future, randomized trials need to be conducted to examine the direct impact of our model on patient survival.
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Abstract

Background: The COVID-19 pandemic has spread at an alarming speed, and effective treatment for the disease is still lacking. The body of evidence on COVID-19 has been increasing at an impressive pace, creating the need for a method to rapidly assess the current knowledge and identify key information. Gold standard methods such as systematic reviews and meta-analyses are regarded unsuitable because they have a narrow scope and are very time consuming.

Objective: This study aimed to explore the published scientific literature on COVID-19 and map the research evolution during the early phase of the COVID-19 pandemic.

Methods: We performed a PubMed search to analyze the titles, keywords, and abstracts of published papers on COVID-19. We used latent Dirichlet allocation modeling to extract topics and conducted a trend analysis to understand the temporal changes in research for each topic, journal impact factor (JIF), and geographic origin.

Results: Based on our search, we identified 16,670 relevant articles dated between February 14, 2020, and June 1, 2020. Of these, 6 articles were reports from peer-reviewed randomized trials on patients with COVID-19. We identified 14 main research topics, of which the most common topics were health care responses (2812/16,670, 16.86%) and clinical manifestations (1828/16,670, 10.91%). We found an increasing trend for research on clinical manifestations and protective measures and a decreasing trend for research on disease transmission, epidemiology, health care response, and radiology. Publications on protective measures, immunology, and clinical manifestations were associated with the highest JIF. The overall median JIF was 3.7 (IQR 2.6-5.9), and we found that the JIF for these publications declined over time. The top countries producing research were the United States, China, Italy, and the United Kingdom.

Conclusions: In less than 6 months since the novel coronavirus was first detected, a remarkably high number of research articles on COVID-19 have been published. Here, we discuss and present the temporal changes in the available COVID-19 research during the early phase of the pandemic. Our findings may aid researchers and policy makers to form a structured view of the current COVID-19 evidence base and provide further research directions.

(J Med Internet Res 2020;22(11):e21559) doi:10.2196/21559

KEYWORDS
COVID-19; SARS-CoV-2; coronavirus; pandemic; topic modeling; research; literature

Introduction

The novel coronavirus (SARS-CoV-2) was first detected in the Hubei Province in China in December 2019 [1]. The virus is known to cause a severe respiratory disease (COVID-19) that has rapidly spread worldwide [2]. On March 11, 2020, the World Health Organization declared the COVID-19 outbreak a pandemic [3]. Owing to the novelty of the disease, its clinical

http://www.jmir.org/2020/11/e21559/
course and treatment are largely unknown [4]. However, the scientific society has mobilized quickly, and by June 1, 2020, more than 1300 clinical trials had been registered at various clinical trial registry sites [5,6].

Keeping track of the growing evidence base in medicine is becoming increasingly difficult owing to a large number of publications [7]. A rapid assessment of a dynamic research field such as COVID-19, where the body of evidence has been increasing at an impressive pace, requires an approach that is more direct and has a wider scope than that of the current gold standard methods, such as scoping and systematic reviews [8]. The potential uses of machine learning and artificial intelligence in the fight against the COVID-19 crisis has been previously discussed [9].

Several systematic reviews have been published on specific aspects of the pandemic, such as the impact of comorbidities, symptoms, and treatments [10-12]. However, a comprehensive assessment of all the available scientific publications on COVID-19 is lacking. Therefore, we aimed to explore the published scientific literature on COVID-19, assess relevant topics, and map the research evolution during the early phase of the COVID-19 pandemic by using a machine learning–based approach.

**Methods**

**Data Collection**

We searched PubMed on June 1, 2020, using PubMed E-utilities [13] and the search terms “covid>Title/Abstract” OR “covid-19>Title/Abstract”, with no language or date restrictions, utilizing the Biopython package for Python 3.6 (Python Software Foundation). The focus of this study was the disease (COVID-19) as opposed to the virus; hence, we refrained from including search terms such as “coronavirus”. We retrieved the title, keywords, abstract, date of last revision, list of author affiliation, journal name, and PubMed identifier number for each publication. We used the date of last revision as the indexing date for all articles, as this date was the readily available for all the data, unlike the date of submission or publishing.

**Data Preprocessing**

All text data were lowercased and cleaned for double spaces, special characters, and numbers. Subsequently, we applied a list of stop words from PubMed [14], general English stop words, and subject-specific stop words (eg, covid, corona) to the titles and abstracts to remove non–information-bearing words from the text (Multimedia Appendix 1). The data processing workflow used is depicted in Figure 1.

![Data processing flowchart](http://www.jmir.org/2020/11/e21559/)

We lemmatized the text data using the Python package scispacy. We considered the country of the first author’s affiliation to be the country of origin and extracted geographic entities from the affiliations using the Python package spaCy. If a country name was not included in the affiliation, we used the last geographic entity mentioned and manually linked this geographic entity to

---

*Figure 1. Data processing flowchart. Italicized text indicate the method used. JIF: journal impact factor.*
a country; for instance, “New York” was linked to “the United States.”

To identify randomized clinical trials, we searched for the words “randomis*” and “randomiz*” in the titles. We then manually assessed all articles identified as potential randomized clinical trials to determine their true article type.

**Latent Dirichlet Allocation**

Latent Dirichlet allocation (LDA) is a generative statistical model for data collection [15] that has previously shown to be suitable for topic modeling in medicine [16,17]. We used LDA to derive useful information from the identified articles. We concentrated all the textual data collected from each article (ie, title, keywords, and abstracts when available in PubMed) into one variable. We then used this variable as the text corpus for the whole data set and subsequently vectorized the variable using CountVectorizer in the Python package scikit-learn.

To assess the topic spaces in an interspersed arbitrary selection of topic numbers, we computed LDA models and principal component analysis (PCA) plots for 8, 13, and 35 topics. After assessing the results, we subsequently computed LDA models for all numbers of topics between 3 and 23. We chose the numbers 3 and 23 because fewer than 3 topics were considered too few for any fathomable use case and more than 23 topics were considered not useful or comprehensible, based on expert opinion. We recorded the evaluation metrics for perplexity, leave-out likelihood, and graphical PCA for each model. We decided the final number of topics based on the assessments of these three evaluation metrics, as well as the authors’ domain knowledge of COVID-19 and medical research.

Thereafter, 6 experienced clinicians and researchers independently labeled the identified topics based on the 15 most-common keywords for the articles assigned to each topic and the resulting most-frequent words in the LDA model for each topic (Multimedia Appendix 2). We then discussed the proposed labels until a consensus for each topic label was reached. We performed LDA modeling using the Python package scikit-learn and plotted the results using the package pyLDAvis [18].

We identified the most probable topic of each article and assigned it as the articles’ main topic. The weekly number of articles for each topic was then computed and the time series for the proportion of each topic during the week were plotted and for further analysis.

**Journal Impact Factor**

We looked up the journal names of all articles obtained from our PubMed search against the 2019 list of journal impact factor (JIF; Journal Citations Report, Clarivate Analytics), which covered 12,515 scientific journals [19]. Journal names were matched using DataRobot 6.0 (DataRobot Inc.) fuzzy matching, wherein a 90% similarity was considered a match. We then manually corrected the list of matched journal names to avoid mismatch. In cases where the journal name of the article could not be matched against the Clarivate JIF list, we developed a random forest regression model in DataRobot to predict the JIF from the article data.

DataRobot automatically performs a modelling competition in which a wide selection of algorithm and data preprocessing techniques compete with one another. The model with the best root mean square error (RMSE) and $R^2$ on hold-out data is then chosen as the champion model. A modelling competition is beneficial because the same algorithm can have different efficiencies on different data sets. The article data that we could not match with the Clarivate JIF list originated from the journals that were not identified by the trained model. Therefore, we excluded all journal-specific variables when using the model, to avoid overfitting the model to the training data. To evaluate the model, we used a test sample and RMSE and $R^2$ as model performance metrics. In the model, we used affiliations of the authors; keywords; first author’s affiliation; and all text in the title, keywords, and abstract—together and as separate variables. We built and deployed the random forest regression model in DataRobot.

Subsequently, we computed the median JIF for each identified topic. We also calculated the median JIF over time and the median JIF in correlation to the number of articles.

**Data Analysis**

We performed all data analyses and visualizations using the Python packages Panda, NumPy, Matplotlib, pyLDAvis, and Seaborn (Python Software Foundation).

**Results**

**Search Results**

We found 16,670 articles dated between February 14, 2020, and June 1, 2020. Of these 16,670 articles, abstracts were available for 8560 (51.34%) articles, whereas title and keywords were available for 16,623 (99.71%) and 7739 (46.42%) articles, respectively.

The median weekly number of articles published was 374.5 (IQR 29.0-1648.5), ranging from 2 during week 7 (February 10-16, 2020) to 4536 during week 22 (May 25-30, 2020). The number of articles published per week shows an exponential development over time (Figure 2). The number of published case reports and review articles started to increase 8 and 11 weeks, respectively, after the first article was published. The number of published reports from randomized clinical trials or protocols for randomized clinical trials were uniformly spread throughout the study period. We conducted a manual search of the 23 articles containing either “randomiz*” or “randomis*” in the title and found that 6 (26%) of those were actual reports from randomized clinical trials.
Figure 2. Number of articles published per week and the corresponding median journal impact factor.

Analysis Based on LDA Modeling and Topics

The evaluation metrics perplexity and leave-out likelihood for LDA models with 3-23 topics (ie, the numbers of topics chosen based on a combination of expert opinion and arbitrary selection of 3 topics) exhibited decreasing and increasing values through the whole set; hence, these metrics provided little additional value with regard to choosing the optimal number of topics (Multimedia Appendix 3). In contrast, by assessing the PCA plots for all 20 models, we found the optimal number of topics (ie, the number of solutions with the least amount of overlapping topics) to be 14 (Figure 3). We found a low correlation between topic occurrence in the same article, indicating articles had well-defined topics (Multimedia Appendix 4).

Figure 3. Principal component analysis plot for the chosen latent Dirichlet allocation model with 14 topics. Overlaps are seen for three topic clusters; however, these topics were found to be separated by clinical relevance.
The Pearson correlation coefficients ranged from 0.00 to 0.17, where the correlation between the topics health care response and clinical manifestations was the highest. Table 1 shows the labels, corresponding 5 most-frequent PubMed keywords and terms based on LDA, and the number of articles published for each topic. The main topics were health care response, with 2812 (16.86%) publications; clinical manifestations, with 1828 (10.96%) publications; and psychological impact, with 1771 (10.62%) publications. The least common topics were risk factors, laboratory diagnostics, and immunology.

Table 1. COVID-19 topics from latent Dirichlet allocation modeling.

<table>
<thead>
<tr>
<th>Topic No.</th>
<th>Label</th>
<th>Five most-frequent terms based on latent Dirichlet allocation</th>
<th>Five most-frequent PubMed keywords</th>
<th>Journal impact factor, median (IQR)</th>
<th>Articles published, n (%) (N=16,670)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Laboratory diagnostics</td>
<td>antibody, time, laboratory, diagnostic, assay</td>
<td>pcr, rt, testing, disease, test</td>
<td>3.36 (2.0-6.1)</td>
<td>599 (3.59)</td>
</tr>
<tr>
<td>2</td>
<td>Therapies and vaccines</td>
<td>chloroquine, anti, hydroxychloroquine, pandemic, potential</td>
<td>hydroxychloroquine, chloroquine, drug, disease, antiviral</td>
<td>4.10 (2.9-6.6)</td>
<td>1193 (7.15)</td>
</tr>
<tr>
<td>3</td>
<td>Risk factors</td>
<td>ecmo, renin, respiratory, clinical, risk</td>
<td>diabetes, angiotensin, ace, disease, enzyme</td>
<td>4.13 (2.9-6.5)</td>
<td>420 (2.51)</td>
</tr>
<tr>
<td>4</td>
<td>Health care response</td>
<td>worker, response, practice, service, recommendation</td>
<td>health, pandemic, public, infection, disease</td>
<td>3.39 (2.4-5.1)</td>
<td>2812 (16.86)</td>
</tr>
<tr>
<td>5</td>
<td>Epidemiology</td>
<td>risk, control, datum, period, rate</td>
<td>disease, respiratory, epidemiology, novel, infection</td>
<td>4.09 (2.8-6.3)</td>
<td>819 (4.91)</td>
</tr>
<tr>
<td>6</td>
<td>Disease transmission</td>
<td>cause, spread, health, transmission, outbreak</td>
<td>respiratory, disease, syndrome, acute, virus</td>
<td>3.36 (2.5-6.2)</td>
<td>1141 (6.84)</td>
</tr>
<tr>
<td>7</td>
<td>Impact on health care practices</td>
<td>change, resident, time, virtual, visit</td>
<td>education, telemedicine, pandemic, health, medical</td>
<td>3.86 (2.5-5.7)</td>
<td>1115 (6.68)</td>
</tr>
<tr>
<td>8</td>
<td>Radiology</td>
<td>imaging, tomography, lesion, diagnosis, feature</td>
<td>pneumonia, tomography, computed, disease, ct</td>
<td>3.69 (2.7-5.5)</td>
<td>774 (4.64)</td>
</tr>
<tr>
<td>9</td>
<td>Epidemiological modeling</td>
<td>control, spread, measure, public, italy</td>
<td>health, pandemic, model, disease, public</td>
<td>3.48 (2.5-5.2)</td>
<td>1219 (7.31)</td>
</tr>
<tr>
<td>10</td>
<td>Clinical manifestations</td>
<td>increase, associate, infection, cardiovascular, injury</td>
<td>disease, acute, syndrome, respiratory, severe</td>
<td>4.99 (3.3-7.8)</td>
<td>1828 (10.96)</td>
</tr>
<tr>
<td>11</td>
<td>Protective measures</td>
<td>equipment, high, practice, perform, protective</td>
<td>surgery, cancer, pandemic, management, personal</td>
<td>4.50 (2.6-5.5)</td>
<td>1466 (8.79)</td>
</tr>
<tr>
<td>12</td>
<td>Immunology</td>
<td>expression, target, inhibitor, enzyme, viral</td>
<td>ace, angiotensin, protein, molecular, converting</td>
<td>4.56 (3.1-8.1)</td>
<td>694 (4.16)</td>
</tr>
<tr>
<td>13</td>
<td>Pregnancy</td>
<td>systematic, datum, include, disease, search</td>
<td>pregnancy, infection, respiratory, transmission, disease</td>
<td>3.52 (2.3-5.1)</td>
<td>819 (4.91)</td>
</tr>
<tr>
<td>14</td>
<td>Psychological impact</td>
<td>increase, stress, old, physical, public</td>
<td>health, pandemic, mental, social, anxiety</td>
<td>3.35 (2.4-5.0)</td>
<td>1771 (10.62)</td>
</tr>
</tbody>
</table>

Figure 4 shows the topic distribution over time. In particular, 4 topics (epidemiology, epidemiological modeling, health care response, and radiology) showed a declining curve over time, whereas 2 topics (clinical manifestations and protective measures) showed a clear increase in proportions, and 1 topic (disease transmission) showed a bell-shaped progression.
Analysis Based on Journal Impact Factor

In all, the data set comprised 2473 unique journal names. Of these, we found perfect matches for 1129 (45.65%) journal names upon comparison with the Clarivate JIF list. For the remaining 1344 (54.34%) journal names, we used the random forest regression model to compute the JIF. The model showed an RMSE of 5.4 on test data ($R^2=47\%$), indicating that the average prediction erred with 5.4 points (Multimedia Appendix 5).

The median JIF for all articles in the data set was 3.7 (IQR 2.6-5.9). We found a declining trend in median JIF over time (Figure 2). The 3 topics with the highest median JIF were protective measures, immunology, and clinical manifestations (Table 1). There was a low correlation between the median JIF and the number of articles in each topic (Pearson correlation coefficient=-0.14).
Analysis Based on Geographic Origin

Figure 5 shows the geographic origin of the 16,670 identified articles. The top 4 countries of origin were the United States (3223, 19.33%), China (2264, 13.58%), Italy (1591, 9.54%), and the United Kingdom (1055, 6.33%).

Figure 5. Geographic origins of the 16,670 published COVID-19 articles analyzed. Lat: latitude, Long: longitude.

Discussion

We classified the scientific publications on COVID-19 during the early phase of the pandemic into 14 topics. Overall, the most-prevalent topics were health care response, clinical manifestations, and psychological impact. Although the prevalence for some topics, such as health care response, has decreased over time, the prevalence for some other topics, such as clinical manifestations and protective measures, continues to increase. These findings suggest how research priorities have changed over time and, consequently, the topics that researchers consider relevant to study and publish have varied during the course of the pandemic. The 3 topics with the highest median JIF were risk factors, immunology, and clinical manifestations. Clinical manifestation was the only topic that featured in all of the following classifications: (1) the most prevalent topics, (2) the topics with the highest median JIF; and (3) the topics with an increasing prevalence. This finding indicates the importance of research on clinical manifestation during the early course of a pandemic caused by a novel virus. In addition, the results of this study show that the countries responsible for the most scientific outputs were also among the countries worst affected by the COVID-19 pandemic [20].

Moreover, we made a noteworthy finding that, in less than 6 months from the detection of the novel coronavirus, 6 peer-reviewed randomized trials on COVID-19 patients were published. The focus of these trials span from herbal [21] and medical [22-25] treatment options to respiratory rehabilitation [26]. It should be noted that such in-depth analysis of the data is not achieved by the topic model itself but requires some manual control.

When we did a comparative search for scientific articles published during the early phase of the 2009 influenza A (H1N1) pandemic [27], we made a strikingly different observation: The scientific community had a slower reaction to the H1N1 pandemic than to the COVID-19 pandemic, based on the date of publication of the first relevant scientific article, the overall number of publications, and the calculated median JIF. Moreover, the first randomized trial on H1N1 [28] was published (December 17, 2009) 190 days after the outbreak was declared as a pandemic; the corresponding timeframe for the first randomized trial on COVID-19 [23] was 44 days. This comparison, however, may be affected by many fundamental differences between the two pandemics, such as disease novelty and severity.

Previous studies have demonstrated the utility of topic modeling to map online activities [29,30], social media postings [31,32], and media reports on the COVID-19 pandemic [33]. To our knowledge, this is the first study to use topic modeling to assess published research on COVID-19. This study provides an in-depth analysis of a defined short period of time following the emergence of a novel disease. We believe our study findings may serve as an illustration of how the medical research community reacts, what topics are considered to be the most imperative to clarify, how research efforts are distributed geographically, and how they develop over time. Our analysis may also serve to demonstrate how research is being published, for instance, with regard to JIF when a new disease is discovered. Topic modeling enables an assessment of the research evolution, both on short and long term. The method could prove to be suitable for broad fields as well as narrow research questions. Topic modeling may also offer utility for additional in-depth analysis, by further exploring a selected topic to identify and analyze subtopics. Although several systematic reviews on COVID-19 have been published, it should be noted that such reviews do not feature the most recent literature; they are highly time- and resource-consuming; and they generally only focus on a specific aspect of the pandemic [10-12]. Using topic modeling, our study offers a comprehensive
assessment of the available scientific publications on COVID-19.

Our study has some limitations. First, the LDA model does not account for the context of a word, and a certain word may have different meanings depending on the context it is presented in. However, a review of our topics shows that this limitation was not prominent in our data. Therefore, it is unlikely that this limitation of the model negatively affects the interpretation of our topics. Second, there are several quantitative metrics to assess the optimal number of topics, which may conflict with the opinion of a subject matter expert. Any topic model produced, however, should be validated by subject matter experts, because any application of these topics will be done by such experts. Third, an article may appear in several topics in our data set. However, this may be considered a strength, as some overlap is indeed a property of research articles, and the aim of this study was to analyze scientific text in its original form. Fourth, the number of topics could be questioned—fewer topics may be easier for a reader to consume, whereas a larger number of topics could have resulted in a more mathematically optimal solution. However, we believe that a reasonable number of topics needs to be selected to balance mathematical accuracy and utility. Fifth, we limited our analyses to scientific publications. Analyses of grey literature may prove to add important information. Finally, as the COVID-19 pandemic is still ongoing, we expect the research topics to continuously change. To facilitate updated assessments, we have developed a web-based tool using the methods described in this study. Regular updates on the evolution of the COVID-19 evidence base can be found online at the c19research website [34].

Our study findings suggest that the scientific publications during the early phase of the COVID-19 pandemic can be modeled into topics. The evolution of these topics gives insights into current research trends and may aid researchers and policy makers to form a structured view of the existing COVID-19 evidence base and provide further research directions. Furthermore, our findings demonstrate that topic modeling is a rapid and useful method to assess the development of a broad and rapidly evolving research topic, such as COVID-19, and that it could be further utilized during the course of the current as well as future pandemics.
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Abstract

Background: Patients with COVID-19 in the intensive care unit (ICU) have a high mortality rate, and methods to assess patients’ prognosis early and administer precise treatment are of great significance.

Objective: The aim of this study was to use machine learning to construct a model for the analysis of risk factors and prediction of mortality among ICU patients with COVID-19.

Methods: In this study, 123 patients with COVID-19 in the ICU of Vulcan Hill Hospital were retrospectively selected from the database, and the data were randomly divided into a training data set (n=98) and test data set (n=25) with a 4:1 ratio. Significance tests, correlation analysis, and factor analysis were used to screen 100 potential risk factors individually. Conventional logistic regression methods and four machine learning algorithms were used to construct the risk prediction model for the prognosis of patients with COVID-19 in the ICU. The performance of these machine learning models was measured by the area under the receiver operating characteristic curve (AUC). Interpretation and evaluation of the risk prediction model were performed using calibration curves, SHapley Additive exPlanations (SHAP), Local Interpretable Model-Agnostic Explanations (LIME), etc, to ensure its stability and reliability. The outcome was based on the ICU deaths recorded from the database.

Results: Layer-by-layer screening of 100 potential risk factors finally revealed 8 important risk factors that were included in the risk prediction model: lymphocyte percentage, prothrombin time, lactate dehydrogenase, total bilirubin, eosinophil percentage, creatinine, neutrophil percentage, and albumin level. Finally, an eXtreme Gradient Boosting (XGBoost) model established with the 8 important risk factors showed the best recognition ability in the training set of 5-fold cross validation (AUC=0.86) and the verification queue (AUC=0.92). The calibration curve showed that the risk predicted by the model was in good agreement with the actual risk. In addition, using the SHAP and LIME algorithms, feature interpretation and sample prediction interpretation algorithms of the XGBoost black box model were implemented. Additionally, the model was translated into a web-based risk calculator that is freely available for public usage.

Conclusions: The 8-factor XGBoost model predicts risk of death in ICU patients with COVID-19 well; it initially demonstrates stability and can be used effectively to predict COVID-19 prognosis in ICU patients.

(J Med Internet Res 2020;22(11):e23128) doi:10.2196/23128
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Introduction
COVID-19 is a new and severe infectious disease that has spread to 34 provinces and cities in China and over 30 countries worldwide [1,2]. After the entire nation of China fought against COVID-19, by early May 2020, the numbers of patients with COVID-19 had greatly decreased in almost all provinces and cities in China. However, in mid-June, a new outbreak of COVID-19 cases occurred in Beijing, the capital of China. Government efforts have now brought the overall spread of COVID-19 under control. It is clear that COVID-19 is an infectious disease that requires ongoing attention from the medical community, governments, and the public to prevent future outbreaks. As of the end of June 2020, more than 10,000,000 COVID-19 cases had been recorded worldwide. Therefore, an evaluation and early warning system for COVID-19 prognosis is urgently needed, especially for critically ill patients.

COVID-19 cases are classified as mild, moderate, severe, or critical [3]. At present, most studies of COVID-19 have focused on risk factor analysis and mortality prediction for mild and moderate cases, which comprise a large proportion of patients with COVID-19 [4-8]. However, 14% to 20% of cases are severe or even critical [1,9], and the mortality rate of these patients is as high as 50% [10]. Few studies have reported risk factor prediction and mortality analysis for severe and critical patients with COVID-19. COVID-19 predictive models are rapidly entering the academic literature. These include predictive models that are mainly used to identify high-risk groups in the general population [11-13], diagnostic models that are used to detect COVID-19 [14-16], and models used to predict mortality, serious disease progression, etc [17-20]. The most common predictors of the diagnosis and prognosis of COVID-19 are age, body temperature, lymphocyte count, and lung imaging characteristics. The estimated C indices of these predictive models are between 0.65 and 0.99. Although the estimated C indices of some models appear to be ideal, all the models are rated as being at high risk of bias, mainly because of the high risk of model overfitting. Moreover, many of the report descriptions are vague. Most reports do not include a description of the study population or the intended use of the model, and very few evaluations of the calibration of model predictions were made [21].

The theoretical core of machine learning analysis is the data mining algorithm. Various data mining algorithms based on different data types and formats can more scientifically represent the characteristics of the data and can better penetrate the data trends and recognized values [22]. On this basis, one of the most important application areas is predictive analysis, which involves identifying features (in machine learning, “features” refers to individual characteristics of the data) from mechanical learning, establishing models through science, and then running new data through the models to predict future data [23]. In this study, we clarify that the established model is used to predict the prognosis of patients with COVID-19 in the intensive care unit (ICU).

The model must be continuously optimized and evaluated. In terms of evaluation, we checked the accuracy and calibration of the model. Moreover, to improve the interpretability of the black box model, we also used SHapley Additive exPlanations (SHAP) and Local Interpretable Model-Agnostic Explanations (LIME) to explain the prediction model; therefore, the prediction model not only predicts prognostic outcomes but also gives a reasonable explanation for the prediction, which can greatly enhance users’ trust of the model.

Methods
Study Design and Data Source
Vulcan Hill Hospital, located in Wuhan, Hubei Province, is a special hospital that was built by the Chinese government to treat patients with COVID-19. Construction on the hospital started on January 24, 2020, and was completed on February 1; the hospital entered use on February 2, and it officially closed on April 15. During this period, a total of 3063 patients with laboratory-confirmed hospitalized cases of COVID-19 were admitted. For this study, data of 3063 patients with COVID-19 admitted to Vulcan Hill Hospital were extracted from hospital medical records and screened for eligibility. The study extracted 100 relevant variables, such as baseline patient information, clinical diagnosis, vital signs, laboratory test results, medical advice, and nursing care, as candidate variables for predictors [24]. We established a study cohort of 123 critically ill patients admitted to the ICU, and 2940 patients who did not enter the ICU were excluded. Considering the problem of predictors and the timing of the outcome measurement, we used the time the patient entered the ICU to calculate the first test value of all candidate predictors upon entering the ICU. The output of our study is the prognostic outcome of these critically ill patients, and this outcome is based on the ICU death record in the electronic medical record. After further checking the admission records, we included data of 123 critically ill patients admitted to the ICU, including 65 (52.8%) who survived and 58 (47.2%) who died. We randomly used 80% of these data as the training set, and the remaining 20% were used as the validation set. For the training set data, we completed the statistics and proper processing of missing values, the identification and processing of noise data, and the standardization of all predictive variables. The validation set was processed in exactly the same way as the training set. Then, we researched and analyzed the feature selection, model training, model evaluation, and model interpretation.

It is worth noting that this study adhered to the TRIPOD (Transparent Reporting of a multivariable prediction model for Individual Prognosis Or Diagnosis) statement for reporting, and completion of the model construction and verification was guided by PROBAST (Prediction model Risk Of Bias ASsessment Tool) [25,26]. This study was approved by the ethics committee of Vulcan Hill Hospital; the requirement for informed consent was waived.
Predictor Variables and Data Preprocessing

In this study, a total of 100 candidate predictive features were collected, and the test results were the first measured value after the patient entered the ICU. Among these features, 5 features with a missing ratio greater than 30% were excluded, and the remaining features were filled with missing values using appropriate methods. Because missing data may lead to loss of useful information and even create instability of the model realization, it is more difficult to analyze the model results with missing data; therefore, we carried out a cautious missing value interpolation strategy. We used the Iterative Imputer tool developed by scikit-learn to perform multiple imputations for missing values. The Iterative Imputer uses an algorithm to model each missing value feature as a function of other features. It uses the predicted value of the function as an estimate. In each step, one feature is selected as the output y, and all other features are selected as the input X. Then, a regressor is trained on X and y to predict the missing value of y. The area under the receiver operating characteristic curve (AUC) values corresponding to each padding method were found to be basically the same. We also applied the K Neighbors Regressor, Decision Tree Regressor, Bayesian Ridge, and Extra Trees Regressor regression algorithms as predictors to complete missing value filling. Moreover, we attempted mean filling and median filling and fed the above six imputation results into the traditional logistic regression model to calculate and compare the areas under the receiving operator characteristic curve (AUC) of their respective prediction results. The results in Figure 1 show that the best filling method is multiple imputation, with Decision Tree Regressor as the regression method; therefore, this method was finally used to fill in the missing data for the continuous features. The missing data are provided in Multimedia Appendix 1. In addition, we drew box plots for continuous features and used IQR criteria to filter and replace outliers. Finally, to obtain more reliable prediction performance, the continuous data were standardized by the z score standardization method.

Feature Selection and Statistical Analysis

The categorical variables of the queue data were expressed as n (%). Continuous variables that satisfy normal distribution were expressed as mean (SD); otherwise, medians and quartiles were used. All characteristics were evaluated statistically, and two-sided differences in P values <.05 were considered statistically significant. Differences between categorical variables were compared using the chi-square test or Fisher exact test as needed. The independent sample t test was used to compare continuous variables that satisfy normal distribution, while the Wilcoxon test was used for nonnormally distributed continuous variables. Statistically significant features were selected for further correlation analysis. For redundant features with strong correlation, factor analysis was used to confirm the collinearity of the variables, classify the collinearity as a latent factor, and then calculate the eigenvalues, visualize the gravel map of the eigenvalues, and select the feature root. Values >1
and the first few principal components where the slope decreases were used as principal component factors to eliminate redundant features and to find more efficient, concise, and precise feature combinations, thereby improving the generalization and practical capabilities of the model, as described previously [27]. Note that factor analysis requires the data to be suitable according to the Bartlett sphere test and Kaiser-Meyer-Olkin test.

**Derivation and Validation of the Models**

A conventional logistic regression method and four popular machine learning classification algorithms, including adaptive boosting (AdaBoost), gradient boosting decision tree (GBDT), eXtreme Gradient Boosting (XGBoost), and CatBoost, were applied in the present study to model the data. The model built by the algorithm uses constant parameter optimization and model evaluation to compare the fitting effects of each model and to select the best model as the risk prediction model. Model optimization is a method that combines grid search and five-fold cross-validation to visualize the AUC values of the model and the standard deviation with the parameters and selects the parameter values corresponding to the best AUC value as the model parameters [28].

A good model explanation must be presented for the black box model. This study is based on the SHAP algorithm, which calculates the marginal contribution of a feature when it is added to the model and then considers whether the factor is different in all factor sequences [29]. The marginal contribution fully explains the influence of all factors included in the model for model prediction and distinguishes the attributes of the factors (risk factors and protective factors).

Finally, validation queue data were used to evaluate the prediction performance of the model and calculate the AUC, threshold, Youden index, 95% CI, SD, and \( P \) value of the AUC, accuracy, sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), positive likelihood ratio (PLR), and negative likelihood ratio (NLR) of the model for the test set. A calibration curve was drawn, the calibration degree of the model was measured, and the degree of consistency between the predicted risk and the actual risk of the model was evaluated. A good calibration degree indicates that the predicted value of the model is closer to the actual probability of the outcome, from the interpretation of the model to the prediction of random samples, as demonstrated previously [30]. The model, code, and parameters are provided in Multimedia Appendix 2.

**Interpretation of the Model for Prediction of Random Samples**

Advanced machine learning models are usually “black boxes.” When the internal operations of a model are unknown, users do not trust the reliability of the model for making predictions. Although it is known that the accuracy of cross-validation of these models is very high, correlation is still sometimes found between the verification data and the training data due to improper methods, especially when there are few samples. Therefore, cross-validation is no longer the only indicator for evaluating trust. If the rationale by which a model predicts a single sample can be intuitively perceived, users can better trust or distrust single sample prediction. The LIME algorithm was implemented with this concern in mind. This linear model is used to locally approximate a black box model by giving weights to the disturbance input; thus, the observation model gives a basis for interpretation of the sample prediction results [31]. In the present study, we randomly sampled the test set and used the LIME algorithm to fit the predictive behavior of the model to the sample to verify the rationality of the basis of the model for predicting results.

**Results**

**Study Population and Baseline Characteristics**

Data from 3063 patients with COVID-19 treated at Vulcan Hill Hospital from February 2 to April 15, 2020, were analyzed retrospectively. A total of 69/3063 deaths occurred (2.3%). The final analytic sample included 123 critically ill patients admitted to the ICU, including 85 critically ill patients (69.1%), 65 surviving patients (52.8%), and 58 patients who died (47.2%). The outcome variable was determined as the prognostic outcome for predicting results.

Figure 2 shows a flowchart of the overall process of data and feature screening. Figure 3 and Multimedia Appendix 3 list the results comparing all potential risk factors in the study cohort. Overall, the mean age of the patients in the cohort was 69.8 years (SD 11.1), and 79/123 patients (64.2%) were male. Data analysis revealed significant differences between patients in 7 discrete factors, namely ventilator use, critical illness, vasoactive drugs, carbapenem use, antibiotic resistance, anti-gram-positive cocci, and hemodialfiltration; significant differences were found in 46 continuous factors.
Figure 2. Flowchart of the data and feature selection.
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By selecting the abovementioned statistically significant factors for correlation analysis, the correlation coefficient matrix heat map (Multimedia Appendix 4) of the features shows that the top five features that were negatively correlated with the outcomes are prothrombin time percentage activity, blood oxygen saturation, lymphocyte percentage (LYM%), albumin level (ALB), and percentage of basophils (BASO%); the top five characteristics that were positively correlated with outcomes are lactate dehydrogenase, alpha-hydroxybutyrate dehydrogenase, C-reactive protein, neutrophil percentage (NEUT%), and original thrombin time. In addition, strong correlations were found between many features. For example, the correlation coefficient between the prothrombin time (PT) and international standardized ratio reached 0.999; therefore, it was necessary to reduce redundant features.

Factor analysis and visualization of the characteristic root gravel map and load matrix (Figure 4 and Multimedia Appendix 5) revealed that the eight principal component factors were the most predictive; for example, the correlation between the characteristic prothrombin time and the second main factor reached 0.97. Considering the convenience and practicability of using the prediction model, clinical experience and actual comparisons were combined to finally select eight features to represent the eight principal component factors, namely LYM%, PT, lactate dehydrogenase (LDH), total bilirubin (T-Bil), eosinophil percentage (EOS%), creatinine (Cr), NEUT%, and ALB. The Kaiser-Meyer-Olkin test gave a value of 0.5714 and Bartlett’s test of sphericity showed a significance level of \( P < .001 \), indicating that the factor analysis is effective.

Figure 4. Distribution diagram of the correlations between the feature value and the number of features; when the feature value is >1 and the slope change becomes slow, the number of features is 8.
Machine Learning Algorithm Comparison and Best Model

Comparing the AUCs of the logistic regression and four machine learning algorithms for 5-fold cross-validation on the training set (Figure 5), it can be found that the AUC values of each algorithm are similar; however, the AUC value of the XGBoost algorithm is higher. The XGBoost algorithm reflects a good learning curve on the training set, effectively preventing overfitting. In terms of prediction performance, the results of the logistic regression and four machine learning algorithms on the test set show AUCs of 0.92 for XGBoost, 0.9133 for CatBoost, 0.9133 for AdaBoost, 0.85 for GBDT, and 0.84 for LR; the best prediction performance was observed with XGBoost. In addition, the AUC, threshold, Youden index, 95% CI, SD, and P value of the AUC, accuracy, sensitivity, specificity, PPV, NPV, PLR, and NLR values of each model in the test data set are listed in Table 1. In summary, the results of the test data set show that the XGBoost model demonstrates the best performance based on eight salient features. The Youden index value of this model is 0.6667.

Figure 5. ROC curves showing the fitting performance (A) and prediction performance (B) of the LR, CatBoost, GBDT, XGBoost, and AdaBoost prediction models based on the eight important features in the training data set and the test data set. (C) The learning curve on the training set showing the learning process of the XGBoost model. The red line is the fitting effect of the model on the overall training set, and the green line is the fitting effect of the model on the training set with 5-fold cross-validation. The two curves finally merge near 0.85, indicating that the model is well fitted for training. AdaBoost: adaptive boosting; GBDT: gradient boosting decision tree; LR: logistic regression; ROC: receiver operating characteristic; XGBoost: eXtreme Gradient Boosting.

Table 1. Summary of prediction results of multiple models on the test set.

<table>
<thead>
<tr>
<th>Value</th>
<th>Logistic regression</th>
<th>AdaBoosta</th>
<th>GBDTb</th>
<th>XGBoostc</th>
<th>CatBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUC</td>
<td>0.84</td>
<td>0.9133</td>
<td>0.85</td>
<td>0.92</td>
<td>0.9133</td>
</tr>
<tr>
<td>Threshold</td>
<td>0.3962</td>
<td>0.4283</td>
<td>0.4583</td>
<td>0.4478</td>
<td>0.5063</td>
</tr>
<tr>
<td>Youden index</td>
<td>0.6667</td>
<td>0.7333</td>
<td>0.6333</td>
<td>0.7667</td>
<td>0.7667</td>
</tr>
<tr>
<td>95% CI of the AUC</td>
<td>0.6556-1.0</td>
<td>0.8024-1.0</td>
<td>0.6997-1.0</td>
<td>0.8142-1.0</td>
<td>0.7997-1.0</td>
</tr>
<tr>
<td>SD of the AUC</td>
<td>0.094</td>
<td>0.0566</td>
<td>0.0784</td>
<td>0.054</td>
<td>0.058</td>
</tr>
<tr>
<td>P value of the AUC</td>
<td>.003</td>
<td>&lt;.001</td>
<td>.002</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.76</td>
<td>0.76</td>
<td>0.76</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.8</td>
<td>0.9</td>
<td>0.8</td>
<td>0.9</td>
<td>0.8</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.7333</td>
<td>0.6667</td>
<td>0.7333</td>
<td>0.8</td>
<td>0.8667</td>
</tr>
<tr>
<td>Positive predictive value</td>
<td>0.8462</td>
<td>0.9091</td>
<td>0.8462</td>
<td>0.9231</td>
<td>0.8667</td>
</tr>
<tr>
<td>Negative predictive value</td>
<td>0.6667</td>
<td>0.6429</td>
<td>0.6667</td>
<td>0.75</td>
<td>0.8</td>
</tr>
<tr>
<td>Positive likelihood ratio</td>
<td>3.6667</td>
<td>6.6667</td>
<td>3.6667</td>
<td>8</td>
<td>4.3333</td>
</tr>
<tr>
<td>Negative likelihood ratio</td>
<td>0.3333</td>
<td>0.3704</td>
<td>0.3333</td>
<td>0.2222</td>
<td>0.1667</td>
</tr>
</tbody>
</table>

aAdaBoost: adaptive boosting.
bGBDT: gradient boosting decision tree.
cXGBoost: eXtreme Gradient Boosting.
dAUC: area under the receiver operating characteristic curve.

Model Validation and Predictor Parameters

The prediction behavior of XGBoost in the test set was visualized. The calibration curve (Figure 6) shows that the predicted risk of the XGBoost model is in good agreement with the actual risk. The predicted value of the model is close to the actual probability of the outcome. The details of the optimal
model parameters constructed by the XGBoost algorithm can be viewed in Multimedia Appendix 2.

Figure 6. Calibration curve reflecting the degree of consistency between the predicted risk and the actual risk of the XGBoost model. The predicted curve of the model fits well with the diagonal, indicating that the predicted value of the model is basically close to the actual probability of the outcome.

Interpretation and Evaluation of the Machine Learning Model

Based on the SHAP algorithm, the feature ranking interpretation of the XGBoost model (Figure 7) shows that LDH, PT, Cr, LYM%, NEUT%, EOS%, T-Bil, and ALB were the characteristics of the XGBoost model with the greatest impact in predicting outcomes. Overall, the characteristics of LDH, PT, Cr, T-Bil, and NEUT% correlated positively with the outcomes and are risk factors; meanwhile, LYM%, EOS%, and ALB correlated negatively with the outcomes and are protective factors.
Figure 7. The XGBoost model based on the SHAP algorithm. (A) The attributes of the features in the black box model. Each line represents a feature, and the abscissa is the SHAP value, which represents the degree of influence on the outcome. Each dot represents a sample. The redder the color, the greater the value of the feature, and the bluer the color, the lower the value. (B) Ranking of feature importance indicated by SHAP. ALB: albumin level; Cr: creatinine; EOS%: eosinophil percentage; LDH: lactate dehydrogenase; LYM%: lymphocyte percentage; NEUT%: neutrophil percentage; PT: prothrombin time; SHAP: SHapley Additive exPlanations; T-Bil: total bilirubin.

Interpretation of sample prediction results requires random drawing of samples to make model predictions and observe the model through the LIME algorithm. The four prediction scenarios are shown in Figure 8A. In addition, the prediction results of the XGBoost model on all samples on the training set and the test set were counted, and the distribution of the four cases of the aggregated prediction results was visualized. Figure 8B shows that the XGBoost model has inappropriate prediction behavior in that its judgment of the false positive prediction results found through LIME is inaccurate; however, this situation is very rare, which indicates that the performance of the XGBoost prediction model is stable and reliable and that the interpretation of random sample prediction is basically reasonable. This is sufficient to confirm the practicability of the XGBoost model and will help increase physicians’ trust in the prediction model and help them make good auxiliary decisions.
Figure 8. Interpretation of sample prediction results by randomly drawing samples to make model predictions and observing the model through the Local Interpretable Model-Agnostic Explanations (LIME) algorithm. (A) The four different prediction behaviors of the model (true negative, true positive, false negative, and false positive); (B) the ratios of the four prediction behaviors of the model on the training set and the test set. A:LB: albumin level; CR: creatinine; EOS%: eosinophil percentage; LDH: lactate dehydrogenase; LYM%: lymphocyte percentage; NEUT%: neutrophil percentage; PT: prothrombin time; T-Bil: total bilirubin.

Additionally, comparison of the results of our machine learning model and the Acute Physiologic Assessment and Chronic Health Evaluation II (APACHE II), Sequential Organ Failure Assessment (SOFA), Multiple Organ Dysfunction Score (MODS), and Pneumonia Severity Index (PSI) scores indicated that the AUC of the XGBoost model was higher than those of the other four scores (Figure 9).
Figure 9. Comparison between the risk prediction model of the present study and the ROC curves of various critical scores. APACHE: Acute Physiologic Assessment and Chronic Health Evaluation; MODS: Multiple Organ Dysfunction Score; PSI: Pneumonia Severity Index; ROC: receiver operating characteristic; SOFA: Sequential Organ Failure Assessment; XGBoost: eXtreme Gradient Boosting.

Discussion

Principal Findings

The results of the present study show that the XGBoost method is a more reliable and more accurate method for predicting outcomes for critically ill patients with COVID-19 in the ICU than conventional logistic regression and scoring. Especially, the eigenvalues were reduced using the XGBoost model from 100 parameters to 8. Correlation analysis and characteristic analysis showed that the LDH, PT, Cr, T-Bil, LYM%, ALB, NEUT%, and EOS% indicators had strong correlations with the prognosis of severe and critical patients with COVID-19 in the ICU. Physicians should be wary of poor prognosis when encountering such patients. After full verification by SHAP, LIME, etc, the model was found to be accurate and stable. A web-based calculator based on the risk model is available on the internet [32].

According to the XGBoost algorithm model used in our study, LDH, PT, Cr, T-Bil, and NEUT% correlated positively with patients’ outcomes, indicating that these values are risk factors; meanwhile, LYM%, ALB, and EOS% correlated negatively with patients’ outcomes, indicating that these values are protective factors. In addition to identifying risk and protective factors, the results suggested that the XGBoost algorithm model achieves a good prediction effect, with an AUC of 0.92, sensitivity of 0.8, and specificity of 0.9. Based on the same data, logistic regression analysis showed an AUC of 0.84, with a sensitivity of 0.7 and specificity of 0.83. These results indicate that the predictive effect of machine learning is more accurate and sensitive than that of regression analysis. In contrast to our study, other researchers tended to apply Cox regression and logistic regression to analyze risk factors. Wang et al [19] found that the risk factors for in-hospital mortality from COVID-19 were lymphopenia and LDH, as analyzed by multivariable Cox proportional hazard regression models. Chen and colleagues [20] studied 1859 patients with confirmed COVID-19 from seven centers in Wuhan, China, of whom 1651 recovered and 208 died. Multivariable Cox regression analyses indicated that increased hazards of in-hospital death were associated with one indicator, log 10 serum creatinine (sCr) per μmol/L increase [33]. In another study that analyzed 167 confirmed patients with severe COVID-19, the LDH concentration was higher and the albumin concentration was lower in these patients, with significant differences [34]. Recently, Liang et al [22] used Least Absolute Shrinkage and Selection Operator (LASSO) and
logistic regression to construct a predictive risk score (COVID-GRAM), in which the AUC in the development cohort was 0.88 (95% CI 0.85-0.91) and the AUC in the validation cohort was 0.88 (95% CI 0.84-0.93) for predicting patients’ risk of developing critical illness. The results in that study coincide with our results to some extent, and the machine learning algorithm can identify potential indicators better than the conventional algorithm. Finally, Abdulal et al [20] used a neural network model to predict the prognosis of patients with COVID-19, with an AUC of 90.12%. This study only used eight indicators and achieved good predictive value; thus, it is more convenient and efficient.

Elevated LDH was identified as a significant risk predictive marker of COVID-19. Li et al [23] revealed that relatively high levels of LDH play a crucial role in predicting mortality of patients with COVID-19 when using an interpretable mortality prediction model. LDH is an enzyme that is involved in energy production through the conversion of lactate to pyruvate; it is present in almost all body cell types (n=156), with the highest levels in the heart, liver, lungs, muscles, kidneys, and blood cells. LDH is released from cells upon damage to their cytoplasmic membrane, and it is not only a metabolic marker but also an immune surveillance prognostic biomarker [35]. LDH increases the production of lactate, which leads to enhancement of immune-suppressive cells and inhibition of cytolytic cells. These changes weaken the immune response mounted against viral infection, which results in more severe disease in patients with COVID-19 who have elevated LDH [36]. PT is another typical indicator associated with patient prognosis. Through pathological examination of patients who died of COVID-19, researchers found that the virus can lead to disorders of the coagulation system, resulting in a hypercoagulable state and microthrombosis [37]. Moreover, viral infections may induce even more severe complications, such as acute respiratory distress syndrome and multi-organ dysfunction syndrome, which are two conditions frequently associated with hypercoagulation and disseminated intravascular coagulation [38]. These processes and conditions help to explain why PT was prolonged in patients with severe and critical COVID-19. Approximately 14.4% of patients with COVID-19 have elevated sCr levels, and kidney disease has been associated with in-hospital death of patients with COVID-19 [39]. SARS-CoV2 has been suggested to modulate the renin-angiotensin-aldosterone system (RAAS). Evidence of activation of the RAAS in patients with COVID-19 who have acute kidney injury, leading to increased sCr, has been reported [40]. Several studies have also reported that liver damage occurred in severe cases of COVID-19 infection at rates ranging from 58% to 78% [41,42]. COVID-19 uses angiotensin converting enzyme 2 (ACE2) as the binding site to enter host cells in the lungs, kidneys, and heart. A previous study [43] showed that both liver and bile duct cells express ACE2; this may result in elevated T-Bil levels, accompanied by slightly decreased ALB levels. Hematologic and immunologic impairment showed significantly different profiles between survival and mortality of patients with COVID-19 with different disease severities. The results of our study suggest that increased NEUT% and decreased LYM% are risk factors for patient prognosis. Interestingly, a decrease in EOS% was also a risk factor, and we were surprised to find that the results of two studies [44,45] were consistent with our results. In those studies, it was found that eosinophils decreased at the early stage and were associated with disease severity and clinical outcomes. Impaired immune cell function leads to low lymphocyte levels and immune system dysfunction, causing patients with severe COVID-19 to be more sensitive to bacterial infection [46]. The decline in eosinophils may be due to the patients’ response to the stress of acute SARS-CoV-2 infection. However, whether COVID-19 has a direct effect on eosinophils remains unknown. In one study, it was found that the Clostridioides difficile transferase toxin induces pathogenic host inflammation via a toll-like receptor 2–dependent pathway, resulting in suppression of the protective host eosinophilic response [47]. Additionally, eosinophils can be reduced after an innate immune challenge [48].

Limitations
This study has several limitations. First, data from only one center were used, and the sample size was small, which may indicate bias. However, Vulcan Hill Hospital is a large medical center that focused on the treatment of COVID-19. The patients are representative of all patients with COVID-19, providing a reliable basis for the treatment of critical patients. Second, the treatment of patients in the ICU is not necessarily the initial treatment because the patients were transferred from different hospitals and different medical treatment units; this may have affected the baseline characteristics of the patients. In the future, based on what we learned in this study, we will attempt to correct defects of the model and the machine learning approach. Also, we will collect more data to conduct external tests on the prediction model and further improve the generalized prediction ability of the model for multicenter data.

Conclusions
Machine learning has a good predictive effect on the mortality of critically ill patients with COVID-19 in the ICU. The XGBoost model has higher diagnostic performance than conventional statistical methods and can be used to select and simplify the core indicators for mortality prediction, such as LDH, PT, Cr, T-Bil, LYM%, ALB, and the white blood cell parameters NEUT% and BASO%. Machine learning may be a valuable prognostic indicator for early warning of critically ill patients; this warning plays a significant role in the allocation of medical resources, triage of patients, formulation of treatment decisions, and evaluation of progressive COVID-19.
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Abstract

Background: The novel COVID-19 disease has spread worldwide, resulting in a new pandemic. The Chinese government implemented strong intervention measures in the early stage of the epidemic, including strict travel bans and social distancing policies. Prioritizing the analysis of different contributing factors to outbreak outcomes is important for the precise prevention and control of infectious diseases. We proposed a novel framework for resolving this issue and applied it to data from China.

Objective: This study aimed to systematically identify national-level and city-level contributing factors to the control of COVID-19 in China.

Methods: Daily COVID-19 case data and related multidimensional data, including travel-related, medical, socioeconomic, environmental, and influenza-like illness factors, from 343 cities in China were collected. A correlation analysis and interpretable machine learning algorithm were used to evaluate the quantitative contribution of factors to new cases and COVID-19 growth rates during the epidemic period (ie, January 17 to February 29, 2020).

Results: Many factors correlated with the spread of COVID-19 in China. Travel-related population movement was the main contributing factor for new cases and COVID-19 growth rates in China, and its contributions were as high as 77% and 41%, respectively. There was a clear lag effect for travel-related factors (previous vs current week: new cases, 45% vs 32%; COVID-19 growth rates, 21% vs 20%). Travel from non-Wuhan regions was the single factor with the most significant impact on COVID-19 growth rates (contribution: new cases, 12%; COVID-19 growth rate, 26%), and its contribution could not be ignored. City flow, a measure of outbreak control strength, contributed 16% and 7% to new cases and COVID-19 growth rates, respectively. Socioeconomic factors also played important roles in COVID-19 growth rates in China (contribution, 28%). Other factors, including medical, environmental, and influenza-like illness factors, also contributed to new cases and COVID-19 growth rates in China. Based on our analysis of individual cities, compared to Beijing, population flow from Wuhan and internal flow within Wenzhou were driving factors for increasing the number of new cases in Wenzhou. For Chongqing, the main contributing factor for new cases was population flow from Hubei, beyond Wuhan. The high COVID-19 growth rates in Wenzhou were driven by population-related factors.

Conclusions: Many factors contributed to the COVID-19 outbreak outcomes in China. The differential effects of various factors, including specific city-level factors, emphasize the importance of precise, targeted strategies for controlling the COVID-19 outbreak and future infectious disease outbreaks.

(J Med Internet Res 2020;22(11):e23853) doi:10.2196/23853
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COVID-19; new cases; growth rate; multidimensional factors; statistical machine learning

Introduction

A new pneumonia disease emerged and was later named COVID-19 [1]. COVID-19 is caused by the novel SARS-CoV-2 and has become a major global health threat [2,3]. Due to massive population movement during the early stage of the COVID-19 epidemic, the disease rapidly spread in China. To keep the spread of COVID-19 in control, the Chinese government implemented rapid and strict intervention measures, such as quarantining Wuhan and its surrounding cities in the Hubei Province on January 23 and 24, 2020, banning public transportation, cancelling activities involving a gathering of people, extending the Spring Festival holiday, postponing the opening of schools, and setting up monitoring, testing, and isolation policies [4,5]. It has been proven that these strong measures have effectively slowed down, and even prevented, the spread of COVID-19 in China. The total number of new cases across the country has decreased rapidly and has been kept at a low level in the past several months [6,7].

The spread of COVID-19 depends on many factors. The human population is naïve to SARS-CoV-2, but there is currently no evidence showing dramatic changes in the virus [8]. Until now, many studies based on both statistical and mechanistic models have explored and confirmed the effect of population movement on the spread of COVID-19 [9-11]. Socioeconomic status, climate conditions, and intervention measures vary among cities across China. As a result, regional systems, resources, and the country’s capacity for responding to public health risks and events are directly linked to the outcomes of an outbreak [12]. Moreover, the allocation of medical resources and other related factors, such as the number of hospital beds, have a positive effect on the control of the epidemic [13,14]. In addition, many socioeconomic factors, such as population number, population density, and social activities, mediate the spread of the disease [15]. Studies have confirmed that environmental factors influence the seasonal transmission of pathogens, but the effect of environmental factors on COVID-19 is still controversial [16-19]. Furthermore, while previous upper tract respiratory infections might relate to infections by human coronaviruses and provide some cross-protection against SARS-CoV-2, the relationship between previous upper tract respiratory infections and COVID-19 is unclear and must be further studied [20]. Therefore, although the integrated effects of several influencing factors on the outbreak outcomes of COVID-19 have been analyzed [21], a comprehensive analysis has yet to be conducted.

We collected a comprehensive dataset and used a correlation analysis and machine learning algorithm to identify and assess national-level and city-level contributing factors to the outbreak outcomes of COVID-19 in China.

Methods

Data

Data Collection

As of March 1, 2020, the number of new COVID-19 cases in most prefecture-level cities in China has declined to 0. Therefore, data from 343 prefecture-level cities in China from January 17 to February 29, 2020 were collected and used in this study. This period was also the main COVID-19 outbreak period in China. Data were evaluated on a weekly scale comprised of the following 6 weeks: week 1, January 17-23; week 2, January 24-30; week 3, January 31 to February 6; week 4, February 7-13; week 5, February 14-20; and week 6, February 21-29. For each week, cities with 0 new cases were excluded from further analysis. Weekly new cases and COVID-19 growth rates were considered response/dependent variables, and a variety of regressors/independent variables were included in this study. These independent variables were divided into the following 6 categories: travel-related (current week), travel-related (previous week), medical, socioeconomic, environmental, and influenza-like illness (ILI) variables (Table S1 in Multimedia Appendix 1).

New Cases and COVID-19 Growth Rates

Confirmed COVID-19 case data were downloaded from daily official reports from the health commission, and weekly accumulative new case data were extracted. A proxy measurement for the reproductive number (R_proxy) was used as the indicator for COVID-19 growth rate, which was defined as the number of new cases in the following week normalized by the number of new cases in the current week [22], as follows:

In this equation, w denotes week, ranging from 1-6, N is the number of weekly cumulative new cases, and i represents the ith city.

Travel-Related Factors

The daily domestic population movement data were derived from Baidu Qianxi [23]. The data are based on the positioning and transportation information systems of Baidu Location Based Services and Baidu Tianyan. The system collects location information that is voluntarily uploaded by users using Baidu services in real time and draws a population migration map based on global positioning system, Wi-Fi location, IP address, and signal tower information. We obtained city-level crowd movement information from this map for travel-related data. The following 5 city-level measurements were used in this study: population flow from Wuhan (Wuhan flow), population flow from Hubei, excluding Wuhan (Hubei/non-Wuhan flow), population flow from regions in mainland China, excluding Hubei (non-Hubei flow), population flow within a city (city internal flow), and the activity intensity within a city (city internal flow index), which was obtained by normalizing the
population flow within a city by its population. Weekly measures were obtained based on the sum of daily data. Due to the latent period of COVID-19, travel-related factors from the previous week were considered separate from travel-related factors from the current week in this study. Hubei/non-Wuhan flow and non-Hubei flow measurements were combined to obtain non-Wuhan flow measurements, and city internal flow and the city internal flow index were combined to obtain city flow measurements.

**Medical Factors**
The number of doctors, hospitals, beds, and outpatients and emergency patients were derived from the 2018 edition of the China Health & Family Planning Statistical Yearbook [24]. Only province-level data were available for outpatient data, so city-level values were obtained in proportion to each city’s population. Data for the number of COVID-19 treatment hospitals were extracted from announcements issued by provincial health committees. Values were kept the same across all 6 weeks for each city.

**Socioeconomic Factors**
Socioeconomic factors, including population number, population density, gross domestic product, per capita income, and percentage of the population aged $\geq 65$ years were derived from the 2018 China City Statistical Yearbook [25]. Except for the percent of the population aged $\geq 65$ years, all socioeconomic data were at the city level. Province-level data for the percent of the population aged $\geq 65$ years were used for each city. Values were kept the same across all 6 weeks for each city.

**Environmental Factors**
The daily climate data for each city, which included the highest temperature, lowest temperature, average temperature, relative humidity, and absolute humidity were downloaded from the China Meteorological Administration website [26]. Weekly data were calculated by averaging the daily data.

**ILI factors**
The average percentage of ILI occurrences for each city from 2016 to 2018 were calculated based on weekly report data from the Chinese National Influenza Center. The data were based on the number of samples tested in 554 sentinel hospitals in 31 provinces in China.

**Correlation Analysis**
Spearman correlation was used to evaluate the relationship between a single factor and either the number of new cases or COVID-19 growth rates. A significance level of .05 was used in this study.

**Machine Learning Framework**

**Feature Selection and Feature Importance**
First, a nonlinear regression tree model, which was made with XGBoost framework (extreme gradient boosting) [27], was used to fit weekly new cases and COVID-19 growth rates. Next, sequential backward floating selection was iterated to train the XGBoost [28,29] model to obtain the final model by minimizing the mean squared error. Sequential backward floating selection is a sequential feature selection method based on a greedy search algorithm. It removes features one by one from the full set of features and evaluates the error function. When the error reaches the optimum level, the combination of left-over features is regarded as the optimal feature combination. Finally, the importance of each selected factor was determined based on the number of times the factor was split by the tree model, which was determined by XGBoost. For each week, a contribution percentage was calculated for each factor based on its relative importance [30].

**Shapely Additive Explanation Analysis**

Shapley additive explanation (SHAP) [31] is an interpretable method for analyzing the output of machine learning models. SHAP analysis was used to calculate the contribution of selected factors for each city and week. A predicted value (ie, SHAP value) was generated for each data sample, and the value was uniformly assigned to each feature of the sample. The following equation shows how the predicted value of the machine learning model was calculated:

$$y_i = y_{base} + f(x_{i1}) + f(x_{i2}) + \ldots + f(x_{iN}) \quad (2)$$

In this equation, the ith sample was defined as $x_i$, the jth feature of the ith sample was defined as $x_{ij}$, the predicted value of the machine learning model for the sample was $y_i$, and the reference value of the model (ie, the mean value of the target sample variable) was defined as $y_{base}$. Furthermore, $f(x_{ij})$ was the SHAP value of $x_{ij}$, $f(x_{ij}) > 0$ indicates that the feature increases the predicted value and has a positive contribution; otherwise, the feature reduces the predicted value and has a negative contribution.

SHAP package [32] was used to calculate a marginal contribution value (ie, SHAP value) based on the trained XGBoost model [33-35]. The SHAP value was used to measure the contribution of different important factors for each city.

**Results**

**Single-Factor Analysis**
Based on the single-factor Spearman correlation analysis, many factors significantly correlated with both the number of new cases and COVID-19 growth rates in China (Figure 1). All factors significantly correlated with the number of new cases during at least 1 week, except relative humidity. Similarly, only travel-related (current and previous weeks), medical, and socioeconomic factors significantly correlated with COVID-19 growth rates during at least one week, while environmental and ILI factors did not correlate with COVID-19 growth rates (Figure 1). Wuhan flow, Hubei/non-Wuhan flow, and their corresponding measures in previous weeks positively correlated with the number of new cases during all 6 weeks, while the city internal flow index negatively correlated with the number of new cases during all 6 weeks. Many factors significantly correlated with the number of new cases for at least 5 weeks, but only Wuhan flow from the previous week and population density significantly correlated with COVID-19 growth rates for at least 5 weeks (Figure 1).
Figure 1. Correlation analysis of contributing factors for new COVID-19 cases (left) and COVID-19 growth rates (right). Dots from the top to the bottom for each factor indicate the corresponding Spearman correlation coefficient for 6 consecutive weeks (January 17 to February 29, 2020). Significant correlations are colored in red. ILI: influenza-like illness.

<table>
<thead>
<tr>
<th>Contributing factors</th>
<th>New cases</th>
<th>Growth rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wuhan flow</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hubei /non-Wuhan flow</td>
<td></td>
<td></td>
</tr>
<tr>
<td>non-Hubei flow</td>
<td></td>
<td></td>
</tr>
<tr>
<td>city internal flow index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>city internal flow</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wuhan flow</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hubei /non-Wuhan flow</td>
<td></td>
<td></td>
</tr>
<tr>
<td>non-Hubei flow</td>
<td></td>
<td></td>
</tr>
<tr>
<td>city internal flow index</td>
<td></td>
<td></td>
</tr>
<tr>
<td>city internal flow</td>
<td></td>
<td></td>
</tr>
<tr>
<td>number of doctors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>number of COVID-19 hospitals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>number of hospitals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>number of beds</td>
<td></td>
<td></td>
</tr>
<tr>
<td>number of outpatients &amp; emergency</td>
<td></td>
<td></td>
</tr>
<tr>
<td>population number</td>
<td></td>
<td></td>
</tr>
<tr>
<td>population density</td>
<td></td>
<td></td>
</tr>
<tr>
<td>gross domestic product</td>
<td></td>
<td></td>
</tr>
<tr>
<td>per capita income</td>
<td></td>
<td></td>
</tr>
<tr>
<td>percentage of population aged ≥ 65 years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>highest temperature</td>
<td></td>
<td></td>
</tr>
<tr>
<td>lowest temperature</td>
<td></td>
<td></td>
</tr>
<tr>
<td>average temperature</td>
<td></td>
<td></td>
</tr>
<tr>
<td>relative humidity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>absolute humidity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ILI</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Multifactor Analysis Based on the Machine Learning Algorithm

Our additional analysis showed that many factors correlated with each other (Figure S1 in Multimedia Appendix 2). As a result, a nonlinear method was needed to assess the contribution of correlated factors on the spread of COVID-19 in China. Machine learning methods are good for solving nonlinear problems, and we used XGBoost [28,30] to create a nonlinear regression tree model for this study. Important factors were selected based on the cross-validation procedure in the XGBoost framework. Figure S2 in Multimedia Appendix 2 shows the number of factors selected for the final model. No single factor was consistently selected for all 6 weeks, but the overall contribution percentage could be obtained (Figure 2, Multimedia Appendix 2). Figure 2 shows that travel-related factors for the
current week (contribution: new cases, 32%; COVID-19 growth rates, 20%) and related measures from the previous week (contribution: new cases, 45%; COVID-19 growth rates, 21%) were the main factors that drove changes in the number of new cases and COVID-19 growth rates, with total contribution percentages of 77% and 41%, respectively. For new cases, the contributions of other factors were no more than 10%. For COVID-19 growth rates, socioeconomic factors were also important, and they had a combined contribution percentage of 28%. Other factors also contributed to COVID-19 growth rates in China, with environmental, ILI, and medical factors contributing 14%, 10%, and 7%, respectively. For new cases, the leading individual factors with contribution percentages >10% were Wuhan flow, city flow, and non-Wuhan flow, with combined contributions (ie, travel-related measures and corresponding measures from previous week) of 49%, 16%, and 12%, respectively. For COVID-19 growth rates, the leading contributing factors were non-Wuhan flow, population density, ILIs, and Wuhan flow, with combined contributions of 26%, 10%, 10%, and 9%, respectively. The remaining factors with contributions of no less than 5% for the growth rate of COVID-19 were city flow (current week and previous week), population number, the number of COVID-19 hospitals, lowest temperature, absolute humidity, and per capita income, with contributions of 7%, 6%, 6%, 6%, 5%, and 5%, respectively (Figure 2).

**Figure 2.** Contribution of various factors to new COVID-19 cases and COVID-19 growth rates in China. ILI: influenza-like illness.

**City-Level Factor Analysis**

SHAP is a method for explaining individual predictions [31,35] by computing the contribution of each factor and comparing it to predictions based on game theory. Multimedia Appendix 3 shows the detailed SHAP values of each selected factor for each city. SHAP values explain the contribution of different factors to the COVID-19 outbreak outcomes of each individual city. For a demonstration, we selected a number of new cases from the second week (106, 221, and 179, respectively) and COVID-19 growth rates from the first week (4.08, 36.83, and 6.63, respectively) from Beijing, Wenzhou, and Chongqing (Figure 3). In the second week, Wuhan flow and city internal flow (previous week) contributed to an increased number of new cases in Wenzhou (overall SHAP value, 90.75), while Hubei/non-Wuhan flow was the main factor that led to an increased number of new cases in Chongqing (SHAP value, 118.66) (Figure 3A). For Beijing, population density and Wuhan flow were the top 2 factors that contributed to the number of new cases, with a combined SHAP value of 41.29, which was much smaller than the SHAP values for factors in Wenzhou and Chongqing. This also meant that factors in Beijing related to fewer new cases than factors in Wenzhou and Chongqing (ie, 106 new cases vs 221 and 179 new cases, respectively) (Figure 3A). Furthermore, the differences in COVID-19 growth rates in Wenzhou compared to those in Beijing and Chongqing in the first week (ie, 36.83 vs 4.08 and 6.63, respectively) were caused by population number, non-Hubei flow, per capita income, and the percentage of the population aged ≥ 65 years (SHAP value: 10.87, 1.67, 1.64, and 1.48, respectively) (Figure 3B). Among them, the contribution from population number was positive for all 3 cities and bigger for Wenzhou, while non-Hubei flow and per capita income were positive for Wenzhou and negative for the other cities, which indicates the importance of those factors to the higher COVID-19 growth rates in Wenzhou. For Beijing, the contribution of the number of COVID-19 hospitals was bigger than in Wenzhou and Chongqing (SHAP value: 6.06 vs 0.93 and 1, respectively) (Figure 3B).
Discussion

Principal Results

In this study, we applied a machine learning method to delineate the contribution of different factors to weekly new cases and COVID-19 growth rates based on multidimensional data collected from 343 cities in China. Travel-related factors were the main contributors to the number of new cases and COVID-19 growth rates in China during the outbreak period (ie, January 17 to February 29, 2020), and the growth rate was also affected by other factors, including socioeconomic factors like population density [36]. City-level differences among related factors led to different COVID-19 outbreak outcomes and shed light on targeted prevention and control methods for the future.

The results of our simple correlation analysis and machine learning exploration showed that the progression of the COVID-19 outbreak in China is affected by multiple factors. Based on our nonlinear machine learning method, we found that the most important contributors to new cases and COVID-19 growth rates in China were travel-related factors and that travel-related factors had a clear lag effect that could not be ignored. Previous studies have shown that population movement from Wuhan is the driving factor for new COVID-19 cases in China, and we have confirmed this [2,37,38]. Additionally, we found that population movement from regions beyond Wuhan and internal flow within the city significantly contributed to new cases and COVID-19 growth rates in China, and the population flow from non-Wuhan regions was the leading contributor for COVID-19 growth rates (Figure 2). City internal flow also contributed to the increase in COVID-19 cases and spread of the disease, but its impact was limited. The significant contribution of population movement from non-Wuhan regions emphasizes the importance of monitoring and restricting population movement from regions beyond the disease epicenter during an outbreak. This may relate to the fact that, for people to successfully return to their hometowns and avoid trouble, they might travel in a circuitous manner. Therefore, authorities should pay attention to all travelers, not only the ones directly from Wuhan, especially considering the lag effect of population movement.

Our study also indicated that the contribution of other factors to the progression of the COVID-19 outbreak in China cannot be ignored, especially for the growth rate of COVID-19. The contribution of socioeconomic factors to the growth rate of COVID-19 in China is comparable to that of travel-related factors [39] (Figure 2). The leading contributing socioeconomic factor was population density; a higher population density means a higher probability of secondary infection, resulting in the faster growth of new COVID-19 cases. Among all the factors considered in this study, factors related to medical resources contributed the least to new COVID-19 cases in China, which may indicate that there were enough medical resources for most cities in China. Interestingly, the dominant contributing factor for COVID-19 growth rates among all medical factors was the number of COVID-19 hospitals. This factor had a contribution of 6%, which corresponds to more than 85% of the contribution of all medical factors, indicating that the practice of setting up designated hospitals for COVID-19 in various cities is effective for controlling the growth of cases. Our results also indicated that environmental and ILI factors contributed to COVID-19 growth rates in China, but their contributions were smaller compared to those of travel-related and socioeconomic factors. Therefore, the contribution of environmental and ILI factors should be interpreted carefully and studied further [40,41].
Based on the SHAP values used in game theory, we were able to distinguish the individual contribution of different city-level factors, which has important implications for precise and targeted control strategies. For example, compared to the number of new cases in Beijing, which, as the capital city, is a super megacity with a large population and a hub of population movement, Wenzhou and Chongqing had more new cases in the second week with different contributing factors. Wuhan flow and city internal flow (previous week) were the main contributors for increases in new COVID-19 cases in Wenzhou, while Hubei/non-Wuhan flow (previous week) was the driving factor in Chongqing. To reduce the number of new COVID-19 cases in Wenzhou, efforts beyond restricting population migration from Wuhan are needed, such as reducing the number of social activities within the city. As the adjacent city of Hubei, Chongqing should pay more attention to travelers from Hubei. With regard to the higher COVID-19 growth rates during the first week in Wenzhou, beyond travel-related factors, contributing factors were mainly socioeconomic factors, including population number, per capita income, and percentage of the population aged ≥65 years. Ours is the first study to evaluate the contribution of different city-level factors to outbreak outcomes, and our results and methodology are helpful for the targeted control of infectious diseases.

Limitations
This study had several limitations. First, although we assessed as many factors as possible, important factors might be missing. For example, although we included measures related to the social distancing policy, such as the city internal flow and city internal flow index, other detailed control policies [42] are missing. Second, due to the multicollinearity among factors and black box effect in the model, our results may not be biologically sound and require careful interpretation. Therefore, negative SHAP values should not be interpreted as factors with a negative effect. Instead, negative SHAP values can indicate a compromised effect and small contribution. Third, more data on medical resources are needed in the future, especially data on the redistribution of medical resources during the epidemic, which are important for effective future resource arrangement. Fourth, although we used a powerful machine learning method to deal with the complex relationships between different factors, it may not the most suitable method. Therefore, other methods should be explored, especially since the data in this study cover a short period of time and exhibit dramatic changes due to strong interventions. Nevertheless, our quantitative results and proposed method shed light on the contribution of different factors to outbreak outcomes and are useful for the precise prevention and control of infectious diseases.

Conclusions
The prevention and control of the COVID-19 epidemic is a systematical project. Knowing the important contributing factors and prioritizing the corresponding strategies are helpful for creating effective control measures. Beyond population flow from Wuhan, population flow from other places and internal flow within the city also contributed to the number of new cases and COVID-19 growth rates in China. Socioeconomic factors, particularly population number and density, also play very important roles in COVID-19 growth rates in China. The contribution of specific factors for individual cities was also explored based on the framework proposed in this study. The pandemic is still ongoing worldwide, and many countries are experiencing the severe rebound effects of COVID-19. The results we presented and the framework we proposed in this study are helpful and useful for exploring optimal and precise control strategies.

Acknowledgments
The authors would like to thank the many thousands of Centers for Disease Control and Prevention staff, health workers, and data scientists who continuously collect data and are dedicated to containing the spread of COVID-19 in China and elsewhere. This study was supported by the National Key R&D Program of China (2020YFC0840900), National Natural Science Foundation of China (31970643 & 81961128002), Shenzhen Science and Technology Program (Grant number KQTD20180411143323605), and Guangdong Frontier and Key Tech Innovation Program (2019B020228001 & 2019B111103001).

Authors’ Contributions
XD and ZC designed the study. ZC, FT, CC, CZ, YG, RL, ZH, YT, TX, YXu, YS, FW, PD, and GL collected and analyzed the data. XD, YJ, HZ, YC LS, and YShu interpreted the data. XD, ZC, and FT prepared the manuscript. XD, GL, YJ, HZ, YC, LS, and YShu edited the paper. All authors reviewed and approved the submitted manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Table S1. A collection of all influencing factors.
[ZIP File (Zip Archive), 131 KB - jmir_v22i11e23853_app1.zip ]

Multimedia Appendix 2
Supplementary materials, including Figure S1, Figure S2 and Table S2.
Multimedia Appendix 3
Shapley additive explanation values of each selected factor for each city.

References


Abbreviations

ILI: influenza-like illness

SHAP: Shapley additive explanation

XGBoost: extreme gradient boosting
Impact of Systematic Factors on the Outbreak Outcomes of the Novel COVID-19 Disease in China: Factor Analysis Study


J Med Internet Res 2020;22(11):e23853
URL: http://www.jmir.org/2020/11/e23853/
doi:10.2196/23853
PMID:33098287

©Zicheng Cao, Feng Tang, Cai Chen, Chi Zhang, Yichen Guo, Ruizhen Lin, Zhihong Huang, Yi Teng, Ting Xie, Yutian Xu, Yanxin Song, Feng Wu, Peipei Dong, Ganfeng Luo, Yawen Jiang, Huachun Zou, Yao-Qing Chen, Lita Sun, Yuelong Shu, Xiangjun Du. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 11.11.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Relationship Between COVID-19 Information Sources and Attitudes in Battling the Pandemic Among the Malaysian Public: Cross-Sectional Survey Study

Emma Mohamad¹, PhD; Jen Sern Tham², PhD; Suffian Hadi Ayub³, PhD; Mohammad Rezal Hamzah⁴, PhD; Hasrul Hashim¹, PhD; Arina Anis Azlan¹, PhD

¹Centre for Research in Media and Communication, Faculty of Social Sciences and Humanities, Universiti Kebangsaan Malaysia, Bangi, Selangor, Malaysia
²Department of Communication, Faculty of Modern Languages and Communication, Universiti Putra Malaysia, Seri Kembangan, Selangor, Malaysia
³Department of Communication, School of Arts, Sunway University, Petaling Jaya, Selangor, Malaysia
⁴Centre of Excellence for Social Innovations and Sustainability, Faculty of Applied and Human Sciences, Universiti Malaysia Perlis, Kangar, Perlis, Malaysia

Corresponding Author:
Arina Anis Azlan, PhD
Centre for Research in Media and Communication
Faculty of Social Sciences and Humanities
Universiti Kebangsaan Malaysia
43600 UKM
Bangi, Selangor, 43600
Malaysia
Phone: 60 389215456
Email: arina@ukm.edu.my

Abstract

Background: There are multiple media platforms and various resources available for information on COVID-19. Identifying people’s preferences is key to building public confidence and planning for successful national health intervention strategies.

Objective: This study examines the sources of information for COVID-19 used by the Malaysian public and identifies those that are associated with building public confidence and positive perceptions toward the Malaysian government.

Methods: A cross-sectional online survey of 4850 Malaysian residents was conducted. Participant demographics, media use, information sources, and attitudes surrounding COVID-19 were assessed. Descriptive statistics and multiple logistic regression analyses were conducted to gauge the relationship between demographics, information sources, and attitudes toward COVID-19.

Results: Malaysians primarily used television and internet news portals to access information on COVID-19. The Malaysian Ministry of Health was the most preferred source of COVID-19 information. Respondents who referred to the Ministry of Health, television, and the Malaysian National Security Council for information were more likely to believe that the country could win the battle against COVID-19 and that the government was handling the health crisis well compared to those who referred to other information sources. Those who used the World Health Organization, friends, YouTube, family, and radio as sources of information were less likely to harbor confidence and positive belief toward combating COVID-19.

Conclusions: Managing information and sustaining public confidence is important during a pandemic. Health authorities should pay considerable attention to the use of appropriate media channels and sources to allow for more effective dissemination of critical information to the public.

(J Med Internet Res 2020;22(11):e23922) doi:10.2196/23922
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Introduction

The COVID-19 health crisis has introduced new challenges to effective health information delivery around the world. Past research has indicated that media hype surrounding a health crisis has caused panic and uncertainty among the public [1]. In the context of COVID-19, this is exacerbated by the misinformation and disinformation surfacing on social media. Previous studies have shown that self-efficacy plays an important role in predicting the health behaviors of the public [2]. However, in a pandemic situation, there is an increased reliance on the government and health authorities to manage the problem. The need to provide clear, consistent, and credible information surrounding the COVID-19 pandemic is key to disease mitigation and control.

One study has revealed that health information behaviors in Malaysia are highly situational and that research on health information seeking in Malaysia is still very limited [3]. Health information seeking behaviors and sources differ based on the type of disease and demographic group. Local studies on the H1N1 pandemic have found that Malaysians gathered information from the news media, social media, and authorized websites, such as the MyHealth Portal under the Ministry of Health (MOH) [2,4]. A separate study found that a majority of respondents felt that the internet was useful for assisting them in making health decisions [5].

It has been almost 1 year since COVID-19 emerged at the end of 2019. Countries all over the world are at various stages of disease mitigation. As of October 29, 2020, Malaysia has recorded 29,441 total COVID-19 cases, with 18,499 recoveries and 246 total deaths [6]. In terms of disease management, Malaysia is perceived as one of the successful countries, and this is largely due to the implementation of the Movement Control Order (MCO) on March 18, 2020 [7-9]. The country has since progressed to the third stage of the MCO called the Recovery MCO, which began on June 10, 2020. Under the Recovery MCO, Malaysians have been allowed to return to work, schools and businesses have been allowed to reopen, and travel restrictions have been loosened.

Since the implementation of the MCO, the Malaysian public has been dependent on both local and international media for information related to COVID-19. Official information and local updates on the disease were broadcast via press conferences and regular messaging through multiple telecommunication channels, including traditional media, digital media platforms, and social media. In Malaysia, these channels include government and privately owned media.

Although information is available through various local and international sources, the MOH Malaysia and the Malaysian National Security Council (NSC) are the official sources responsible for communicating information about COVID-19 and its control in the country. As such, both the MOH and NSC have made concerted efforts to maintain a consistent and reliable flow of information to the public through both traditional and new media sources. Credible spokespeople from the MOH and NSC are chosen to deliver COVID-19 updates to ensure the clarity, trustworthiness, and congruence of information. Never before has Malaysia faced a health crisis that has required a response of this scale. Current literature emphasizes the importance of communication in a crisis for public reassurance and order [10,11]. The significant role of local media in communicating messages to the public during the MCO has also been highlighted, specifically in urging people to stay home, practice good personal hygiene, and observe social distancing when in public areas [12].

In Malaysia, the challenge of the pandemic was further complicated by the resignation of then-Prime Minister Mahathir Mohamad on February 24, 2020. The sudden change of government that occurred as the threat of COVID-19 grew introduced new uncertainties to an already volatile situation. The new government faced heightened pressure to instill confidence and trust among the people [13]. The government’s ability to manage the spread of the virus and its capacity to provide quality health care for patients were important components for building that trust.

With the enforcement of the MCO, the Malaysian authorities demonstrated that they viewed the situation seriously and intended to take the necessary action to curb the spread of the virus [14]. However, implementing strict MCO rulings carries its own risks. Citizens in countries around the world have responded variably to lockdown and control measures [15]. Some have acted in retaliation to these measures, citing distrust and skepticism in health authorities [16].

Strict enforcement of the MCO by Malaysian authorities, such as the NSC and the Royal Malaysia Police, could have potentially caused backlash from the Malaysian public. However, its implementation has resulted in improved compliance with the MCO restrictions [17]. Additionally, a recent study has indicated that the Malaysian public has a positive perception on the ability of the government to control the spread of COVID-19 and high confidence that the country could win the battle against the pandemic [18].

However, this confidence and positive perception are not without challenges. This study examines where the Malaysian public source their information on COVID-19 and who they refer to for reliable information. Subsequently, this study identifies sources that are more likely to contribute to higher confidence in combating the pandemic and positive perceptions toward the government among the Malaysian public.

Methods

Participants

This cross-sectional study was conducted online between March 27 and April 3, 2020. At the time of data collection, the number of local COVID-19 cases increased from 2161 on March 27, 2020 to 3333 on April 3, 2020 (out of a 32 million total population). The survey was conducted 1 week after the highest R-naught (R0=3.55) was recorded, which means that 1 infected person on average will transmit the disease to 3.55 people [19].

During the survey period, Malaysia was under the MCO. Hence, it was not feasible to conduct a systematic nationwide sampling procedure. In order to overcome this challenge, the researchers
distributed an online survey using the Survey Monkey website. Survey participants were recruited by posting a 1-page recruitment message onto authors' Facebook, Twitter, Instagram, and WhatsApp groups with community leaders and social media influencers. The recruitment message contained a brief introduction on the purpose of the study, the procedures of data collection, the voluntary nature of participation, declarations of anonymity and confidentiality, and notes for filling in the questionnaire, as well as links for English and Malay language versions of the online questionnaires. Members of the public aged ≥18 years and those who resided in Malaysia were eligible to participate in this study. The target sample size was 3640, which was determined by identifying the smallest acceptable size of a demographic subgroup with a 5% margin of error and 95% confidence level. A total of 5137 surveys were initiated. Only surveys that were missing less than 10% of data were retained [20]. A total of 4850 responses were included in the final analysis.

This study was approved by the Institutional Review Board of Universiti Kebangsaan Malaysia (JEP-2020-276). The study participants were given no incentive for participation. Participants gave consent to willingly participate in the survey by clicking the “continue” button, which would direct them to complete the self-administered questionnaire.

**Measures**

The questionnaire was developed based on previous studies [21]. The first part of the survey questionnaire involved collecting demographic data on respondents' sex, age, ethnicity, current residing state, locality (urban or rural), occupation, and household income. The second section recorded the kinds of media and sources participants used to obtain information about COVID-19. With regard to media, participants could select any of the following: television, radio, online news portals, WhatsApp, Facebook, Twitter, Instagram, and YouTube. With regard to main sources, participants could choose the MOH, WHO, NSC, family, or friends. The choices for media and main sources were thereafter categorized into the following: mass media, social media, interpersonal sources, and authorities. Answers were coded as “yes”=1 and “no”=0. The third section measured how confident respondents were in battling the COVID-19 pandemic based on the following 2 questions: (1) “Do you have confidence that Malaysia can win the battle against COVID-19?” and (2) “The government of Malaysia is handling the COVID-19 health crisis very well.” Responses to these questions were coded as “no”, “disagree”, and “I’m not sure” responses equaling 0 and “yes” and “agree” responses equaling 1. The instrument can be found in Multimedia Appendix 1.

**Data Analysis**

The collected data were analyzed using SPSS software version 26 (SPSS Inc). The proportion of participants who used each common source to obtain information about COVID-19 was presented in terms of number and percentage. To evaluate whether demographic variables (ie, sex, age, occupation, current residing state, locality, and household income) were associated with the source of information used for COVID-19, we performed a series of logistic regression tests using the forward logistic regression method. For this method, each variable is entered into the model and its value assessed based on the likelihood ratio estimates. If the variable makes a significant contribution to the model, then it is retained, and vice versa [22,23]. Logistic regression was also conducted to examine the relationships between the source of information used for COVID-19 and respondents' confidence and positive attitude toward the government in handling the health crisis. ORs, 95% CIs, and their corresponding P values are reported as indicators of the magnitude and statistical significance of associations. A P value of <.05 was considered statistically significant for all analyses.

**Results**

In total, the data of 4850 respondents (female: n=2808, 57.9%; male: n=2042, 42.1%) were analyzed. Most of the sample were literate and able to complete the questionnaire. Table 1 presents the descriptive statistics for respondents’ demographic characteristics and the sources they used for obtaining COVID-19 information. The median age of respondents was 33.00 years (range 18-73 years). Most respondents (4026/4850, 83%) were Malay/Bumiputera, and 70% (2295/4850) of respondents resided in urban areas. The Malaysian MOH was the most referred to source of information for the majority of study respondents (1540/4850, 95.1%) during MCO implementation in Malaysia, followed by television (3542/4850, 73%) and online news portals (3125/4850, 64%). A very small proportion of the participants obtained their information from interpersonal sources, such as friends (1235/4850, 26%) and family (1065/4850, 22%).

Tables 2-4 present the logistic regression results on the associations between demographic characteristics and each source of information. The results indicated that Malay/Bumiputera and Indian women had more than 1.7 times the odds of using television (OR 2.4, 95% CI 1.5-3.8; OR 1.7, 95% CI 1.0-2.9, respectively) as an information source compared to women of other ethnicities. Compared to men, women had 1.2 times the odds of using online news portals to seek COVID-19–related information (OR 1.2, 95% CI 1.1-1.4). In terms of social media use, the results were mixed. Women aged 30-49 years were 1.6 times more likely to use Instagram and 1.7 times more likely to use Telegram as sources of information for COVID-19 than men aged >50 years (OR 1.6, 95% CI 1.2-2.1; OR 1.7, 95% CI 1.1-2.6, respectively). The results also showed that family and friends were not the preferred source of information for COVID-19.
<table>
<thead>
<tr>
<th>Variables</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2042 (42.1)</td>
</tr>
<tr>
<td>Female</td>
<td>2808 (57.9)</td>
</tr>
<tr>
<td>Age (years), median</td>
<td>33.00</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Malay/Bumiputera</td>
<td>4026 (83)</td>
</tr>
<tr>
<td>Chinese</td>
<td>511 (10.5)</td>
</tr>
<tr>
<td>Indian</td>
<td>231 (4.8)</td>
</tr>
<tr>
<td>Other(^a)</td>
<td>82 (1.7)</td>
</tr>
<tr>
<td><strong>Locality, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>3395 (70)</td>
</tr>
<tr>
<td>Rural</td>
<td>1455 (30)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Public servant</td>
<td>2173 (44.8)</td>
</tr>
<tr>
<td>Student</td>
<td>1125 (23.2)</td>
</tr>
<tr>
<td>Private sector</td>
<td>955 (19.7)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>267 (5.5)</td>
</tr>
<tr>
<td>Not employed</td>
<td>195 (4)</td>
</tr>
<tr>
<td>Retiree</td>
<td>96 (2)</td>
</tr>
<tr>
<td>Other(^b)</td>
<td>32 (0.7)</td>
</tr>
<tr>
<td><strong>Income(^c) (RM/month), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>≤3000</td>
<td>1540 (31.8)</td>
</tr>
<tr>
<td>3001-6000</td>
<td>1289 (26.6)</td>
</tr>
<tr>
<td>6001-9000</td>
<td>832 (17.2)</td>
</tr>
<tr>
<td>9001-12,000</td>
<td>575 (11.9)</td>
</tr>
<tr>
<td>≥12,001</td>
<td>614 (12.7)</td>
</tr>
<tr>
<td><strong>Sources of information about COVID-19, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Ministry of Health</td>
<td>4614 (95.1)</td>
</tr>
<tr>
<td>Television</td>
<td>3542 (73)</td>
</tr>
<tr>
<td>Online news portal</td>
<td>3125 (64.4)</td>
</tr>
<tr>
<td>Malaysian National Security Council</td>
<td>3069 (63.3)</td>
</tr>
<tr>
<td>Facebook</td>
<td>2993 (61.7)</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>2837 (58.5)</td>
</tr>
<tr>
<td>World Health Organization</td>
<td>2295 (47.3)</td>
</tr>
<tr>
<td>Twitter</td>
<td>1281 (26.4)</td>
</tr>
<tr>
<td>Instagram</td>
<td>1278 (26.4)</td>
</tr>
<tr>
<td>Friends</td>
<td>1235 (25.5)</td>
</tr>
<tr>
<td>YouTube</td>
<td>1080 (22.3)</td>
</tr>
<tr>
<td>Family</td>
<td>1065 (22)</td>
</tr>
<tr>
<td>Radio</td>
<td>854 (17.6)</td>
</tr>
<tr>
<td>Telegram</td>
<td>344 (7.1)</td>
</tr>
</tbody>
</table>
Other ethnicities included Punjabi, Bugis, and Eurasian, just to name a few.

Other occupations included manual labor and contract/part-time work.

A currency exchange rate of RM1=US $0.24 is applicable.

Table 2. Factors related to the use of COVID-19 mass media information sources.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Television OR (95% CI)</th>
<th>P value</th>
<th>Online news portals OR (95% CI)</th>
<th>P value</th>
<th>Radio OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex - Female*</td>
<td>1.188 (1.037-1.360)</td>
<td>.01</td>
<td>1.223 (1.079-1.386)</td>
<td>.002</td>
<td>0.785 (0.672-0.918)</td>
<td>.002</td>
</tr>
<tr>
<td>Age (years)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>0.423 (0.315-0.568)</td>
<td>&lt;.001</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>30-49</td>
<td>0.664 (0.512-0.859)</td>
<td>.002</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malay/Bumiputra</td>
<td>2.412 (1.526-3.813)</td>
<td>&lt;.001</td>
<td>—</td>
<td></td>
<td>1.598 (0.789-3.233)</td>
<td>.19</td>
</tr>
<tr>
<td>Chinese</td>
<td>1.459 (0.895-2.379)</td>
<td>.13</td>
<td>—</td>
<td></td>
<td>1.873 (0.897-3.909)</td>
<td>.10</td>
</tr>
<tr>
<td>Indian</td>
<td>1.707 (1.002-2.909)</td>
<td>.049</td>
<td>—</td>
<td></td>
<td>2.887 (1.350-6.174)</td>
<td>.006</td>
</tr>
<tr>
<td>Urban</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>0.776 (0.658-0.916)</td>
<td>.003</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>1.40 (0.608-3.224)</td>
<td>.43</td>
<td>1.721 (0.833-3.558)</td>
<td>.14</td>
<td>0.445 (0.200-0.987)</td>
<td>.046</td>
</tr>
<tr>
<td>Not employed</td>
<td>0.997 (0.412-2.414)</td>
<td>&gt;.99</td>
<td>1.501 (0.692-3.259)</td>
<td>.30</td>
<td>0.409 (0.170-0.985)</td>
<td>.046</td>
</tr>
<tr>
<td>Retiree</td>
<td>0.445 (0.173-1.147)</td>
<td>.094</td>
<td>1.404 (0.612-3.224)</td>
<td>.42</td>
<td>0.392 (0.149-1.030)</td>
<td>.06</td>
</tr>
<tr>
<td>Private sector</td>
<td>0.649 (0.284-1.486)</td>
<td>.31</td>
<td>1.515 (0.732-3.137)</td>
<td>.26</td>
<td>0.525 (0.236-1.167)</td>
<td>.11</td>
</tr>
<tr>
<td>Public servant</td>
<td>0.856 (0.376-1.948)</td>
<td>.71</td>
<td>1.302 (0.634-2.677)</td>
<td>.47</td>
<td>0.526 (0.239-1.157)</td>
<td>.11</td>
</tr>
<tr>
<td>Self-employed</td>
<td>0.543 (0.23-1.276)</td>
<td>.16</td>
<td>1.725 (0.806-3.692)</td>
<td>.16</td>
<td>0.279 (0.116-0.667)</td>
<td>.004</td>
</tr>
<tr>
<td>Income (RM/month)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;3000</td>
<td>1.032 (0.814-1.307)</td>
<td>.80</td>
<td>0.397 (0.320-0.493)</td>
<td>&lt;.001</td>
<td>1.382 (1.044-1.830)</td>
<td>.02</td>
</tr>
<tr>
<td>3001-6000</td>
<td>1.482 (1.181-1.860)</td>
<td>.001</td>
<td>0.612 (0.492-0.762)</td>
<td>&lt;.001</td>
<td>1.449 (1.098-1.912)</td>
<td>.009</td>
</tr>
<tr>
<td>6001-9000</td>
<td>1.405 (1.101-1.793)</td>
<td>.006</td>
<td>0.662 (0.524-0.838)</td>
<td>.001</td>
<td>1.473 (1.097-1.977)</td>
<td>.010</td>
</tr>
<tr>
<td>9001-12,000</td>
<td>1.159 (.893-1.506)</td>
<td>.27</td>
<td>0.803 (0.620-1.040)</td>
<td>.10</td>
<td>1.168 (0.842-1.620)</td>
<td>.35</td>
</tr>
</tbody>
</table>

*Male respondents used as a reference.

**Respondents aged >50 years used as a reference.

***Not available.

^Respondents who stated their ethnicity as "other" used as a reference.

~Respondents from rural localities used as a reference.

"Respondents who stated their occupation as "other" used as a reference.

#Respondents whose income was ≥RM12,001/month used as a reference. A currency exchange rate of RM1=US $0.24 is applicable.
Table 3. Factors related to the use of COVID-19 social media information sources.

<table>
<thead>
<tr>
<th>Variables</th>
<th>WhatsApp (OR)</th>
<th>P value</th>
<th>Twitter (OR)</th>
<th>P value</th>
<th>Instagram (OR)</th>
<th>P value</th>
<th>YouTube (OR)</th>
<th>P value</th>
<th>Telegram (OR)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(95% CI)</td>
<td></td>
<td>(95% CI)</td>
<td></td>
<td>(95% CI)</td>
<td></td>
<td>(95% CI)</td>
<td></td>
<td>(95% CI)</td>
<td></td>
</tr>
<tr>
<td>Sex - Female\textsuperscript{a}</td>
<td>0.829 (0.733-0.937)</td>
<td>.003</td>
<td>—</td>
<td>—</td>
<td>1.477 (1.288-1.693)</td>
<td>&lt;.001</td>
<td>0.628 (0.548-0.720)</td>
<td>&lt;.001</td>
<td>1.492 (1.175-1.895)</td>
<td>.001</td>
</tr>
<tr>
<td>Age (years)\textsuperscript{d}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>0.388 (0.302-0.497)</td>
<td>&lt;.001</td>
<td>6.264 (4.278-9.171)</td>
<td>&lt;.001</td>
<td>4.194 (3.204-5.490)</td>
<td>&lt;.001</td>
<td>0.687 (0.556-0.850)</td>
<td>&lt;.001</td>
<td>0.990 (0.603-1.625)</td>
<td>.97</td>
</tr>
<tr>
<td>30-49</td>
<td>0.540 (0.429-0.680)</td>
<td>&lt;.001</td>
<td>2.096 (1.474-2.982)</td>
<td>&lt;.001</td>
<td>1.574 (1.195-2.074)</td>
<td>.001</td>
<td>0.590 (0.477-0.730)</td>
<td>&lt;.001</td>
<td>1.653 (1.065-2.566)</td>
<td>.03</td>
</tr>
<tr>
<td>Ethnicity\textsuperscript{d}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malay/Bumiputera</td>
<td>1.656 (1.053-2.604)</td>
<td>.03</td>
<td>1.198 (0.713-2.011)</td>
<td>.50</td>
<td>1.426 (0.827-2.457)</td>
<td>.20</td>
<td>—</td>
<td>—</td>
<td>0.730 (0.329-1.621)</td>
<td>.44</td>
</tr>
<tr>
<td>Chinese</td>
<td>0.910 (0.562-1.473)</td>
<td>.70</td>
<td>0.228 (0.128-0.407)</td>
<td>&lt;.001</td>
<td>0.729 (0.406-1.311)</td>
<td>.29</td>
<td>—</td>
<td>—</td>
<td>0.265 (0.102-0.685)</td>
<td>.006</td>
</tr>
<tr>
<td>Indian</td>
<td>1.654 (0.980-2.789)</td>
<td>.06</td>
<td>0.246 (0.126-0.478)</td>
<td>&lt;.001</td>
<td>1.344 (0.726-2.490)</td>
<td>.35</td>
<td>—</td>
<td>—</td>
<td>0.508 (0.188-1.374)</td>
<td>.18</td>
</tr>
<tr>
<td>Urban locality\textsuperscript{e}</td>
<td>—</td>
<td>—</td>
<td>1.182 (1.010-1.382)</td>
<td>.04</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Occupation\textsuperscript{f}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>0.672 (0.310-1.460)</td>
<td>.32</td>
<td>1.018 (0.455-2.278)</td>
<td>.97</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.516 (0.169-1.579)</td>
<td>.25</td>
</tr>
<tr>
<td>Not employed</td>
<td>0.428 (0.190-0.964)</td>
<td>.04</td>
<td>0.616 (0.262-1.445)</td>
<td>.27</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.537 (0.164-1.764)</td>
<td>.31</td>
</tr>
<tr>
<td>Retiree</td>
<td>0.795 (0.320-1.980)</td>
<td>.62</td>
<td>0.262 (0.076-0.897)</td>
<td>.03</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.110 (0.011-1.060)</td>
<td>.06</td>
</tr>
<tr>
<td>Private sector</td>
<td>0.581 (0.269-1.256)</td>
<td>.17</td>
<td>0.726 (0.326-1.617)</td>
<td>.43</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.687 (0.232-2.035)</td>
<td>.50</td>
</tr>
<tr>
<td>Public servant</td>
<td>0.783 (0.365-1.684)</td>
<td>.53</td>
<td>0.351 (0.159-0.777)</td>
<td>.01</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.601 (0.205-1.758)</td>
<td>.35</td>
</tr>
<tr>
<td>Self-employed</td>
<td>0.449 (0.202-0.997)</td>
<td>.049</td>
<td>0.382 (0.162-0.901)</td>
<td>.03</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.244 (0.070-0.854)</td>
<td>.03</td>
</tr>
<tr>
<td>Income (RM/month)\textsuperscript{g}</td>
<td></td>
<td>&lt;.001</td>
<td>0.537 (0.411-0.700)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a} Sex: female compared to male

\textsuperscript{b} Reference category

\textsuperscript{c} Age (years) as continuous variable

\textsuperscript{d} Ethnicity: Malay/Bumiputera compared to other ethnicities

\textsuperscript{e} Urban locality: urban compared to rural

\textsuperscript{f} Occupation: student compared to other occupations

\textsuperscript{g} Income (RM/month): <3000 compared to other income brackets
<table>
<thead>
<tr>
<th>Variables</th>
<th>WhatsApp</th>
<th>Twitter</th>
<th>Instagram</th>
<th>YouTube</th>
<th>Telegram</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>3001-6000</td>
<td>—</td>
<td>—</td>
<td></td>
<td>0.02</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>(0.571-0.948)</td>
<td></td>
<td></td>
<td></td>
<td>(0.571-0.948)</td>
</tr>
<tr>
<td>6001-9000</td>
<td>—</td>
<td>—</td>
<td>0.897</td>
<td>.43</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>(0.684-1.175)</td>
<td></td>
<td></td>
<td></td>
<td>(0.684-1.175)</td>
</tr>
<tr>
<td>9001-12,000</td>
<td>—</td>
<td>—</td>
<td>0.875</td>
<td>.38</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>(0.651-1.176)</td>
<td></td>
<td></td>
<td></td>
<td>(0.651-1.176)</td>
</tr>
</tbody>
</table>

Supplementary Table S1: ORs and 95% CIs of using different social media channels after adjusting for other variables.

<table>
<thead>
<tr>
<th>Variables/Notes</th>
<th>Reference Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Male respondents used as a reference.</td>
</tr>
<tr>
<td>b</td>
<td>Not available.</td>
</tr>
<tr>
<td>c</td>
<td>Respondents aged &gt;50 years used as a reference.</td>
</tr>
<tr>
<td>d</td>
<td>Respondents who stated their ethnicity as “other” used as a reference.</td>
</tr>
<tr>
<td>e</td>
<td>Respondents from rural localities used as a reference.</td>
</tr>
<tr>
<td>f</td>
<td>Respondents who stated their occupation as “other” used as a reference.</td>
</tr>
<tr>
<td>g</td>
<td>Respondents whose income was ≥RM12,001/month used as a reference. A currency exchange rate of RM1=US $0.24 is applicable.</td>
</tr>
</tbody>
</table>
Table 4. Factors related to the use of COVID-19 interpersonal and health authority information sources.

<table>
<thead>
<tr>
<th>Variables</th>
<th>MOH(^a)</th>
<th>NSC(^b)</th>
<th>Friends</th>
<th>Family</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Sex - Female(^c)</td>
<td><em>d</em></td>
<td>—</td>
<td>1.141 (1.006-1.296)</td>
<td>.04</td>
</tr>
<tr>
<td>Age (years)(^e)</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>—</td>
<td>—</td>
<td>0.523 (0.401-0.681)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>30-49</td>
<td>—</td>
<td>—</td>
<td>0.950 (0.756-1.194)</td>
<td>.66</td>
</tr>
<tr>
<td>Ethnicity(^f)</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malay/Bumiputera</td>
<td>3.521 (1.776-6.981)</td>
<td>&lt;.001</td>
<td>1.619 (1.029-2.548)</td>
<td>.04</td>
</tr>
<tr>
<td>Chinese</td>
<td>1.113 (0.540-2.291)</td>
<td>.77</td>
<td>0.660 (0.407-1.069)</td>
<td>.09</td>
</tr>
<tr>
<td>Indian</td>
<td>1.465 (0.653-3.288)</td>
<td>.35</td>
<td>0.852 (0.507-1.433)</td>
<td>.55</td>
</tr>
<tr>
<td>Urban locality(^g)</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupation(^h)</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>—</td>
<td>—</td>
<td>1.227 (.576-2.616)</td>
<td>.60</td>
</tr>
<tr>
<td>Not employed</td>
<td>—</td>
<td>—</td>
<td>1.001 (0.450-2.223)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Retiree</td>
<td>—</td>
<td>—</td>
<td>0.826 (0.347-1.966)</td>
<td>.67</td>
</tr>
<tr>
<td>Private sector</td>
<td>—</td>
<td>—</td>
<td>1.179 (0.556-2.501)</td>
<td>.67</td>
</tr>
<tr>
<td>Public servant</td>
<td>—</td>
<td>—</td>
<td>1.080 (0.513-2.274)</td>
<td>.84</td>
</tr>
<tr>
<td>Self-employed</td>
<td>—</td>
<td>—</td>
<td>0.687 (0.315-1.496)</td>
<td>.34</td>
</tr>
<tr>
<td>Income (RM/month)(^i)</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;3000</td>
<td>1.059 (0.716-1.567)</td>
<td>.77</td>
<td>0.783 (0.624-0.982)</td>
<td>.03</td>
</tr>
<tr>
<td>3001-6000</td>
<td>1.630 (1.060-2.506)</td>
<td>.03</td>
<td>0.962 (0.776-1.194)</td>
<td>.73</td>
</tr>
<tr>
<td>6001-9000</td>
<td>1.876 (1.142-3.080)</td>
<td>.01</td>
<td>1.056 (0.837-1.331)</td>
<td>.65</td>
</tr>
<tr>
<td>9001-12,000</td>
<td>1.465 (0.871-2.462)</td>
<td>.15</td>
<td>1.034 (0.804-1.331)</td>
<td>.79</td>
</tr>
</tbody>
</table>

\(^a\)MOH: Ministry of Health.
\(^b\)NSC: National Security Council.
\(^c\)Male respondents used as a reference.
\(^d\)Not available.
\(^e\)Respondents aged >50 years used as a reference.
\(^f\)Respondents who stated their ethnicity as “other” used as a reference.
\(^g\)Respondents from rural localities used as a reference.
\(^h\)Respondents who stated their occupation as “other” used as a reference.
\(^i\)Respondents whose income was ≥RM12,001/month used as a reference. A currency exchange rate of RM1=US $0.24 is applicable.
Table 5 focuses on the relationship between the sources of information used by respondents and their confidence in battling the COVID-19 pandemic and positive attitudes toward the Malaysian government in handling the COVID-19 crisis. The results showed that using the MOH, television, and the Malaysian NSC as information sources were significantly associated with confidence and positive attitudes among the respondents. Specifically, people who used the MOH, NSC, and television as sources of information for COVID-19 had more than 1.7 times the odds of having confidence in battling the pandemic (OR 2.8, 95% CI 1.7-4.7; \(P<.001\); OR 1.9, 95% CI 1.4-2.6; \(P<.001\); OR 1.8, 95% CI 1.3-2.5; \(P=.001\), respectively) and positive attitudes toward the Malaysian government (OR 2.3, 95% CI 1.6-3.3; \(P<.001\); OR 2.0, 95% CI 1.6-2.4; \(P<.001\); OR 1.8, 95% CI 1.4-2.2; \(P<.001\), respectively) compared to those who did not use these information sources.

They also agreed that the Malaysian government handled the COVID-19 crisis very well. Respondents who used Instagram as their source of information were more likely to believe that the crisis was handled well by the government than those who did not (OR 1.4, 95% CI 1.1-1.8; \(P=.007\)), but this was not significantly associated with their confidence in battling the COVID-19 pandemic. Interestingly, people who sourced information from the World Health Organization (WHO) were less likely to harbor confidence and positive belief toward the government in handling the COVID-19 crisis (OR 0.44, 95% CI 0.3-0.6; OR 0.63, 95% CI 0.5-0.8, respectively). With regard to online news portals, WhatsApp, Twitter, and Telegram, a nonsignificant result was noted between each information source used by a respondent and confidence in battling the COVID-19 pandemic.

Table 5. Predicting general confidence and positive attitude toward the Malaysian government based on respondents’ sources of COVID-19–related information.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Do you have confidence that Malaysia can win the battle against COVID-19? (Yes=1)</th>
<th>The government of Malaysia is handling the COVID-19 health crisis very well. (Agree=1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>(P) value</td>
</tr>
<tr>
<td>MOH(^b)</td>
<td>2.828 (1.714-4.667)</td>
<td>(&lt;.001)</td>
</tr>
<tr>
<td>Television</td>
<td>1.765 (1.262-2.468)</td>
<td>(.001)</td>
</tr>
<tr>
<td>Online news portal</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>NSC(^d)</td>
<td>1.895 (1.360-2.641)</td>
<td>(&lt;.001)</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>WHO(^e)</td>
<td>0.436 (0.312-0.609)</td>
<td>(&lt;.001)</td>
</tr>
<tr>
<td>Twitter</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Instagram</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Friends</td>
<td>0.691 (0.487-0.979)</td>
<td>(.04)</td>
</tr>
<tr>
<td>YouTube</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Family</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Radio</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Telegram</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)Respondents who did not use the information sources were used as a reference.
\(^b\)MOH: Ministry of Health.
\(^c\)Not available.
\(^d\)NSC: National Security Council.
\(^e\)WHO: World Health Organization.

Discussion

Principal Findings

The findings of this study indicate that during the MCO, Malaysian people mainly relied on television for updated information related to COVID-19, followed by internet news portals. Apart from those, we also found that respondents from certain demographic groups favored other media platforms. In particular, young adults aged 18-29 years preferred referring to the WHO and Instagram for information; Malays preferred referring to the MOH, television, NSC, and WhatsApp; and young urbanites preferred referring to the WHO and Twitter. Variety in the use of information sources by demographic groups was also found in a previous study conducted in Taiwan [24].

In terms of the sources of COVID-19–related information used by our respondents, 95.1% (4614/4850) of the respondents referred to the MOH and 63.3% (3069/4850) referred to the NSC. This is because the MOH is the local authority on public health and the primary source of information on COVID-19. However, the WHO, the international governing body, was not favored by the majority of Malaysians (2295/4850, 47.3%). Possible reasons for the low preference toward using the WHO...
as an information source is the language barrier and a higher reliance on local health authorities among the Malaysian public. During the MCO period, Malaysians used television as their main source of information. On television, COVID-19-related information from the MOH was consistently and constantly updated by way of daily briefings and press conferences. The public was reassured that proper actions were being taken through messages delivered by strong spokespersons, public service announcements, the use of simple language, and the use of visuals, such as informational graphics and short videos.

This study also indicated that confidence in winning the battle against the COVID-19 pandemic was more than 1.7 times higher in those who received information from the MOH, NSC, and television. Public health information has been successfully communicated using television in times of a health crisis, during which much needed knowledge for disease prevention and control can strengthen public confidence in the ability of the government to manage the pandemic [25,26].

Although the internet and social media are popular tools for information searching, this study found that the use of social media was less likely to stimulate public confidence toward government efforts in handling the COVID-19 pandemic. This likely means that social media use during the MCO was for social engagement and entertainment purposes. Our findings offer a different perspective from past studies, which found that social media, such as Facebook and Twitter, served as useful tools for raising awareness and promoting intervention measures for the H1N1 pandemic [27-32].

In conclusion, despite the abundance of media sources, traditional media was proven to be the most preferred platform for obtaining information during the COVID-19 health crisis [33]. Local authorities were also seen as champions in the dissemination of information. These findings suggest that the best way to communicate to the public in times of a health crisis is via local authorities and traditional mass media outlets.

Limitations
This study had a few limitations, especially in the recruitment of respondents. First, the dissemination of the questionnaires was done via social media, thereby limiting the sample to those with internet connections. This may have excluded marginalized groups with limited or no internet access. Second, internet and social media users may not be a true representation of the population, as internet and social media sources are prone to bias in demographics, such as age, sex, location, and income category [34]. Compared to the Malaysian population, our study sample was somewhat skewed. According to the Department of Statistics Malaysia, the percentages of males and females in Malaysia are 51.5% and 48.5%, respectively. Our sample of 4850 respondents consisted of 2042 (42.1%) males and 2808 (57.9%) females. In terms of urban and rural distribution, 77% of Malaysians live in urban areas and 23% live in rural areas.

In our study, 70% (n=3395) of respondents lived in urban areas and 30% (n=1455) lived in rural areas. Additionally, the median income for Malaysia in 2019 was RM5873 (US $1418.09) per month. In this study, 58.4% (n=2829) of respondents earned a household income of less than RM6000 (US $1448.75) per month. In terms of racial distribution in Malaysia, 69.7% of people are Malay/ bumiputera, 22.6% are Chinese, and 6.9% are Indian. In our study, 83% (n=4026) of respondents were Malay/ bumiputera, 10.5% (n=511) were Chinese, and 4.8% (n=82) were Indian [35]. In terms of employment, only 11% of Malaysians work in the public sector. However, in this study, 44.8% (n=2173) of our respondents worked in the public sector [36]. Third, the questionnaire was distributed during the first phase of the COVID-19 MCO in Malaysia. Therefore, it only illustrates the perspectives of the Malaysian public during that time. Lastly, the conclusion of this study reflects information sources and public confidence in the context of Malaysia and may not be applicable to other populations.

Conclusions
Managing information during a pandemic is vehemently important to ensure that public health remains the top priority in the government agenda. Similarly, the public too must be equipped with accurate and timely information to keep abreast of COVID-19 news and the appropriate preventive strategies. As new scientific discoveries are made and new information becomes available, the government and relevant authorities must be able to react quickly. This is especially important as the world confronts the proliferation of misinformation, fake news, and conspiracy theories surrounding COVID-19. Old information must be replaced with new information, erroneous facts must be corrected, and public announcements and instructions must be promptly disseminated [37].

The results of this study contribute to the understanding of sources used to obtain COVID-19 information and their relationships with building public confidence in the face of a pandemic. The right tools and channels are key determinants for ensuring effective public health information delivery. The ability of health authorities to understand and utilize these tools plays an important role in building confidence among the intended public.

Additionally, the findings of this study can aid public health educators in the strategic use of information platforms and sources to effectively communicate COVID-19–related information. The results are also useful for developing strategic communication plans to cope with the increasing spread of misinformation and disinformation surrounding COVID-19 in Malaysia.

Future research is needed to understand the changing use of communication tools as the pandemic evolves. Its association and impact on public perception should also be evaluated at different stages of disease mitigation to observe any notable changes.
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Background: The COVID-19 pandemic has imposed a heavy burden on health care systems and governments. Health literacy (HL) and eHealth literacy (as measured by the eHealth Literacy Scale [eHEALS]) are recognized as strategic public health elements but have been underestimated during the pandemic. HL, eHEALS score, practices, lifestyles, and the health status of health care workers (HCWs) play crucial roles in containing the COVID-19 pandemic.

Objective: The aim of this study is to evaluate the psychometric properties of the eHEALS and examine associations of HL and eHEALS scores with adherence to infection prevention and control (IPC) procedures, lifestyle changes, and suspected COVID-19 symptoms among HCWs during lockdown.

Methods: We conducted an online survey of 5209 HCWs from 15 hospitals and health centers across Vietnam from April 6 to April 19, 2020. Participants answered questions related to sociodemographics, HL, eHEALS, adherence to IPC procedures, behavior changes in eating, smoking, drinking, and physical activity, and suspected COVID-19 symptoms. Principal component analysis, correlation analysis, and bivariate and multivariate linear and logistic regression models were used to validate the eHEALS and examine associations.

Results: The eHEALS had a satisfactory construct validity with 8 items highly loaded on one component, with factor loadings ranked from 0.78 to 0.92 explaining 76.34% of variance; satisfactory convergent validity with high item-scale correlations (p=0.80-0.84); and high internal consistency (Cronbach α=.95). HL and eHEALS scores were significantly higher in men (unstandardized coefficient [B]=1.01, 95% CI 0.57-1.45, P<.001; B=0.72, 95% CI 0.43-1.00, P<.001), those with a better ability to pay for medication (B=1.65, 95% CI 1.25-2.05, P<.001; B=0.60, 95% CI 0.34-0.86, P<.001), doctors (B=1.29, 95% CI 0.73-1.84, P<.001; B 0.56, 95% CI 0.20-0.93, P=.003), and those with epidemic containment experience (B=1.96, 95% CI 1.56-2.37, P<.001; B=0.64, 95% CI 0.38-0.91, P<.001), as compared to their counterparts, respectively. HCWs with higher HL or eHEALS scores had better adherence to IPC procedures (B=0.13, 95% CI 0.10-0.15, P<.001; B=0.22, 95% CI 0.19-0.26, P<.001), had a higher likelihood of healthy eating (odds ratio [OR] 1.04, 95% CI 1.01-1.06, P=.001; OR 1.04, 95% CI 1.02-1.07, P=.002), were more physically active (OR 1.03, 95% CI 1.02-1.03, P<.001; OR 1.04, 95% CI 1.03-1.05, P<.001), and had a lower likelihood of suspected COVID-19 symptoms (OR 0.97, 95% CI 0.96-0.98, P<.001; OR 0.96, 95% CI 0.95-0.98, P<.001), respectively.

Conclusions: The eHEALS is a valid and reliable survey tool. Gender, ability to pay for medication, profession, and epidemic containment experience were independent predictors of HL and eHEALS scores. HCWs with higher HL or eHEALS scores had better adherence to IPC procedures, healthier lifestyles, and a lower likelihood of suspected COVID-19 symptoms. Efforts to improve HCWs’ HL and eHEALS scores can help to contain the COVID-19 pandemic and minimize its consequences.

(J Med Internet Res 2020;22(11):e22894) doi:10.2196/22894
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Introduction

COVID-19, the disease caused by SARS-CoV-2, has created unprecedented challenges worldwide [1-6], with significant socioeconomic burdens [7], morbidity, and mortality [8,9]. Multidisciplinary and multidimensional approaches are required to contain the pandemic [10-12]. Social and behavioral changes [13,14] and improving health literacy (HL) [15] and eHealth literacy (as measured by the eHealth Literacy Scale [eHEALS]) [16] are highly recommended to control this global health crisis while effective treatments and vaccines are unavailable.

Lockdown measures were applied in many countries, including Vietnam [17]. Lockdown is a necessary public health approach to contain COVID-19. During the lockdown period, health care workers (HCWs) still needed to work and provide health services to patients, which made them more vulnerable to COVID-19 infection. In addition, the pandemic itself and social distancing measures have had negative impacts on psychological health [18,19] and health-related behavior (eg, unhealthy eating habits and behaviors, less physical activity, and more smoking [20-23] and drinking to cope amid the COVID-19 pandemic [24]).

Online consultations from hospitals and health care centers were found to be a safe and effective way to reduce the negative effects of the pandemic [25]. In addition, social media can provide insights for effective communication among public health authorities [26], researchers [27], and the public [28-30]. However, social media spreads panic and anxiety among the public [31]. Disinformation and misinformation have been raised as highly concerning issues for the public [32-34]. HL plays an important role in evaluating online health information [35]. HL is critical for people who interact with the digital world, with
its diverse information and sources [36], especially during the COVID-19 pandemic. HCWs play an important role in supporting the public to combat misinformation and disinformation [28,37]. The HCWs’ consultations cannot be altered by social media networks [37,38]. Continuous training and education have been recognized as effective approaches to improving HCWs’ HL, further improving health care delivery [39,40], communication [39,41,42], shared decision making [43], and patient health outcomes [40]. Furthermore, raising awareness of behavioral pitfalls could support appropriate behavioral changes and containment of the crisis [44]. HL and eHealth literacy are more important than ever due to the COVID-19 pandemic [16,45]. However, these issues have been underestimated during the pandemic [15].

We evaluated the psychometric properties of the eHEALS and examined the predictors of HL and eHEALS scores. We also examined the associations between HL and eHEALS scores with adherence to infection prevention and control (IPC) measures, lifestyle changes, and suspected COVID-19 symptoms among HCWs during the lockdown period in Vietnam.

Methods

Study Design and Settings
A cross-sectional study was conducted with HCWs April 6–19, 2020, using online-based questionnaires (Text 1 in Multimedia Appendix 1). The HCWs were recruited from 12 hospitals and 3 health centers across Vietnam, including 8 hospitals in the nation’s north, 1 hospital and 1 health center in the central region, and 3 hospitals and 2 health centers in the country’s south.

Study Participants and Data Collection
No HCWs (doctors and nurses) in our study had provided any direct care or had contact with patients with COVID-19. A total sample of 5209 HCWs (out of 11,517 possible participants) completed an online survey. The studied and possible participants from public hospitals and health centers are presented in Table 1.
Table 1. Participants from the studied hospitals and health centers by geographic location.

<table>
<thead>
<tr>
<th>Geographic location and hospital/health center</th>
<th>Possible participants</th>
<th>Studied participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>North</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ha Noi city</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Military Hospital 103</td>
<td>1660</td>
<td>177</td>
</tr>
<tr>
<td>E hospital</td>
<td>1125</td>
<td>335</td>
</tr>
<tr>
<td>General Hospital of Agricultural</td>
<td>555</td>
<td>424</td>
</tr>
<tr>
<td>Thai Nguyen province</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thai Nguyen National Hospital</td>
<td>1186</td>
<td>988</td>
</tr>
<tr>
<td>Bac Ninh city</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bac Ninh Obstetrics and Pediatrics Hospital</td>
<td>391</td>
<td>364</td>
</tr>
<tr>
<td>Quang Ninh province</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quang Ninh General Hospital</td>
<td>922</td>
<td>675</td>
</tr>
<tr>
<td>Bai Chay Hospital</td>
<td>819</td>
<td>476</td>
</tr>
<tr>
<td>Quang Ninh Obstetrics and Pediatrics Hospital</td>
<td>478</td>
<td>290</td>
</tr>
<tr>
<td>Center</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quang Tri province</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trieu Phong District Health Center</td>
<td>271</td>
<td>203</td>
</tr>
<tr>
<td>Da Nang city</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Da Nang Oncology Hospital</td>
<td>555</td>
<td>134</td>
</tr>
<tr>
<td>South</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ho Chi Minh city</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tan Phu District Hospital</td>
<td>530</td>
<td>241</td>
</tr>
<tr>
<td>Hospital District 2</td>
<td>812</td>
<td>318</td>
</tr>
<tr>
<td>District 9 Health Center</td>
<td>170</td>
<td>102</td>
</tr>
<tr>
<td>Thu Duc District Health Center</td>
<td>302</td>
<td>291</td>
</tr>
<tr>
<td>Can Tho city</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can Tho University of Medicine and Pharmacy Hospital</td>
<td>424</td>
<td>191</td>
</tr>
<tr>
<td>Total</td>
<td>11,517</td>
<td>5209</td>
</tr>
</tbody>
</table>

Vietnam applied a nationwide lockdown measure April 1-15, 2020 [17], which was extended to April 22, 2020 [46,47]. In this study, HCWs took the online survey during the lockdown period. We used Google Forms to design and conduct the survey. The online survey links were sent to HCWs by researchers via email, Messenger, or Zalo. QR codes were also displayed in different departments of hospitals and health centers. It took about 15 minutes to complete the questionnaire. All survey questions were mandatory; therefore, there is no missing data in our study. All responses were exported to Google Sheets and saved on Google Drive. Finally, the data was coded, cleaned, and analyzed confidentially by researchers.

Measures

Sociodemographics

HCWs reported their age (21-40 years versus 41-60 years), gender (woman versus man), marital status (never married versus ever married), ability to pay for medication (very or fairly difficult versus very or fairly easy), social status (low versus middle to high), profession (doctor, nurse, or other, the last of which included medical technicians, midwives, pharmacists, pharmacy technicians, administrative staff, catering staff, and cleaners), type of health care facility (second-line versus frontline, the latter of which includes the outpatient department, emergency department, quarantine and isolation areas, medical imaging and laboratory diagnosis department, and patient administration areas), and previous epidemic (eg, SARS, tuberculosis, influenza A) containment experience (no versus yes). Additionally, comorbidity was assessed using the Charlson comorbidity index items [48,49].

Health Literacy

A 12-item short-form health literacy questionnaire (HLS-SF12) was used. The questionnaire was validated and used in Asian countries [50], including Vietnam [51-54]. HCWs rated their perceived difficulty of items based on a 4-point Likert scale from 1=Very difficult to 4=Very easy. The health literacy index
score was standardized to an unified metric from 0 to 50, with higher scores representing better health literacy [50,55].

**eHealth Literacy**

The widely used eHealth literacy scale (eHEALS) with 8 items was used to assess HCWs’ eHealth literacy skills [56]. The questionnaire was translated into Vietnamese by the researchers. The content was then validated by an expert panel (28 medical doctors, 7 nurses, and 9 nutrition and public health professionals). The expert panel suggested retaining the original rating and scoring system. HCWs rated their experiences using the internet for health information based on a 5-point Likert scale from 1=Strongly disagree to 5=Strongly agree. Scores range from 8 to 40, with high eHEALS scores representing better eHealth literacy.

**Adherence to IPC Procedures**

Participants reported the practices and activities performed related to COVID-19 IPC during health care interactions. The questionnaire was adapted from the interim guidance of the World Health Organization [57]. The IPC measures included the following: (1) wearing single-use gloves, (2) wearing a medical mask, (3) wearing a face shield or goggles/protective glasses, (4) wearing a disposable gown, (5) removing and replacing personal protective equipment (PPE) according to protocol, (6) performing hand hygiene before and after touching patients, (7) performing hand hygiene before and after performing any clean or aseptic procedure, (8) performing hand hygiene after exposure to body fluid, (9) performing hand hygiene after touching patients’ surroundings, and (10) decontaminating high-touch surfaces. HCWs quantified the frequency of performance of the above IPC procedures as recommended, where 0=Never, 1=Rarely (<20% of the time), 2=Occasionally (20% to <50% of the time), 3=Most of the time (50% to <95% of the time), and 4=Always (≥95% of the time). The total performance score of the 10 activities ranged from 0 to 40, with higher scores indicating better adherence to IPC procedures.

**Lifestyle Changes**

HCWs reported their current smoking (never/stopped/less versus unchanged or more), drinking (never/stopped/less versus unchanged or more), physical activity (never/stopped/less versus unchanged or more), and eating (less healthy versus unchanged or healthier) behaviors as compared with that before the pandemic [54].

**Suspected COVID-19 Symptoms**

HCWs were screened for suspected COVID-19 symptoms [58], including the common symptoms of fever, cough, and dyspnea, along with the less common symptoms of myalgia, fatigue, sputum production, confusion, headache, sore throat, rhinorrhea, chest pain, hemoptysis, diarrhea, and nausea/vomiting. HCWs with any of those symptoms were classified as having symptoms indicative of COVID-19.

**Ethical Consideration**

The study was reviewed and approved by the Institutional Ethical Review Committee of Hanoi University of Public Health, Vietnam (Institutional Review Board number 133/2020/YTCC-HD3). The HCWs voluntarily took the survey.

**Data Analysis**

**Psychometric Properties of the eHEALS**

**Construct Validity**

The construct validity of the eHEALS was examined using principal component analysis (PCA). An Kaiser-Meyer Olkin (KMO) value ≥0.6 was set to measure sampling adequacy and a Bartlett Test of Sphericity value <0.05 was set to determine the suitability of the data for PCA [59]. The oblique rotation (Promax) method was used.

**Convergent Validity**

The Spearman correlation was used to check the correlations between the eHEALS and its eight items.

**Criterion Validity**

The Pearson correlation between eHEALS and HLS-SF12 was estimated to provide evidence of criterion validity [60].

**Floor and Ceiling Effects**

The percentages of the lowest and highest score among HCWs were calculated. Minimal percentages (<15%) were recommended to eliminate floor and ceiling effects [61].

**Reliability Analysis**

The internal consistency of the eHEALS was estimated using the Cronbach α test. A Cronbach α value ≥.70 was designated as satisfactory reliability [62].

**Health Literacy, eHealth Literacy, and Associated Factors**

The distributions of HL and eHEALS scores in different categories of studied variables were explored using a one-way analysis of variance (ANOVA) test. In addition, bivariate and multivariate linear regression models were used to examine predictors of HL and eHEALS scores and to investigate the associations of HL and eHEALS scores with adherence to IPC measures. Next, bivariate and multivariate logistic regression models were used to examine the associations of HL and eHEALS scores with lifestyle changes and suspected COVID-19 symptoms. The factors that demonstrated associations with outcome variables at \( P \) values <.20 in the bivariate models were included in multivariate models [63]. To exclude colliders, which may cause multicollinearity, we checked the correlations between them using the Spearman correlation test. The representative factors were selected in the multivariate analysis. The regression coefficient (B), odds ratio (OR), and 95% confidence interval (95% CI) were reported appropriately.

Data were analyzed using IBM SPSS (Version 20.0; IBM Corp). The significance level was set at a \( P \) value <.05.

**Results**

**Characteristics of HCWs**

Table 2 indicates that, of 5209 HCWs, 905 (17.4%) were aged 41-60 years, 1714 (32.9%) were men, 3915 (75.2%) were ever healthier) behaviors as compared with that before the pandemic [54].

**Table 2**: Characteristics of HCWs

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>41-60</td>
<td>905</td>
</tr>
<tr>
<td>Gender</td>
<td>Men</td>
<td>1714</td>
</tr>
<tr>
<td></td>
<td>Women</td>
<td>3495</td>
</tr>
<tr>
<td>Educational Level</td>
<td>High</td>
<td>2653</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>2556</td>
</tr>
<tr>
<td>Occupation</td>
<td>Healthcare</td>
<td>4976</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>233</td>
</tr>
<tr>
<td>Employment Status</td>
<td>Full-time</td>
<td>5087</td>
</tr>
<tr>
<td></td>
<td>Part-time</td>
<td>122</td>
</tr>
<tr>
<td>Length of Service</td>
<td>1 year</td>
<td>1847</td>
</tr>
<tr>
<td></td>
<td>2-5 years</td>
<td>2101</td>
</tr>
<tr>
<td></td>
<td>&gt;5 years</td>
<td>1261</td>
</tr>
<tr>
<td>Income</td>
<td>Low</td>
<td>2432</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>2777</td>
</tr>
<tr>
<td>Health Status</td>
<td>Good</td>
<td>4790</td>
</tr>
<tr>
<td></td>
<td>Poor</td>
<td>419</td>
</tr>
<tr>
<td>Marital Status</td>
<td>Married</td>
<td>4976</td>
</tr>
<tr>
<td></td>
<td>Single</td>
<td>233</td>
</tr>
<tr>
<td>Religion</td>
<td>Christian</td>
<td>5087</td>
</tr>
<tr>
<td></td>
<td>Non-Christian</td>
<td>122</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Vietnamese</td>
<td>5209</td>
</tr>
</tbody>
</table>

**Table 2**: Characteristics of HCWs

1204
married, 2458 (47.2%) could very or fairly easily pay for medication, 4506 (86.5%) had a middle or high social status, 2540 (48.8%) were nurses, 1453 (27.9%) were doctors, 2299 (44.1%) were frontline HCWs, 1999 (38.4%) had epidemic containment experience, 270 (5.2%) had comorbidities, 769 (14.8%) had had suspected COVID-19 symptoms, 5042 (96.8%) ate at an “unchanged or healthier” level, 228 (4.4%) smoked at an “unchanged or more” level, 234 (4.5%) drank at an “unchanged or more” level, and 3553 (68.2%) had an “unchanged or more” physical activity level during the pandemic. The mean (SD) scores of adherence to IPC measures, HL, and eHEALS were 30.6 (6.2), 36.2 (7.3), and 33.1 (4.8), respectively. The HL scores varied by age, gender, ability to pay for medication, social status, type of health care personnel, epidemic containment experience, BMI, suspected COVID-19 symptoms, dietary intake, smoking, and physical activity (P<.05). The eHEALS scores varied by gender, ability to pay for medication, type of health care personnel, epidemic containment experience, BMI, suspected COVID-19 symptoms, dietary intake, smoking, and physical activity (Table 2).
Table 2. Characteristics, health literacy, and eHealth literacy among health care workers.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total (N=5209)</th>
<th>Health literacy</th>
<th>eHealth Literacy</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Participants, n (%)</td>
<td>Mean (SD)</td>
<td></td>
<td>Mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-40</td>
<td>4304 (82.6)</td>
<td>36.1 (7.2)</td>
<td>N/A</td>
<td>33.1 (4.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>41-60</td>
<td>905 (17.4)</td>
<td>36.7 (7.5)</td>
<td>N/A</td>
<td>33.1 (5.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>3495 (67.1)</td>
<td>35.7 (7.0)</td>
<td>N/A</td>
<td>32.8 (4.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Men</td>
<td>1714 (32.9)</td>
<td>37.1 (7.8)</td>
<td>N/A</td>
<td>33.8 (5.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>1294 (24.8)</td>
<td>35.8 (7.0)</td>
<td>N/A</td>
<td>33.0 (4.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Ever married</td>
<td>3915 (75.2)</td>
<td>36.3 (7.4)</td>
<td>N/A</td>
<td>33.2 (4.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Ability to pay for medication</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very or fairly difficult</td>
<td>2751 (52.8)</td>
<td>35.3 (7.4)</td>
<td>N/A</td>
<td>32.8 (4.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>Very or fairly easy</td>
<td>2458 (47.2)</td>
<td>37.2 (7.0)</td>
<td>N/A</td>
<td>33.5 (4.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Social status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>703 (13.5)</td>
<td>35.0 (7.7)</td>
<td>N/A</td>
<td>32.9 (4.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Middle or high</td>
<td>4506 (86.5)</td>
<td>36.3 (7.2)</td>
<td>N/A</td>
<td>33.2 (4.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Type of health care personnel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1216 (23.3)</td>
<td>35.7 (7.6)</td>
<td>N/A</td>
<td>33.1 (5.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Nurse</td>
<td>2540 (48.8)</td>
<td>35.7 (7.2)</td>
<td>N/A</td>
<td>32.7 (4.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Doctor</td>
<td>1453 (27.9)</td>
<td>37.3 (7.1)</td>
<td>N/A</td>
<td>33.9 (4.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Type of health care facility&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-frontline</td>
<td>2910 (55.9)</td>
<td>36.2 (7.4)</td>
<td>N/A</td>
<td>33.2 (4.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Frontline</td>
<td>2299 (44.1)</td>
<td>36.1 (7.1)</td>
<td>N/A</td>
<td>33.1 (4.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Epidemic containment experience</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3210 (61.6)</td>
<td>35.4 (7.2)</td>
<td>N/A</td>
<td>32.9 (4.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>1999 (38.4)</td>
<td>37.4 (7.3)</td>
<td>N/A</td>
<td>33.5 (5.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Comorbidity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>4939 (94.8)</td>
<td>36.1 (7.3)</td>
<td>N/A</td>
<td>33.1 (4.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>One or more</td>
<td>270 (5.2)</td>
<td>36.5 (7.6)</td>
<td>N/A</td>
<td>32.9 (5.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Suspected COVID-19 symptoms&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4440 (85.2)</td>
<td>36.4 (7.3)</td>
<td>N/A</td>
<td>33.3 (4.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>769 (14.8)</td>
<td>34.7 (7.2)</td>
<td>N/A</td>
<td>32.3 (5.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Dietary intake&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eat less healthy</td>
<td>167 (3.2)</td>
<td>34.2 (6.9)</td>
<td>N/A</td>
<td>32.0 (5.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>Unchanged or healthier</td>
<td>5042 (96.8)</td>
<td>36.2 (7.3)</td>
<td>N/A</td>
<td>33.2 (4.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Smoking tobacco&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never, stopped, or less</td>
<td>4981 (95.6)</td>
<td>36.1 (7.2)</td>
<td>N/A</td>
<td>33.1 (4.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Unchanged or more</td>
<td>228 (4.4)</td>
<td>37.1 (8.6)</td>
<td>N/A</td>
<td>33.8 (5.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Drinking alcohol&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never, stopped, or less</td>
<td>4975 (95.5)</td>
<td>36.1 (7.2)</td>
<td>N/A</td>
<td>33.1 (4.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Variables</td>
<td>Total (N=5209)</td>
<td>Health literacy</td>
<td>eHealth Literacy Scale</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>----------------</td>
<td>----------------</td>
<td>------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Participants, n (%)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>P value&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Unchanged or more</td>
<td>234 (4.5)</td>
<td>36.8 (8.3)</td>
<td>N/A</td>
<td>33.3 (5.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Physical activity&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never, stopped, or less</td>
<td>1656 (31.8)</td>
<td>35.2 (7.6)</td>
<td>N/A</td>
<td>32.5 (5.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Unchanged or more</td>
<td>3553 (68.2)</td>
<td>36.6 (7.1)</td>
<td>N/A</td>
<td>33.4 (4.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Adherence to infection prevention and control measures, mean (SD)</td>
<td>30.6 (6.2)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Health literacy index, mean (SD)</td>
<td>36.2 (7.3)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>eHealth Literacy Scale score, mean (SD)</td>
<td>33.1 (4.8)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>P value: result of one-way analysis of variance (ANOVA) test.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>Frontline areas include the outpatient department, emergency department, isolation areas, imaging and laboratory diagnosis department, and patient administration areas.

<sup>d</sup>Suspected COVID-19 symptoms include common symptoms (fever, cough, dyspnea) and less common symptoms (myalgia, fatigue, sputum production, confusion, headache, sore throat, rhinorrhea, chest pain, hemoptysis, diarrhea, and nausea/vomiting).

<sup>f</sup>Health care workers were asked whether their lifestyle behaviors got worse, better, or were unchanged during the COVID-19 pandemic as compared to before the pandemic.

**Psychometric Properties of eHealth Literacy**

As shown in Table 3, the KMO value of the overall scale was 0.93 and the values of its 8 items ranged from 0.92 to 0.95. The Bartlett Test of Sphericity value was <0.001, which is a satisfactory level. In addition, the average communality value of 0.76 was satisfactory, demonstrating the accuracy of the approach [59]. Overall, the 8 items of the eHEALS were strongly loaded on one component and explained 76.34% of the scale variance. The factor loading values of 8 items were ranked from 0.78 to 0.92, as shown in Table 3. The correlations between each item and the scale range from 0.80 to 0.84, indicating satisfactory convergent validity [50,51]. In addition, the correlation between eHEALS and HL scores was moderate (ρ=0.42), providing evidence of criterion validity [60]. Furthermore, the Cronbach’s α value of .95 indicated a high level of internal consistency. There was no significant floor effect, with 0.70% of participants having the lowest potential response. A marginal ceiling effect was found, with 16.1% of participants having the highest potential response (slightly higher than the recommended percentage of <15%; Table 3).
Table 3. Construct, convergent, and criterion validity, internal consistency, and floor and ceiling effects of the 8-item eHealth Literacy Scale (N=5209).

<table>
<thead>
<tr>
<th>eHealth Literacy scale items</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>I know what health resources are available on the internet</td>
<td>0.85</td>
</tr>
<tr>
<td>I know where to find helpful health resources on the internet</td>
<td>0.90</td>
</tr>
<tr>
<td>I know how to find helpful health resources on the internet</td>
<td>0.92</td>
</tr>
<tr>
<td>I know how to use the internet to answer my questions about health</td>
<td>0.90</td>
</tr>
<tr>
<td>I know how to use the health information I find on the internet to help me</td>
<td>0.92</td>
</tr>
<tr>
<td>I have the skills I need to evaluate the health resources I find on the internet</td>
<td>0.89</td>
</tr>
<tr>
<td>I have the skills needed to tell high-quality health resources from low-quality health resources on the internet</td>
<td>0.82</td>
</tr>
<tr>
<td>I feel confident in using information from the internet to make health decisions</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Percentage of variance, %                                                                 | 76.34  |

Item-scale convergent validity, mean of $\rho^a$ (range)                                      | 0.83 (0.80-0.84) |

Criterion validity, correlation with health literacy, $\rho^b$                                | 0.42   |

Internal consistency, Cronbach $\alpha$                                                       | .95    |

Floor effect, %                                                                               | .70    |

Ceiling effect, %                                                                             | 16.10  |

---

Determinants of HL and eHealth Literacy

The week correlations among independent variables ($\rho < 0.30$) suggest that there is no collider which might affect the results (Table 1 in Multimedia Appendix 1). Results of the multivariate analysis shown in Table 4 indicated that HCWs with higher HL scores were men (unstandardized regression coefficient $[B]=1.01$, 95% CI $0.57$-$1.45$, $P<.001$), those with a very or fairly easy ability to pay for medication ($B=1.65$, 95% CI $1.25$-$2.05$, $P<.001$), those with a middle or high social status ($B=0.586$, 95% CI $0.003$-$1.169$, $P=.049$), doctors ($B=1.29$, 95% CI $0.73$-$1.84$, $P<.001$), and those with epidemic containment experience ($B=1.96$, 95% CI $1.56$-$2.37$, $P<.001$), as compared to their counterparts, respectively.

HCWs with higher eHEALS scores were men ($B=0.72$, 95% CI $0.43$-$1.00$, $P<.001$), those with a very or fairly easy ability to pay for medication ($B=0.60$, 95% CI $0.34$-$0.86$, $P<.001$), doctors ($B=0.56$, 95% CI $0.20$-$0.93$, $P=.003$), and those with epidemic containment experience ($B=0.64$, 95% CI $0.38$-$0.91$, $P<.001$), as compared to their counterparts, respectively (Table 4).
### Table 4. Determinants of health literacy and eHealth literacy among health care workers (N=5209).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Health literacy</th>
<th>Multivariate (B (95% CI))</th>
<th>P value</th>
<th>eHealth literacy</th>
<th>Multivariate (B (95% CI))</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-40</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.02</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.86</td>
</tr>
<tr>
<td>41-60</td>
<td>0.62 (0.10 to 1.14)</td>
<td>-0.05 to 0.49</td>
<td>.86</td>
<td>-0.03 to 0.31</td>
<td>.88</td>
<td>-0.30 to 0.04</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.08</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.02</td>
</tr>
<tr>
<td>Male</td>
<td>1.36 (0.94 to 1.78)</td>
<td>1.01 to 1.45</td>
<td>.86</td>
<td>0.99 to 1.27</td>
<td>.86</td>
<td>0.72 to 1.00</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.04</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.15</td>
</tr>
<tr>
<td>Ever married</td>
<td>0.47 (0.01 to 0.93)</td>
<td>0.34 to 0.81</td>
<td>.04</td>
<td>0.16 to 0.46</td>
<td>.29</td>
<td>N/A</td>
</tr>
<tr>
<td>Ability to pay for medication</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very or fairly difficult</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.02</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.02</td>
</tr>
<tr>
<td>Very or fairly easy</td>
<td>1.9 (1.51 to 2.29)</td>
<td>1.65 to 2.05</td>
<td>&lt;.001</td>
<td>1.65 to 2.05</td>
<td>&lt;.001</td>
<td>0.60 to 0.86</td>
</tr>
<tr>
<td>Social status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.09</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.09</td>
</tr>
<tr>
<td>Middle or high</td>
<td>1.29 (0.72 to 1.87)</td>
<td>0.586 to 1.169</td>
<td>&lt;.001</td>
<td>0.586 to 1.169</td>
<td>&lt;.001</td>
<td>0.56 to 0.93</td>
</tr>
<tr>
<td>Type of health care personnel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.73</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.73</td>
</tr>
<tr>
<td>Nurse</td>
<td>0.09 (0.41 to 0.58)</td>
<td>0.18 to 0.68</td>
<td>.48</td>
<td>-0.40 to -0.72</td>
<td>.02</td>
<td>-0.32 to 0.01</td>
</tr>
<tr>
<td>Doctor</td>
<td>1.68 (1.13 to 2.24)</td>
<td>1.29 to 1.84</td>
<td>&lt;.001</td>
<td>1.29 to 1.84</td>
<td>&lt;.001</td>
<td>0.56 to 0.93</td>
</tr>
<tr>
<td>Type of health care facility</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-frontline</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.77</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.77</td>
</tr>
<tr>
<td>Frontline</td>
<td>-0.06 (0.46 to 0.34)</td>
<td>-0.10 to 0.16</td>
<td>.77</td>
<td>-0.10 to 0.16</td>
<td>.77</td>
<td>N/A</td>
</tr>
<tr>
<td>Epidemic containment experience</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.09</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.09</td>
</tr>
<tr>
<td>Yes</td>
<td>1.95 (1.54 to 2.35)</td>
<td>1.96 (1.56 to 2.37)</td>
<td>&lt;.001</td>
<td>1.96 (1.56 to 2.37)</td>
<td>&lt;.001</td>
<td>0.64 (0.38 to 0.91)</td>
</tr>
<tr>
<td>Comorbidity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.378</td>
<td>Reference</td>
<td>Reference N/A</td>
<td>.378</td>
</tr>
<tr>
<td>One or more</td>
<td>0.40 (0.49 to 1.29)</td>
<td>-0.27 to 0.32</td>
<td>.378</td>
<td>-0.27 to 0.32</td>
<td>.378</td>
<td>N/A</td>
</tr>
</tbody>
</table>

---

aB: unstandardized regression coefficient.
bN/A: not applicable.
cFrontline areas are the outpatient department, emergency department, isolation areas, imaging and laboratory diagnosis department, and patient administration areas.
Association Between HL and eHealth Literacy and Adherence to IPC Procedures

According to the results of a multivariate linear regression analysis (Table 5), higher HL (B=0.13, 95% CI 0.10-0.15, P<.001) and eHEALS scores (B=0.22, 95% CI 0.19-0.26, P<.001) were found to be associated with better adherence to IPC measures after adjusting for age, gender, ability to pay for medication, social status, profession, type of health care facility, epidemic containment experience, and comorbidities. These adjusted factors showed the associations with adherence to IPC measures at P<.20 (Table 2 in Multimedia Appendix 1).

Table 5. Associations of health literacy and eHealth literacy with adherence to infection prevention and control measures, lifestyle changes, and suspected COVID-19 symptoms among health care workers (N=5209).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Adherence to IPC measuresa</th>
<th>Dietary intakeb</th>
<th>Smoking tobaccoc</th>
<th>Drinking alcohold</th>
<th>Physical activitye</th>
<th>Suspected COVID-19 symptomsf</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Bivariate model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health literacy, 1-score increment</td>
<td>0.13 (0.11-0.15)</td>
<td>&lt;.001</td>
<td>1.04 (1.02-1.06)</td>
<td>&lt;.001</td>
<td>1.02 (1.00-1.04)</td>
<td>.046</td>
</tr>
<tr>
<td>Multivariate model</td>
<td>0.13 (0.10-0.15)</td>
<td>&lt;.001</td>
<td>1.04 (1.01-1.06)</td>
<td>.001</td>
<td>1.01 (0.99-1.03)</td>
<td>.18</td>
</tr>
<tr>
<td>eHealth Literacy Scale, 1-score increment</td>
<td>0.22 (0.18-0.25)</td>
<td>&lt;.001</td>
<td>1.04 (1.02-1.07)</td>
<td>.002</td>
<td>1.03 (1.01-1.07)</td>
<td>.03</td>
</tr>
<tr>
<td>Multivariate model</td>
<td>0.22 (0.19-0.26)</td>
<td>&lt;.001</td>
<td>1.04 (1.02-1.07)</td>
<td>.002</td>
<td>1.01 (0.99-1.04)</td>
<td>.30</td>
</tr>
</tbody>
</table>

aAdherence to infection prevention and control procedures; adjusted for age, gender, ability to pay for medication, social status, type of health care personnel, type of health care facility, epidemic containment experience, and comorbidities in the multivariate model.
bAdjusted for age, gender, marital status, ability to pay for medication, and social status in the multivariate model. The reference group is “less healthy diet” and the test group is “unchanged or healthier diet.”
cAdjusted for age, gender, marital status, social status, and type of health care personnel in the multivariate model. The reference group is “never, stopped, or less physical activity,” and the test group is “unchanged or more physical activity.”
dAdjusted for age, gender, social status, type of health care personnel, and epidemic containment experience in the multivariate model. The reference group is “never, stopped, or less drinking,” and the test group is “unchanged or more drinking.”
eAdjusted for age, gender, ability to pay for medication, social status, type of health care personnel, type of health care facility, and epidemic containment experience in the multivariate model. The reference group is “never, stopped, or less physical activity,” and the test group is “unchanged or more physical activity.”
fSuspected COVID-19 symptoms include common symptoms (fever, cough, dyspnea) and less common symptoms (myalgia, fatigue, sputum production, confusion, headache, sore throat, rhinorrhea, chest pain, hemoptysis, diarrhea, and nausea/vomiting). Adjusted for age, gender, marital status, ability to pay for medications, social status, type of health care personnel, and comorbidity in the multivariate model.

Association Between HL and eHealth Literacy and Lifestyle Changes

The results of the multivariate logistic regression analysis shown in Table 5 indicated that HCWs with higher HL (OR 1.04, 95% CI 1.01-1.06, P=.001) and higher eHEALS scores (OR 1.04, 95% CI 1.03-1.05, P<.001) had a higher likelihood of doing physical activity at an “unchanged or more” level after adjusting for age, gender, ability to pay for medication, social status, profession, type of health care facility, and epidemic containment experience. These adjusted factors had associations with physical activity at P<.20 (Table 2 in Multimedia Appendix 1). No association was found between HL and eHEALS scores and smoking or drinking behaviors.
Associations of HL and eHealth Literacy With Suspected COVID-19 Symptoms

As shown in Table 5, HCWs with higher HL scores (OR 0.97, 95% CI 0.96-0.98, P < .001) and higher eHEALS scores (OR 0.96, 95% CI 0.95-0.98, P < .001) had a lower likelihood of having suspected COVID-19 symptoms after adjusting for age, gender, marital status, ability to pay for medication, social status, profession, and comorbidities. These adjusted factors had associations with suspected COVID-19 symptoms at P < .20 (Table 2 in Multimedia Appendix 1).

Discussion

Principal Findings

The eHEALS questionnaire was found to be valid and reliable for assessing the eHealth literacy of HCWs. The tool was found to have satisfactory construct validity, convergent validity, criterion validity, and reliability. There was no flooring effect. A marginal ceiling effect was found. A high percentage of participants with the highest possible score was also observed in a previous study that validated the digital health literacy scale [64]. This could be because HCWs have been recognized as a group that has a higher standard of health knowledge and skills than the average person. Therefore, it is reasonable that many participants had a higher or maximum score.

In this study, male HCWs had higher HL and eHEALS scores. This finding is inconsistent with a previous study conducted among the general population in Europe [65], in which men had lower HL scores than women. Another study conducted among the general population in Taiwan showed that men also had lower scores of HL and digital health diet literacy than women [66]. In addition, eHealth literacy was found to be higher in women than men in the general population in Hungary [67] and in health care professionals in Ethiopia [68]. This inconsistency could be explained by the fact that although the total HCW population had fewer males (32.9% versus 67.1% female), the proportion of male doctors (797/1453 or 54.9%) was higher than that of female doctors (656/1453 or 45.1%).

Doctors had higher HL and eHEALS scores than other HCWs in this study. Similarly, HCWs with epidemic containment experience had higher HL and eHEALS scores in this study. Among HCWs, doctors receive longer professional training and they have been recognized as the group with the highest level of ability to find, understand, justify, and use health-related information. In addition, they are involved in educating and counseling other HCWs and patients [69]. HCWs who were involved in containing previous outbreaks or epidemics logically had better health knowledge and skills that made their HL and eHEALS scores higher. HL was found to be a strategic approach for improving communication between patients and HCWs [41], further contributing to the containment of the pandemic and its consequences [45].

HCWs with a better ability to pay for medication had higher HL and eHEALS scores. A positive association between the ability to pay for medication was prominently found in many previous studies [51,52,66,70,71]. In addition, HCWs with middle or high social status had higher HL scores. This was similar to the findings of previous studies conducted in Asia [51,52,66,70-72] and Europe [65]. This implies that socioeconomic factors are independent indicators that should be taken into consideration in intervention development to improve HL and eHEALS scores.

In this study, HCWs with higher HL or eHEALS scores had better adherence to IPC procedures. This is the first study investigating these associations. In the literature, higher HL scores were found to be associated with better adherence to therapies among people with chronic diseases [73-76]. Receiving COVID-19–related information online during the pandemic could be beneficial for various preventive behaviors [77]. Therefore, more efforts are needed to increase the distribution of accurate information and encourage appropriate behaviors [78]. HCWs should be aware of and strictly adhere to the guidelines for IPC to contain the COVID-19 pandemic.

Our study found that HCWs with higher HL and eHEALS scores had a lower likelihood of suspected COVID-19 symptoms. It has been noted that individuals with higher HL scores had better health status [71,79] and well-being [80,81]. This could be further explained by the fact that higher HL and eHEALS scores were associated with healthier eating and physical activity behaviors in this study. In a previous study, we also found that medical and nursing students with higher digital healthy diet literacy had healthier eating behaviors during the pandemic [82]. In addition, eHealth literacy was found to be associated with key issues related to seeking out exercise regime information and maintaining a healthy diet [83]. In addition, it has been reported that people with higher HL scores had healthier behaviors (eg, exercise, balanced diet) [66,84], further protecting and improving their health and well-being [85].

This study has some limitations. First, the study was conducted online and the suspected COVID-19 symptoms were self-reported; therefore, we cannot confirm COVID-19 cases and exclude them from our study. Fortunately, there were no new confirmed cases during the data collection period [86]. Second, during the lockdown period, people were ordered to stay at home and only go out to buy food or medicine, for emergencies, or to work at businesses producing and providing essential goods and services. This may cause a measurement bias in the application domain of HL, as the questionnaire cannot distinguish between an individual’s ability and restrictions during lockdown (eg, on questions such as “on a scale from very easy to very difficult, how easy would you say it is to join a sports club or exercise class if you want to?”). Third, a cross-sectional design was used, which cannot provide evidence of the causal relationships among studied variables. Furthermore, the convenient sampling technique used may limit the generalizability of the findings. In addition, the differences between some categories were not examined due to small sample sizes (eg, widowed/separated/divorced participants [140/5209, 2.7%] or those with high social status 63/5209, 1.2%)). However, we surveyed a relatively large sample of HCWs from 15 hospitals and health centers across Vietnam, which can help with exploring associations in future research and provides evidence for potential interventions.
Conclusions

The eHEALS questionnaire is a valid and reliable tool for assessing eHealth literacy among HCWs. HL and eHealth literacy were significantly higher in men, those with better ability to pay for medication, doctors, and those with previous epidemic containment experience. Both HL and eHealth literacy were associated with better adherence to IPC procedures, healthier lifestyles (eg, healthier eating behavior and more physical activity during the pandemic), and a lower likelihood of having suspected COVID-19 symptoms. Integrative and multidisciplinary approaches are required to improve HCWs’ HL and eHealth literacy, which could help improve adherence to IPC measures, promote healthy behaviors, and protect the health of HCWs. This would further contribute to containing the COVID-19 pandemic and minimizing its consequences.
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Abstract

Background: So far, there have been no published population studies on the relationship between a COVID-19 infection and public risk perception, information source, knowledge, attitude, and behaviors during the COVID-19 outbreak in China.

Objective: This study aims to understand the relationships between COVID-19 infection; four personal nonpharmaceutical interventions (NPIs; handwashing, proper coughing habits, social distancing, and mask wearing); and public risk perception, knowledge, attitude, and other social demographic variables.

Methods: An online survey of 8158 Chinese adults between February 22 and March 5, 2020, was conducted. Bivariate associations between categorical variables were examined using Fisher exact test. We also explored the determinants of four NPIs as well as their association with COVID-19 infection using logistic regression.

Results: Of 8158 adults included, 57 (0.73%) were infected with COVID-19. The overwhelming majority of respondents showed a positive attitude (n=8094, 99.2%), positive risk perception (n=8146, 99.9%), and high knowledge levels that were among the strongest predictors of the four adopted NPIs (handwashing: n=7895, 96.8%; proper coughing: 5997/6444, 93.1%; social distancing: n=7104/8158, 87.1%; and mask wearing: 5011/5120, 97.9%). There was an increased risk of COVID-19 infection for those who did not wash their hands (2.28% vs 0.65%; risk ratio [RR] 3.53, 95% CI 1.53-8.15; P=.009), did not practice proper coughing (1.79% vs 0.73%; RR 2.44, 95% CI 1.15-5.15; P=.03), did not practice social distancing (1.52% vs 0.58%; RR 2.63, 95% CI 1.48-4.67; P=.002), and did not wear a mask (7.41% vs 0.6%; RR 12.38, 95% CI 5.81-26.36; P<.001). For those who did practice all other three NPIs, wearing a mask was associated with a significantly reduced risk of infection compared to those who did not wear a mask (0.6% vs 16.7%; P=.04). Similarly, for those who did not practice all or part of the other three NPIs, wearing a mask was also associated with a significantly reduced risk of infection. In a penalized logistic regression model including all four NPIs, wearing a mask was the only significant predictor of COVID-19 infection among the four NPIs (odds ratio 7.20, 95% CI 2.24-23.11; P<.001).
Conclusions: We found high levels of risk perception, positive attitude, desirable knowledge, as well as a high level of adopting the four NPIs. The relevant knowledge, risk perception, and attitude were strong predictors of adapting the four NPIs. Mask wearing, among the four personal NPIs, was the most effective protective measure against COVID-19 infection, with added preventive effect among those who practiced all or part of the other three NPIs.

(J Med Internet Res 2020;22(11):e21372) doi:10.2196/21372
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Introduction
The unprecedented COVID-19 global pandemic [1] has changed the way our society operates. The total confirmed cases and deaths worldwide increased at an alarming rate [2]. The availability of an effective vaccine may still be many months away [3,4], and there is no consensus on the use of antiviral drugs and other therapeutic agents [5,6]. Meanwhile, the best hope for reducing mortality is societal preventative measures and providing timely and optimal critical care. As the list of countries in the grip of the rapid spread of COVID-19 is growing, many countries are, or will be, at the brink of further overwhelmed health care systems. Many countries have strengthened their nonpharmaceutical interventions (NPIs) to flatten the curve and reduce casualties [7]. For the NPIs to be effective, one of the critical conditions is the public’s active participation and compliance. Since the lockdown of Wuhan City on January 23, 2019, China was the first country to introduce NPIs with strict measures such as the lockdown of cities and counties; compulsory mask wearing; isolation of suspicious cases; screening and contact tracing; quarantining people from high risk areas for 14 days; as well as promoting handwashing, proper coughing habits, social distancing, and self-isolation. However, there was no published evidence on relationships between a COVID-19 infection, the Chinese public risk perception, information source, knowledge, attitude, and personal NPIs during the middle to the end of the epidemic.

Between February 22, 2020, to March 5, 2020 (the late period of the COVID-19 epidemic in China) [2], we conducted an online cross-sectional survey of Chinese residents to understand risk perceptions, information source, knowledge, attitude, and practice of the Chinese public after the COVID-19 outbreak; explore the determinants associated with the key personal NPIs (ie, handwashing, proper coughing habits, social distancing, mask wearing); estimate the risks between the COVID-19 infection and the four NPIs; and understand potential risk perceptions, information source, knowledge, attitude, and relationships between the COVID-19 infection and the four NPIs; and understand potential risk perceptions, information source, knowledge, attitude, and self-perceived effectiveness among those who practiced all or part of the other three NPIs.

Methods
Study Sample
We conducted an online survey between February 22, 2020 (with total confirmed cases of 77,000 and daily cases of 151). Given that the whole of China was in lockdown during this period, it was almost impossible to conduct a random sample survey. We chose to conduct our study through the Chinese social media app Wechat (similar to “WhatsApp”) and Weibo (similar to “Twitter”). We adopted a snowballing sampling methodology through three social networks: (1) students and staff at Tongji Medical College and Chongqing Medical University; (2) Wanzhou District Centre for Disease Prevention and Control, Chongqing Municipality; and (3) the study team. The inclusion criteria were Chinese citizens who were currently living in Mainland China during the study period, having a mobile phone or computer, and willing to answer all questions. The exclusion criteria were those who did not consent to participate, those who did not answer all the questions, questionnaire completed in less than 2 minutes, and repeated questionnaires from the same Internet Protocol address. During the study period, the survey web page was browsed 21,673 times with a total of 8431 questionnaires returned. After excluding those illegible questionnaires and those who were younger than 18 years, the final study sample was 8158.

The Ethics Committee of Chongqing Medical University approved our study protocol. There was an introduction document before the study questionnaire that provided the respondents with the background, aims, and estimated time (10 minutes) for completing the survey. Respondents were asked for their agreement to participate in the study and to answer the questions faithfully, and were assured confidentiality, anonymity, and that no individual data would be disclosed. After the confirmation of their willingness to participate in the study voluntarily, the participants were directed to complete the online questionnaire. We plan to disseminate the results to study participants whenever appropriate.

The Roles of the Funding Bodies
The funding bodies played no role in the study design, conduct, analysis, interpretation, and the decision to publish the results.

Measures
A multidisciplinary team of 11 experts were involved in the development of the survey instrument. The team included two epidemiologists, two sociologists, one administrative specialist, one statistician, one psychologist, and four postgraduate students. The research team initially had serial meetings to decide the research aims, methodology, as well as the responsibilities of all team members, including their roles in the literature review and seeking ethics approval. The team then developed the survey instrument that included title, number, and content of all sections as well as every question within a
section through an iterative process, which resulted in four major revisions of the first draft. The team also conducted two pilot tests. A group of 15 postgraduate students and staff members of the School of Public Health and Management of Chongqing Medical University participated in two testing pilots of the survey instrument (one test for the earlier version and one test for the near final version). As part of the pilot test, the group were asked a set of questions and then participated in an interview with one of the study team members. The interviews focused on both the survey questionnaires and the user-friendliness of its application in Webchat and Weibo. The discussions around the questionnaire were focused on the clarity of the questions, the readability of the questionnaire, the length of the survey, the overlapping and volume of questions among different sections, and the logic clarity between linked questions. The issues raised during the pilot testing were discussed during the team meetings, and necessary revisions were made. The final instrument included six sections and 79 questions in total, including (1) demographic information (16 questions), (2) knowledge and preventive behaviors related to COVID-19 (2 questions), (3) health status and related health behaviors (32 questions), (4) information source during the COVID-19 epidemic (7 questions), (5) perception and preparedness related to COVID-19 (15 questions), (6) satisfaction with the government’s performance in containing the COVID-19 epidemic (6 questions), and an open-ended question asking respondents to share their most important thoughts on the situation. A copy of the final questionnaire is attached (Multimedia Appendices 1 and 2).

The final questions included in this study were personal and family demographics including age, gender, location of residence, education, occupation, family monthly income, smoking habits during the last month (with over 100 cigarettes smoked over the lifetime), drinking alcohol during the last month, height and weight, being infected with COVID-19, marital status, if one of the family members is a health professional, the severity of the community infection where the respondent was living, and if one of the family members was part of local community efforts against COVID-19; perceived risk, attitude, information source, knowledge, and the four NPIs, and if the respondent had repeatedly used a mask; and self-isolation including if the respondents had a Chinese New Year party (2 days: January 24-25, 2020) with invited guests, the main reason a family member stayed home the longest, the main reason a family member went out often, the approach taken by the respondent when they went out (ie, shorten the time to avoid infection, as usual, stay longer given the restrictions, or uncertainty).

**Statistical Analysis**

Frequencies of demographic, perceived risk, knowledge, attitude, and the four NPIs as well as self-isolation behaviors were described. The risks between the COVID-19 infection and four binary NPIs were tested using Fisher exact tests. The absolute risk difference, risk ratio (RR), and their 95% CIs were also presented. We modeled the four NPIs using logistic regression. The reasons that we also included proper coughing habit as an end point was that the habit may not only potentially reduce other people’s risk of developing a COVID-19 infection but may also reduce a person’s own risk through enhanced self-protection (eg, turning away from those who did not practice proper coughing habit) or through indirectly influencing other people’s coughing behavior as a role model. The predictors included the demographic characteristics, social economics status, family and social environment, perceived risk of situation, attitude (belief), and knowledge on the four NPIs. We explored the risk between a COVID-19 infection and the four NPIs using a similar approach but excluded knowledge, attitude, and risk perception of the four NPIs based on a penalized maximum likelihood function logistic regression [8,9], which provides consistent estimates in situations of sparse event and total separation. The modeling results for the four NPIs separately and combined (model 1-model 5) were compared to the results of the baseline model with only social demographic variables (model 6). RR, odds ratios (ORs), and their 95% CIs were presented where appropriate. We explored the potential risk compensating effects among the four NPIs through a pairwise NPIs comparison of infection rates and through the comparison of infection rates of wearing a mask across a combination of the other three NPIs. A flowchart of different sample sizes for the modeling of the four NPIs and the COVID-19 infections are presented (Figure 1). The data management and statistical analysis were done through SPSS v25 (IBM Corp) and Stata v16 (StataCorp). P values less than .05 were considered as indicative of significance.
Results

Infection Rate of COVID-19 and Social Demographic of Respondents

In total, 8158 adults were included in the study, and 57 (0.7%) were infected with COVID-19. The respondents were predominantly female (n=5138, 63%), from younger age groups (18-39 years: n=5017, 62%), and living in the city (n=5833, 71.5%). Close to 45% of respondents had undergraduate and above education and close to one-quarter were students (Table 1). The family income from the previous month had a large range (¥0-¥4,000,000; a currency exchange rate of US $1=¥7 is applicable) with close to 20% of them less than ¥2000. Around 13% of respondents smoked and drank alcohol during the previous month. Over half of them had a normal BMI [10]. Close to 72% (n=5854) of respondents had a partner, and 54% (n=4420) were living with one. Close to 37% (n=3001) had a family member who was a health professional, and 35% (n=2835) had a family member who was part of the local community efforts against COVID-19. Over 54% (n=4439) were from the area outside Hubei Province, which had fewer than 100 cases; 42% (n=3400) from the areas outside Hubei Province, which had more than 100 infected cases; and 4% (n=319) from Hubei Province, the epicenter of the Chinese COVID-19 epidemic (Table 1).
Table 1. The demographic characteristics of the study sample.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants (N=8158), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age groups (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-39</td>
<td>5017 (61.5)</td>
</tr>
<tr>
<td>40-59</td>
<td>2902 (35.6)</td>
</tr>
<tr>
<td>≥60</td>
<td>239 (2.9)</td>
</tr>
<tr>
<td><strong>Male (vs female)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3020 (37.0)</td>
</tr>
<tr>
<td><strong>Currently living in city (vs rural area)</strong></td>
<td></td>
</tr>
<tr>
<td>Currently living in city</td>
<td>5833 (71.5)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>130 (1.6)</td>
</tr>
<tr>
<td>High school</td>
<td>2040 (25.0)</td>
</tr>
<tr>
<td>Professional college</td>
<td>2331 (28.6)</td>
</tr>
<tr>
<td>University/postgraduate</td>
<td>3657 (44.8)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Health professionals</td>
<td>1373 (16.8)</td>
</tr>
<tr>
<td>Government payee</td>
<td>1814 (22.2)</td>
</tr>
<tr>
<td>Factory workers/managers</td>
<td>1485 (18.2)</td>
</tr>
<tr>
<td>Farmers</td>
<td>313 (3.8)</td>
</tr>
<tr>
<td>Students</td>
<td>2006 (24.6)</td>
</tr>
<tr>
<td>Others</td>
<td>1167 (14.3)</td>
</tr>
<tr>
<td><strong>Family monthly income (¥)</strong></td>
<td></td>
</tr>
<tr>
<td>0-1000</td>
<td>607 (7.4)</td>
</tr>
<tr>
<td>1001-2000</td>
<td>994 (12.2)</td>
</tr>
<tr>
<td>2001-4000</td>
<td>1995 (24.5)</td>
</tr>
<tr>
<td>4001-6000</td>
<td>1698 (20.8)</td>
</tr>
<tr>
<td>6001-8000</td>
<td>714 (8.8)</td>
</tr>
<tr>
<td>8001-10,000</td>
<td>977 (12.0)</td>
</tr>
<tr>
<td>10,001-20,000</td>
<td>620 (7.6)</td>
</tr>
<tr>
<td>20,001-4,000,000</td>
<td>216 (2.6)</td>
</tr>
<tr>
<td>Not sure/unanswered</td>
<td>337 (4.1)</td>
</tr>
<tr>
<td><strong>Smoked during the last month (yes)</strong></td>
<td></td>
</tr>
<tr>
<td>Smoked during the last month</td>
<td>1087 (13.3)</td>
</tr>
<tr>
<td><strong>Drinking during the last month</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1088 (13.3)</td>
</tr>
<tr>
<td>Give up</td>
<td>308 (3.8)</td>
</tr>
<tr>
<td>Do not drink</td>
<td>6762 (82.9)</td>
</tr>
<tr>
<td><strong>BMI</strong></td>
<td></td>
</tr>
<tr>
<td>Underweight</td>
<td>1574 (19.3)</td>
</tr>
<tr>
<td>Normal</td>
<td>4263 (52.3)</td>
</tr>
<tr>
<td>Overweight</td>
<td>1264 (15.5)</td>
</tr>
<tr>
<td>Obese</td>
<td>133 (1.6)</td>
</tr>
<tr>
<td>Not available</td>
<td>924 (11.3)</td>
</tr>
<tr>
<td><strong>Infected with COVID-19</strong></td>
<td>57 (0.7)</td>
</tr>
<tr>
<td><strong>Do you currently live with your partner?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4420 (54.2)</td>
</tr>
</tbody>
</table>
Participants (N=8158), n (%)  
Characteristics
No 1434 (17.6)
I do not have a partner 2304 (28.2)
Do you have a health professional family member? (yes) 3001 (36.8)
From the area with community infection
Hubei Province 319 (3.9)
Outside Hubei Province with ≥100 cases 3400 (41.7)
Other 4439 (54.4)
Is a family member part of local community efforts against COVID-19? 2835 (35.1)

Risk Perception, Information Source, Knowledge, Attitude, the Four NPIs, and Self-Isolation

Of the 8158 respondents, close to 7% (n=561) of respondents were aware of the situation’s seriousness on January 11, 2020, when the first COVID-19–related patient death was announced by the Wuhan Health Commission; 39% (n=3182) on January 20, 2020, with the announcement of COVID-19 transmission among humans; 29% (n=2354) on January 23, 2020, with the lockdown of Wuhan City; and 24% (n=1562) after January 24, 2020, due to the activation of the level 1 public emergency responding scheme by local governments as well as strict measures and lockdown of neighborhood or villages [11]. Only 9 (0.1%) respondents did not think it was serious at the time (Table 2).

Overwhelmingly, the majority (n=8094, 99.2%) strongly agreed with the position that the fight against COVID-19 was everyone’s responsibility (Table 3). Close to 97% perceived government websites, apps, and the public media as the most authoritative sources of information; 90% (n=7396) felt that government websites, apps, and the public media were also the most involved source of information; 99.6% (n=8129) of respondents knew why and how to wash hands properly during the COVID-19 outbreak period; 97.2% (n=7927) were aware of the proper procedures when coughing (turning away from people and covering mouth and nose when coughing and washing hands afterwards); 97.8% (n=7975) knew the right way of practicing social distancing (ie, keeping social distance more than 1 meter and avoiding close contact with those who had a fever or cough); and 99.9% (n=8146) knew why and how to wear a mask. The overwhelming majority also reported that they translated this knowledge into practice: 96.8% (n=7895) when washing hands, 93.1% (n=7396/6444) when coughing, 87.1% (n=7104) when social distancing, and 97.9% (5012/5120) when wearing a mask (Table 3).

Table 2. When participants felt the situation was serious.

<table>
<thead>
<tr>
<th>Events</th>
<th>Participants (N=8158), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Announcement of first death of patients with COVID-19 on January 13, 2020</td>
<td>561</td>
</tr>
<tr>
<td>Announcement of COVID-19 transmission among humans on January 19, 2020</td>
<td>3182</td>
</tr>
<tr>
<td>Lockdown of Wuhan City on January 23, 2020</td>
<td>2354</td>
</tr>
<tr>
<td>Activation of the public emergency responding scheme by local government on January 24, 2020</td>
<td>1562</td>
</tr>
<tr>
<td>Strict lockdown of neighborhood after January 24, 2020</td>
<td>377</td>
</tr>
<tr>
<td>Other critical events</td>
<td>113</td>
</tr>
<tr>
<td>Never felt it was serious</td>
<td>9</td>
</tr>
</tbody>
</table>

Our multivariable models found that the knowledge of the relevant NPIs was one of the strongest predictors of that behavior (OR 22.6 for handwashing, OR 4.26 for social distancing; all P<.001), and positive knowledge level associated with a proper coughing habit and mask wearing were at 100% and were excluded from the models (Multimedia Appendix 3, first eTable). The belief that the task of fighting against COVID-19 is everyone’s responsibility was positively associated with handwashing (OR 0.57, 95% CI 0.35-0.95; P=.03) and proper coughing habits (OR 0.59, 95% CI 0.41-0.83, P=.003) but were more likely to practice social distancing (OR 1.64; P<.001). The respondents who had a normal body weight were more likely to practice social distancing (OR 1.21, 95% CI 1.01-1.46; P=.04) than those who were overweight. Non-smokers were more likely to practice social distancing (OR 1.39, 95% CI 1.14-1.71; P=.001) than smokers. Family income, education, occupation, residential area, sex, and age groups demonstrated differential impacts on different NPIs (Multimedia Appendix 3, first eTable).
Approximately 23% of respondents reported they had a Chinese New Year party with invited guests (Multimedia Appendix 3, second eTable). Out of 8158 respondents, the major reasons for the family member who stayed longest at home included complying with the call from the government (n=5354, 65.6%), self- or compulsory isolation (n=1107, 13.6%), fear of the virus (n=469, 5.7%), the focus on family protection (n=310, 3.8%), and no mask (n=242, 3.0%). The main reasons for going out, for 5120 respondents, were shopping (n=2073, 40.5%), partaking in work related to controlling COVID-19 (n=1643, 32.1%), usual employment (n=1098, 21.4%), going for a walk (n=131, 2.6%), receiving delivery (n=38, 0.7%), and socializing and dinner parties (n=17, 0.3%). Over 74% shortened the time to avoid infection when they were out; close to 20% acted in the usual way; and 1% (n=50) stayed longer than usual, given the restrictions and difficulties to leave home (Multimedia Appendix 3 second eTable).

### Table 3. Attitude, source of information, knowledge, and the four nonpharmaceutical interventions.

<table>
<thead>
<tr>
<th>Item</th>
<th>Participant (N=8158), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perceived most authoritative source of information</strong></td>
<td></td>
</tr>
<tr>
<td>Government websites/app/public media</td>
<td>7902 (96.9)</td>
</tr>
<tr>
<td>Weibo/Webchat friends</td>
<td>128 (1.6)</td>
</tr>
<tr>
<td>QQ/webchat groups</td>
<td>64 (0.8)</td>
</tr>
<tr>
<td>Family/friends</td>
<td>40 (0.5)</td>
</tr>
<tr>
<td>Other</td>
<td>24 (0.3)</td>
</tr>
<tr>
<td><strong>Perceived most interested source of information</strong></td>
<td></td>
</tr>
<tr>
<td>Government websites/app/public media</td>
<td>7396 (90.7)</td>
</tr>
<tr>
<td>Weibo/Webchat friends</td>
<td>470 (5.8)</td>
</tr>
<tr>
<td>QQ/webchat groups</td>
<td>218 (2.7)</td>
</tr>
<tr>
<td>Family/friends</td>
<td>60 (0.7)</td>
</tr>
<tr>
<td>Other</td>
<td>14 (0.2)</td>
</tr>
<tr>
<td>Know why and how to wash hands</td>
<td>8129 (99.6)</td>
</tr>
<tr>
<td>Know the proper habit when coughing</td>
<td>7927 (97.2)</td>
</tr>
<tr>
<td>Know why and how to practice social distancing</td>
<td>7975 (97.8)</td>
</tr>
<tr>
<td>Know why and how to wear a mask in public</td>
<td>8146 (99.9)</td>
</tr>
<tr>
<td>Washing hands (yes)</td>
<td>7895 (96.8)</td>
</tr>
<tr>
<td>Acting in proper habit when coughing*</td>
<td>5997 (93.1)</td>
</tr>
<tr>
<td>Practicing social distancing</td>
<td>7104 (87.1)</td>
</tr>
<tr>
<td>Wearing a mask when going out*</td>
<td>5012 (97.9)</td>
</tr>
<tr>
<td>Repeated use of a mask*</td>
<td>5117 (99.9)</td>
</tr>
</tbody>
</table>

*Only 6444 included as 1714 person reported that they did not cough during the last month.

**Only the 5120 respondents that went out during the period after the outbreak were included.

### Risk Association Between a COVID-19 Infection and Handwashing, Coughing Habits, Social Distancing, and Mask Wearing

The distribution of the COVID-19 infection across demographic and social economic status variables are presented (Table 4). The bivariate analyses between individual NPIs and the COVID-19 infection showed that there was a significantly increased risk of COVID-19 infection (Table 5) for those who did not wash their hands (2.28% vs 0.65%; RR 3.53, 95% CI 1.53-8.15; \(P= .009\)), who did not practice proper coughing (1.79% vs 0.73%; RR 2.44, 95% CI 1.15-5.15; \(P = .03\)), who did not practice social distancing (1.52% vs 0.58%; RR 2.63, 95% CI 1.48-4.67; \(P = .002\)), and who did not wear a mask (7.41% vs 0.6%; RR 12.38, 95% CI 5.81-26.36; \(P < .001\)). The adjusted ORs were 4.67 (95% CI 1.86-11.74; \(P = .001\)) for not washing hands, 2.78 (95% CI 1.22-6.33; \(P = .02\)) for not practicing proper coughing, 2.13 (95% CI 1.17-3.85; \(P = .01\)) for not practicing social distancing, and 11.03 (95% CI 4.53-26.84; \(P < .001\)) for not wearing a mask (Tables 6 and 7, model 1-model 4). The model that adjusted all four NPIs plus social demographic variables (Table 7, model 5) showed that not wearing a mask was the only significant predictor of infection (OR 7.20, 95% CI 2.24-23.11; \(P < .001\)). In comparison with those who were only primary school educated, those with a high school qualification showed they were less likely to be infected (OR 0.12, 95% CI 0.05-0.31; \(P < .001\)). This was similar to those who...
had professional college qualifications (OR 0.10, 95% CI 0.03-0.29; P<.001) or university degrees (OR 0.15, 95% CI 0.05-0.46; P=.001; Table 7, model 6). Nonsmokers were less likely to be infected than smokers (OR 0.40, 95% CI 0.20-0.80; P=.01), and those with a monthly family income of ¥8001-¥10,000 were less likely to be infected than those having a monthly family income of less than ¥1000 (OR 0.20, 95% CI 0.05-0.88; P=.03; Table 7, model 6). Consisting of the effective sizes of the four NPIs from both bivariable and multivariable analyses, the areas under the receiver operating characteristics curve (AUROCs) were 0.749, 0.769, 0.749, and 0.825 for handwashing, coughing habits, social distancing, and mask wearing, respectively (Tables 6 and 7, model 1-model 4). The AUROC values demonstrated a fair predictive power for the handwashing, coughing habits, and social distancing models but good predictive power of the mask wearing multivariable model.
Table 4. The rate of COVID-19 infection (57/8158, 0.7%) across social demographic variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants, n</th>
<th>Participants infected with COVID-19, n (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age groups (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-39</td>
<td>5017</td>
<td>29 (0.58)</td>
<td>.14</td>
</tr>
<tr>
<td>40-59</td>
<td>2902</td>
<td>25 (0.86)</td>
<td></td>
</tr>
<tr>
<td>≥60</td>
<td>239</td>
<td>3 (1.26)</td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td>.008</td>
</tr>
<tr>
<td>Male</td>
<td>3020</td>
<td>31 (1.03)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>5138</td>
<td>26 (0.51)</td>
<td></td>
</tr>
<tr>
<td><strong>The area that you are currently living</strong></td>
<td></td>
<td></td>
<td>.46</td>
</tr>
<tr>
<td>Rural</td>
<td>2325</td>
<td>19 (0.82)</td>
<td></td>
</tr>
<tr>
<td>City</td>
<td>5833</td>
<td>38 (0.65)</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Primary school</td>
<td>130</td>
<td>8 (6.15)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>2040</td>
<td>14 (0.69)</td>
<td></td>
</tr>
<tr>
<td>Professional college</td>
<td>2331</td>
<td>13 (0.56)</td>
<td></td>
</tr>
<tr>
<td>University/postgraduate</td>
<td>3657</td>
<td>22 (0.60)</td>
<td></td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>Health professionals</td>
<td>1373</td>
<td>9 (0.66)</td>
<td></td>
</tr>
<tr>
<td>Government payee</td>
<td>1814</td>
<td>14 (0.77)</td>
<td></td>
</tr>
<tr>
<td>Factory workers/managers</td>
<td>1485</td>
<td>14 (0.94)</td>
<td></td>
</tr>
<tr>
<td>Farmers</td>
<td>313</td>
<td>4 (1.28)</td>
<td></td>
</tr>
<tr>
<td>Students</td>
<td>2006</td>
<td>7 (0.35)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>1167</td>
<td>9 (0.77)</td>
<td></td>
</tr>
<tr>
<td><strong>Income (¥)</strong></td>
<td></td>
<td></td>
<td>.20</td>
</tr>
<tr>
<td>0-1000</td>
<td>607</td>
<td>8 (1.32)</td>
<td></td>
</tr>
<tr>
<td>1001-2000</td>
<td>994</td>
<td>7 (0.70)</td>
<td></td>
</tr>
<tr>
<td>2001-4000</td>
<td>1995</td>
<td>16 (0.80)</td>
<td></td>
</tr>
<tr>
<td>4001-6000</td>
<td>1698</td>
<td>13 (0.77)</td>
<td></td>
</tr>
<tr>
<td>6001-8000</td>
<td>714</td>
<td>4 (0.56)</td>
<td></td>
</tr>
<tr>
<td>8001-10,000</td>
<td>977</td>
<td>2 (0.20)</td>
<td></td>
</tr>
<tr>
<td>10,001-20,000</td>
<td>620</td>
<td>5 (0.81)</td>
<td></td>
</tr>
<tr>
<td>20,001-4,000,000</td>
<td>216</td>
<td>2 (0.93)</td>
<td></td>
</tr>
<tr>
<td>Not sure/unanswered</td>
<td>337</td>
<td>0 (0.00)</td>
<td></td>
</tr>
<tr>
<td><strong>Smoked during the last month</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>1087</td>
<td>20 (1.84)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7071</td>
<td>37 (0.52)</td>
<td></td>
</tr>
<tr>
<td><strong>Drank alcohol during the last month</strong></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Yes</td>
<td>1088</td>
<td>12 (1.10)</td>
<td></td>
</tr>
<tr>
<td>Gave up</td>
<td>308</td>
<td>7 (2.27)</td>
<td></td>
</tr>
<tr>
<td>Do not drink</td>
<td>6762</td>
<td>38 (0.56)</td>
<td></td>
</tr>
<tr>
<td><strong>BMI</strong></td>
<td></td>
<td></td>
<td>.85</td>
</tr>
<tr>
<td>Underweight</td>
<td>1574</td>
<td>12 (0.76)</td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>4263</td>
<td>29 (0.68)</td>
<td></td>
</tr>
<tr>
<td>Variables</td>
<td>Participants, n</td>
<td>Participants infected with COVID-19, n (%)</td>
<td>P value&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>---------------------------------------</td>
<td>-----------------</td>
<td>-------------------------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Overweight</td>
<td>1264</td>
<td>7 (0.55)</td>
<td></td>
</tr>
<tr>
<td>Obesity</td>
<td>133</td>
<td>1 (0.75)</td>
<td></td>
</tr>
<tr>
<td>Not available</td>
<td>924</td>
<td>8 (0.87)</td>
<td></td>
</tr>
<tr>
<td>Currently live with your partner?</td>
<td></td>
<td></td>
<td>0.01</td>
</tr>
<tr>
<td>Yes</td>
<td>4420</td>
<td>36 (0.81)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1434</td>
<td>14 (0.98)</td>
<td></td>
</tr>
<tr>
<td>I do not have a partner</td>
<td>2304</td>
<td>7 (0.30)</td>
<td></td>
</tr>
<tr>
<td>Family member who is a health professional</td>
<td></td>
<td></td>
<td>0.17</td>
</tr>
<tr>
<td>Yes</td>
<td>3001</td>
<td>26 (0.87)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>5157</td>
<td>31 (0.60)</td>
<td></td>
</tr>
<tr>
<td>From the area with community infection</td>
<td></td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>Hubei Province</td>
<td>319</td>
<td>3 (0.94)</td>
<td></td>
</tr>
<tr>
<td>Outside Hubei province with ≥100 cases</td>
<td>3400</td>
<td>21 (0.62)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>4439</td>
<td>33 (0.74)</td>
<td></td>
</tr>
<tr>
<td>Family member who is part of local community efforts against COVID-19</td>
<td></td>
<td></td>
<td>0.17</td>
</tr>
<tr>
<td>Yes</td>
<td>2865</td>
<td>25 (0.87)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>5293</td>
<td>32 (0.60)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>P values from Fisher exact test.

Table 5. The association between COVID-19 infection and four nonpharmaceutical interventions.

<table>
<thead>
<tr>
<th>Nonpharmaceutical interventions</th>
<th>Risk of COVID-19 infection, n (%)</th>
<th>Risk difference (95% CI), %</th>
<th>Risk ratio (95% CI)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Washing hands (N=8158)</td>
<td>1.63 (–0.18 to 3.45)</td>
<td>3.53 (1.53 to 8.15)</td>
<td>.09</td>
<td></td>
</tr>
<tr>
<td>No (n=263)</td>
<td>6 (2.28)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=7895)</td>
<td>51 (0.65)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acting properly when coughing (n=6444)</td>
<td>1.06 (–0.19 to 2.3)</td>
<td>2.44 (1.15 to 5.15)</td>
<td>.3</td>
<td></td>
</tr>
<tr>
<td>No (n=447)</td>
<td>8 (1.79)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=5997)</td>
<td>44 (0.73)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Practicing social distancing (N=8158)</td>
<td>0.94 (0.18 to 1.7)</td>
<td>2.63 (1.48 to 4.67)</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>No (n=1054)</td>
<td>16 (1.52)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=7104)</td>
<td>41 (0.58)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wearing a mask outdoors (n=5120)</td>
<td>6.81 (1.87 to 11.75)</td>
<td>12.38 (5.81 to 26.36)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>No (n=108)</td>
<td>8 (7.41)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=5012)</td>
<td>30 (0.60)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>P values from Fisher exact test.
Table 6. Penalized logistic regression model results for COVID-19 infection and handwashing, coughing habits, social distancing, and mask wearing (models 1-3).a

<table>
<thead>
<tr>
<th>Variables</th>
<th>Infected (model 1; N=8158), ORb (95% CI)</th>
<th>Infected (model 2; n=6444), OR (95% CI)</th>
<th>Infected (model 3; N=8158), OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age groups (years), reference: 18-39 years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-59</td>
<td>0.97 (0.51-1.85)</td>
<td>0.88 (0.45-1.73)</td>
<td>0.93 (0.49-1.78)</td>
</tr>
<tr>
<td>≥60</td>
<td>1.55 (0.46-5.25)</td>
<td>1.68 (0.49-5.83)</td>
<td>1.71 (0.51-5.75)</td>
</tr>
<tr>
<td>Sex (female vs male)</td>
<td>0.76 (0.39-1.47)</td>
<td>0.72 (0.36-1.44)</td>
<td>0.76 (0.39-1.48)</td>
</tr>
<tr>
<td>Living in city (urban vs rural)</td>
<td>0.94 (0.50-1.77)</td>
<td>0.81 (0.42-1.56)</td>
<td>0.91 (0.48-1.71)</td>
</tr>
<tr>
<td><strong>Education, reference: primary school</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>0.13 (0.05-0.33)**</td>
<td>0.12 (0.04-0.34)**</td>
<td>0.12 (0.05-0.31)**</td>
</tr>
<tr>
<td>Professional college</td>
<td>0.10 (0.03-0.30)**</td>
<td>0.10 (0.03-0.31)**</td>
<td>0.10 (0.03-0.29)**</td>
</tr>
<tr>
<td>University/postgraduate</td>
<td>0.16 (0.05-0.48)**</td>
<td>0.14 (0.04-0.46)**</td>
<td>0.16 (0.05-0.48)**</td>
</tr>
<tr>
<td><strong>Occupation, reference: health professionals</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government payee</td>
<td>1.51 (0.63-3.67)</td>
<td>1.67 (0.65-4.28)</td>
<td>1.54 (0.63-3.73)</td>
</tr>
<tr>
<td>Factory workers/managers</td>
<td>1.82 (0.66-5.00)</td>
<td>2.12 (0.74-6.09)</td>
<td>1.87 (0.68-5.17)</td>
</tr>
<tr>
<td>Farmers</td>
<td>1.02 (0.25-4.14)</td>
<td>0.95 (0.21-4.39)</td>
<td>0.99 (0.24-4.13)</td>
</tr>
<tr>
<td>Students</td>
<td>0.97 (0.26-3.69)</td>
<td>0.90 (0.22-3.70)</td>
<td>1.10 (0.29-4.17)</td>
</tr>
<tr>
<td>Others</td>
<td>1.63 (0.51-5.19)</td>
<td>1.79 (0.52-6.09)</td>
<td>1.73 (0.54-5.55)</td>
</tr>
<tr>
<td><strong>Family monthly income (Y), reference: Y0-Y1000</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1001-2000</td>
<td>0.70 (0.25-1.96)</td>
<td>0.58 (0.20-1.75)</td>
<td>0.61 (0.22-1.68)</td>
</tr>
<tr>
<td>2001-4000</td>
<td>0.79 (0.32-1.93)</td>
<td>0.69 (0.27-1.74)</td>
<td>0.73 (0.30-1.77)</td>
</tr>
<tr>
<td>4001-6000</td>
<td>0.68 (0.27-1.71)</td>
<td>0.62 (0.24-1.62)</td>
<td>0.63 (0.25-1.57)</td>
</tr>
<tr>
<td>6001-8000</td>
<td>0.54 (0.16-1.83)</td>
<td>0.56 (0.16-1.93)</td>
<td>0.50 (0.15-1.69)</td>
</tr>
<tr>
<td>8001-10,000</td>
<td>0.21 (0.05-0.93)*</td>
<td>0.13 (0.02-0.76)*</td>
<td>0.20 (0.05-0.88)*</td>
</tr>
<tr>
<td>10,001-20,000</td>
<td>0.67 (0.20-2.22)</td>
<td>0.62 (0.19-2.07)</td>
<td>0.63 (0.20-2.06)</td>
</tr>
<tr>
<td>20,001-4,000,000</td>
<td>0.54 (0.12-2.51)</td>
<td>0.53 (0.11-2.48)</td>
<td>0.55 (0.12-2.45)</td>
</tr>
<tr>
<td>Not sure/unanswered</td>
<td>0.15 (0.01-2.63)</td>
<td>0.15 (0.01-2.62)</td>
<td>0.13 (0.01-2.32)</td>
</tr>
<tr>
<td>Smoked during the last month (no vs yes)</td>
<td>0.38 (0.19-0.76)**</td>
<td>0.38 (0.18-0.77)**</td>
<td>0.42 (0.21-0.84)*</td>
</tr>
<tr>
<td><strong>Drank alcohol during the last month, reference: yes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gave up</td>
<td>1.96 (0.76-5.04)</td>
<td>2.07 (0.79-5.44)</td>
<td>1.94 (0.75-4.97)</td>
</tr>
<tr>
<td>Do not drink</td>
<td>0.88 (0.42-1.87)</td>
<td>0.87 (0.40-1.89)</td>
<td>0.84 (0.40-1.78)</td>
</tr>
<tr>
<td><strong>BMI, reference: underweight</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>0.80 (0.41-1.59)</td>
<td>0.76 (0.37-1.57)</td>
<td>0.80 (0.41-1.59)</td>
</tr>
<tr>
<td>Overweight</td>
<td>0.49 (0.19-1.25)</td>
<td>0.55 (0.21-1.43)</td>
<td>0.49 (0.19-1.26)</td>
</tr>
<tr>
<td>Obese</td>
<td>0.88 (0.16-4.94)</td>
<td>1.06 (0.19-6.06)</td>
<td>0.94 (0.17-5.28)</td>
</tr>
<tr>
<td>Not available</td>
<td>1.15 (0.46-2.86)</td>
<td>1.17 (0.45-3.07)</td>
<td>1.11 (0.45-2.78)</td>
</tr>
<tr>
<td><strong>Currently live with your partner, reference: yes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.34 (0.69-2.63)</td>
<td>1.36 (0.67-2.77)</td>
<td>1.37 (0.70-2.69)</td>
</tr>
<tr>
<td>I do not have a partner</td>
<td>0.50 (0.19-1.34)</td>
<td>0.71 (0.26-1.90)</td>
<td>0.55 (0.21-1.49)</td>
</tr>
<tr>
<td>Family member who is health professional (yes vs no)</td>
<td>0.53 (0.26-1.08)</td>
<td>0.59 (0.28-1.23)</td>
<td>0.50 (0.24-1.01)</td>
</tr>
<tr>
<td><strong>Living in the area with a community infection, reference: Hubei Province</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outside Hubei Province with ≥100 cases</td>
<td>0.46 (0.14-1.53)</td>
<td>0.46 (0.13-1.61)</td>
<td>0.49 (0.14-1.65)</td>
</tr>
<tr>
<td>Other</td>
<td>0.74 (0.23-2.36)</td>
<td>0.82 (0.25-2.63)</td>
<td>0.81 (0.25-2.62)</td>
</tr>
<tr>
<td>Variables</td>
<td>Infected (model 1; N=8158), OR(^b) (95% CI)</td>
<td>Infected (model 2; n=6444), OR (95% CI)</td>
<td>Infected (model 3; N=8158), OR (95% CI)</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------</td>
<td>-----------------------------------------------</td>
<td>------------------------------------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>Family member who is part of the local community efforts against COVID-19 (no vs yes)</td>
<td>0.70 (0.37-1.30)</td>
<td>0.64 (0.34-1.22)</td>
<td>0.76 (0.41-1.42)</td>
</tr>
<tr>
<td>Hand washing (no vs yes)</td>
<td>4.67 (1.86-11.74)**</td>
<td>N/A(^c)</td>
<td>N/A</td>
</tr>
<tr>
<td>Proper coughing habit (no vs yes)</td>
<td>N/A</td>
<td>2.78 (1.22-6.33)*</td>
<td>N/A</td>
</tr>
<tr>
<td>Social distancing (no vs yes)</td>
<td>N/A</td>
<td>N/A</td>
<td>2.13 (1.17-3.85)*</td>
</tr>
<tr>
<td>Mask wearing (no vs yes)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Constant</td>
<td>0.67 (0.09-4.81)</td>
<td>0.90 (0.11-6.99)</td>
<td>0.60 (0.08-4.42)</td>
</tr>
<tr>
<td>AUROC(^d)</td>
<td>0.749</td>
<td>0.769</td>
<td>0.749</td>
</tr>
</tbody>
</table>

\(^a\) Models 1-5 are models adjusting for social demographic variables plus handwashing, coughing habits, social distancing, mask wearing, and all four nonpharmaceutical interventions together, respectively. Model 6 is adjusting for social demographic variables only. For each model, the convergency of penalized maximum likelihood function was monitored, and coefficients and their 95% CIs were examined. Each model converged normally in a short period and no irregularity of coefficients and standard errors were identified.

\(^b\) OR: odds ratio.

\(^c\) N/A: not applicable.

\(^d\) AUROC: area under the receiver operating characteristic curve.

\(*P<.05, **P<.01, ***P<.001\)
Table 7. Penalized logistic regression model results for COVID-19 infection and handwashing, coughing habits, social distancing, and mask wearing.¹

<table>
<thead>
<tr>
<th>Variables</th>
<th>Infected (model 4; n=5120), OR (95% CI)</th>
<th>Infected (model 5; n=4154), OR (95% CI)</th>
<th>Infected (model 5; n=8,158), OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age groups (years), reference: 18-39 years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-59</td>
<td>1.07 (0.47-2.42)</td>
<td>1.17 (0.49-2.81)</td>
<td>0.95 (0.50-1.81)</td>
</tr>
<tr>
<td>≥60</td>
<td>3.16 (0.82-12.11)</td>
<td>3.79 (0.96-14.94)</td>
<td>1.68 (0.50-5.71)</td>
</tr>
<tr>
<td>Sex (female vs male)</td>
<td>0.65 (0.29-1.49)</td>
<td>0.69 (0.29-1.66)</td>
<td>0.73 (0.38-1.42)</td>
</tr>
<tr>
<td>Living in city (urban vs rural)</td>
<td>0.85 (0.37-1.95)</td>
<td>0.75 (0.32-1.77)</td>
<td>0.89 (0.47-1.68)</td>
</tr>
<tr>
<td><strong>Education, reference: primary school</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>0.09 (0.03-0.30)***</td>
<td>0.11 (0.03-0.43)**</td>
<td>0.12 (0.05-0.31)**</td>
</tr>
<tr>
<td>Professional college</td>
<td>0.09 (0.03-0.34)***</td>
<td>0.11 (0.03-0.47)**</td>
<td>0.10 (0.03-0.29)**</td>
</tr>
<tr>
<td>University/postgraduate</td>
<td>0.08 (0.02-0.33)***</td>
<td>0.10 (0.02-0.47)**</td>
<td>0.15 (0.05-0.46)**</td>
</tr>
<tr>
<td><strong>Occupation, reference: health professionals</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government payee</td>
<td>1.74 (0.60-5.06)</td>
<td>1.59 (0.52-4.85)</td>
<td>1.57 (0.65-3.81)</td>
</tr>
<tr>
<td>Factory workers/managers</td>
<td>1.97 (0.56-6.89)</td>
<td>1.80 (0.49-6.55)</td>
<td>1.95 (0.71-5.33)</td>
</tr>
<tr>
<td>Farmers</td>
<td>1.35 (0.25-7.27)</td>
<td>0.76 (0.12-4.97)</td>
<td>1.08 (0.26-4.43)</td>
</tr>
<tr>
<td>Students</td>
<td>1.00 (0.19-5.36)</td>
<td>0.69 (0.12-4.03)</td>
<td>1.18 (0.31-4.43)</td>
</tr>
<tr>
<td>Others</td>
<td>2.02 (0.49-8.27)</td>
<td>2.17 (0.52-9.04)</td>
<td>1.72 (0.54-5.51)</td>
</tr>
<tr>
<td><strong>Family monthly income (¥), reference: ¥0-Y1000</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1001-2000</td>
<td>0.42 (0.11-1.57)</td>
<td>0.58 (0.14-2.38)</td>
<td>0.62 (0.23-1.72)</td>
</tr>
<tr>
<td>2001-4000</td>
<td>0.77 (0.26-2.28)</td>
<td>0.90 (0.28-2.92)</td>
<td>0.73 (0.30-1.78)</td>
</tr>
<tr>
<td>4001-6000</td>
<td>0.47 (0.14-1.52)</td>
<td>0.64 (0.18-2.25)</td>
<td>0.63 (0.25-1.58)</td>
</tr>
<tr>
<td>6001-8000</td>
<td>0.56 (0.13-2.37)</td>
<td>0.73 (0.17-3.25)</td>
<td>0.50 (0.15-1.68)</td>
</tr>
<tr>
<td>8001-10,000</td>
<td>0.31 (0.06-1.49)</td>
<td>0.24 (0.03-1.62)</td>
<td>0.20 (0.05-0.88)*</td>
</tr>
<tr>
<td>10,001-20,000</td>
<td>0.43 (0.10-1.87)</td>
<td>0.53 (0.11-2.49)</td>
<td>0.62 (0.19-2.03)</td>
</tr>
<tr>
<td>20,001-4,000,000</td>
<td>0.24 (0.02-2.61)</td>
<td>0.21 (0.01-3.85)</td>
<td>0.60 (0.14-2.64)</td>
</tr>
<tr>
<td>Not sure/unanswered</td>
<td>0.11 (0.00-2.75)</td>
<td>0.26 (0.01-4.97)</td>
<td>0.13 (0.01-2.36)</td>
</tr>
<tr>
<td>Smoked during the last month (no vs yes)</td>
<td>0.67 (0.29-1.58)</td>
<td>0.65 (0.27-1.57)</td>
<td>0.40 (0.20-0.80)**</td>
</tr>
<tr>
<td><strong>Drank alcohol during the last month, reference: yes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gave up</td>
<td>1.29 (0.43-3.87)</td>
<td>1.34 (0.43-4.20)</td>
<td>2.00 (0.78-5.10)</td>
</tr>
<tr>
<td>Do not drink</td>
<td>0.48 (0.20-1.13)</td>
<td>0.47 (0.19-1.15)</td>
<td>0.85 (0.40-1.80)</td>
</tr>
<tr>
<td><strong>BMI, reference: underweight</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>0.56 (0.25-1.25)</td>
<td>0.57 (0.24-1.33)</td>
<td>0.79 (0.40-1.57)</td>
</tr>
<tr>
<td>Overweight</td>
<td>0.26 (0.07-0.90)*</td>
<td>0.28 (0.08-0.99)*</td>
<td>0.48 (0.19-1.25)</td>
</tr>
<tr>
<td>Obese</td>
<td>0.31 (0.02-5.81)</td>
<td>0.38 (0.02-7.45)</td>
<td>0.88 (0.16-4.97)</td>
</tr>
<tr>
<td>Not available</td>
<td>1.25 (0.46-3.44)</td>
<td>1.17 (0.40-3.46)</td>
<td>1.13 (0.45-2.82)</td>
</tr>
<tr>
<td><strong>Currently living with a partner, reference: yes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.62 (0.69-3.82)</td>
<td>1.28 (0.50-3.26)</td>
<td>1.38 (0.70-2.69)</td>
</tr>
<tr>
<td>I don’t have a partner</td>
<td>0.98 (0.30-3.20)</td>
<td>1.19 (0.36-3.91)</td>
<td>0.53 (0.20-1.41)</td>
</tr>
<tr>
<td>Family member who is a health professional (yes vs no)</td>
<td>0.51 (0.22-1.19)</td>
<td>0.61 (0.25-1.48)</td>
<td>0.50 (0.24-1.01)</td>
</tr>
<tr>
<td><strong>Living in an area with community infection, reference: Hubei Province</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outside Hubei Province with ≥100 cases</td>
<td>0.24 (0.06-0.95)*</td>
<td>0.25 (0.06-1.09)</td>
<td>0.45 (0.13-1.51)</td>
</tr>
<tr>
<td>Other</td>
<td>0.68 (0.19-2.50)</td>
<td>0.74 (0.20-2.81)</td>
<td>0.78 (0.25-2.47)</td>
</tr>
</tbody>
</table>
### Potential Risk Compensating Effects Among the Four NPIs Against a COVID-19 Infection

The pairwise distributions of the COVID-19 infection rate among the four NPIs are presented (Table 8). Wearing a mask (vs not) was associated with a significantly reduced risk of COVID-19 infection among those who practiced handwashing (0.6% vs 5.3%; RR 0.11; \( P < .001 \)), proper coughing (0.7% vs 3.9%; RR 0.18; \( P = .02 \)), and social distancing (0.5% vs 16.7%; RR 0.03; \( P = .002 \)). Handwashing showed a trend toward a further reduced risk of infection for those who did not practice social distancing (RR 0.25; \( P = .05 \)). Among those who did not practice social distancing, those who had proper coughing habits were associated with a reduced risk of infection compared to those who did not have proper coughing habits (1.3% vs 4.4%; RR 0.32; \( P = .048 \)). The added potential protection effect of mask wearing on different combinations of the other three NPIs are presented in Figure 2. For those who did practice all three NPIs (ie, handwashing, proper coughing, and social distancing), wearing a mask was associated with a significantly reduced risk of infection compared to those who did not (0.6% vs 16.7%; \( P = .04 \)). Similarly, for those who did not practice all other three NPIs, wearing a mask was also associated with a significantly reduced risk of infection compared to not wearing a mask (Figure 2).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Infected (model 4; n=5120), OR(^b) (95% CI)</th>
<th>Infected (model 5; n=4154), OR (95% CI)</th>
<th>Infected (model 5; N=8,158), OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family member who is part of the local community efforts against COVID-19 (no vs yes)</td>
<td>0.51 (0.24-1.09)</td>
<td>0.46 (0.21-1.04)</td>
<td>0.74 (0.40-1.37)</td>
</tr>
<tr>
<td>Handwashing (no vs yes)</td>
<td>N/A(^c)</td>
<td>1.82 (0.40-8.32)</td>
<td>N/A</td>
</tr>
<tr>
<td>Proper coughing habit (no vs yes)</td>
<td>N/A</td>
<td>1.88 (0.60-5.94)</td>
<td>N/A</td>
</tr>
<tr>
<td>Social distancing (no vs yes)</td>
<td>N/A</td>
<td>1.07 (0.46-2.46)</td>
<td>N/A</td>
</tr>
<tr>
<td>Mask wearing (no vs yes)</td>
<td>11.03 (4.53-26.84)**</td>
<td>7.20 (2.24-23.11)**</td>
<td>N/A</td>
</tr>
<tr>
<td>Constant</td>
<td>2.04 (0.19-21.47)</td>
<td>1.64 (0.13-20.42)</td>
<td>0.78 (0.11-5.62)</td>
</tr>
</tbody>
</table>

\(a\)Models 1-5 are models adjusting for social demographic variables plus handwashing, coughing habits, social distancing, mask wearing, and all four nonpharmaceutical interventions together, respectively; model 6 is adjusting for social demographic variables only. For each model, the convergency of penalized maximum likelihood function was monitored, and coefficients and their 95% CIs were examined. Each model converged normally in a short time and no irregularity of coefficients and standard errors was identified.

\(b\)OR: odds ratio.

\(c\)N/A: not applicable.

\(d\)AUROC: area under the receiver operating characteristic curve.

\(*P<.05, **P<.01, ***P<.001\)
Table 8. The COVID-19 infection rates (%) and potential pairwise risk compensating effect among the four nonpharmaceutical interventions with RR and P values from exact tests.

<table>
<thead>
<tr>
<th>Nonpharmaceutical interventions</th>
<th>Participants, n (%)</th>
<th>RR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Handwashing (no)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mask wearing (no)</td>
<td>13 (23.1)</td>
<td>0.03 (0.003-0.26)</td>
<td>.002</td>
</tr>
<tr>
<td>Mask wearing (yes)</td>
<td>147 (0.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Handwashing (yes)</strong></td>
<td></td>
<td>0.11 (0.04-0.29)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mask wearing (no)</td>
<td>95 (5.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mask wearing (yes)</td>
<td>4865 (0.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Proper coughing (no)</strong></td>
<td></td>
<td>0.02(0.004-0.08)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mask wearing (no)</td>
<td>11 (36.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mask wearing (yes)</td>
<td>318 (0.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Proper coughing (yes)</strong></td>
<td></td>
<td>0.18 (0.05-0.57)</td>
<td>.02</td>
</tr>
<tr>
<td>Mask wearing (no)</td>
<td>76 (3.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mask wearing (yes)</td>
<td>3749 (0.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Social distancing (no)</strong></td>
<td></td>
<td>0.17 (0.06-0.45)</td>
<td>.002</td>
</tr>
<tr>
<td>Mask wearing (no)</td>
<td>96 (6.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mask wearing (yes)</td>
<td>958 (1.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Social distancing (yes)</strong></td>
<td></td>
<td>0.03 (0.01-0.11)</td>
<td>.002</td>
</tr>
<tr>
<td>Mask wearing (no)</td>
<td>12 (16.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mask wearing (yes)</td>
<td>4054 (0.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Proper coughing (no)</strong></td>
<td></td>
<td>0.33 (0.08-1.35)</td>
<td>.13</td>
</tr>
<tr>
<td>Handwashing (no)</td>
<td>74 (4.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Handwashing (yes)</td>
<td>373 (1.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Proper coughing (yes)</strong></td>
<td></td>
<td>0.42 (0.10-1.72)</td>
<td>.21</td>
</tr>
<tr>
<td>Handwashing (no)</td>
<td>118 (1.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Handwashing (yes)</td>
<td>5879 (0.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Social distancing (no)</strong></td>
<td></td>
<td>0.25 (0.73-0.86)</td>
<td>.05</td>
</tr>
<tr>
<td>Handwashing (no)</td>
<td>58 (5.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Handwashing (yes)</td>
<td>996 (1.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Social distancing (yes)</strong></td>
<td></td>
<td>0.38 (0.12-1.21)</td>
<td>.11</td>
</tr>
<tr>
<td>Handwashing (no)</td>
<td>205 (1.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Handwashing (yes)</td>
<td>6899 (0.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Social distancing (no)</strong></td>
<td></td>
<td>0.29(0.09-0.91)</td>
<td>.048</td>
</tr>
<tr>
<td>Proper coughing (no)</td>
<td>90 (4.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proper coughing (yes)</td>
<td>776 (1.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Social distancing (yes)</strong></td>
<td></td>
<td>0.58 (0.21-1.63)</td>
<td>.30</td>
</tr>
<tr>
<td>Proper coughing (no)</td>
<td>357 (1.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proper coughing (yes)</td>
<td>5221 (0.7)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aRR: risk ratio.
Figure 2. The COVID-19 infection rates between mask wearing and the combinations of the other three nonpharmaceutical interventions: H, C, and S. P values from Fisher exact test. C: proper coughing habit; H: handwashing; S: social distancing.

Discussion

To the best of our knowledge, our study is the first comprehensive report on the COVID-19 infection rate, perceived risk, knowledge, attitude, the four NPIs, as well as the self-isolation of a nationwide adult sample amid the late period of the COVID-19 epidemic in China. We found that most respondents were aware of the outbreak’s seriousness at different time periods and believed that it was everyone’s responsibility to fight the spread of COVID-19. The positive attitude, earlier risk perception, and relevant knowledge were among the strongest predictors of handwashing, proper coughing habits, social distancing, and mask wearing. Different social demographic factors also contributed to different NPIs. Those who were only primary school educated, had little family income, and were a smoker were associated with an increased risk of COVID-19 infection. Mask wearing, among the four practices, was the most important protection factor against a COVID-19 infection with an added preventive effect among those who practiced all or part of the other three NPIs.

Our findings of high knowledge levels among the Chinese public were consistent with the results of a previous study [12]. However, the previous online survey study was conducted at a much earlier stage (ie, January 27 to February 1, 2020) with a smaller sample, and over half of the respondents were from Hubei Province. In addition, it did not include the knowledge and behaviors of handwashing, proper coughing habits, social distancing, and self-isolation (but mask wearing was included). The widespread use of mobile phones, the internet, and social media apps such as Wechat (with an estimated 1.1 billion registered accounts in China in 2019 [13]) have significantly increased the speed and scope of information transmission in China and may be instrumental in the dissemination of COVID-19–related knowledge and information. This was also helped by the fact that over 90% of respondents believed that the government websites, public media, and apps were the most authoritative and involved sources of information for COVID-19. Our results suggested that respondents had an extremely positive attitude that fighting against COVID-19 was everyone’s responsibility, and its association with positive NPIs highlighted the success of a nationwide campaign in instilling the concept that everyone can, and should, make necessary contributions toward the fight against COVID-19.

Our study’s finding that the early perceived seriousness of the situation was a strong predicting factor for the use of NPIs reinforces the importance of transparency and timely dissemination of critical information regarding the COVID-19 pandemic. Our study shows that around 22% of respondents had a party during Chinese New Year (January 24-25, 2020), which is an important Chinese tradition. This period was immediately after the lockdown of Wuhan City (January 23), where there was confusion for those who lived outside the Hubei Province where there was no social distancing and self-isolation in place at the time. Such gatherings could have been avoided if the public had been equipped with real-time knowledge of the danger and seriousness of the situation. Evidence also supported the concept that the early swift NPIs by governments and the education of the public regarding the seriousness of the situation were critical in slowing the spread and flattening the curve [14]. Our study demonstrates that family influences (particularly those with health professionals and with someone being part of a community team fighting against COVID-19) could have a significant positive impact on individual’s...
behaviors. Respondents with various demographic characteristics (e.g., age groups, sex, marital status, education, occupation, and smoker) had exhibited different NPIs. These findings may provide further opportunities for developing tailored health education campaigns and health policy interventions on segments of the population to maximize the effects of the NPIs. For example, specific policies and education could target smokers and the younger population to encourage certain behaviors such as proper coughing habit and the older population on other behaviors (e.g., self-isolation, social distancing, and mask wearing).

The reported COVID-19 infection rate (i.e., 57/8158, 0.73%) in our study is higher than the China national infection rate on March 5, 2020 (i.e., 0.0056%), that reflected the fact that the disproportional sample were from the higher risk Hubei province. Our study found almost universal acceptance of the importance of mask wearing, and a high proportion (5012/5120, 97.9%) wore a mask in public after the outbreak. Our study found that mask wearing, among the four personal NPIs, was the most important protective measure against a COVID-19 infection. This may have policy implications. The Chinese public accepted the concept of wearing a mask possibly due to factors such as the previous severe acute respiratory syndrome epidemic experience [15], the coordinated nationwide education campaign, the earlier recognition of the existence of asymptomatic virus carriers, the strict measures in reinforcing such a role (e.g., in shopping centers and public transportation), and the coordinated efforts in rationing the supply of masks to families over the shortage period. The necessity in wearing a mask in public may be controversial in different countries and agencies [16-20] despite the positive evidence in favoring wearing a mask in a simulated environment [21,22]. It is likely to be an evolving policy option depending on several factors including the availability of masks and fair distribution channels among society. Our findings that wearing a mask had an added preventive effect, even among those who did practice all or part of the other three NPIs, provided contradictory evidence regarding the opinion that the other three NPIs alone were sufficient in preventing the COVID-19 infection. It also did not support the opinion that wearing a mask could even increase the risk of infection through more facial contact. For those countries still in the grip of the pandemic or who are considering reopening their economy, a policy of encouraging or requiring the public to wear a mask may have a positive impact, especially in highly populated areas or in settings where other NPIs are difficult to implement (e.g., in a bus, airplane, or shopping center). During the study period, there were still 3% (242/8158) of respondents who reported that no mask was the main reason for stopping them from going out, and most respondents had repeatedly used the same mask. Given the likelihood of a surge in demand for masks during an outbreak, public health agencies and related authorities may also need to provide practical and evidence-based guidance on when and how to appropriately reuse a mask. China contributed over half of the global mask manufacturing output before the outbreak but still faced the shortage of masks over the epidemic period [23]. It is important for governments and international agencies to rethink the adequacy of, and better approaches toward, their strategic stockpiles of masks and other personal protection equipment for the current and future pandemics.

Our study has several strengths. First, it was the largest study of its kind to cover the most critical period of the COVID-19 outbreak in China. Second, our study design and analysis was driven by policy needs and included many factors such as demographics, social economic status, family contextual factors, risk perception, knowledge, attitude, and personal practices. Third, the adoption of the internet survey methodology enabled us to complete our study in a critical period and in a cost-effective manner. Our study also has several limitations. First, our study sample had disproportionately more female, well-educated, and less smoker respondents, reflecting a typically young and healthy cohort in similar surveys. Thus, the frequencies of desirable knowledge levels and health behaviors may be overestimated, while less desirable outcomes such as lower family monthly income may be underestimated. However, the modeling results may be less susceptible to these potential biases. Second, our study results were from a particular period of the outbreak, and most of the respondents were from outside Hubei Province. The generalization of the results to other settings and countries may be limited. Third, our study was a cross-sectional population survey, and the association found between the predictors and outcomes should be interpreted with caution, and further intervention studies are needed in confirming our findings. Fourth, despite the relatively large sample size, the total cases of COVID-19 infections were still small so that the relationship between NPIs and a COVID-19 infection should be confirmed by other larger epidemiological studies. Fifth, the potential risk compensating effects of wearing a mask against other NPIs should be considered as being of a hypothesis-generating nature given the potential limitations previously outlined. Sixth, all the information collected in the study was self-reported, which could have potential biases. Common to any observational studies with multiple outcomes and modeled with different effective sample sizes, the interpretations and generalization of the results should be strictly limited to the same setting and be aware of multiple tests risks.

In summary, our study found a high level of risk perception; positive attitude; desirable knowledge; and practices in handwashing, proper coughing habit, social distancing, and mask wearing among a large cohort of Chinese adults. Our study also found that the relevant knowledge, risk perception, and attitude were among the strongest predictors of the four NPIs. Wearing a mask, among the four NPIs, was the predominating protective measure against a COVID-19 infection, with an added preventive effect among those who practiced all or part of the other three NPIs. Our findings of many different predictors on different personal NPIs may also provide the possibility for further tailored health policy interventions. The study also emphasizes the importance, at an international level, of sharing information in a collaborative way to learn from everyone’s experiences about what interventions worked well and what were the impact of issues that may have resulted in poor outcomes such as delayed and misinformation actions.
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Abstract

Background: Online misinformation proliferation during the COVID-19 pandemic has become a major public health concern.

Objective: We aimed to assess the prevalence of COVID-19 misinformation exposure and beliefs, associated factors including psychological distress with misinformation exposure, and the associations between COVID-19 knowledge and number of preventive behaviors.

Methods: A cross-sectional online survey was conducted with 1049 South Korean adults in April 2020. Respondents were asked about receiving COVID-19 misinformation using 12 items identified by the World Health Organization. Logistic regression was used to compute adjusted odds ratios (aORs) for the association of receiving misinformation with sociodemographic characteristics, source of information, COVID-19 misinformation belief, and psychological distress, as well as the associations of COVID-19 misinformation belief with COVID-19 knowledge and the number of COVID-19 preventive behaviors among those who received the misinformation. All data were weighted according to the Korea census data in 2018.

Results: Overall, 67.78% (n=711) of respondents reported exposure to at least one COVID-19 misinformation item. Misinformation exposure was associated with younger age, higher education levels, and lower income. Sources of information associated with misinformation exposure were social networking services (aOR 1.67, 95% CI 1.20-2.32) and instant messaging (aOR 1.79, 1.27-2.51). Misinformation exposure was also associated with psychological distress including anxiety (aOR 1.80, 1.24-2.61), depressive (aOR 1.47, 1.09-2.00), and posttraumatic stress disorder symptoms (aOR 1.97, 1.42-2.73), as well as misinformation belief (aOR 7.33, 5.17-10.38). Misinformation belief was associated with poorer COVID-19 knowledge (high: aOR 0.62, 0.45-0.84) and fewer preventive behaviors (≥7 behaviors: aOR 0.54, 0.39-0.74).

Conclusions: COVID-19 misinformation exposure was associated with misinformation belief, while misinformation belief was associated with fewer preventive behaviors. Given the potential of misinformation to undermine global efforts in COVID-19 disease control, up-to-date public health strategies are required to counter the proliferation of misinformation.

(J Med Internet Res 2020;22(11):e22205) doi:10.2196/22205
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Introduction

Background
COVID-19 has brought significant challenges to public health with its high infectivity and severity, particularly in vulnerable groups (eg, older adults, those with chronic diseases) [1-4], leading to a rapid rise in cases worldwide. On top of managing the response to the COVID-19 global health crisis, the World Health Organization (WHO) and governments also face the challenge of an “infodemic,” which causes people to experience difficulties in finding credible and trustworthy sources amid an excess of information [5]. Although the concept of an infodemic is not a new one, the digital age we are currently living in has magnified its effects and added complexities to the challenge it poses. With the widespread use of social media such as internet websites, social networking services (SNSs), and instant messaging services, people all over the world are more connected than ever, allowing information to be shared easily and quickly [6]. However, a recent study has found that in the midst of the global pandemic, COVID-19 misinformation is just as likely to spread and engage users on social media platforms as accurate information, which can pose an equal threat to the COVID-19 public health response by affecting public awareness and knowledge of the disease [7].

Misinformation can be defined as information that is false or inaccurate and not supported by scientific evidence [8]. Misinformation in the context of COVID-19 can include inaccurate information regarding the virus and its transmission, conspiracy theories, and fabricated reports regarding methods of prevention and treatment [9]. Some of its consequences include the panic-buying and hoarding of goods, taking ineffective and potentially harmful remedies, ignoring advice from health authorities, and engaging in behavior that increases the risk of virus transmission [10]. Despite the many efforts by the WHO and public health organizations to battle the infodemic, such as conducting campaigns against COVID-19 misinformation, cooperating with social media platforms, and regularly providing evidence-based information to the public (eg, COVID-19 advice for the public: myth busters [11]), the proliferation of misinformation worldwide has remained rampant [9,12,13]. Although social media can be used effectively to provide essential health-related information to the global community, misinformation does not require professional verification or review, and thus has the potential to proliferate quicker and be disseminated farther on social media due to existing algorithms that highlight popular or desired content. This highlights the tall challenge health authorities face in delivering accurate information to the public in precedence to the proliferation of misinformation [4,5] and the need for new strategies to build preparedness [9] against future infodemics.

South Korea (hereafter Korea) has one of the most developed technological infrastructures in the world, and the use of the internet is well-integrated into Koreans’ everyday lives. As such, information and communication technology (ICT) has also been employed in Korea’s response to the COVID-19 pandemic, including the monitoring and tracking of COVID-19 cases, conveying of health information to professionals and the public, and for allocating and distributing resources, such as COVID-19 test kits and protective equipment [14,15]. With the deep integration of ICT such as social media into Koreans’ daily lives and activities [6], it is expected that Koreans will be highly exposed to COVID-19 information and misinformation, through either active searches for information or passive receiving of information through messages, emails, or news feeds. Notwithstanding our awareness of misinformation and the risk it poses to public health, there remains little evidence on the prevalence of COVID-19 misinformation exposure and its effects on health beliefs and behaviors, including psychological well-being [16].

Objectives
We aimed to investigate the following: (1) the prevalence of COVID-19 misinformation exposure and misinformation belief, (2) associated factors including psychological distress with misinformation exposure; and (3) the associations between misinformation exposure and COVID-19 knowledge as well as preventive behaviors in Korean adults.

Methods

Study Design and Sampling
A cross-sectional online survey was conducted using the largest online survey platform in Korea [17]. This platform was chosen as it has 5 million survey panel members nationwide (as of 2020) and has been used to conduct more than 160,000 surveys for academic (such as those by Kim et al [18] and Ra et al [19]), government, and industry research. The inclusion criteria were the following: (1) aged ≥20 years (according to Korea’s civil law, those aged ≥20 years are regarded as adults), (2) a resident in the Seoul Metropolitan area (including the Seoul, Gyeonggi-do, and Incheon areas, in which 50.0% of the Korean population resides as of 2020), (3) has encountered COVID-19 information from any source, and (4) a Korean speaker.

The company sent survey invitations containing general information about the survey such as its aim and participation incentive (KRW 1000 [US $1 is about KRW 1200]) via emails and a smartphone app to registered survey panel members who met the inclusion criteria on April 23, 2020. The survey closed on the same date (ie, recruitment was conducted for one day due to the cost involved). Details of the survey and consent statement were provided on the first page of the online survey. Respondents provided consent by clicking “Agree to participate in this survey” on the same page, before moving on to answer the survey questions. The survey took approximately 15 minutes to complete. The survey questionnaire is attached as Multimedia Appendix 1. Ethical approval was obtained from an institutional review board at Sahmyook University in Seoul (Ref: 2-1040781-A-N-012020021HR). Meanwhile, as of April 23, 2020, Korea had 10,708 confirmed cases of COVID-19 since the first case was reported on January 24, 2020. The daily new cases of COVID-19 peaked on March 3, 2020 (803 cases), after which there was a downward trend until April 23, 2020 (14 new cases).
Measurements
Sociodemographic characteristics including sex, age, education level, household arrangement, and monthly personal income were collected.

COVID-19 misinformation items used in this study were extracted from COVID-19 misinformation reports by the WHO [11,20], the main coordinator of the global COVID-19 pandemic response. In total, 12 misinformation items about COVID-19 transmission, infectivity, prevention, and treatment were included (see Question 2 in Multimedia Appendix 1). Respondents were allocated to one of two groups: misinformation exposure (defined as having seen one or more items of misinformation, through active searching or passive receiving means) or misinformation nonexposure. Respondents were then asked if they believed any of the 12 misinformation items to be correct (hereafter misinformation belief) or incorrect.

Measures for psychological distress included anxiety and depressive symptoms, using the Patient Health Questionnaire-4 (PHQ-4; four items), which consists of two subscales: the Generalized Anxiety Disorder-2 (GAD-2; two items) and Patient Health Questionnaire-2 (PHQ-2; two items) [21]. The score of each subscale ranges from 0 to 6, and a score of ≥3 indicates a high risk of anxiety (GAD-2) and depression (PHQ-2), respectively [21]. PHQ-4 was validated in Korean (Cronbach α=.79; acceptable convergent validity) [22]. An additional Primary Care Post-Traumatic Stress Disorder Screen for DSM-5 (PC-PTSD-5; five items) that was validated in Korean (Cronbach α=.87; acceptable concurrent validity) [23,24] was also adopted to screen respondents for posttraumatic stress disorder (PTSD) risk. The scores range from 0 to 5 and the cutoff score for high risk of PTSD is 3.

COVID-19 knowledge was assessed using five COVID-19 knowledge questions (definition, transmission modes, main symptoms, prevention, and treatment) that were extracted from a questionnaire developed by the WHO [25] (see Questions 4-8 in Multimedia Appendix 1). Higher scores indicate a higher COVID-19 knowledge level.

The number of COVID-19 preventive behaviors that the respondents performed during the past three months was assessed with 10 answer options that were extracted from the COVID-19 preventive methods recommended by the WHO [25] and Korea Centers for Disease Control and Prevention [26], such as washing hands regularly, covering one’s mouth and nose when coughing, and social distancing (see Question 9 in Multimedia Appendix 1). Higher scores indicated a higher engagement in COVID-19 preventive behaviors.

Statistical Analysis
All data were weighted by age and sex distributions in the Seoul Metropolitan area, according to the Korea census data in 2018 [27]. Descriptive statistics were reported in numbers, proportions, means, and standard deviations (SD), as appropriate. The differences between the two groups (COVID-19 misinformation exposure group versus nonexposure group), including the respondents’ sociodemographic characteristics, source of information, COVID-19 misinformation belief, psychological well-being (ie, anxiety, depressive, and PTSD symptoms), and COVID-19 knowledge and preventive behaviors were analyzed by chi-square test or t test, as appropriate. The responses on the knowledge and preventive behavior questions were categorized into binary groups according to the mean scores for the chi-square analysis. Logistic regression was used to compute odds ratios (ORs) and adjusted ORs (aORs) to identify the association of misinformation exposure (a binary variable) with the sociodemographic characteristics, source of information, and COVID-19 misinformation belief. The associations of COVID-19 misinformation belief with COVID-19 knowledge and COVID-19 preventive behaviors among the respondents who encountered misinformation were also investigated. As subgroup analyses, we included the interaction term to test if demographic characteristics modify the associations of COVID-19 knowledge, preventive behaviors, misinformation belief, and psychosocial distress following misinformation exposure. Sex, age, highest education level, household arrangement, and monthly personal income were adjusted for the adjusted regression models. STATA 15 (StataCorp LLC) was used to conduct all analyses.

Results
Of 1054 people who initially responded to the survey, five were excluded from the study as they reported that they had not encountered any COVID-19 information and therefore could not complete the survey. Among the 1049 respondents, 50.04% (n=505) were male, the mean age was 40.60 years (SD 12.87), 74.94% (n=786) had tertiary education or higher, 88.50% (n=929) lived with others, and 55.95% (n=587) had a monthly personal income <KRW 3,000,000 (US $2500; the average monthly income among those employed was KRW 2,970,000 [US $2475] in 2018; Table 1).
Table 1. Characteristics of COVID-19 misinformation exposure by respondents’ demographics, and sociobehavioral and psychological symptoms (N=1049).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants, n (%)</th>
<th>Weighted values, n (%)</th>
<th>Misinformation, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=1049</td>
<td>N=1049</td>
<td>Not exposed (n=338)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>446 (42.52)</td>
<td>525 (50.04)</td>
<td>179 (53.08)</td>
</tr>
<tr>
<td>Female</td>
<td>603 (57.48)</td>
<td>524 (49.96)</td>
<td>158 (46.92)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>39.51 (10.47)</td>
<td>43.60 (12.87)</td>
<td>45.86 (13.01)</td>
</tr>
<tr>
<td>20-29</td>
<td>198 (18.88)</td>
<td>196 (18.69)</td>
<td>48 (14.09)</td>
</tr>
<tr>
<td>30-39</td>
<td>351 (33.46)</td>
<td>219 (20.85)</td>
<td>65 (19.25)</td>
</tr>
<tr>
<td>40-49</td>
<td>311 (29.65)</td>
<td>243 (23.17)</td>
<td>78 (23.14)</td>
</tr>
<tr>
<td>50-59</td>
<td>148 (14.12)</td>
<td>236 (22.54)</td>
<td>74 (22.11)</td>
</tr>
<tr>
<td>60-69</td>
<td>41 (3.91)</td>
<td>154 (14.75)</td>
<td>72 (21.41)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or below</td>
<td>233 (22.21)</td>
<td>263 (25.06)</td>
<td>92 (27.13)</td>
</tr>
<tr>
<td>Tertiary or above</td>
<td>816 (77.79)</td>
<td>786 (74.94)</td>
<td>246 (72.87)</td>
</tr>
<tr>
<td>Household arrangement</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living alone</td>
<td>142 (13.54)</td>
<td>121 (11.50)</td>
<td>32 (9.55)</td>
</tr>
<tr>
<td>Living with others</td>
<td>907 (86.46)</td>
<td>929 (88.50)</td>
<td>306 (90.45)</td>
</tr>
<tr>
<td>Monthly personal income, KRW (US $)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;3,000,000 (≤2500)</td>
<td>622 (59.29)</td>
<td>587 (55.95)</td>
<td>165 (48.78)</td>
</tr>
<tr>
<td>3,000,000-4,990,000 (2500-4158)</td>
<td>264 (25.17)</td>
<td>261 (24.92)</td>
<td>99 (29.24)</td>
</tr>
<tr>
<td>≥5,000,000 (≥4158)</td>
<td>163 (15.54)</td>
<td>201 (19.14)</td>
<td>74 (21.98)</td>
</tr>
<tr>
<td>COVID-19 information source</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Television, radio, or newspaper (offline)</td>
<td>999 (95.23)</td>
<td>998 (95.07)</td>
<td>316 (93.53)</td>
</tr>
<tr>
<td>Television, radio, or newspaper (online)</td>
<td>1036 (98.76)</td>
<td>1030 (98.21)</td>
<td>328 (97.06)</td>
</tr>
<tr>
<td>Other internet websites</td>
<td>864 (82.36)</td>
<td>842 (80.26)</td>
<td>262 (77.55)</td>
</tr>
<tr>
<td>Social network services</td>
<td>753 (71.78)</td>
<td>754 (71.82)</td>
<td>220 (65.10)</td>
</tr>
<tr>
<td>Instant messaging</td>
<td>873 (83.22)</td>
<td>868 (82.71)</td>
<td>262 (77.49)</td>
</tr>
<tr>
<td>COVID-19 misinformation belief</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>604 (57.58)</td>
<td>618 (58.86)</td>
<td>291 (86.21)</td>
</tr>
<tr>
<td>Yes</td>
<td>445 (42.42)</td>
<td>432 (41.14)</td>
<td>47 (13.79)</td>
</tr>
<tr>
<td>Anxiety symptom, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.49 (1.60)</td>
<td>1.51 (1.65)</td>
<td>3.18 (1.58)</td>
</tr>
<tr>
<td>Yes</td>
<td>853 (81.32)</td>
<td>854 (81.38)</td>
<td>290 (85.94)</td>
</tr>
<tr>
<td>Depressive symptom, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2.02 (1.73)</td>
<td>2.04 (1.78)</td>
<td>3.76 (1.78)</td>
</tr>
<tr>
<td>Yes</td>
<td>738 (70.35)</td>
<td>739 (70.45)</td>
<td>253 (74.85)</td>
</tr>
<tr>
<td></td>
<td>311 (29.65)</td>
<td>310 (29.55)</td>
<td>85 (25.15)</td>
</tr>
<tr>
<td>Variables</td>
<td>Participants, n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Weighted values&lt;sup&gt;b&lt;/sup&gt;, n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Misinformation</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>----------------------------------</td>
<td>-----------------------------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td></td>
<td>N=1049</td>
<td>N=1049</td>
<td>Not exposed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n=338)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posttraumatic stress disorder symptom, mean</td>
<td>1.43 (1.09)</td>
<td>1.43 (1.14)</td>
<td>1.12 (1.04)</td>
</tr>
<tr>
<td>(SD)&lt;sup&gt;1&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>902 (85.99)</td>
<td>903 (86.05)</td>
<td>306 (90.52)</td>
</tr>
<tr>
<td>Yes</td>
<td>147 (14.01)</td>
<td>146 (13.95)</td>
<td>32 (9.48)</td>
</tr>
<tr>
<td>COVID-19 knowledge, mean (SD)</td>
<td>24.69 (2.56)</td>
<td>24.65 (2.69)</td>
<td>24.79 (2.24)</td>
</tr>
<tr>
<td>Low (0-24)</td>
<td>444 (42.33)</td>
<td>446 (42.55)</td>
<td>142 (41.97)</td>
</tr>
<tr>
<td>High (25-35)</td>
<td>605 (57.67)</td>
<td>603 (57.45)</td>
<td>196 (58.03)</td>
</tr>
<tr>
<td>COVID-19 preventive behaviors, mean (SD)</td>
<td>6.94 (2.42)</td>
<td>7.01 (2.47)</td>
<td>7.01 (2.46)</td>
</tr>
<tr>
<td>0-6 behaviors</td>
<td>396 (37.75)</td>
<td>388 (36.99)</td>
<td>129 (38.15)</td>
</tr>
<tr>
<td>≥7 behaviors</td>
<td>653 (62.25)</td>
<td>661 (63.01)</td>
<td>209 (61.85)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Calculated percentages were rounded off to one decimal place; accordingly, combined percentages can exceed 100%.

<sup>b</sup>Data were weighted by sex and age distribution of the general population in the Seoul metropolitan area.

<sup>c</sup>P for chi-square (computed using unweighted data).

<sup>d</sup>P for t test (computed using unweighted data).

The majority of the respondents encountered COVID-19 information from diverse media including television, newspapers, internet websites, SNSs, and instant messaging. Overall, 57.45% (n=603) had high levels (score of 25-35) of COVID-19 knowledge and 63.01% (n=661) reported conducting ≥7 COVID-19 preventive behaviors. In total, 18.68% (n=196), 31.55% (n=331), and 13.95% (n=146) reported anxiety, depressive, and PTSD symptoms, respectively (Table 1). Overall, 41.14% (n=432) reported believing in one or more of the 12 COVID-19 misinformation items, while exposure to at least one COVID-19 misinformation item in the preceding three months was reported by 67.78% (n=711) of the respondents. In addition, 49.76% (n=354) and 48.14% (n=342) encountered misinformation about reusing masks (Table 2), which was the most common item of misinformation reported.
Table 2. Respondents’ exposure to COVID-19 misinformation (N=1049).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Weighted values&lt;sup&gt;b&lt;/sup&gt;, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of COVID-19 misinformation items</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>321 (30.60)</td>
<td>338 (32.19)</td>
</tr>
<tr>
<td>1</td>
<td>279 (26.60)</td>
<td>260 (24.74)</td>
</tr>
<tr>
<td>2</td>
<td>205 (19.54)</td>
<td>206 (19.63)</td>
</tr>
<tr>
<td>≥3 items</td>
<td>244 (23.26)</td>
<td>246 (23.44)</td>
</tr>
<tr>
<td><strong>COVID-19 misinformation items</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Masks can be sterilized and reused after steaming with hot water</td>
<td>346 (47.53)</td>
<td>354 (49.76)</td>
</tr>
<tr>
<td>Masks can be reused after spraying alcohol on its surface</td>
<td>345 (47.39)</td>
<td>342 (48.14)</td>
</tr>
<tr>
<td>Drinking tea can prevent infection</td>
<td>231 (31.73)</td>
<td>219 (30.78)</td>
</tr>
<tr>
<td>Gargling can disinfect the respiratory tract to prevent infection</td>
<td>150 (20.60)</td>
<td>168 (23.55)</td>
</tr>
<tr>
<td>Coronavirus is artificially developed</td>
<td>172 (23.63)</td>
<td>156 (21.88)</td>
</tr>
<tr>
<td>Basking in the sun can prevent infection</td>
<td>110 (15.11)</td>
<td>109 (15.30)</td>
</tr>
<tr>
<td>Gargling with salt can prevent infection</td>
<td>104 (14.29)</td>
<td>109 (15.29)</td>
</tr>
<tr>
<td>Taking antibiotics can prevent or treat infection</td>
<td>94 (12.91)</td>
<td>102 (14.34)</td>
</tr>
<tr>
<td>Flip the sides of a used mask to reuse it</td>
<td>90 (12.36)</td>
<td>90 (12.60)</td>
</tr>
<tr>
<td>Drinking alcohol/smoking can prevent infection</td>
<td>59 (8.10)</td>
<td>70 (9.88)</td>
</tr>
<tr>
<td>Only older adults can be infected</td>
<td>25 (3.43)</td>
<td>32 (4.46)</td>
</tr>
<tr>
<td>A vaccine is available now</td>
<td>15 (2.06)</td>
<td>14 (1.99)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Calculated percentages were rounded off to one decimal place; accordingly, combined percentages can exceed 100%.

<sup>b</sup>Data were weighted by sex and age distribution of the general population in the Seoul metropolitan area in Korea.

<sup>c</sup>The COVID-19 misinformation items were extracted from World Health Organization documents [11,20].

COVID-19 misinformation exposure was negatively associated with being older (60-69 years age group: aOR 0.40, 95% CI 0.25-0.64 versus 20-29 years age group) and having a higher monthly personal income (KRW 3,000,000-4,990,000 [US $2500-$4158]: aOR 0.66, 95% CI 0.47-0.93 versus <KRW 3,000,000 [US $2500]). COVID-19 misinformation exposure was positively associated with a tertiary education or above (aOR 1.42, 95% CI 1.02-1.96 versus high school or below). Of the information sources, misinformation exposure was associated with SNSs (aOR 1.75, 95% CI 1.31-2.35 versus other information sources) and instant messaging (aOR 1.79, 95% CI 1.27-2.51 versus other information sources), while offline and online television, radio, and newspapers and other websites were not statistically significant. Misinformation exposure was also significantly associated with misinformation belief (aOR 7.33, 95% CI 5.17-10.38 versus no misinformation belief) and with psychological distress, including anxiety (aOR 1.80, 95% CI 1.24-2.61 versus no anxiety symptoms), depressive (aOR 1.47, 95% CI 1.09-2.00 versus no depressive symptoms), and PTSD symptoms (aOR 1.97, 95% CI 1.42-2.73 versus no PTSD symptoms). However, misinformation exposure was not associated with COVID-19 knowledge and preventive behaviors (Table 3).
Table 3. Associated factors with COVID-19 misinformation exposure (N=1049)\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Misinformation exposure (yes/no)</th>
<th>Crude odds ratio (95% CI)</th>
<th>Adjusted odds ratio (95% CI)\textsuperscript{b}</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>Female</td>
<td>1.20 (0.92-1.55)</td>
<td>1.15 (0.87-1.52)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>30-39</td>
<td>0.76 (0.49-1.17)</td>
<td>0.74 (0.46-1.17)</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>0.68 (0.44-1.03)</td>
<td>0.70 (0.45-1.10)</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>0.69 (0.45-1.06)</td>
<td>0.76 (0.48-1.20)</td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>0.37 (0.23-0.58)\textsuperscript{c}</td>
<td>0.40 (0.25-0.64)\textsuperscript{c}</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or below</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>Tertiary or above</td>
<td>1.17 (0.87-1.58)</td>
<td>1.42 (1.02-1.96)\textsuperscript{d}</td>
<td></td>
</tr>
<tr>
<td><strong>Household arrangement</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living alone</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>Living with others (including family)</td>
<td>0.74 (0.49-1.14)</td>
<td>0.83 (0.53-1.29)</td>
<td></td>
</tr>
<tr>
<td><strong>Monthly personal income, KRW (US $)\textsuperscript{e}</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;3,000,000,000 (&lt;2500)</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>3,000,000-4,990,000 (2500-4158)</td>
<td>0.64 (0.47-0.87)\textsuperscript{f}</td>
<td>0.66 (0.47-0.93)\textsuperscript{d}</td>
<td></td>
</tr>
<tr>
<td>≥5,000,000,000 (≥4158)</td>
<td>0.67 (0.47-0.93)\textsuperscript{d}</td>
<td>0.74 (0.51-1.07)</td>
<td></td>
</tr>
<tr>
<td><strong>COVID-19 information source\textsuperscript{d}</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Television, radio, or newspaper (offline)</td>
<td>1.58 (0.89-2.78)</td>
<td>1.79 (0.99-3.22)</td>
<td></td>
</tr>
<tr>
<td>Television, radio, or newspaper (online)</td>
<td>2.41 (0.97-6.03)</td>
<td>2.52 (0.98-6.52)</td>
<td></td>
</tr>
<tr>
<td>Other internet websites</td>
<td>1.28 (0.93-1.76)</td>
<td>1.24 (0.89-1.72)</td>
<td></td>
</tr>
<tr>
<td>Social network services</td>
<td>1.61 (1.22-2.13)\textsuperscript{f}</td>
<td>1.75 (1.31-2.35)\textsuperscript{f}</td>
<td></td>
</tr>
<tr>
<td>Instant messaging</td>
<td>1.67 (1.20-2.32)\textsuperscript{f}</td>
<td>1.79 (1.27-2.51)\textsuperscript{f}</td>
<td></td>
</tr>
<tr>
<td><strong>COVID-19 misinformation belief</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>Yes</td>
<td>7.38 (5.24-10.39)\textsuperscript{f}</td>
<td>7.33 (5.17-10.38)\textsuperscript{f}</td>
<td></td>
</tr>
<tr>
<td><strong>COVID-19 knowledge</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (0-24)</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>High (25-35)</td>
<td>0.97 (0.74-1.26)</td>
<td>0.97 (0.74-1.27)</td>
<td></td>
</tr>
<tr>
<td><strong>COVID-19 preventive behaviors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-6 behaviors</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>≥7 behaviors</td>
<td>1.08 (0.82-1.41)</td>
<td>1.13 (0.86-1.49)</td>
<td></td>
</tr>
<tr>
<td><strong>Anxiety symptom\textsuperscript{h}</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>Yes</td>
<td>1.60 (1.12-2.29)\textsuperscript{f}</td>
<td>1.80 (1.24-2.61)\textsuperscript{f}</td>
<td></td>
</tr>
<tr>
<td><strong>Depressive symptom\textsuperscript{i}</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Subgroup analyses showed that the associations of misinformation exposure with misinformation belief, COVID-19 knowledge, preventive behaviors, and psychological distress differed according to the respondents’ demographics (sex, age, education, and monthly personal income; Multimedia Appendix 2). Among the respondents who reported misinformation exposure, misinformation belief was associated with lower COVID-19 knowledge levels (high: aOR 0.62, 95% CI 0.45-0.84 versus low) and fewer COVID-19 preventive behaviors (≥7 behaviors: aOR 0.54, 95% CI 0.39-0.74 versus 0-6 behaviors; Table 4).

### Table 4. Associations of COVID-19 knowledge and number of COVID-19 preventive behaviors with COVID-19 misinformation belief among respondents who were exposed to misinformation (N=711)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants, n (%)</th>
<th>Misinformation belief (yes/no)</th>
<th>Crude odds ratio (95% CI)</th>
<th>Adjusted odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (0-24)</td>
<td>259 (36.44)</td>
<td>Reference</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>High (25-35)</td>
<td>452 (63.56)</td>
<td>0.59 (0.44-0.80)</td>
<td>0.62 (0.45-0.84)</td>
<td></td>
</tr>
<tr>
<td>Preventive behaviors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-6 behaviors</td>
<td>305 (42.82)</td>
<td>Reference</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>≥7 behaviors</td>
<td>407 (57.18)</td>
<td>0.51 (0.37-0.70)</td>
<td>0.54 (0.39-0.74)</td>
<td></td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

In this cross-sectional survey of Korean adults, more than two-thirds of the respondents reported COVID-19 misinformation exposure between the end of January 2020 and the end of April 2020, as COVID-19 evolved into a global pandemic. A previous study [28] identified a similar prevalence, where 70% of respondents reported misinformation exposure during the 2018 Ebola virus epidemic, affirming a substantial exposure risk to inaccurate or false health-related information during serious infectious disease outbreaks.

We identified that misinformation exposure was significantly associated with younger age, higher education levels, and lower incomes. Existing studies reported that younger people, including university students, preferred to obtain health information via online means and perceived themselves as having a high level of digital health literacy [29-31]. Such characteristics would expose young people to more COVID-19 misinformation and information. However, contrary to their perceptions, they lacked the skills to evaluate health resources...
and apply gathered information to health-related decisions [29-31]. This indicates that despite their proficiencies in using technology and the internet, effective interventions are required to improve young people’s digital health literacy, which is the ability to search for, understand, and critically evaluate health information through electronic sources, then apply gained knowledge to health issues [32]. Meanwhile, to our best knowledge, the associations between misinformation exposure and demographic characteristics have been underinvestigated in the existing literature. We performed subgroup analyses that offer additional details of interactions between the respondents’ demographic characteristics and COVID-19 variables. Further studies that provide in-depth understanding on how and why these demographic characteristics are associated with misinformation exposure will be useful.

Consistent with previous reports on the role of social media in health information dissemination and misinformation propagation [7,9,33,34], respondents in this study reported greater COVID-19 misinformation exposure through SNSs and instant messaging. This can also be attributed to the significance of social media like SNSs and instant messaging in Koreans’ daily lives, as these services also include product marketing, shopping, and payment services, contributing to Korea having the third highest social media usage penetration in the world [35].

Many recent studies have identified that the COVID-19 pandemic and fear of being infected have had negative effects on public mental health, reporting increased depression and anxiety [36-38]. The respondents in this study were similarly identified to be at high risk of psychological distress; compared to the nonexposure group, the misinformation exposure group notably had around 1.8 and 1.47 times higher anxiety and depressive symptoms, respectively. This demonstrates the alarming negative effect that misinformation can have on public mental health. Higher levels of social media use during the COVID-19 pandemic have been shown to result in higher levels of anxiety (OR 1.72) and a combination of depression and anxiety (OR 1.91) [39]. It is purported that prolonged and frequent use of social media throughout the ongoing pandemic increases exposure to misinformation along with accurate information. The mixture of accurate and false information can deliver conflicting messages and amplify uncertainties regarding COVID-19 and its perceived health risks [40], resulting in psychological distress [41,42]. A vicious cycle can be triggered, as evidence has shown that psychological distress itself can drive people to look for more information, which in turn causes further distress [43]. Despite the ongoing COVID-19 situation, this study also identified that the respondents had symptoms of PTSD in relation to the pandemic, raising concern that the psychological impact can persist and lead to poor physical health outcomes [44].

In this study, no association between misinformation exposure and COVID-19 knowledge as well as preventive behaviors was found. However, we identified that COVID-19 misinformation belief was negatively associated with COVID-19 knowledge and preventive behaviors, while it was positively associated with misinformation exposure. Similar to our findings, Allington et al [45] found that frequent use of SNSs, which propagate more misinformation than any other media [7], for COVID-19 information was associated with having conspiracy beliefs. Conspiracy beliefs, in turn, showed a negative relationship with COVID-19 preventive behaviors [45-47]. Vinck et al [28] also reported that the belief in Ebola virus misinformation resulted in a lower likelihood of adopting preventive behaviors.

The Health Belief Model (HBM) is a theoretical framework widely used in public health to understand health behaviors for disease prevention (see Champion and Skinner [48]). It theorizes that people’s beliefs about their susceptibility to COVID-19 infection and its severity (collectively known as perceived threat), as well as perceptions about the benefits of and barriers to engaging in preventive behaviors will be predictive of their likelihood of engaging in those behaviors, while cues trigger engagement. Additionally, one’s understanding about COVID-19 can alter individual beliefs and thus indirectly influence behavior [48]. Based on the HBM, our findings suggest that those who believed in misinformation that they were exposed to had lesser accurate knowledge of COVID-19, which could include inaccurate knowledge about preventive behaviors. A less accurate understanding of COVID-19 in turn altered the perceptions they had about COVID-19, such as reduced perceived COVID-19 threat, reduced perceived benefits from preventive behaviors, heightened perceived benefits from inappropriate preventive behaviors, or heightened perceived barriers to preventive behaviors. These altered perceptions and beliefs regarding COVID-19 thus resulted in reduced engagement in recommended preventive behavior, as our findings show, or potentially increased engagement in inappropriate preventive behaviors. The HBM thus offers insights into interventions that can improve engagement in recommended preventive behaviors by delivering information targeted at the core HBM beliefs of perceived susceptibility, severity, benefits, and barriers [49]. Although our findings show no association between misinformation exposure and COVID-19 knowledge, increasing exposure to accurate or corrective COVID-19 information can be useful to denormalize misinformation beliefs, thus changing perceptions of COVID-19 to increase the likelihood of engaging in recommended preventive behaviors [4].

Implications

As misinformation exposure is associated with misinformation belief, it is essential to manage and stem the propagation of misinformation through popular mediums like social media and counteract misinformation exposure with evidence-based information exposure. A study identified that official authorities had produced only a few COVID-19 information videos through a popular video streaming website (YouTube, a website with around 2 billion monthly users), while videos containing misinformation were disproportionately increasing [50]. Governments, health agencies, and researchers should take advantage of such social media outlets by producing and sharing evidence-based and corrective information through YouTube videos and simple but impactful infographics. Additionally, governments and health agencies can work closely with social media platforms to ensure that health-related information has increased visibility without involving unilateral censorship, develop misinformation alerts, and provide verification of
information source quality, particularly in the event of global health crises [51]. These can accordingly mitigate the development of misinformation belief.

Increasing digital health literacy among the public, particularly young people, will also be essential, as misinformation exposure did not reflect improved COVID-19 knowledge or preventive behaviors but was associated with misinformation belief. Educational or training programs on digital health literacy should be developed and delivered to the public and can be introduced in schools to cultivate these skills from a young age.

In-depth, follow-up, and longitudinal studies that explore misinformation selection and beliefs, as well as how misinformation beliefs transform health behaviors will be beneficial as foundations to digital health literacy program development and anti-misinformation strategies.

Limitations
This study has several limitations. First, the causal relationships between COVID-19 misinformation exposure and belief, COVID-19 knowledge, and psychological distress were uncertain due to the cross-sectional study design [52]. Second, we used survey questions to measure respondents’ COVID-19 misinformation exposure, COVID-19 knowledge, and preventive behaviors, which are not validated. Third, we collected self-reported data from the respondents that would cause recall and social desirability biases. Fourth, although all data were weighted according to the South Korea census data, there were relatively fewer people aged ≥60 years who participated in this study. We recruited adult respondents only and did not recruit teenagers (ie, those aged <20 years), who popularly use social media for information acquisition. The inclusion of younger people in future studies would provide additional evidence about their misinformation exposure and belief. Fifth, we conducted an online survey by recruiting panel members using a survey company and thus there is a possibility of sampling bias. For instance, those sampled were based in urban, not rural, areas and drawn from a high-income Asian country with prior experience of managing outbreaks of infectious diseases (eg, Middle East Respiratory Syndrome).

Conclusion
We investigated the prevalence of misinformation exposure and factors that were associated with misinformation exposure and belief, including psychological distress, COVID-19 knowledge, and preventive behaviors in an adult population in the Seoul Metropolitan area, Korea. COVID-19 misinformation exposure was associated with misinformation belief, while misinformation belief was associated with poorer knowledge and engagement in fewer preventive behaviors. Given the potential of such misinformation to undermine global efforts in the COVID-19 response, public health strategies should be kept up-to-date and involve collaborations with multiple stakeholders, including social media platforms, to counter the proliferation of misinformation and win the fight against the infodemic.
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Abstract

Background: The outbreak of COVID-19 began in 2019 and is expected to impact the psychological health of college students. Few studies have investigated the associations among health risk communication, social media, and psychological symptoms during a major pandemic.

Objective: The aim of this research was to assess the prevalence of psychological symptoms among college students and explore their associations with health risk communication and social media.

Methods: A web-based survey was distributed through the Wenjuanxing platform among Chinese college students from March 3-15, 2020. In addition to demographics, information on health risk communication and social media was collected, and the Symptom Checklist 90 Phobia and Health Anxiety Inventory subscale was used to assess psychological symptoms among 1676 college students in China. Multivariable logistic regression was performed to examine these independent risk factors.

Results: The prevalence of panic and health anxiety was 17.2% (288/1676) and 24.3% (408/1676), respectively. Regarding risk communication, understanding the risk of COVID-19 (odds ratio [OR] 0.480, 95% CI 0.367-0.627) was a protective factor against panic. Knowledge of prognosis (OR 0.708, 95% CI 0.551-0.910), preventive measures (OR 0.380, 95% CI 0.195-0.742), and wearing face masks (OR 0.445, 95% CI 0.230-0.862) were shown to be protective factors in predicting health anxiety. Perceived lethality (OR 1.860, 95% CI 1.408-2.459), being affected by the global spread (OR 1.936, 95% CI 1.405-2.669), and impact on social contacts (OR 1.420, 95% CI 1.118-1.802) were identified as significant risk factors associated with health anxiety. In terms of social media, trust in mainstream media (OR 0.613, 95% CI 0.461-0.816) was considered to be a protective factor against health anxiety.

Conclusions: There was a high prevalence of psychological symptoms among college students. Health risk communication and social media use were important in predicting psychological symptoms, especially health anxiety. Scientific and evidence-based information should be reported by social media platforms. Web-based consultation and intervention measures should be the focus of future studies.

(J Med Internet Res 2020;22(11):e20656) doi:10.2196/20656
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Introduction

The COVID-19 pandemic is a global health threat [1]. The World Health Organization (WHO) has declared the COVID-19 outbreak to be a public health emergency of international concern [2]. The COVID-19 pandemic has spread worldwide and has had a significant impact on public health, governments, and social systems [3]. As of April 26, 2020, the number of global cumulative confirmed cases had exceeded 2,800,000, and the cumulative death toll was 192,971 [4].
The pandemic is not only leading to rapidly increasing numbers of confirmed cases and deaths but is also having a psychological impact on patients and health care workers who are exposed to COVID-19 [5]. Although most people are free from COVID-19 infection, they are being psychologically impacted by the COVID-19 pandemic [6,7]. People who are quarantined may have numerous psychological symptoms, such as anxiety, depression, panic, guilt, and stress [8]. Panic and anxiety are two common psychological symptoms experienced during the outbreak; this is likely related to the limited knowledge about COVID-19 and its highly infectious nature [8-11]. These psychological symptoms may cause adverse events and further contribute to social instability and racism [12].

College students are a key population of concern during the COVID-19 pandemic. The college years are a peak period for psychological symptom onset [13]. The high prevalence of COVID-19, home quarantine measures, shortage of masks during the initial stage of the pandemic, and delays in opening schools, colleges, and universities are expected to aggravate the psychological symptoms of college students. The mental health of college students is significantly affected during public health emergencies [14]. The WHO indicated that almost 90% of the world’s students (more than 1,500,000,000 children and young people) have been affected by nationwide school closures [15]. It is necessary to help college students maintain and develop their psychological health during the pandemic.

Researchers have increasingly acknowledged the importance of consistent, clear, and effective health risk communication throughout a pandemic [16]. Risk communication refers to an interactive process of exchanging information among individuals, groups, and institutions [17]. Health risk communication has a critical impact on the spread of pandemics and may help public health officials improve pandemic strategies and messaging [18]. Effective risk communication contributes to the implementation of precautionary behaviors, especially when new pandemic infectious disease risks arise in the phase when no treatment is available [19]. Based on protection motivation theory [20] and knowledge-attitude-practice theory [21], risk perception, correct knowledge, understanding, attitudes, and skills [16,22,23] are key to promoting and implementing preventive behavior [19,24]. Health risk communication is also important in maintaining psychological health. Emotional experiences during a hazardous event can influence individuals’ evaluation of the negative outcomes of that event [25]. Previous studies have found that health risk communication can be a predictor of postdisaster mental health [26,27]. Risk perception is associated with mental symptoms, and dread of risk can increase the risk of mental symptoms [28]. Risk perception is associated with psychological health in earthquake survivors [29]. However, the association between health risk communication and psychological health during a pandemic has not yet been established, especially among college students.

Mass media plays a critical role during new and rapidly spreading global health risks [30]. In China, official departments provide daily updates about surveillance and active cases through social media [10]. This information helps the public improve their awareness of the outbreak. In addition, in a study by Gao et al [31], 82% of participants were found to frequently engage with social media. In addition to mainstream media, websites release and transfer COVID-19–related information [10]. The proliferation of internet-based health news encourages the referencing of media and academic articles, which may exaggerate the strength of results and mislead the public [32]. Contradictory, doubtful (untrustworthy), false, or misleading information may lead to public panic and, in turn, cause mental health symptoms [33]. These untrusted media sources heighten confusion and fearmongering [8,32] and cause anxiety and panic among students. As young people, college students are willing to obtain information on the internet. Therefore, college students may access more information sources and more complex content and thus may be more seriously affected [34,35]. This phenomenon may have a significant psychological impact on college students.

Thus, the COVID-19 pandemic may place a great psychological burden on college students worldwide. Health risk communication and trusted sources of information regarding COVID-19 are essential to prevent excessive panic and anxiety and to manage the outbreak in a scientific and effective way. The aims of this study are to explore the prevalence of panic and anxiety among college students and to identify the relationships among health risk communication, social media, and these two psychological symptoms. By identifying factors associated with negative psychological impacts, we hope that future research and interventions can be developed from our findings.

Methods

Ethics Statement

The procedures used in the current study were approved by the Committee on Human Experimentation of China Medical University (YDJK20200022). All subjects voluntarily enrolled in this research. Informed consent was provided by each participant.

Study Design

This cross-sectional survey was conducted from March 3-15, 2020. During this period, the total number of confirmed cases of COVID-19 exceeded 80,000 in China [36]. Chinese college students were invited to participate in a web-based survey though the Wenjuanxing platform. In total, 1676 college students participated in this study.

Measurement of Panic

Panic was measured using the Phobia subscale of the self-reported Symptom Checklist 90 (SCL-90) [37]. This scale consists of 7 items that mainly cover phobia symptoms, with an emphasis on situations with limited availability of help and avoidance behavior. The score for each item ranges from 0-4. If a score is >2 (above average), some phobia symptoms may be present [38]. The Cronbach α coefficient of the total scale was .925.

Measurement of Health Anxiety

The Health Anxiety Inventory (HAI) was used to measure health anxiety [39]. The HAI is an 18-item scale, and each item has 4...
answer options ranging from 0 (“I do not”) to 3 (“I spend most of my time”) [39]. The presence of health anxiety is defined as a total score $\geq 15$ [40]. The Cronbach $\alpha$ coefficient of the total scale was .818.

**Measurement of Health Risk Communication of COVID-19**

Health risk communication of COVID-19 was measured through two aspects: COVID-19–related perceptions and knowledge of preventive behaviors.

The COVID-19–related perceptions included knowledge of the prognosis of COVID-19, understanding of the risk of COVID-19, perceived severity of COVID-19, feeling that it is difficult to protect oneself from being affected by the pandemic, and being affected by the global spread. Each item had 5 answer options: very low, low, moderate, high, and very high. The responses were subsequently categorized as moderate (moderate/low/very low) or high (high/very high).

Knowledge of preventive behaviors included knowledge of preventive measures, awareness of handwashing, awareness of wearing a face mask, and impact of home quarantine on social contacts. The questions regarding preventive measures had 5 response options: very low, low, moderate, high, and very high. The responses were subsequently categorized as moderate (moderate/low/very low) or high (high/very high). The questions about handwashing, wearing a face mask, and the impact of home quarantine on social contacts had 5 response options: strongly disagree, slightly disagree, moderate, slightly agree, and strongly agree. The responses were subsequently categorized as no (strongly disagree/slightly disagree/moderate) or yes (slightly agree/strongly agree).

**Measurement of Social Media Sources of COVID-19 Information**

Social media use was measured by asking which sources the participant used to obtain COVID-19–related information during the last month. These sources included WeChat, Sina Weibo, websites, television, newspapers, broadcast, government notices, or family members or friends. Trusted information sources were identified by asking “What do you think is the most trusted source of information regarding COVID-19?” The answers were divided into two groups: mainstream media and nonmainstream media.

**Statistical Analysis**

First, comparisons between participants with and without panic or health anxiety were performed using chi-square tests for categorical variables. Next, a multivariable logistic regression analysis was conducted to identify which determinants contributed most to the likelihood of panic or health anxiety. Logistic regression analyses were used to explain the associations between the prevalence of panic, health anxiety, social media, and health risk communication after controlling for covariates. The aforementioned variables were all entered into the multivariate model. The Nagelkerke $R^2$ value was used as the coefficient of determination. Missing values were replaced with mean values. The Hosmer-Lemeshow test was used to examine the goodness-of-fit of the model, and a $P$ value $>0.05$ indicated acceptable fitness. Statistical analysis was conducted using SPSS 21.0 (IBM Corp), and a two-tailed $P$ value $<0.05$ was viewed as statistically significant.

**Results**

**Participant Characteristics**

Among the 1676 students, the prevalence of panic was 17.2% (n=288), and the prevalence of health anxiety was 24.3% (n=408). The mean age of the students was 20.17 years (SD 1.497). As shown in Tables 1-3, most of the college students were female (1088/1676, 64.9%). Most of the participants (1220/1676, 72.8%) were in Year 1 or Year 2. In total, 1235/1676 students (73.7%) were from urban areas. According to our results, only 121/1676 students (7.2%) were from Hubei, Guangdong, Henan, Zhejiang, or Hunan Province, each of which had more than 1000 confirmed cases of COVID-19.
Table 1. Demographic factors of the respondents and differences between panic and health anxiety (N=1676).

<table>
<thead>
<tr>
<th>Demographic factor</th>
<th>Total, n (%)</th>
<th>Panic</th>
<th>Health anxiety</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes, n (%)</td>
<td>No, n (%)</td>
<td>χ² a</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>588 (35.1)</td>
<td>136 (8.1)</td>
<td>452 (27.0)</td>
</tr>
<tr>
<td>Female</td>
<td>1088 (64.9)</td>
<td>152 (9.1)</td>
<td>936 (55.8)</td>
</tr>
<tr>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
</tr>
<tr>
<td>Major</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine-related major</td>
<td>1219 (72.7)</td>
<td>193 (11.5)</td>
<td>1026 (61.2)</td>
</tr>
<tr>
<td>Other</td>
<td>457 (27.3)</td>
<td>95 (5.7)</td>
<td>362 (21.6)</td>
</tr>
<tr>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
</tr>
<tr>
<td>Year of study</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/2</td>
<td>1220 (72.8)</td>
<td>195 (11.6)</td>
<td>1025 (61.2)</td>
</tr>
<tr>
<td>3/4/5</td>
<td>456 (27.2)</td>
<td>93 (5.5)</td>
<td>363 (21.7)</td>
</tr>
<tr>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
</tr>
<tr>
<td>Monthly disposable income (yuan)b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤1000</td>
<td>366 (21.8)</td>
<td>67 (4.0)</td>
<td>299 (17.8)</td>
</tr>
<tr>
<td>1001-2000</td>
<td>1038 (61.9)</td>
<td>182 (10.9)</td>
<td>856 (51.2)</td>
</tr>
<tr>
<td>&gt;2000</td>
<td>272 (16.2)</td>
<td>39 (2.3)</td>
<td>233 (13.9)</td>
</tr>
<tr>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>441 (26.3)</td>
<td>88 (5.2)</td>
<td>353 (21.1)</td>
</tr>
<tr>
<td>Urban</td>
<td>1235 (73.7)</td>
<td>200 (11.9)</td>
<td>1035 (61.8)</td>
</tr>
<tr>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
</tr>
<tr>
<td>Confirmed cases in province</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1000</td>
<td>1555 (92.8)</td>
<td>273 (16.3)</td>
<td>1282 (76.5)</td>
</tr>
<tr>
<td>≥1000</td>
<td>121 (7.2)</td>
<td>1 (0.1)</td>
<td>106 (6.3)</td>
</tr>
<tr>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
</tr>
</tbody>
</table>

aAll degrees of freedom are 1 except for monthly disposable income, for which the degrees of freedom are 2.
Table 2. Knowledge of COVID-19–related risks and protective measures reported by the respondents and differences between panic and health anxiety (N=1676).

<table>
<thead>
<tr>
<th>Perception of COVID-19–related information</th>
<th>Health risk knowledge</th>
<th>Total, n (%)</th>
<th>Yes, n (%)</th>
<th>No, n (%)</th>
<th>$\chi^2$</th>
<th>$P$ value</th>
<th>Health anxiety</th>
<th>Yes, n (%)</th>
<th>No, n (%)</th>
<th>$\chi^2$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge of prognosis</td>
<td></td>
<td>Moderate</td>
<td>514 (30.7)</td>
<td>89 (5.3)</td>
<td>425 (25.4)</td>
<td>157 (9.4)</td>
<td>357 (21.3)</td>
<td>15.479</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>1162 (69.3)</td>
<td>199 (11.9)</td>
<td>963 (57.5)</td>
<td>251 (15.0)</td>
<td>911 (54.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
<td>408 (24.3)</td>
<td>1268 (75.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Understanding the risk</td>
<td></td>
<td>Moderate</td>
<td>782 (46.7)</td>
<td>181 (10.8)</td>
<td>601 (35.9)</td>
<td>207 (12.4)</td>
<td>575 (34.3)</td>
<td>36.618</td>
<td>&lt;.001</td>
<td>3.601</td>
<td>.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>894 (53.3)</td>
<td>107 (6.3)</td>
<td>787 (47.0)</td>
<td>201 (12.0)</td>
<td>693 (41.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
<td>408 (24.3)</td>
<td>1268 (75.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived lethality</td>
<td></td>
<td>Moderate</td>
<td>1300 (77.6)</td>
<td>223 (13.3)</td>
<td>1077 (64.3)</td>
<td>265 (15.8)</td>
<td>1035 (61.8)</td>
<td>0.004</td>
<td>.95</td>
<td>49.315</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>376 (22.4)</td>
<td>65 (3.9)</td>
<td>311 (18.6)</td>
<td>143 (8.5)</td>
<td>233 (13.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
<td>408 (24.3)</td>
<td>1268 (75.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feeling that it is difficult to protect oneself from the pandemic</td>
<td>Knowledge of preventive behaviors</td>
<td>Moderate</td>
<td>1482 (88.4)</td>
<td>244 (14.6)</td>
<td>1238 (73.9)</td>
<td>334 (19.9)</td>
<td>1148 (68.5)</td>
<td>4.658</td>
<td>.03</td>
<td>22.688</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>194 (11.6)</td>
<td>44 (2.6)</td>
<td>150 (8.9)</td>
<td>74 (4.4)</td>
<td>120 (7.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
<td>408 (24.3)</td>
<td>1268 (75.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived severity</td>
<td></td>
<td>Moderate</td>
<td>1228 (73.3)</td>
<td>225 (13.4)</td>
<td>1011 (60.3)</td>
<td>265 (15.8)</td>
<td>971 (57.9)</td>
<td>3.443</td>
<td>.06</td>
<td>21.551</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>448 (26.7)</td>
<td>63 (3.8)</td>
<td>377 (22.5)</td>
<td>143 (8.5)</td>
<td>297 (17.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
<td>408 (24.3)</td>
<td>1268 (75.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affected by global spread</td>
<td></td>
<td>Moderate</td>
<td>399 (23.8)</td>
<td>58 (3.5)</td>
<td>341 (20.3)</td>
<td>60 (3.6)</td>
<td>339 (20.2)</td>
<td>2.579</td>
<td>.11</td>
<td>24.624</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>1277 (76.2)</td>
<td>230 (13.7)</td>
<td>1047 (62.5)</td>
<td>348 (20.8)</td>
<td>929 (55.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
<td>408 (24.3)</td>
<td>1268 (75.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge of preventive measures</td>
<td></td>
<td>Moderate</td>
<td>43 (2.6)</td>
<td>12 (0.7)</td>
<td>31 (1.8)</td>
<td>22 (1.3)</td>
<td>21 (1.3)</td>
<td>3.566</td>
<td>.06</td>
<td>17.235</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>1633 (97.4)</td>
<td>276 (16.5)</td>
<td>1357 (81.0)</td>
<td>386 (23.0)</td>
<td>1247 (74.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
<td>408 (24.3)</td>
<td>1268 (75.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Awareness of handwashing</td>
<td></td>
<td>No</td>
<td>70 (4.2)</td>
<td>22 (1.3)</td>
<td>48 (2.9)</td>
<td>21 (1.3)</td>
<td>49 (2.9)</td>
<td>10.416</td>
<td>.001</td>
<td>1.269</td>
<td>.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>1606 (95.8)</td>
<td>266 (15.9)</td>
<td>1340 (80.0)</td>
<td>387 (23.1)</td>
<td>1219 (72.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
<td>408 (24.3)</td>
<td>1268 (75.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Awareness of wearing face masks</td>
<td></td>
<td>No</td>
<td>45 (2.7)</td>
<td>13 (0.8)</td>
<td>32 (1.9)</td>
<td>19 (1.1)</td>
<td>26 (1.6)</td>
<td>4.452</td>
<td>.04</td>
<td>8.025</td>
<td>.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>1631 (95.8)</td>
<td>275 (16.4)</td>
<td>1356 (80.9)</td>
<td>389 (23.2)</td>
<td>1242 (74.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
<td>408 (24.3)</td>
<td>1268 (75.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Impact of home quarantine on social contacts</td>
<td></td>
<td>No</td>
<td>1045 (62.4)</td>
<td>189 (11.8)</td>
<td>856 (51.1)</td>
<td>218 (13.0)</td>
<td>827 (49.3)</td>
<td>1.588</td>
<td>.21</td>
<td>18.277</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>1131 (65.6)</td>
<td>195 (11.8)</td>
<td>1326 (79.2)</td>
<td>236 (14.1)</td>
<td>1090 (63.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Number of social media information sources and trust in sources reported by the respondents and differences between panic and health anxiety (N=1676).

<table>
<thead>
<tr>
<th>Social media source</th>
<th>Total, n (%)</th>
<th>Panic</th>
<th>Health anxiety</th>
<th>P value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes, n (%)</td>
<td>No, n (%)</td>
<td>Yes, n (%)</td>
<td>No, n (%)</td>
<td>χ²</td>
</tr>
<tr>
<td>Number of information sources</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤3</td>
<td>745 (44.5)</td>
<td>136 (8.1)</td>
<td>609 (36.3)</td>
<td>174 (104)</td>
<td>1.082</td>
</tr>
<tr>
<td>≥4</td>
<td>931 (55.5)</td>
<td>152 (9.0)</td>
<td>779 (46.5)</td>
<td>234 (14.0)</td>
<td>.711</td>
</tr>
<tr>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
<td>408 (24.3)</td>
<td></td>
</tr>
<tr>
<td>Trust in information</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonmainstream</td>
<td>301 (18)</td>
<td>67 (4.0)</td>
<td>234 (14.0)</td>
<td>104 (6.2)</td>
<td>6.641</td>
</tr>
<tr>
<td>Mainstream</td>
<td>1375 (82)</td>
<td>221 (13.2)</td>
<td>1154 (67.9)</td>
<td>304 (18.1)</td>
<td>20.757</td>
</tr>
<tr>
<td>Total</td>
<td>1676 (100)</td>
<td>288 (17.2)</td>
<td>1388 (82.8)</td>
<td>408 (24.3)</td>
<td></td>
</tr>
</tbody>
</table>

Relationships Among Demographic Factors, Health Risk Communication, Social Media, and Panic

With respect to demographic factors, the groups showed significant differences in the distributions of gender, major, and year of study in the univariate analyses according to chi-square tests. No significant differences were found for monthly disposable income, region, or cases per province between the two groups.

Students who understood the risks of COVID-19 and felt less affected by the outbreak had lower panic levels. With respect to preventive knowledge, students who were aware that handwashing and wearing face masks can prevent COVID-19 had less panic. Regarding social media, students who trusted mainstream media information had less panic.

Relationships Among Demographic Factors, Social Media, Health Risk Communication, and Health Anxiety

With respect to demographic factors, the groups showed significant differences in the distributions of year of study and cases per province in the univariate analyses according to chi-square tests. No significant differences were found for gender, major, monthly disposable income, or region between the two groups.

Regarding COVID-19–related perception, students who had knowledge of the prognosis of the disease and felt less affected by the outbreak had lower health anxiety. Students who thought COVID-19 was lethal and severe and who were affected by the global spread had more health anxiety. In terms of preventive knowledge, students who had knowledge of preventive measures and were aware that wearing face masks could prevent COVID-19 had less health anxiety. Students who considered that their social contacts were affected by home quarantine had more health anxiety. Regarding social media, participants who believed mainstream information was more trustworthy had less health anxiety.

Risk Factors for Panic

Multivariable logistic regression analysis was conducted to identify which determinants contributed most to the likelihood of developing panic. The results of the unadjusted model and a model adjusting for potentially confounding demographic factors are reported. The confounders included in the adjusted model were major, gender, and year. The Nagelkerke pseudo-$R^2$ values for the unadjusted and adjusted models were 0.048 and 0.074, respectively. The Hosmer-Lemeshow tests demonstrated adequate fitness for the unadjusted ($\chi^2=2.733$, $P=.60$) and adjusted ($\chi^2=5.790$, $P=.67$) models. The variables in the adjusted model explained 7.4% of the variance in panic. The main effects of the adjusted model were similar to the crude results except for the awareness of handwashing. As shown in the adjusted model, a better understanding of the risk of COVID-19 (odds ratio [OR] 0.480, 95% CI 0.367-0.627) was identified as a significant protective factor for panic. These data are shown in Table 4.
### Table 4. Results of logistic regression of risk factors for panic.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unadjusted model(a)</th>
<th>Adjusted model(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>(P) value</td>
</tr>
<tr>
<td><strong>COVID-19-related perception</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Understanding the risk of COVID-19</td>
<td>0.476 (0.366-0.621)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(high vs moderate)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Felt it was difficult to protect oneself from the pandemic (high vs moderate)</td>
<td>1.279 (0.881-1.855)</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Knowledge of preventive behaviors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Awareness of handwashing (yes vs no)</td>
<td>0.533 (0.292-0.975)</td>
<td>.04</td>
</tr>
<tr>
<td>Awareness of wearing face masks (yes vs no)</td>
<td>0.892 (0.412-1.942)</td>
<td>.77</td>
</tr>
<tr>
<td><strong>Information source</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trusted information (mainstream media vs nonmainstream media)</td>
<td>0.738 (0.538-1.013)</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Covariates</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (female vs male)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Year of study (3/4/5 vs 1/2)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Major (medicine-related major vs other)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(a\)Nagelkerke \(R^2\)=0.048.

\(b\)Nagelkerke \(R^2\)=0.074.

\(c\)OR: odds ratio.

\(d\)N/A: not applicable.

### Risk Factors for Health Anxiety

The results of the unadjusted model and a model adjusting for potentially confounding demographic factors are reported in Table 5. The confounders included in the adjusted model were cases per province and year of study. The Nagelkerke pseudo-\(R^2\) values for the unadjusted and adjusted models were 0.110 and 0.119, respectively. The Hosmer-Lemeshow tests demonstrated adequate fitness for the unadjusted (\(\chi^2\)_\text{p} = 3.610, \(P\) = .89) and adjusted (\(\chi^2\)_\text{c} = 3.080, \(P\) = .88) models. The variables in the adjusted model explained 11.9\% of the variance in health anxiety. The main effects of the adjusted model were similar to the crude results except for perceived severity. As shown in the adjusted model, knowledge of prognosis (OR 0.708, 95\% CI 0.551-0.910), knowledge of preventive measures (OR 0.380, 95\% CI 0.195-0.742), awareness of wearing a face mask (OR 0.445, 95\% CI 0.230-0.862), and trust in mainstream media (OR 0.613; 95\% CI 0.461-0.816) were shown to be protective factors in predicting health anxiety. Perceived lethality (OR 1.860, 95\% CI 1.408-2.459), being affected by the global spread (OR 1.936, 95\% CI 1.405-2.669), and impact on social contacts (OR 1.420, 95\% CI 1.118-1.802) were significant risk factors for health anxiety.
Table 5. Results of logistic regression of risk factors for health anxiety.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unadjusted model&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Adjusted model&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COVID-19–related perception</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge of prognosis (high vs moderate)</td>
<td>0.698 (0.544-0.896)</td>
<td>0.708 (0.551-0.910)</td>
</tr>
<tr>
<td>Perceived lethality (high vs moderate)</td>
<td>1.898 (1.438-2.506)</td>
<td>1.860 (1.408-2.459)</td>
</tr>
<tr>
<td>Felt it was difficult to protect oneself from the pandemic (high vs moderate)</td>
<td>1.231 (0.866-1.750)</td>
<td>1.232 (0.865-1.753)</td>
</tr>
<tr>
<td>Perceived severity (high vs moderate)</td>
<td>1.309 (1.003-1.708)</td>
<td>1.302 (0.996-1.701)</td>
</tr>
<tr>
<td>Affected by global spread (high vs moderate)</td>
<td>2.014 (1.464-2.772)</td>
<td>1.936 (1.405-2.669)</td>
</tr>
<tr>
<td><strong>Knowledge of preventive behaviors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge of preventive measures (high vs moderate)</td>
<td>0.374 (0.193-0.728)</td>
<td>0.380 (0.195-0.742)</td>
</tr>
<tr>
<td>Awareness of wearing face masks (yes vs no)</td>
<td>0.439 (0.228-0.844)</td>
<td>0.445 (0.230-0.862)</td>
</tr>
<tr>
<td>Impact of home quarantine on social contacts (yes vs no)</td>
<td>1.434 (1.131-1.818)</td>
<td>1.420 (1.118-1.802)</td>
</tr>
<tr>
<td><strong>Social media</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trusted information (mainstream media vs nonmainstream media)</td>
<td>0.611 (0.460-0.812)</td>
<td>0.613 (0.461-0.816)</td>
</tr>
<tr>
<td><strong>Covariates</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of confirmed cases in province (≥1000 vs &lt;1000)</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>Year of study (3/4/5 vs 1/2)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>Nagelkerke $R^2$=0.110.
<sup>b</sup>Nagelkerke $R^2$=0.119.
<sup>c</sup>OR: odds ratio.
<sup>d</sup>N/A: not applicable.

Discussion

Principal Findings

This study investigated the prevalence of panic and health anxiety among college students and explored the associations of health risk communication and social media with panic and health anxiety during the pandemic outbreak. Our results indicated that the prevalence of panic was 17.2% (288/1676) and the prevalence of health anxiety was 24.3% (408/1676). The prevalence of panic is higher than that of health anxiety, which aligns with previous studies that reported higher rates of panic than health anxiety during pandemics. This may be due to the nature of panic, which is a more intense and immediate response to perceived threats, whereas health anxiety is a more prolonged and pervasive state of worry.

Previous studies have also reported that pandemics can trigger psychological symptoms [31,41,42]. If a pandemic constitutes an uncertain and threatening situation, it is more likely to trigger psychological symptoms. During pandemics, the number of people whose mental health is affected is greater than the number of people infected with the disease [43]. It is necessary to implement psychological interventions for college students during the COVID-19 pandemic.

Health risk communication was found to be important in predicting psychological symptoms among college students. With respect to risk perception, understanding the risk of COVID-19 was the only influencing factor for panic. Understanding the risk of COVID-19 could help relieve panic among college students. Similarly, knowledge of the prognosis of COVID-19 was a protective factor in predicting health anxiety. Individuals behave in a more reticent and conservative manner when they feel threatened by disease [44]. Awareness of risk may help students take effective measures to prevent infection and avoid panic and anxiety. Understanding the risk, prognosis, and routes of COVID-19 infection further decreases panic and health anxiety. Our results are in line with previous studies. Receiving more health information is correlated with lower levels of psychological distress [45]. Properly understanding information is important for reducing negative psychological responses brought on by inaccurate perceptions [46]. Clear communication involving regular, accurate updates on the COVID-19 outbreak plays a critical role in developing psychological health [6]. At present, there are still limited effective treatments and vaccines for COVID-19, and the high infectivity, lethality, and global spread of the disease are causing health anxiety among college students.

Knowledge of preventive behaviors was another aspect of health risk communication that significantly predicted health anxiety among college students. Similarly, knowledge of preventive measures and of wearing a face mask were protective factors in predicting health anxiety. Accurate knowledge helped individuals react to and positively combat the outbreak, and it resulted in less negative emotion.

Table 5 presents the results of logistic regression of risk factors for health anxiety. The table shows that understanding the risk and prognosis of COVID-19 was a protective factor in predicting health anxiety. Individuals behave in a more reticent and conservative manner when they feel threatened by disease [44]. Awareness of risk may help students take effective measures to prevent infection and avoid panic and anxiety. Understanding the risk, prognosis, and routes of COVID-19 infection further decreases panic and health anxiety. Our results are in line with previous studies. Receiving more health information is correlated with lower levels of psychological distress [45]. Properly understanding information is important for reducing negative psychological responses brought on by inaccurate perceptions [46]. Clear communication involving regular, accurate updates on the COVID-19 outbreak plays a critical role in developing psychological health [6]. At present, there are still limited effective treatments and vaccines for COVID-19, and the high infectivity, lethality, and global spread of the disease are causing health anxiety among college students.

Knowledge of preventive behaviors was another aspect of health risk communication that significantly predicted health anxiety among college students. Similarly, knowledge of preventive measures and of wearing a face mask were protective factors in predicting health anxiety. Accurate knowledge helped individuals react to and positively combat the outbreak, and it resulted in less negative emotion.
about preventive behaviors are important factors in mitigating the spread of COVID-19 [47] and allaying unrealistic or excessive psychological anxiety [48]. Almost 37.6% of students (631/1676) felt that their social contacts were impacted by the home quarantine measures. The loss of freedom and increase of boredom had marked effects. Limitation of social contacts has a series of negative effects on psychological health. The etiology of anxiety as an illness includes a number of interacting biological, psychological, and social factors [49]. Individuals with better social networks are less likely to report anxiety symptoms [50]. Using class-based social groups may be able to improve college students’ positive psychology and promote a positive atmosphere to enhance strong-tie relationships [51].

Even during the pandemic outbreak, social support plays a critical role in alleviating students’ negative psychological symptoms, including anxiety [14]. Students can keep in touch with their friends or relatives on the web or by telephone to maintain social connections.

Social media played a critical role in psychological health. Students who believed that mainstream information was more trustworthy experienced less anxiety. Social media was the primary means of distributing information. Based on our results, 55% of students obtained COVID-19–related information in more than 4 ways. Mass media exposure to “infomedia” through social media platforms can create anxiety because rumors, “fake news,” and conspiracy theories make it difficult to find trustworthy information [52]. Misinformation has caused anxiety and even hampered the response to the outbreak. Students spend a lot of time on the internet, and they are more likely to be misguided and experience triggering of anxiety symptoms. Appropriate guidance from authorities, meanwhile, can prevent individuals from overreacting to the disease and engaging in excessively avoidant behaviors [53]. Official public health organizations provide accurate information on measures to avoid COVID-19 [54], and the information is considered trustworthy and reliable [55]. During the pandemic, most people want to receive information from municipal health services, health care providers, and official media sources [56]. In the face of public health emergencies, accurate and authoritative information is important for relieving psychological symptoms among college students.

**Implications**

There are several implications of this study for clinical practitioners and policy makers. First, more attention should be paid to the psychological health of college students during the COVID-19 pandemic, and protective measures must be increased. Regardless of whether they were infected, students experienced psychological impacts from the outbreak. The delayed college start, uncertainty, and potential negative impact on academic progression may enhance the psychological burden on college students. Second, social media should be held responsible for providing correct and evidence-based information. Our study indicated that 55.5% (931/1676) of students obtained COVID-19–related information from more than four sources. Social media reporting can have both positive and negative consequences, and it had a strong influence on the psychological health of students. Information on social media platforms should be managed to quickly reduce the spread of fear and uncertainty and enhance public trust in public health measures [52]. Third, social isolation should be avoided. Imposed quarantine, including separation from friends or relatives and a departure from usual daily routines, is an unpleasant experience [57]. Additionally, social isolation caused an increase in anxiety. The need for social support has increased during the current pandemic. It is necessary to communicate socially via the internet or by telephone during the COVID-19 pandemic. Finally, health risk communication is essential during the outbreak. Based on our research, almost all students possessed knowledge related to the prevention of COVID-19. While the severity of the pandemic can trigger psychological symptoms in college students, risk perception promotes appropriate practices among students [58]. Our results indicated that 95.8% of college students (1606/1676) believed that preventive behaviors were effective. These behaviors provided the students with a sense of security and decreased their fear and anxiety.

**Limitations**

Several limitations should be considered in this study. First, conclusions on causality cannot be drawn due to the cross-sectional design. Second, given the use of a web-based survey, there may be some response bias. Third, the explained variance was low.

**Conclusion**

Psychological symptoms among college students were found to be at high levels during the COVID-19 pandemic. Understanding the risk of COVID-19 was a protective factor for panic. Trust in mainstream media, knowledge of preventive measures of COVID-19, and knowledge of its prognosis were protective factors for anxiety. However, perceived lethality, the global spread, and impact on social contacts were risk factors for health anxiety. Effective health risk communication and scientific and evidenced-based information should be reported through social media. The psychological health of college students should be considered. Future research should focus on intervention measures to ensure college students’ psychological well-being during a global pandemic outbreak.
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Abstract

Background: Social distancing is an effective preventative policy for COVID-19 that is enforced by governments worldwide. However, significant variations are observed in adherence to social distancing across individuals and countries. Due to the lack of treatment, rapid spread, and prevalence of COVID-19, panic and fear associated with the disease causes great stress. Subsequent effects will be a variation around the coping and mitigation strategies for different individuals following different paths to manage the situation.

Objective: This study aims to explore how threat and coping appraisal processes work as mechanisms between information and citizens’ adherence to COVID-19–related recommendations (ie, how the information sources and social media influence threat and coping appraisal processes with COVID-19 and how the threat and coping appraisal processes influence adherence to policy guidelines). In addition, this study aims to explore how citizens in three different countries (the United States, Kuwait, and South Korea), randomly sampled, are effectively using the mechanisms.

Methods: Randomly sampled online survey data collected by a global firm in May 2020 from 162 citizens of the United States, 185 of Kuwait, and 71 of South Korea were analyzed, resulting in a total sample size of 418. A seemingly unrelated regression model, controlling for several counterfactuals, was used for analysis. The study’s focal estimated effects were compared across the three countries using the weighted distance between the parameter estimates.

Results: The seemingly unrelated regression model estimation results suggested that, overall, the intensity of information source use for the COVID-19 pandemic positively influenced the threat appraisal for the disease (P<.001). Furthermore, the intensity of social media use for the COVID-19 pandemic positively influenced the coping appraisal for the disease (P<.001). Higher COVID-19 threat appraisal had a positive effect on social distancing adherence (P<.001). Higher COVID-19 coping appraisal had a positive effect on social distancing adherence (P<.001). Higher intensity of COVID-19 knowledge positively influenced social distancing adherence (P<.001). There were country-level variations. Broadly, we found that the United States had better results than South Korea and Kuwait in leveraging the information to threat and coping appraisal to the adherence process, indicating that individuals in countries like the United States and South Korea may be more pragmatic to appraise the situation before making any decisions.

Conclusions: This study’s findings suggest that the mediation of threat and coping strategies are essential, in varying effects, to shape the information and social media strategies for adherence outcomes. Accordingly, coordinating public service announcements along with information source outlets such as mainstream media (eg, TV and newspaper) as well as social media (eg, Facebook and Twitter) to inform citizens and, at the same time, deliver balanced messages about the threat and coping appraisal is critical in implementing a staggered social distancing and sheltering strategy.

(J Med Internet Res 2020;22(11):e23019) doi:10.2196/23019
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Introduction

COVID-19 has instilled fear among all individuals across the world. Since beginning in Wuhan, China in December 2019, the COVID-19 pandemic has led to more than 6.5 million cases and 390,000 deaths reported worldwide as of June 4, 2020 [1].

Although there is no treatment or vaccine for COVID-19 [2] yet, the mitigation approach to COVID-19 has focused on infection control, effective quarantine, and treatment cure rates [3,4]. Infected individuals do not often exhibit any symptoms, and the disease progresses swiftly and kills patients at a much higher rate than the typical flu [5]. Limited testing availability, combined with few treatment options other than a ventilator to assist breathing, forces individuals to adopt a varying level of preventive measures [6-9], including measures to help alleviate psychological impacts [10,11].

Individuals can practice good respiratory hygiene by washing hands with soap and water often for at least 20 seconds and avoiding touching the eyes, nose, or mouth with unwashed hands. More drastic efforts include social distancing or maintaining a safe distance from others and sheltering practices by staying at home to avoid all contacts [2].

There are variations in citizens’ adherence to the COVID-19-related social distancing guidelines suggested by governments across countries to manage and mitigate the disease, aligning to the preventive measures [12], for example, whether or not to wear a mask [13,14]. Citizen’s willingness to follow the guidance will depend on the fear and anxiety caused by the disease. Arguably, compared to other diseases, infectious diseases like COVID-19 induce fear because of known and unknown reasons associated with spread and prevalence, the high rates of morbidity and mortality, and subsequent societal stigma and discrimination associated with the diagnosis and treatment of the disease [15-18].

Along with the actual nature and impact of COVID-19, the information available through different channels and the discussions through social media have played a significant role in influencing people’s mindsets. The COVID-19 pandemic is associated with sleep disturbance and suicidal thoughts [19], misinformation and distress [20,21], and greater self-confidence when receiving information from more sources but only for health care workers [22]. Thus, the culmination of information and social media influences can influence the fear and coping strategies related to the disease and subsequent adherence to the policy recommendations [23].

The panic and fear associated with the disease will create a struggle in people’s mindsets, including creating worst-case scenarios around their situations [24]. Subsequent effects will be a variation around the coping and mitigation strategies for different individuals following different paths to manage the situation.

In this context, this study asks two research questions: (1) How do the information sources and social media influence the threat and coping appraisal process with COVID-19? and (2) How does the threat and coping appraisal process influences adherence to policy guidelines?

The COVID-19 situation poses a sense of helplessness in that there is no treatment, and thus, individuals rely on different information sources to learn about the disease. Because they cannot see a doctor as a reassessment or plan for the disease, the information gained from the press, television, and internet influences their disease management and mitigation strategy. Thus, individual behavior would be affected by these information sources, as individuals will try to understand and maneuver complex situations [25-28]. Furthermore, given that social media is emerging as a critical information source to influence individual beliefs and perceptions, it is beyond doubt that such an influence would be quite useful in the COVID-19 situation [29-31].

Threat and coping appraisal mechanisms, grounded in the protection motivation theory (PMT), have been suggested to be precursors of individuals’ actions to protect against infectious diseases [32] such as the influenza outbreak [33]. The intention to adopt a protective behavior such as adhering to the social distance recommendations results from perceiving a given threat such as a disease and desiring to avoid the adverse outcomes of such a threat [34]. The protection motivation perspective suggests that health risk is appraised by considering what the threat is because of the severity of a disease or health issue (threat appraisal: severity), how vulnerable an individual perceives the disease or health issue (threat appraisal: vulnerability), how successful preventative behavior is (coping appraisal: response efficacy), and how confident the individual feels in preventing the risk (coping appraisal: self-efficacy). Although several extensions and applications of the protection motivation concept are applied to health contexts, the basic premise of threat appraisal, consisting of severity and vulnerability, and coping appraisal, consisting of self and response efficacies, have remained similar (for a meta-analysis, see [34,35]).

Taking a closer look at people’s actions, thoughts, or emotions can be a complicated process. However, resisting or suppressing our emotions creates paradoxical outcomes such as aggravating our fears instead of making them vanish. Thus, these coping strategies embrace and approach our stressors head-on to build grit and resilience. It is normal to find it challenging to be consistent when starting a new routine. In this context, exploration of COVID-19 mitigation using threat and coping appraisal mechanisms is essential.

Based on these discussions, this study focuses explicitly on testing the following hypotheses:
1. The intensity of the use of information sources for COVID-19 positively influences the threat appraisal for the disease.
2. The intensity of social media use for COVID-19 positively influences the coping appraisal for the disease.
3. A higher COVID-19 threat appraisal positively influences citizens' adherence intentions.

This study conducts a comparative evaluation of the citizens' adherence process to COVID-19–related recommendations by the governments in three different countries: the United States, Kuwait, and South Korea.

Methods

Recruitment

This study started with a discussion in a focus group in Kuwait. The ten people who participated in the focus group opined that assessing threat and coping strategies is essential to manage the COVID-19 situation. Along with this insight, the group also suggested that different cultural systems and relevant mindsets will differ in adhering to government recommendations. This motivated us to study the research question across different countries with polarized mindsets and different cultural systems. Thus, the study expanded to other countries with different cultures. Due to resource constraints, the sampling was limited to countries that the authors have firsthand experience in explaining the similarities and differences.

A global survey-deploying firm collected the data for this study using online platforms. The firm recruited respondents from the United States, Kuwait, and South Korea in May 2020. The firm sampled respondents using an age, gender, ethnicity, and geographic region–based strata and quota matching process. Participation in the survey was free and voluntary; the respondents filled in electronic informed consent that was shown on the first page of the survey. The firm protects the confidentiality of anonymous respondents.

Data Collection

Data was collected using a survey instrument, as shown in Multimedia Appendix 1 Table A1. The questions asked participants about the cause and current state of the COVID-19 situation, their opinion on the government’s role during the COVID-19 pandemic, the use of health information sources and social media for COVID-19–related information, and PMT measures for the COVID-19 pandemic adapted from previously validated scales [36-39]. The survey items included simple information-seeking questions and several existing validated scales from prior studies [35,40-47].

The survey instrument was pilot-tested using a sample of 48 respondents, leading to minor refinements to a few items. A total of 482 participants took the survey. Because of missing responses to the items, 64 observations were excluded, resulting in a sample size of 418. Responses were coded, validated, and analyzed using Stata version 16 (StataCorp).

Sample Demographics

Table 1 shows the descriptive statistics and pairwise correlations among the key variables used in this study. Out of 418 participants, 299 (58.7%) were female. The sample’s largest age group was 18-27 years (n=192, 37.3%). This group was followed by the 28-37 years age group (n=150, 29.1%), 38-47 years age group (n=70, 13.6%), 48-57 years age group (n=43, 8.4%), and 58 years or older group (n=60, 11.7%). Multimedia Appendix 1 Figure A1 shows the countrywise comparison of the respondents’ age. In terms of income level, 102 (20.5%) participants make less than US $30,000 annually; 92 (18.5%) make US $30,000-US $50,000; 102 (20.5%) make US $50,000-US $80,000; 102 (20.5%) make US $80,000-US $100,000; 79 (15.9%) make more than US $150,000. The household income distribution as varied by country is shown in Multimedia Appendix 1 Figure A2. A detailed distribution of several demographic controls used in the models is available in Multimedia Appendix 1 Table A2.
Study Variables
The main dependent variable in this study is adherence. As shown in Multimedia Appendix 1 Table A1, adherence was measured using three questions of whether they would comply with the social distancing measures. The items’ internal consistencies were tested using Cronbach alpha (0.81), and the standardized score was generated for the adherence variable. Table 1 shows that, on average, adherence is 4.18 out of 5, showing that most people are adhering to social distancing recommendations. The mean adherence level in Kuwait was the highest (mean 4.53, SD 0.81), followed by the United States (mean 4.14, SD 0.92) and South Korea (mean 3.53, SD 1.18). Multimedia Appendix 1 Figure A3 displays the mean adherence across countries.

Three main independent variables were of interest in this study to examine adherence. First, the independent variable threat appraisal consists of both the severity and vulnerability of the situation [46]. Severity is the perceived degree of harm from engaging in unhealthy behavior, the extent to which one will experience or die from contracting COVID-19 upon not following social distancing recommendations. Vulnerability is the perceived probability of threat occurrence, the extent to which one will contract COVID-19 upon not following social distancing recommendations. Both variables were operationalized using three questions adopted from previous studies to assess the severity and vulnerability of the COVID-19 pandemic (see Multimedia Appendix 1 Table A1). The items’ internal consistency was tested using Cronbach alpha (0.6 and 0.8, respectively), and the standardized score was generated for both severity and vulnerability variables.

The second main independent variable was coping appraisal, which consists of both self-efficacy and response efficacy of the situation [46]. Self-efficacy is the perceived belief that one can successfully maintain a safe distance from others when in contact or stay home to avoid all contacts. Response efficacy is the perceived efficacy of adherence that adopting social distancing will be effective in reducing the threat of COVID-19. Both variables were operationalized using three questions adopted from previous studies to assess the self-efficacy and response efficacy of adherence to the COVID-19 pandemic regulations (see Multimedia Appendix 1 Table A1). The items’ internal consistency was tested using Cronbach alpha (0.6 and 0.8, respectively), and the standardized score was generated for both self-efficacy and response efficacy variables.

Lastly, the knowledge variable was coded to reflect the respondents’ overall knowledge of COVID-19, as displayed in Multimedia Appendix 1 Table A1. The mean for knowledge was 15.04, with a minimum of 4 and a maximum of 24. The mean COVID-19 knowledge was highest in Kuwait (mean 16.32, SD 3.05), followed by the United States (mean 15.04, SD 3.62) and South Korea (mean 11.85, SD 3.74). Multimedia Appendix 1 Figure A4 displays the mean knowledge across countries.

To examine threat appraisal and coping appraisal, this study focuses on COVID-19 information sources used and on COVID-19 social media use. COVID-19 information sources was operationalized as the total number of sources used to attain COVID-19 health information. Table 1 displays the mean for the whole sample as 2.26, showing that individuals use two information sources on average to attain COVID-19 information. The mean was highest in Kuwait (mean 2.50, SD 1.13), followed by the United States (mean 2.31, SD 1.34), and South Korea (mean 1.68, SD 1.11). COVID-19 social media was also operationalized as the total number of social media platforms used to attain COVID-19 health information. Table 1 displays the mean for the whole sample as 1.16, showing that individuals used one social media platform to attain COVID-19 information. The mean was highest in Kuwait (mean 2.10, SD 1.38), followed by South Korea (mean 1.48, SD 1.36) and the United States (mean 1.29, SD 1.43). COVID-19 social media was further examined by categorizing the platforms to social network platforms (Facebook and LinkedIn), media sharing platforms (Instagram, Snapchat, TikTok, and YouTube), and texting and
microblogging platforms (Twitter and Whatsapp). Details of the analysis are shown in Multimedia Appendix 1 Table A5.

In addition to these key variables of interest, several control variables such as age, gender, and household income were included to account for counterfactual explanations relevant to our models (see Multimedia Appendix 1 Table A1 for details).

**Econometric Analysis**

Following PMT, the empirical model specifies how individuals express their opinion toward adherence of social distancing guidance by the government through threat appraisal, coping appraisal, and knowledge of COVID-19. Furthermore, threat appraisal and coping appraisal were specified through COVID-19 sources of information (COVID-19 information sources and COVID-19 social media). A set of control variables to enhance our empirical model’s robustness included demographics characteristics of the survey participants, such as gender, age, and household income. The formal specification of the general model is as follows:

**Threat appraisal model:**

\[ Threat\ appraisal_i = \beta_0 + \beta_1 \times COVID-19\ information\ sources_i + \beta_2 \times COVID-19\ social\ media_i + \beta_3 \times Country + Controls_i + \epsilon (1) \]

**Coping appraisal model:**

\[ Coping\ appraisal_i = \beta_0 + \beta_1 \times COVID-19\ information\ sources_i + \beta_2 \times COVID-19\ social\ media_i + \beta_3 \times Country + Controls_i + \epsilon (2) \]

**Adherence model:**

\[ Adherence_i = \beta_0 + \beta_1 \times Threat\ appraisal\_hat_i + \beta_2 \times Coping\ appraisal\_hat_i + \beta_3 \times Knowledge_i + \beta_4 \times Country + Controls + \epsilon (3) \]

Where controls includes gender, age groups, and household income. The country dummy was included in the full sample model but was removed for subsample analyses.

Seemingly unrelated regression (SUR) was used to estimate the \( \beta \) coefficients of the key parameters and employ robust standard errors to test the models. are the disturbances associated with each observation. SUR was used to estimate to what extent our set of key variables influence adherence. The adherence model (Equation 3) uses the predicted values of threat appraisal (threat appraisal\_hat) and coping appraisal (coping appraisal\_hat) from the first stage models (Equations 1 and 2).

**Results**

Table 2 presents the key estimation results for Equations 1-3 for the whole sample. The first column (1) in the table shows the parameter estimates for the coping appraisal dependent variable, column (2) shows the parameter estimates for the threat appraisal dependent variable, and column (3) shows the parameter estimates for the adherence dependent variable for the full sample. Table 3 displays the key estimation results for Equations 1 and 2 for the individual countries. Columns 1-3 show the parameter estimates for the coping appraisal dependent variable, and columns 4-6 display the parameter estimates for the threat appraisal dependent variable for the United States, South Korea, and Kuwait, respectively. Table 4 presents the key estimation results for the adherence dependent variable, as in Equation 3, for the United States, South Korea, and Kuwait. Multimedia Appendix 1 Table A3 further analyzes the adherence model using the constituent variables (severity, vulnerability, self-efficacy, and response efficacy).
Table 2. Seemingly unrelated regression model results for the full sample.

<table>
<thead>
<tr>
<th>Variables</th>
<th>DV(^a): coping appraisal (1)</th>
<th>DV: threat appraisal (2)</th>
<th>DV: adherence (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full sample</td>
<td>P value</td>
<td>Full sample</td>
</tr>
<tr>
<td>COVID-19 information source</td>
<td>0.112 (0.03)</td>
<td>&lt;.001</td>
<td>0.034 (0.04)</td>
</tr>
<tr>
<td>COVID-19 social media</td>
<td>0.034 (0.03)</td>
<td>.35</td>
<td>0.112 (0.03)</td>
</tr>
<tr>
<td>Threat appraisal</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Coping appraisal</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Knowledge</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Age</td>
<td>−0.008 (0.03)</td>
<td>.72</td>
<td>0.011 (0.03)</td>
</tr>
<tr>
<td>Female</td>
<td>0.213 (0.08)</td>
<td>.04</td>
<td>0.174 (0.09)</td>
</tr>
<tr>
<td>Household income</td>
<td>0.055 (0.02)</td>
<td>.15</td>
<td>−0.037 (0.03)</td>
</tr>
<tr>
<td>Constant</td>
<td>2.328 (0.13)</td>
<td>&lt;.001</td>
<td>2.936 (0.15)</td>
</tr>
<tr>
<td>Observations, n</td>
<td>418</td>
<td>N/A</td>
<td>418</td>
</tr>
<tr>
<td>R(^2)</td>
<td>0.076</td>
<td>N/A</td>
<td>0.051</td>
</tr>
<tr>
<td>Chi-square</td>
<td>34.25</td>
<td>N/A</td>
<td>22.37</td>
</tr>
<tr>
<td>Root mean square error</td>
<td>0.7482</td>
<td>N/A</td>
<td>0.8420</td>
</tr>
<tr>
<td>P value</td>
<td>N/A</td>
<td>&lt;.001</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)DV: dependent variable.
\(^b\)Standard errors in parentheses.
\(^c\)N/A: not applicable.

Table 3. Coping and threat appraisal seemingly unrelated regression model results for individual countries.

<table>
<thead>
<tr>
<th>Variables</th>
<th>DV(^a): coping appraisal</th>
<th>DV: threat appraisal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>US (1)</td>
<td>South Korea (2)</td>
</tr>
<tr>
<td>COVID-19 information source</td>
<td>0.099 (0.04)</td>
<td>.01</td>
</tr>
<tr>
<td>COVID-19 social media</td>
<td>−0.007 (0.04)</td>
<td>.86</td>
</tr>
<tr>
<td>Age</td>
<td>−0.0908 (0.04)</td>
<td>.01</td>
</tr>
<tr>
<td>Female</td>
<td>0.032 (0.11)</td>
<td>.76</td>
</tr>
<tr>
<td>Household income</td>
<td>−0.030 (0.03)</td>
<td>.34</td>
</tr>
<tr>
<td>Constant</td>
<td>2.652 (0.18)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Observations, n</td>
<td>162</td>
<td>N/A</td>
</tr>
<tr>
<td>R(^2)</td>
<td>0.075</td>
<td>N/A</td>
</tr>
<tr>
<td>Chi-square</td>
<td>13.20</td>
<td>N/A</td>
</tr>
<tr>
<td>Root mean square error</td>
<td>0.6307</td>
<td>N/A</td>
</tr>
<tr>
<td>P value</td>
<td>N/A</td>
<td>.02</td>
</tr>
</tbody>
</table>

\(^a\)DV: dependent variable.
\(^b\)Standard errors in parentheses.
\(^c\)N/A: not applicable.
Table 4. Adherence seemingly unrelated regression model results for individual countries.

<table>
<thead>
<tr>
<th>Variables</th>
<th>DV: adherence</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DV: adherence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Threat appraisal</td>
<td>0.223 (0.08)b</td>
<td>.006</td>
<td>0.576 (0.12)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Coping appraisal</td>
<td>0.334 (0.11)</td>
<td>.002</td>
<td>0.531 (0.16)</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Knowledge</td>
<td>0.053 (0.02)</td>
<td>.01</td>
<td>0.047 (0.03)</td>
<td>.07</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.038 (0.05)</td>
<td>.42</td>
<td>-0.012 (0.08)</td>
<td>.88</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>-0.025 (0.14)</td>
<td>.86</td>
<td>0.202 (0.17)</td>
<td>.24</td>
<td></td>
</tr>
<tr>
<td>Household income</td>
<td>0.013 (0.04)</td>
<td>.77</td>
<td>-0.044 (0.06)</td>
<td>.49</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>1.644 (0.45)</td>
<td>&lt;.001</td>
<td>-0.135 (0.39)</td>
<td>.73</td>
<td></td>
</tr>
<tr>
<td>Observations, n</td>
<td>162</td>
<td>N/Ac</td>
<td>71</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.180</td>
<td>N/A</td>
<td>0.669</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Chi-square</td>
<td>35.16</td>
<td>N/A</td>
<td>146.67</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Root mean square error</td>
<td>0.8481</td>
<td>N/A</td>
<td>0.6629</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>N/A</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Comparison of coefficients across countries on the main variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>US vs Kuwait</th>
<th>US vs South Korea</th>
<th>South Korea vs Kuwait</th>
</tr>
</thead>
<tbody>
<tr>
<td>DV: threat appraisal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVID-19 information sources</td>
<td>0.49</td>
<td>.48</td>
<td>3.19</td>
</tr>
<tr>
<td>COVID-19 social media</td>
<td>5.59</td>
<td>.02</td>
<td>4.98</td>
</tr>
<tr>
<td>DV: coping appraisal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVID-19 information sources</td>
<td>0.38</td>
<td>.54</td>
<td>2.33</td>
</tr>
<tr>
<td>COVID-19 social media</td>
<td>0.03</td>
<td>.87</td>
<td>0.02</td>
</tr>
<tr>
<td>DV: adherence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Threat appraisal</td>
<td>0.27</td>
<td>.49</td>
<td>11.91</td>
</tr>
<tr>
<td>Coping appraisal</td>
<td>4.47</td>
<td>.049</td>
<td>1.66</td>
</tr>
<tr>
<td>Knowledge</td>
<td>0.24</td>
<td>.72</td>
<td>0.04</td>
</tr>
</tbody>
</table>

The estimated coefficients were further compared across countries using a model-based chi-square comparison test with Bonferroni adjustments, as shown in Table 5. Multimedia Appendix 1 Table A4 further compares the coefficients across countries on the detailed PMT variables (severity, vulnerability, self-efficacy, and response efficacy).
coefficients across countries, we found that the significant positive effect of threat appraisal on adherence shows that individuals who reside in the United States are more likely to follow adherence than South Korea, and those that reside in South Korea are more likely to follow adherence than those in Kuwait (P<.001).

Similarly, as displayed in Multimedia Appendix 1 Table A4, comparing the coefficients across countries, we found that the significant positive effect of severity on adherence shows that individuals who reside in the United States are more likely to follow adherence than South Korea (P=0.02), and those in South Korea are more likely to follow adherence than those in Kuwait (P=0.046). As shown in Multimedia Appendix 1 Table A4, in terms of vulnerability, the positive and significant effect showed that vulnerability was more influential on adherence for individuals that reside in South Korea than Kuwait (P=0.07).

We subsequently examined the effect of coping appraisal on adherence. As shown in Tables 2 and 4, we found that the coefficient of coping appraisal was positive and statistically significant for all the models (Table 2 column 1: full sample, \( P<.001 \); Table 4 column 1: the United States, \( P=0.002 \); Table 4 column 2: South Korea, \( P=0.001 \); Table 4 column 3: Kuwait, \( P<.001 \)). Further analysis in Multimedia Appendix 1 Table A3 showed that self-efficacy was positive and statistically significant in the full model (\( P=0.02 \)) and Kuwait only (\( P=0.01 \)). However, response efficacy was positive and statistically significant in all the models (column 1: full sample, \( P<.001 \); column 2: the United States, \( P<.001 \); column 3: South Korea, \( P<.001 \); column 4: Kuwait, \( P=0.001 \)). Interestingly, across countries, we found that, as displayed in Table 5, the significant positive impact of coping appraisal showed that those in the United States were more likely to follow adherence than those in Kuwait (\( P=0.049 \)). In terms of self-efficacy across countries, as shown in Multimedia Appendix 1 Table A4, we found the significant positive effect of self-efficacy on adherence showed that individuals who reside in the United States and South Korea are more likely to follow adherence than those in Kuwait (\( P<0.001 \) and \( P=0.04 \), respectively). As for response efficacy across countries, there was no significant comparative difference in this effect, as the comparative chi-square values were not significant, as shown in Multimedia Appendix 1 Table A4.

We then examined the effect of knowledge on adherence. As shown in Tables 2 and 4, the coefficients of knowledge were positive and statistically significant (Table 2 column 3: all sample, \( P<0.001 \); Table 4 column 1: the United States, \( P=0.01 \); Table 4 column 3: Kuwait \( P=0.03 \)) on adherence except for in South Korea. As shown in Table 5, comparisons of coefficients for knowledge across the three countries did not show statistically significant results.

The second set of findings examined the threat appraisal model in Tables 2 and 3. As shown in Table 2 column 2,COVID-19 social media coefficients were positive and statistically significant at \( P<0.001 \) across the full sample and the United States (Table 3 column 4). This suggests that social media platforms have an impact on threat appraisal. However, we found no significance for COVID-19 information sources. Comparing coefficients across countries as shown in Table 5, we found that the significant positive effect of COVID-19 social media on threat appraisal showed that individuals who reside in the United States were more likely to have higher threat appraisal than those in Kuwait (\( P=0.02 \)) and those in South Korea (\( P=0.03 \)).

Further analyzing the social media platform categories as shown in Multimedia Appendix 1 Table A5, in the United States, social network platforms such as Facebook and LinkedIn positively influenced threat appraisal (\( P=0.03 \)), and text-based or microblogging platforms such as Twitter and Whatsapp positively influenced threat appraisal in the whole sample (\( P<0.001 \)) and in the United States (\( P=0.007 \)). Some controls of the threat appraisal model in Tables 2 and 3 were significant. Females displayed higher threat appraisal than males in the full sample and in Kuwait (Table 2 column 2: \( P=0.04 \) and Table 3 column 6: \( P=0.02 \), respectively). In the United States, the lower the household income, the higher the threat appraisal (Table 3 column 4: \( P=0.02 \)).

The last set of findings examined the coping appraisal model in Tables 2 and 3. In contrast to the threat appraisal model, COVID-19 social media displayed no significance. However, coefficients for COVID-19 information sources were positive and significant for the whole sample (Table 2 column 1: \( P<0.001 \)), the United States (Table 3 column 1: \( P=0.01 \)), and South Korea (Table 3 column 2: \( P=0.007 \)). This finding suggests that using more information sources has an impact on the coping appraisal. Comparing coefficients across countries as shown in Table 5, we found that the significant positive effect of COVID-19 information sources on coping appraisal showed that individuals who reside in South Korea were more likely to have higher coping appraisal than those in Kuwait (\( P=0.047 \)).

Further analyzing the social media platform categories as shown in Multimedia Appendix 1 Table A5, social network platforms such as Facebook and LinkedIn negatively influenced coping appraisal on the whole sample (\( P=0.001 \)), and text-based or microblogging platforms such as Twitter and Whatsapp positively influenced coping appraisal in the whole sample (\( P<0.001 \)). Some controls of the coping appraisal model in Tables 2 and 3 were significant. Older individuals in the United States had lower coping appraisal (Table 3 column 1: \( P=0.01 \)). Compared to males, females had higher coping appraisal in the full model (Table 2 column 1: \( P=0.005 \)). Those with higher household income had higher coping appraisal in the full model (Table 2 column 1: \( P=0.01 \)).

Discussion

Principal Findings

In general, this study found that coping appraisal, threat appraisal, and knowledge positively influence adherence. Furthermore, using various COVID-19 information sources influences coping appraisal, and using social media for COVID-19 information influences threat appraisal. Tables 6 and 7 summarize the findings from this study (Multimedia Appendix 1 Table A6 displays the summary of findings on the specific PMT constructs and the social media platform constructs). In this section, we elaborate on the findings to provide useful policy and managerial insights.
Table 6. Summary of findings (part 1).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coping appraisal</th>
<th>Threat appraisal</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>US</td>
<td>Kuwait</td>
</tr>
<tr>
<td>COVID-19 information sources</td>
<td>Pos(^a)</td>
<td>Pos</td>
<td>NS(^b)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Pos: positive association.  
\(^b\)NS: not significant.  
\(^c\)H: hypothesis.

Table 7. Summary of findings (part 2).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Adherence</th>
<th>Findings</th>
</tr>
</thead>
</table>
|                    | All       | US                          | South Korea | Kuwait | H3\(^c\): Partially supported (supported for the whole sample, US, and South Korea). Threat appraisal positively influences social distancing adherence. Threat appraisal is more influential in US than in South Korea, and more in South Korea than in Kuwait.  
| Threat appraisal   | Pos\(^a\) | Pos                          | Pos          | NS\(^b\) |  
| Coping appraisal   | Pos       | Pos                          | Pos          | Pos      | H4: Supported. Coping appraisal positively influences social distancing adherence. Coping is more influential in US than Kuwait in terms of adherence.  
| Knowledge          | Pos       | Pos                          | NS          | Pos      | Knowledge positively influences social distancing adherence in the whole sample, US, and Kuwait. No comparative difference in results across countries. |

\(^a\)Pos: positive association.  
\(^b\)NS: not significant.  
\(^c\)H: hypothesis.

First, the study found that using more information sources positively influences the coping appraisal associated with the COVID-19 pandemic situation. Undoubtedly, this finding’s importance relates to the increasing use and trade-off of information sources by the public. As much as people like to use many information sources, whether it is beneficial or not remains a question. Furthermore, citizens may be swayed by popular information sources such as the internet, TV, and newspapers. This finding highlights the benefits of using multiple information sources during the COVID-19 pandemic. This could be due to the high amount of misinformation and that the pandemic is ever-evolving. Therefore, attaining multiple information sources allows individuals to obtain more accurate information that helps with their coping appraisal. This finding is in line with a recent COVID-19 study that displayed an association between multiple sources of information and higher self-confidence to cope with COVID-19 in health care workers, yet the direction of the association was not confirmed in their study [22]. Thus, this study sheds light on this literature and displays the importance of multiple sources of information to cope with the COVID-19 pandemic [48]. The study also found that information sources are more influential on the coping appraisal in South Korea than Kuwait, displaying that individuals in South Korea are more rationally using information sources to cope than individuals in Kuwait.

Second, this study found that using social media to get COVID-19 information positively influences threat appraisal. This is an important finding to validate the increasing trustworthiness of social media on people’s decisions and the role of social media in this pandemic. Social media is one of the main channels used to provide updated COVID-19 information [49]. This study’s findings are consistent with previous studies [50] that showed that the frequency of social media was associated with high odds of anxiety [51]. This association might be because, throughout the COVID-19 pandemic, many false reports and misinformation bombarded social media, which resulted in a lot of confusion and anxiety [50]. Furthermore, many individuals use social media to express
their feelings of worry, anxiety, nervousness, and fear, which is contagious in social networks [52]. As we stated earlier, the social media role in people’s minds during the pandemic is not free from harmful aspects such as increased anxiety, sleep disturbance, suicidal thoughts[19], misinformation, and distress [20,21]. Thus, it is interesting to note the positive aspects such as social media’s role in adherence decisions. As for country comparisons, we found that social media is more influential on threat appraisal in the United States than in South Korea and Kuwait. A possible reason for this finding is that social media information in the United States might be more fearful or driven with more riddles (ie, whether to trust Twitter postings or not) compared to South Korea and Kuwait.

Third, threat appraisal positively influences social distancing adherence. One of the primary emotional responses during a pandemic is fear [53]. This fear is a defensive system to combat ecological threats [54]. A meta-analysis found that targeting fears can be useful in situations, such that appealing to fear leads people to change their behavior if they feel capable of dealing with the threat but leads to defensive reactions when they feel helpless to act [55]. This study sheds light on this stream of research by displaying that fear or threat appraisal was useful in the COVID-19 pandemic since it changes an individual’s behavior and influences their social distancing adherence.

Based on PMT, a fear appeal is a cognitive assessment that prepares individuals against the severity of a threatening event. People consider the pros and cons, and the probability of the event occurring to develop a response. The recommended response in the COVID-19 context is adherence. The cognitive assessment enhances the fear appeal and subsequent motivation to protect oneself—without which the recommended action would not be effective across citizens. Besides, there is a more substantial threat appraisal for social distance adherence in the United States than in South Korea and Kuwait. This follows through with the social media country comparison finding; in addition, the finding shows that threat appraisal in the United States is more rational than that of South Korea and Kuwait.

Fourth, coping appraisal positively influences social distancing adherence, and this effect is more influential in the United States than Kuwait, again displaying that individuals in the United States are more pragmatic in the coping and adherence process. One of the main factors that have been stressed upon during the COVID-19 pandemic is how to cope with the current situation [15]. Studies have shown that problem-focused coping is associated with better adherence to health-related behaviors and a higher sense of control [56,57]. The findings support these perspectives and suggest, as per PMT, that the preventive actions will be preferred in a high threat situation when both the self-efficacy and the efficacy of the adherence plans are high. This finding agrees with this research stream and displays the importance of coping appraisal during the COVID-19 pandemic to adhere to social distancing recommendations.

These findings partially explain the variations observed in the adherence outcomes, which can be explained due to the variations observed in the threat and coping appraisals. Finally, as an additional outcome, we found that knowledge positively influences social distancing adherence in the whole sample, the United States, and Kuwait. There were no comparative difference in results across countries. This sheds light on the importance of correct knowledge during this pandemic to be able to adhere to social distancing recommendations. Association between adherence and better knowledge of the disease is consistent with recent findings and provides evidence for using proper interventions of proper communication related to the disease on improving adherence [56,58].

Practice and Policy Implications

A set of implications and recommendations for public health officials and policy makers can be drawn from this study. This study points to the gap in the responsible behavior of individuals regarding adherence. The current government efforts to mitigate and the expectation that everything should be back to normal have differing consequences. Existing work suggests that policy recommendations’ efficacy and outcomes depend on the individuals’ beliefs and subsequent actions [59,60]. The first step in this process is the firm belief of whether the recommended action will mitigate the threat or manage the fearful situation.

Thus, the key to minimizing rejection and maximizing acceptance of recommendation is reliant on the messages and information provided to citizens. Often, the media outlets and information sources are left to craft their messages independently or freely without the policy makers’ recommended guidelines. There needs to be policy guidelines with careful attention about what messages to give and how to give them, so that it does not instill too much fear nor allow citizens to be too careless (ie, messages and information need to have a balance to involve appropriate threat and coping appraisals in citizens’ minds).

Limitations

This study examines factors that influence citizens adhering to social distancing at a point in time. However, the citizen might go back and forth in the adherence process, and the threat appraisal, coping appraisal, knowledge level, and sources of information may change over time. This is a limitation of this study, as the data set used is a cross-sectional survey. Future studies could examine how a citizen’s coping appraisal, threat appraisal, and adherence changes over time.

In addition, using the random sampling process in the United States, Kuwait, and South Korea samples may include fewer familiar respondents to the study context. In particular, the questionnaire was only online. Therefore, respondents were all users of the internet. The study does not examine noninternet users, which could have differential impacts. Thus, the generalization of the sample to a uniform national culture characteristic is a limitation of this study. Future studies could conduct online and offline surveys, and examine the difference in threat and coping appraisal in terms of adherence behavior.

The findings should be taken with care due to the sample being representative of three countries; thus, future studies could expand to more countries to examine even more cultural differences. Another limitation is the small sample size for South Korea, limiting the generalizability of the results.
Conclusions
As the COVID-19 global pandemic continues to grow and governmental restrictions are ongoing, it is critical to understand people’s frustration to reduce panic and promote social distancing to control the pandemic. This study points to a threat and coping appraisal mechanism that may clarify the adherence variations. This study also highlights that social media has an impact on the threat appraisal of the COVID-19 pandemic. Furthermore, the intensity of information sources used to attain COVID-19 information impacts the coping appraisal for the pandemic.
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Abstract

Background: With the global proliferation of the novel COVID-19 disease, conventionally conducting institutional review board (IRB) meetings has become a difficult task. Amid concerns about the suspension of drug development due to delays within IRBs, it has been suggested that IRB meetings should be temporarily conducted via the internet.

Objective: This study aimed to elucidate the current status of IRB meetings conducted through web conference systems.

Methods: A survey on conducting IRB meetings through web conference systems was administered to Japanese national university hospitals. Respondents were in charge of operating IRB offices at different universities. This study was not a randomized controlled trial.

Results: The survey was performed at 42 facilities between the end of May and early June, 2020, immediately after the state of emergency was lifted in Japan. The survey yielded a response rate of 74% (31/42). Additionally, while 68% (21/31) of facilities introduced web conference systems for IRB meetings, 13% (4/31) of the surveyed facilities postponed IRB meetings. Therefore, we conducted a further survey of 21 facilities that implemented web conference systems for IRB meetings. According to 71% (15/21) of the respondents, there was no financial burden for implementing these systems, as they were free of charge. In 90% (19/21) of the facilities, IRB meetings through web conference systems were already being conducted with personal electronic devices. Furthermore, in 48% (10/21) of facilities, a web conference system was used in conjunction with face-to-face meetings.

Conclusions: Due to the COVID-19 pandemic, the number of reviews in clinical trial core hospitals has decreased. This suggests that the development of pharmaceuticals has stagnated because of COVID-19. According to 71% (15/21) of the respondents who conducted IRB meetings through web conference systems, the cost of introducing such meetings was US $0, showing a negligible financial burden. Moreover, it was shown that online deliberations could be carried out in the same manner as face-to-face meetings, as 86% (18/21) of facilities stated that the number of comments made by board members did not change. To improve the quality of IRB meetings conducted through web conference systems, it is necessary to further examine camera use and the content displayed on members’ screens during meetings. Further examination of all members who use web conference systems is required. Our measures for addressing the requests and problems identified in our study could potentially be considered protocols for future IRB meetings, when the COVID-19 pandemic has passed and face-to-face meetings are possible again. This study also highlights the importance of developing web conference systems for IRB meetings to respond to future unforeseen pandemics.

(J Med Internet Res 2020;22(11):e22302) doi:10.2196/22302

http://www.jmir.org/2020/11/e22302/
In 2020, the novel COVID-19 disease became a pandemic [1], causing several changes to people’s lifestyles [2]. In Japan, many individuals were infected, prompting the declaration of a state of emergency [3] for the entire country. As a result, people have avoided the “3 Cs”—closed spaces, crowds, and contact. Organizations, including institutional review boards (IRBs), have also adopted this practice, making it difficult to conduct regular face-to-face meetings. Without hospital IRBs, clinical trials cannot be conducted [4,5]. Therefore, concerns about the stagnation of drug development have been raised. Japanese ordinances indicate that IRBs should operate in all medical research institutes [5]. Within this context, the Ministry of Health, Labor, and Welfare [6] issued a notice titled “On handling of reviews by the Institutional Review Board regarding clinical trials related to the novel coronavirus,” which advised that IRB meetings were allowed to be conducted via the internet. Due to the declaration of a state of emergency and university regulations, it has become difficult to conduct face-to-face IRB meetings in a group setting at Tokushima University hospital. Therefore, we attempted to conduct IRB meetings through a web conference system at our hospital, starting on May, 2020.

Thanks to advancements in science and technology, online communication has become normal in human life due to the widespread use of the internet [7,8]. As a result, web conference systems are being adopted in places of work, rapidly gaining popularity, and expanding their market scale. Due to the COVID-19 pandemic, the demand for web communication has rapidly increased [9,10]. Web conferencing systems are also being used more in health care [11-15]. However, online communication requires an operating environment with internet connectivity and compatible devices, which can be costly. Moreover, internet meetings are relatively new, and various problems during their implementation have been reported [16-18]. Unfortunately, there are no clear, useful countermeasures for these issues. There may also be problems within IRBs, such as proper deliberation upon holding a web-based IRB meeting and the possibility of information leakage. The actual situation regarding web-based IRB meetings remains unclear because the problems surrounding such meetings have yet to be thoroughly examined. As a result, the necessary steps for conducting a successful web-based IRB meeting remains unclear. In addition, since the social environment on the internet and the laws and regulations on IRBs differ across countries, it is expected that individual, country-specific countermeasures are required. Based on the web conference system already implemented in our hospital for IRB meetings, we surveyed external members who wanted to continue having meetings through the web conference system. Therefore, conducting IRB meetings through web conference systems may continue, even after the COVID-19 pandemic resolves. However, it is necessary to ensure the efficiency of such meetings while maintaining proper deliberations. As such, we aimed to clarify the current status of IRB meetings conducted through web conference systems and elucidate problems related to such meetings across Japan.

**Introduction**

**Methods**

**Questionnaire Administered to Japanese National University Hospitals**

With the cooperation of Topic Group 1, a subcommittee of the National University Hospital Clinical Research Promotion Initiative, we administered a closed survey to participating facilities regarding IRB meetings conducted through web conference systems. The group is composed of national university hospitals. The respondents were in charge of operating the IRB office of each university, and agreements were based on the questionnaire’s answers. To understand the situation during the declaration of a state of emergency (ie, April to May, 2020), the survey was conducted immediately after its announcement (ie, end of May to early June, 2020) in Japan. The questionnaire used for the survey was based on the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) checklist [19] and made using Microsoft Forms. We delivered the survey via email, and the respondents answered using a computer. To avoid largely varying opinions, the respondents were asked to select answers from predefined options. The questionnaire consisted of 39 questions and 3 pages. The third and subsequent questions were provided in a table, and they targeted facilities that had conducted IRB meetings through a web conference system. The questions are listed in Table S1 in Multimedia Appendix 1. We confirmed that there were no multiple responses from the same respondents, as there was a form for noting respondents’ university affiliations. The response rate was 74% (31/42). Although a structure was in place for contacting respondents when answers were incomplete, it was not used because no respondents were excluded from the analysis due to missing data. This survey did not require a review by the IRB because there were no items regarding personal information and this study was not a randomized controlled trial. No incentives were generated for participating in this survey.

**Analysis Methods**

Based on the number of people who contracted COVID-19, we established endemic and nonendemic areas. As of May 31, 2020, a COVID-19 epidemic area is defined as a region with ≥500 COVID-19–positive cases. Additionally, the data regarding the COVID-19 epidemic were tallied in the period following Japan’s first confirmed COVID-19 case in February, 2020. With regard to items related to cost, currencies were converted from yen and stated as US dollars (¥100=US $1). In this study, external members were defined as members who were not Good Clinical Practice experts and members who were not otherwise affiliated with the involved parties.
In Japan, core hospitals are designated as sites that lead clinical trials. Since IRB operation methods and sizes may be different for core hospitals that lead clinical trials for other facilities, we collected data on the IRB environment of other facilities separately. In addition, although the participation of external committee members is required to hold an IRB meeting, the “3Cs” must be avoided for IRB participation. Therefore, the number of external committee members may be a factor in conducting IRB meetings through web conference systems. As such, data on external committee members were also separately collected.

**Statistical Analyses**

The composition of IRB members in Japanese university hospitals (Figure 1) and the number of new registrations to IRBs in Japanese university hospitals before and during the COVID-19 pandemic (Figure 2) were analyzed using the Student *t* test. The digitization of review documents in Japanese university hospitals (Figure 3) were compared using the Chi-square test. Data were shown as means with standard deviations or n (%). A *P* value of <.05 was considered statistically significant for all analyses.

*Figure 1.* Composition of institutional review board members in Japanese university hospitals.

*Figure 2.* Comparison between the number of new registrations to institutional review boards at university hospitals in Japan before and after the COVID-19 pandemic.
Results

Status of Facilities Before the COVID-19 Pandemic

Of the 31 facilities that responded to the survey, 6 (19%) were clinical trial core hospitals [20]. IRB meetings were held monthly at all facilities. In addition, there was no difference in the total number of IRB members and external members based on whether the facility was a clinical research core hospital (Figure 1).

For core hospitals, all review materials were electronic in 67% (4/6) of facilities, partially electronic in 17% (1/6) of facilities, and all on paper in 17% (1/6) of facilities. For other hospitals, all review materials were electronic in 28% (7/25) of facilities, partially electronic in 48% (12/25) of facilities, and all on paper in 24% (6/25) of facilities. There was no significant difference in the number of facilities that digitized all review materials between core hospitals and other facilities ($P=0.07$).

With regard to participation in IRB meetings, external members spent a median of US $20 per 40 minutes. It was also revealed that 16% (5/31) of respondents participated in meetings for 60 minutes or longer (Figures 2 and 4).
Strategies or Practices During the COVID-19 Pandemic

In the Strategies or Practices During COVID-19 section of the questionnaire, we examined the relationship between the COVID-19 pandemic and the introduction of web-based IRB meetings (Table 1). Of the 31 IRB offices, 11 (35%) worked remotely due to COVID-19, while 4 (13%) opted to postpone IRB meetings. About 68% (21/31) of the facilities introduced web conference systems for IRB meetings. However, 13% (4/31) of the universities could not hold IRB meetings due to reasons unrelated to the COVID-19 pandemic and 20% (1/5) were unable to do so due to being located in a COVID-19 epidemic area. The rate of introducing web conference systems for IRB meetings was 60% (3/5) for facilities located in a COVID-19 epidemic area.

Web conference systems were also used in 81% (17/21) of facilities that introduced web-based IRB meetings (Table 1). The rate of introducing web conference systems for IRB meetings was 68% (21/31) for all hospitals, 71% (17/24) for facilities that digitized review materials, and 57% (4/7) for facilities that did not.

Table 1. Activity and preparation regarding web-based institutional review board meetings in university hospitals during the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Activity</th>
<th>IRB&lt;sup&gt;a&lt;/sup&gt; member, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>IRB office is conducting remote work</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>11/31 (35)</td>
</tr>
<tr>
<td>No</td>
<td>20/31 (65)</td>
</tr>
<tr>
<td><strong>IRB meetings are cancelled or suspended</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4/31 (13)</td>
</tr>
<tr>
<td>No</td>
<td>27/31 (87)</td>
</tr>
<tr>
<td><strong>IRB meetings are conducted using web conferencing tools</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>21/31 (68)</td>
</tr>
<tr>
<td>No</td>
<td>10/31 (32)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IRB: institutional review board.

A further investigation was conducted on the implementation of web conference systems in facilities that held web-based IRB meetings (Table 2). Of the 21 facilities that conducted IRB meetings through web conference systems, 15 (71%) stated that the introduction cost was US $0, 19 (90%) held meetings using personal electronic devices, and all facilities kept recordings of these IRB meetings as minutes. However, the most popular web conference system, WebEX, was used in 38% (8/21) of facilities, and security measures that were implemented varied across facilities.

We also questioned whether the facilities that adopted web conference systems for IRB meetings were able to deliberate properly (Table 3). Of the 21 facilities, 15 (71%) stated that cameras were used during IRB meetings, and of those 15, 10 (67%) conducted IRB meetings with a combination of web
conference systems and face-to-face meetings. The display on members’ computer screens during deliberation also varied according to the facility (ie, faces of other members, review materials, etc). Moreover, compared to in-person IRB meetings conducted before the COVID-19 pandemic, the discussion time for IRB meetings conducted with web conference systems during the COVID-19 pandemic decreased in 38% (8/21) of facilities, but the number of member comments decreased in 10% (2/21) of the facilities.

Table 2. Practical aspects regarding the management of institutional review board meetings conducted through web conference systems.

<table>
<thead>
<tr>
<th>IRB meeting characteristics</th>
<th>IRB member, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cost of hosting an IRB meeting using a web conference system (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>15/21 (71)</td>
</tr>
<tr>
<td>100-500</td>
<td>2/21 (10)</td>
</tr>
<tr>
<td>501-1000</td>
<td>1/21 (5)</td>
</tr>
<tr>
<td>Unknown</td>
<td>3/21 (14)</td>
</tr>
<tr>
<td><strong>Confirmation of attendance</strong></td>
<td></td>
</tr>
<tr>
<td>Using the list of participants in the web conferencing system</td>
<td>2/21 (10)</td>
</tr>
<tr>
<td>Confirmation of attendance through live attendance</td>
<td>11/21 (52)</td>
</tr>
<tr>
<td>Voice confirmation</td>
<td>7/21 (33)</td>
</tr>
<tr>
<td>Checklist of participants attending the web conference and confirmation through live attendance</td>
<td>1/21 (5)</td>
</tr>
<tr>
<td><strong>Ownership of devices used</strong></td>
<td></td>
</tr>
<tr>
<td>Own devices</td>
<td>19/21 (90)</td>
</tr>
<tr>
<td>Provided by the committee, if needed</td>
<td>1/21 (5)</td>
</tr>
<tr>
<td>Distributed by the committee</td>
<td>1/21 (5)</td>
</tr>
<tr>
<td><strong>Information for keeping track of IRB meetings</strong></td>
<td></td>
</tr>
<tr>
<td>Note in the logbooks that the meeting was held on the web</td>
<td>21/21 (100)</td>
</tr>
<tr>
<td>Description of the system in use</td>
<td>5/21 (24)</td>
</tr>
<tr>
<td>Note on security policy</td>
<td>3/21 (14)</td>
</tr>
<tr>
<td>Note that there was enough time for discussion</td>
<td>3/21 (14)</td>
</tr>
<tr>
<td>Location of each committee member's place of participation</td>
<td>1/21 (5)</td>
</tr>
<tr>
<td><strong>Web conference system used for IRB meeting</strong></td>
<td></td>
</tr>
<tr>
<td>Google Meet</td>
<td>2/21 (10)</td>
</tr>
<tr>
<td>Skype</td>
<td>2/21 (10)</td>
</tr>
<tr>
<td>Teams</td>
<td>2/21 (10)</td>
</tr>
<tr>
<td>WebEX</td>
<td>8/21 (38)</td>
</tr>
<tr>
<td>Zoom</td>
<td>7/21 (33)</td>
</tr>
<tr>
<td><strong>Security policy</strong></td>
<td></td>
</tr>
<tr>
<td>Requested to be considerate of the surrounding environment during committee meetings</td>
<td>11/21 (52)</td>
</tr>
<tr>
<td>Use of the campus network</td>
<td>6/21 (29)</td>
</tr>
<tr>
<td>Installation of security software</td>
<td>6/21 (29)</td>
</tr>
<tr>
<td>Video recording is not allowed.</td>
<td>2/21 (10)</td>
</tr>
<tr>
<td>Warning about the handling of the URLs distributed for conference participation</td>
<td>1/21 (5)</td>
</tr>
<tr>
<td>Entering a password to join a web conference</td>
<td>2/21 (10)</td>
</tr>
<tr>
<td>Management and tracking of participant accounts</td>
<td>3/21 (14)</td>
</tr>
<tr>
<td>Updated operating system software</td>
<td>1/21 (5)</td>
</tr>
</tbody>
</table>

aIRB: institutional review board.
bMultiple options could be selected.
Table 3. Influence of the introduction of web conference systems for institutional review board meetings on the review process.

<table>
<thead>
<tr>
<th>Activity</th>
<th>IRB&lt;sup&gt;a&lt;/sup&gt; member, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Using video in web-based IRB meeting</strong></td>
<td></td>
</tr>
<tr>
<td>All members</td>
<td>15/21 (71)</td>
</tr>
<tr>
<td>According to member’s choice</td>
<td>6/21 (29)</td>
</tr>
<tr>
<td><strong>Members’ information displayed on screen during the meeting</strong></td>
<td></td>
</tr>
<tr>
<td>Committee members on screen through camera</td>
<td>6/21 (29)</td>
</tr>
<tr>
<td>Review materials and participating committee members</td>
<td>14/21 (66)</td>
</tr>
<tr>
<td>Participant’s choice</td>
<td>1/21 (5)</td>
</tr>
<tr>
<td><strong>Members Using the Web Conferencing System</strong></td>
<td></td>
</tr>
<tr>
<td>All members</td>
<td>11/21 (52)</td>
</tr>
<tr>
<td>External members only</td>
<td>3/21 (14)</td>
</tr>
<tr>
<td>Participant’s choice</td>
<td>7/21 (33)</td>
</tr>
<tr>
<td><strong>Confirmation of decisions made</strong></td>
<td></td>
</tr>
<tr>
<td>Using the tools provided by the web conference system</td>
<td>1/21 (5)</td>
</tr>
<tr>
<td>All committee members are involved prior to decision making</td>
<td>1/21 (5)</td>
</tr>
<tr>
<td>Raising of hands</td>
<td>1/21 (5)</td>
</tr>
<tr>
<td>Verbal confirmation</td>
<td>17/21 (81)</td>
</tr>
<tr>
<td>Making use of the review table</td>
<td>1/21 (5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IRB: institutional review board.

Comparison of IRB Meetings Conducted Before and During the COVID-19 Pandemic

The number of new clinical trial reviews before and during the COVID-19 pandemic (ie, February to May, 2019 and February to May, 2020, respectively) was analyzed to investigate the impact of the COVID-19 pandemic on the conduction of clinical trials. Following the onset of the pandemic, the number of reviews conducted at clinical trial core hospitals decreased (Figure 2). No facility shortened the discussion time by more than 30 minutes, and the number of comments from committee members remained consistent in 86% (18/21) of the facilities (Table 4).

Table 4. Comparison of the discussion characteristics of institutional review board meetings conducted through web conference systems during the COVID-19 epidemic and those of in-person meetings conducted before the COVID-19 epidemic.

<table>
<thead>
<tr>
<th>Discussion characteristics</th>
<th>IRB&lt;sup&gt;a&lt;/sup&gt; member, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Discussion length compared to in-person meetings</strong></td>
<td></td>
</tr>
<tr>
<td>Shorter by &lt;30 minutes</td>
<td>8/21 (38)</td>
</tr>
<tr>
<td>Longer by &lt;30 minutes</td>
<td>2/21 (10)</td>
</tr>
<tr>
<td>Longer by &gt;30 minutes</td>
<td>1/21 (5)</td>
</tr>
<tr>
<td>Same as before</td>
<td>10/21 (48)</td>
</tr>
<tr>
<td><strong>Number of comments made by committee members compared to in-person meetings</strong></td>
<td></td>
</tr>
<tr>
<td>More than 1.5 times</td>
<td>1/21 (5)</td>
</tr>
<tr>
<td>Less than half</td>
<td>2/21 (10)</td>
</tr>
<tr>
<td>Same as before</td>
<td>18/21 (86)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IRB: institutional review board.

Discussion

Principal Results

This study clarifies the problems that need to be solved to improve IRB meetings conducted through web conference systems. This was done by collecting information on the implementation of web conference systems for IRB meetings in Japan's national university hospitals.

In Japan, the declaration of a state of emergency [3] prompted the need to reexamine the way IRB meetings should be held. Along with this, the Ministry of Health, Labor, and Welfare...
issued a notice [5], tentatively allowing IRB meetings to be held in a nonassembly form. In this study, we carried out a questionnaire survey among national university hospitals in the country after the official notice to understand the problems concerning IRB meetings conducted through web conference systems. In addition, we have identified the problems that need to be addressed to improve the quality of such IRB meetings.

After the onset of the COVID-19 pandemic, the number of reviews in clinical trial core hospitals has decreased compared to those before the pandemic. However, there were no significant changes in the number of reviews in other hospitals (Figure 2). This may have been influenced by the fact that 50% (3/6) of the clinical trial core hospitals were located in COVID-19 hotspots and that the number of applications per month at other hospitals was already low (ie, 1.5 applications on average) before the pandemic. However, since the number of reviews has decreased in clinical trial core hospitals, which oversee several clinical trials, there is growing concern about the stagnation of pharmaceutical development due to COVID-19.

Conducting IRB meetings through web conference systems allows people to avoid overcrowding, prevent infection, participate regardless of location, and reduce the time and cost required to commute to IRB meeting venues (Figures 4 and 5). Therefore, continuing the implementation web conference systems for IRB meetings may increase the number of attendees. Moreover, in the current IRB format, ensuring the quality of external members is difficult, especially in provincial cities, as these members would have to commute from neighboring areas. If the quality of IRBs can be guaranteed, even when using a web conference system, more advanced discussions will be possible. Web conference systems allow for the easy invitation of people who have deep insights, but are unable to join regular meetings due to the distance of IRB meeting venues.

![Figure 5. Time required for external committee members to get to institutional review board meeting sites at university hospitals in Japan.](image)

Based on our survey on the implementation of web conference systems for IRB meetings, we were able to clarify certain aspects related to such meetings. For instance, there was no significant change in facilities that delayed IRB meetings, even in facilities located in a COVID-19 endemic area. There was also no significant increase in the rates of implementing web conference systems for IRB meetings at facilities located in a COVID-19 endemic area. Furthermore, the introduction rate of web conference systems was high in facilities that digitized their review materials (Figure 3). The digitization of review materials may have influenced the introduction of web conference systems for IRB meetings. In addition, 71% (15/21) of the facilities spent US $0 in the introduction of such meetings (Table 1). This indicated that facilities that did not adopt a web conference system would have incurred almost no financial cost in implementing a web conference system. This may be because 90% (19/21) of the facilities held meetings using personal devices. In addition, internet connectivity was identified as the most common issue in the introduction of web conference systems. However, this issue can be resolved in the future with advancements in science and technology [7,8]. Our results suggest that financial cost is not an obstacle in the introduction of web conference systems for IRB meetings. However, since such meetings rely on an internet connection, it is necessary to carry out measures for unanticipated issues that are nonexistent during face-to-face meetings.

In our survey, the web conference systems varied depending on the facility, and even the most used system, WebEX, was only used by 38% (8/21) of facilities. Further, if IRB information is compromised, many facilities, such as companies and universities, would suffer great losses. Security measures are important for preventing information leakage, but these
measures are not standardized among facilities (Table 2). Nevertheless, all security measures implemented by the surveyed facilities were considered appropriate. In order to prevent information leakage in facilities with poor security measures, the country’s regulatory boards and organizations are expected to release guidelines concerning the improvement of implementing web conference systems, including guidelines for security measures.

Of the 21 facilities that introduced web conference systems for IRB meetings, 15 (71%) stated that they would continue to hold web-based meetings. Therefore, it is likely that such IRB meetings will continue, even after the pandemic, when assembly IRB meetings can be resumed. However, there are concerns that the use of conferencing systems will reduce the quality of IRB meeting deliberation. Our survey was conducted to clarify the measures needed to improve the quality of IRB meetings conducted through web conference systems.

This study revealed that the use of cameras during meetings, the content displayed on computer screens, and the scope of members who participate in meetings using the web conference system differed depending on the facility (Table 3). Additionally, compared to in-person IRB meetings conducted before the COVID-19 pandemic, no facility shortened the time of discussion by more than 30 minutes for web-based IRB meetings, and 86% of facilities stated that IRB members made the same number of comments during such meetings (Table 4). Based on these results, in order to improve the quality of IRB meetings conducted through web conference systems, it is necessary to further examine members’ use of cameras, the content displayed on members’ computer screens, and the scope of members who participate in meetings using a web conference system.

Due to the COVID-19 pandemic, the overall number of reviews in clinical trial core hospitals has decreased. Additionally, while 68% (21/31) of surveyed facilities introduced web conference systems for IRB meetings, 13% (4/31) postponed IRB meetings. According to the 71% (15/21) of the respondents who implemented web conference systems for IRB meetings, the cost of implementation was US $0, showing that there is almost no financial burden for implementing web conference systems. In 90% (19/21) of the facilities, web-based IRB meetings were already being conducted using personal electronic devices. Furthermore, in 48% (10/21) of the facilities, the web conference system was used in conjunction with face-to-face meetings. This study revealed that the use of cameras during meetings, the content displayed on computer screens, and the scope of members who participate in meetings using a web conference system differed depending on the facility.

Based on our results, we found that although many facilities could create a system for conducting web-based IRB meetings, the methods for implementing such meetings were not uniform among facilities. It is necessary to ensure the quality of IRB discussions, even if a web conferencing system is used. Further studies on the use of cameras, the content displayed on computer screens, and the scope of members who participate in meetings using a web conference system are necessary to ensure the quality of the system.

Limitations

This study may have some limitations. For instance, our survey was administered to hospitals in Japan. Since the laws regarding clinical trials vary from country to country, the measures obtained in this study may not necessarily apply to other countries. In addition, since the survey was conducted under special circumstances (i.e., the COVID-19 pandemic), it is necessary to carefully discuss whether our findings can be applied to situations after the COVID-19 pandemic. Some respondents stated that the attendance rate increased due to the introduction of web conference systems for IRB meetings, but it cannot be denied that this may be due to the decrease in the number of business trips and other meetings caused by the impact of COVID-19. As such, the attendance rate during web-based IRB meetings must be reviewed after the end of the pandemic.

Conclusions

In this study, we identified the problems in conducting IRB meetings through web conference systems. It is necessary to improve the quality of such IRB meetings by investigating and verifying the measures for solving these problems. The results of this study can be used to guide future IRB meetings held after the end of the COVID-19 pandemic, once it becomes possible to hold face-to-face meetings. Our results are not limited to IRBs and can be used as a reference for introducing a web conference system to other organizations.
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Abstract

Background: Since the novel coronavirus emerged in late 2019, the scientific and public health community around the world have sought to better understand, surveil, treat, and prevent the disease, COVID-19. In sub-Saharan Africa (SSA), many countries have responded aggressively and decisively with lockdown measures and border closures. Such actions may have helped prevent large outbreaks throughout much of the region, though there is substantial variation in caseloads and mortality between nations. Additionally, the health system infrastructure remains a concern throughout much of SSA, and the lockdown measures threaten to increase poverty and food insecurity for the subcontinent’s poorest residents. The lack of sufficient testing, asymptomatic infections, and poor reporting practices in many countries limit our understanding of the virus’s impact, creating a need for better and more accurate surveillance metrics that account for underreporting and data contamination.

Objective: The goal of this study is to improve infectious disease surveillance by complementing standardized metrics with new and decomposable surveillance metrics of COVID-19 that overcome data limitations and contamination inherent in public health surveillance systems. In addition to prevalence of observed daily and cumulative testing, testing positivity rates, morbidity, and mortality, we derived COVID-19 transmission in terms of speed, acceleration or deceleration, change in acceleration or deceleration (jerk), and 7-day transmission rate persistence, which explains where and how rapidly COVID-19 is transmitting and quantifies shifts in the rate of acceleration or deceleration to inform policies to mitigate and prevent COVID-19 and food insecurity in SSA.

Methods: We extracted 60 days of COVID-19 data from public health registries and employed an empirical difference equation to measure daily case numbers in 47 sub-Saharan countries as a function of the prior number of cases, the level of testing, and weekly shift variables based on a dynamic panel model that was estimated using the generalized method of moments approach by implementing the Arellano-Bond estimator in R.

Results: Kenya, Ghana, Nigeria, Ethiopia, and South Africa have the most observed cases of COVID-19, and the Seychelles, Eritrea, Mauritius, Comoros, and Burundi have the fewest. In contrast, the speed, acceleration, jerk, and 7-day persistence indicate rates of COVID-19 transmissions differ from observed cases. In September 2020, Cape Verde, Namibia, Eswatini, and South
Africa had the highest speed of COVID-19 transmissions at 13.1, 7.1, 3.6, and 3 infections per 100,000, respectively; Zimbabwe had an accelerated rate of transmission, while Zambia had the largest rate of deceleration this week compared to last week, referred to as a jerk. Finally, the 7-day persistence rate indicates the number of cases on September 15, 2020, which are a function of new infections from September 8, 2020, decreased in South Africa from 216.7 to 173.2 and Ethiopia from 136.7 to 106.3 per 100,000. The statistical approach was validated based on the regression results; they determined recent changes in the pattern of infection, and during the weeks of September 1-8 and September 9-15, there were substantial country differences in the evolution of the SSA pandemic. This change represents a decrease in the transmission model R value for that week and is consistent with a de-escalation in the pandemic for the sub-Saharan African continent in general.

Conclusions: Standard surveillance metrics such as daily observed new COVID-19 cases or deaths are necessary but insufficient to mitigate and prevent COVID-19 transmission. Public health leaders also need to know where COVID-19 transmission rates are accelerating or decelerating, whether those rates increase or decrease over short time frames because the pandemic can quickly escalate, and how many cases today are a function of new infections 7 days ago. Even though SSA is home to some of the poorest countries in the world, development and population size are not necessarily predictive of COVID-19 transmission, meaning higher income countries like the United States can learn from African countries on how best to implement mitigation and prevention efforts.
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Introduction

Background

In December 2019, a novel illness leading to severe pneumonia and acute respiratory disease was observed in Wuhan, China. The etiologic pathogen was identified as a novel coronavirus, SARS-CoV-2, and the associated respiratory illness was named COVID-19 [1]. As cases began to spread from China, the outbreak was recognized as a global health emergency by the World Health Organization (WHO). Within weeks, the economic significance, clinical manifestations, and the burden on local health systems began to be felt universally. To date (September 27, 2020), over 33 million cases have been reported worldwide, with 128.1 deaths per 1 million [2]. Africa as a whole has reported 1.45 million cases, while the United States has reported over 7.2 million cases, India over 5.9 million, and Brazil over 4.7 million [2].

Using commonalities in geography, development, economics, and climate, the World Bank encompasses 48 countries within the sub-Saharan Africa (SSA) region [3]. The countries of SSA today (September 27, 2020) report 1,131,385 total COVID-19 cases and 26,285 COVID-19–related deaths [2]. SSA comprises immense diversity among the 750 million people that reside in the region. Africa has more than 2000 separate and distinct languages, as well as numerous cultural and ethnic groups with their own history, traditions, and religion [4]. These countries also vary in governance, political stability and unrest, infrastructure, medical resources, and public health [5]. Given their proximity and heterogeneity, SSA countries face additional challenges implementing unified policies to combat the pandemic.

The first reported case of COVID-19 in SSA occurred in Nigeria in February 2020 (Figure 1) [6]. The case was an Italian citizen who returned to Lagos, Nigeria for work after visiting Italy. The Nigerian Minister of Health published health precautions following the positive test result encouraging all Nigerians to take safety measures such as hand washing and social distancing seriously [6]. Since then, Nigeria has reported over 55,000 cases with 5 deaths per 1 million [2]. South Africa has thus far reported the greatest number of cases in SSA at nearly 642,000 cases, with countries like Seychelles, Eritrea, and Mauritius reporting the least for the region at less than 500 cases [2].

SSA has vast experience in tracking and treating infectious outbreaks, with 45% of the continent facing at least one epidemic per year [7]. Countries have been able to leverage this experience to effectively ramp up diagnostic testing for COVID-19 and reinforce previously communicated public health practices such as hand hygiene and social distancing [8]. In Nigeria, tuberculosis (TB) and HIV testing technologies have been converted for COVID-19 use, and in Ethiopia, Abbott reconfigured instruments to increase COVID-19 testing capacity to 7600 tests per day [9]. Through such measures, African countries increased diagnostic capacity from 2 to 43 countries in 3 months and are currently working to further increase subnational capacity [9].

Urban areas must also mitigate the transmission of the virus within a context of high population density and mobility. The...
rapid urbanization of SSA cities has resulted in nearly 60% of urban dwellers (336 million people) living in informal settlements and slums [10]. SSA must cope with all of these challenges along with the burden of its inconsistent infrastructure and policy systems (ie, inequalities in access to safe water and sanitation, drought impacts, access to health care facilities), high population to medical provider ratio, and fragile economies vulnerable to lockdown costs in facing this pandemic [10].

Figure 1. Sub-Saharan Africa COVID timeline.

Demographic and Geographic Profile
SSA has high fertility combined with a decrease in infant and child mortality, which results in a short and wide base in the population pyramid (see Figure 2) [11]. Compared to high income and developed countries, SSA is a youthful population. SSA is home to 37 of the world’s youngest countries with nearly 60% of the population younger than 25 years and more than 90% of its population younger than 50 years [12] (see Figure 2). Although younger people are less likely than older adults to develop severe outcomes of COVID-19, it is unclear if SSA’s youthful population benefits from age-related protective factors due to the health effects of food insecurities and the high communicable disease rate (eg, HIV/AIDS, TB, and malaria) [12]. Some research suggests that the young average age of the population and the prominence of rural dwellings may limit the overall spread and severity of the pandemic, perhaps outweighing the negative impact incurred by the high communicable disease burden [5]. The pervasiveness of rural dwellers, however, also increases the likelihood of staggered outbreaks, requiring vigilance in policy making [5]. Children are just as likely as adults to become infected with SARS-CoV-2 but are less likely to be symptomatic or develop severe symptoms [13-15]. Thus, when comparing SSA to Europe, Asia, and North America, SSA has a significantly younger population structure [16].

Population density is another COVID-19 demographic risk factor. The closer people live to each other and the more they interact, the greater the likelihood of transmitting the novel coronavirus [17]. Even though the African continent has experienced significant growth due to the high fertility rates and lower mortality rates, Africa still has several sparsely populated areas. In 2017, the average population density was 16.6 persons per square kilometer. Today, the average population density of the whole world is 51 persons per square kilometer, and 23 African countries rank below the global average. Moreover, most of the African countries with the highest population density are smaller countries such as Rwanda, Comoros, Burundi, and Mauritius [18].

Out of the more than 1 billion people that live in SSA, there are 2,213,327 more females than males. Worldwide, males generally have experienced worse outcomes from COVID-19 than females [19-21].
Figure 2. Population pyramid for sub-Saharan Africa.

Policies and Governance

As early as January 2020, countries such as Côte d’Ivoire (Ivory Coast) began implementing symptom checks at airports and travel restrictions from China [22]. In February, the Africa Centres for Disease Control and Prevention (Africa CDC) organized the Africa Joint Continental Strategy: COVID-19 Outbreak among the African Union. Member states created an international task force aimed at preventing mortality and morbidity while abating social disturbance and economic penalties [23]. This task force has since recommended evidence-based policies, worked to procure diagnostic tools, organized workshops for containment and mitigation strategies, and provided training and advice for public health systems [8,22]. By the end of May, most African countries had banned flights from Asia and Europe as well as implemented quarantine periods for other travelers and placed restrictions on school and other public gatherings, in addition to executing lockdowns and curfews [22].

Although most SSA countries acted promptly and decisively, others have been more inert. Tanzania’s President John Magufuli, for example, declared diagnostic tests defective in May after samples from goats and sheep returned positive [24]. Soon after, the country abandoned reporting new cases (last reported number at 509) and in June declared itself virus-free [25]. Subsequently, neighboring countries (ie, Kenya, Uganda, and Zambia) tightened their borders in an attempt to control spread, especially with truck driver mobility [24]. In addition, Uganda and Kenya set curfews and partial or full lockdowns alongside designated isolation facilities [24,26]. Similarly, Zambia set aside two medical facilities in the capital for the purpose of quarantining, and the Democratic Republic of the Congo closed provincial borders, churches, and educational facilities in addition to implementing curfews [26,27]. This was in contrast to Tanzania’s open churches and mosques as well as public transportation despite an initial ban on public gatherings [28,29]. Still, in other countries the spread of false or unconfirmed information by politicians and public figures about coronavirus “cures” such as the herbal tonic promoted by President Andry Rajoelina of Madagascar caused confusion and some preventable deaths [30].

Another major concern has been the use of oppressive actions by law enforcement to contain outbreaks. There have been reports in Kenya of civilian deaths by security forces in the process of enforcing curfews [31]. Uganda similarly reported attacks on lesbian, gay, bisexual, transgender, and queer individuals in a shelter for failure to social distance [31]. Uganda, Nigeria, and the Democratic Republic of Congo have seen the largest increase in violence targeting civilians since the pandemic onset compared to the immediate prepandemic period [32]. At the expense of civil liberties, South Africa and Mozambique set restrictions on the spread of misinformation around the outbreak. Ethiopia postponed elections in an effort to minimize large gatherings, and Ghana banned political rallies in advance of its December 2020 elections [12,33]. Achieving the delicate balance between protecting human rights and limiting misinformation while effectively containing outbreaks in countries with a history of oppressive governments and political unrest will be critical to regaining stability in the postcoronavirus era.

Health Systems

Public health systems must confront provider shortages, limited health facilities, and medical supply shortages in meeting community needs [34]. Rural residents especially have to travel longer distances and have worse access to health care due to these shortages [34]. On average, African countries have 1.8 hospital beds per 1000 people. South Africa has 2.8, Botswana 1.8, Nigeria 0.5, Ethiopia 0.3, and Ghana 0.9 [35]. Uganda has 55 intensive care unit beds for 40 million people with added limitations due to a dearth in critical care doctors and anesthetists [36]. South Africa has 0.9 physicians per 1000 people, Botswana 0.5, Nigeria 0.4, and Ethiopia and Ghana 0.1 [35]. In comparison, the United States has 2.6, Italy has 4.0, and China has 2.0 physicians per 1000 people [37]. Armed conflicts in South Sudan after nearly a decade of conflict have...
Weakened the health system with damage to infrastructure, depletion of workforce, and reallocation of funds toward national security [38]. In Burkina Faso, displacement of people and increased migration across its borders has similarly complicated the health system’s ability to meet health needs [38].

Furthermore, many SSA countries are not able to screen for COVID-19 using constitutional symptoms like fevers, as they face high concurrent infection rates [5,36]. The current pandemic necessitates redirection of resources from other public health initiatives to COVID-19, allowing countries to meet imminent needs at the expense of others. Countries like Nigeria have been able to effectively combat COVID-19 by transitioning infrastructure (ie, laboratory services, surveillance, and human resources) and converting diagnostic tests previously meant for poliovirus, as they had done during the Ebola outbreak [8,38,39]. Although this is innovative and highly effective, it does come with consequences: the Ebola outbreak was later associated with a decrease in hospital births and an increase in maternal mortality rates [10]. Recent news has similarly revealed major concerns around maternal mortality in light of COVID-19 precautions [40].

There is a global shortage of personal protective equipment (ie, face masks, plastic and rubber gloves, and surgical garments), diagnostic tools, and ventilators, which is more pronounced in SSA due to dependencies on imported medical and pharmaceutical products [38]. African countries as a whole import a total of US $748 million in protective garments and US $929 million in disinfectants and sterilization products annually [10]. Countries worldwide have placed limitations on the export of supplies they deem necessary for tackling COVID-19 internally. These include protective masks, ventilators, medicines, disinfectants and sterilization products, intubation products, and paper bedsheets among others [10]. Although this adds to the concerns for the region, the WHO, Jack Ma Foundation, and Alibaba Foundation in Ethiopia, among many others, have continued to donate medical equipment and diagnostic kits to mitigate burdens on African Union states [26,41].

Economics
The World Bank estimates 70-100 million people worldwide may be pushed below the poverty level as a result of the COVID-19 pandemic, and anywhere from 26-39 million of them reside in SSA, which is now projected to experience its first recession in 25 years [42]. The economic effects of the pandemic are likely to impact younger people in the sub-Saharan workforce who provide physical labor [43]. In South Africa, the government has imposed several waves of lockdowns and closures, and last month was forced to reimpose a curfew when cases rebounded. The South African Chamber of Commerce and Industry has projected unemployment as high as 50% in coming months, and the economy is projected to shrink 7% this year [44]. The novel coronavirus has also delayed the implementation of the African Continental Free Trade Area implementation and instead has led to a series of border closures throughout the region [45]. The economic policy responses to COVID-19 have varied significantly between nations and have involved a number of different tactics: interest rate cuts, fee waivers, and direct relief. A majority of sub-Saharan national governments are now offering some level of income support for lost wages as a result of the pandemic, though only Gabon and Benin are providing more than 50% of lost salary. In addition, a number of the region’s most populous nations including Nigeria, Ethiopia, the Democratic Republic of Congo, Tanzania, and South Africa, are currently offering no wage relief [46].

Food Security
The impact of COVID-19 on food security is both direct and indirect: agricultural production itself is projected to contract from 2% to 7% alongside decreased food imports resulting from increased costs associated with border closures and disrupted supply chains. An analysis of Ghana’s 3-week lockdown in March found the agrifood system gross domestic policy, which incorporates primary agriculture as well as food trade and food service industries, declined 19.8%, even though primary agricultural activities were excluded from lockdown measures [47]. Nigeria also saw a similar drop in agrifood gross domestic product during its own lockdown [48]. The primary reason for a projected increase in acute hunger is simply falling incomes resulting from the economic fallout previously described [42]. Those near or below the poverty line spend a larger share of their income on food, and any decline in incomes is likely to directly impact their access to food [49]. Food prices have begun to rise, which may leave struggling residents with fewer calories and a need to substitute with cheaper, less nutritious options. Indeed, a study conducted in Addis Ababa, Ethiopia in May found that one-fourth of all households reported reducing their household food expenditures over the previous month, and the biggest decline in spending was on fresh produce [50]. Eastern Africa countries including Ethiopia, Kenya, and Tanzania have faced large-scale crop devastation due to locusts and flooding. Budget shortfalls have limited food distribution by the World Food Programme and the United Nations Commissioner for Refugees in the region, affecting the 3.2 million refugees currently residing in Ethiopia, Kenya, Sudan, South Sudan, and Tanzania. A recent survey of South Sudanese refugees found 80% were resorting to rationing or skipping meals, and refugee camps in Rwanda have reported a 27% increase in food prices. So-called transitional food supply chains, which feature many links and often end at small enterprises and wet markets, are the predominant pattern in much of SSA and will likely struggle to comply with stringent government-imposed regulation [51].

Sociocultural
There are a number of social and cultural factors that affect both the impact of COVID-19 on SSA and the response to the pandemic. Infrastructure challenges pose a barrier on a number of fronts: a lack of piped water limits hand hygiene, uneven personal transportation options impede access to resources during lockdowns, and overcrowded housing in urban and semirural areas make social distancing impossible [7]. There is also a fear that lockdowns and closures may exacerbate certain structural inequalities. School closures threaten long-term educational attainment, and socially distant learning is simply not an option in locales with limited or nonexistent internet access. According to data from the International
Telecommunications Union, Africa has the largest share of the world’s offline population, with an overall internet penetration rate of around 28% [52]. Gender-based violence is also expected to increase with prolonged lockdowns, and the pandemic threatens to reverse hard-fought economic and social advances in gender equality in recent decades [40,53,54]. A final psychosocial factor playing out in real time is the impact of recent previous infectious disease outbreaks such as Ebola and HIV. Although this recent experience has in some cases led to more aggressive policy responses than in other global regions, many of the public health response challenges for Ebola, as well as the mistrust of health care workers and stigmatization of victims and survivors, have persisted amid the COVID-19 response [55].

Long-Term Outcomes of COVID-19

The legacy of the SARS-CoV-2 pandemic in SSA will depend on the morbidity and mortality of the pandemic but also the response. Currently, South Africa accounts for over half of reported cases in SSA, and although limited testing and surveillance may put those numbers into question, it appears that much of the region has yet to experience a large outbreak [56,57]. As previously outlined, many of the region’s countries acted decisively and swiftly to impose lockdown measures even as case numbers were still relatively low. The region now, however, faces the ongoing dilemma of confronting worsening poverty and food insecurity while also maintaining some public health measures to limit a renewed wave of infection. The lack of health care infrastructure remains a significant concern, and the informal and labor-intensive character of the region’s economy makes lockdowns, that wealthier nations implement, unsustainable. Public health experts fear the upshot of the pandemic may be a resurgence in malaria, TB, and other deadly diseases [58]; however, there remains hope that the response to COVID-19 and the upheaval resulting from the virus may facilitate creative and inclusive initiatives that not only limit the effects of the virus but also contribute to a sustainable recovery and growth [12].

Scientists continue to praise Africa’s quick response to closing international borders and enforcing strict quarantine and social distancing measures in many countries even before any deaths were reported [59,60]. Since August 1, 2020, nations in SSA have seen an attenuation in many of the public health and social measures responsible for the incredible early success in combatting the virus [61]. Countries have begun to lift their lockdowns and ease back into a prepandemic form of life. Earlier in September, Zimbabwe recorded no COVID-19–related deaths over an entire week [61]; moreover, many residents have stopped wearing masks, and the government eased its restrictions. As Nigeria similarly began to see a decline in cases, they opened their borders for international travel on September 5, 2020 [62].

With reported cases falling in South Africa, the government reduced its national alert level from level 3 to level 2 on August 17, 2020, lifting travel restrictions between provinces; allowing bars, taverns, gyms, and beaches to open; and ending the ban of alcohol and cigarette sales [63,64]. After continued reduced disease spread, the government further reduced its national alert level to level 1 on September 20, 2020, increasing the capacity allowed within event venues [65]. As these restrictions continue to be eased across the continent, their effectiveness and impact on the spread of SARS-CoV-2 are still to be determined.

Objective

Several organizations have developed surveillance and tracking tools for SARS-CoV-2 cases in Africa. These include the WHO Regional Office of Africa, the Africa CDC, the Worldometer, the Tony Blair Institute for Global Change, Johns Hopkins University, Statista, and the New York Times [2,7,22,66-69]. Although these data repositories offer good proxies for COVID-19 morbidity and mortality, they have undercounts, errors, and reporting biases. To that end, the objective of our research is to derive speed, acceleration and deceleration, jerk, and 7-day persistence to measure where and how rapidly COVID-19 is transmitting. We will rely on dynamic panel modeling and generalized method of the moments that correct for data limitations. Our study will measure the underlying causal effect from the previous week that persists through the current week with a 7-day persistence rate that explains new infections in the current week as a direct result of infections from the prior week. In SSA, for example, a 7-day persistence can occur following protest against postponed elections as was seen in Guinea this March. In summary, we will measure negative and positive shifts in the transmission of SARS-CoV-2 or the acceleration and deceleration rates that do not have sampling bias.

Methods

The Foundation for Innovative New Diagnostics [70] compiles data from multiple sources across individual websites, statistical reports, and press releases; data for the most recent 8 weeks were accessed from the GitHub repository [71]. This resulted in a panel of 47 countries with 60 days in each panel (n=2820). An empirical difference equation was specified in which the number of positive cases in each state at each day is a function of the prior number of cases, the level of testing, and weekly errors, and reporting biases. To that end, the objective of our research is to derive speed, acceleration and deceleration, jerk, and 7-day persistence to measure where and how rapidly COVID-19 is transmitting. We will rely on dynamic panel modeling and generalized method of the moments that correct for data limitations. Our study will measure the underlying causal effect from the previous week that persists through the current week with a 7-day persistence rate that explains new infections in the current week as a direct result of infections from the prior week. In SSA, for example, a 7-day persistence can occur following protest against postponed elections as was seen in Guinea this March. In summary, we will measure negative and positive shifts in the transmission of SARS-CoV-2 or the acceleration and deceleration rates that do not have sampling bias.

Aregelano-Bond estimation in R (the R Foundation for Statistical Computing) [72,73].

Aregelano-Bond estimation of difference equations has several statistical advantages: it allows for statistical examination of the model’s predictive ability and the validity of the model specification, it corrects for autocorrelation and heteroscedasticity, it has good properties for data with a small number of time periods and large number of countries, and it corrects for omitted variables issues and provides a statistical test of correction validity. With these advantages, the method is applicable to ascertaining and statistically validating changes in the evolution of the pandemic within a period of a week or less, such as changes in the reproduction rate [74].

https://www.jmir.org/2020/11/e24248
Results

Country Regression Results

We group 47 countries into the global region of SSA and present the regression results. The weekly surveillance products will be based on these regressions.

For SSA, the regression Wald statistic showed that the model was statistically significant ($\chi^2 = 289, P < .001$), and the Sargan test failed to reject the validity of the overidentifying restrictions $\chi^2_{778} = 47, P > .99$; Table 1).

Table 1. Arellano-Bond dynamic panel data modeling of the number of daily infections reported by country, September 1-15, 2020.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1Pos$^a$</td>
<td>0.052</td>
<td>.20</td>
</tr>
<tr>
<td>L7Pos$^b$</td>
<td>0.069</td>
<td>.11</td>
</tr>
<tr>
<td>Cumulative Tests</td>
<td>0.013</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Shift parameter week of September 8</td>
<td>−0.359</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Shift parameter week of September 15</td>
<td>−1.05</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Weekend</td>
<td>−0.131</td>
<td>.19</td>
</tr>
</tbody>
</table>

$^a$L1Pos: 1-day persistence. The number of new infections today that are statistically related to those new infections 1 day ago per 100,000 population. Infections 1 day ago has an echo forward effect in COVID-19 transmissions that we call 1-day persistence rate.

$^b$L7Pos: 7-day persistence. The number of new infections today that are statistically related to those new infections 7 days ago per 100,000 population. Infections 7 days ago has an echo forward effect in COVID-19 transmissions that we call 7-day persistence rate.

The coefficient on the first persistence of the dependent variable was not statistically significant, nor were the shift parameters for the weeks of September 8 and 15, 2020, for this coefficient. The coefficient on the seventh persistence was not statistically significant. This is consistent with the COVID-19 transmission rates. Overall, the rates are not changing significantly in SSA. The shift parameter for the weeks of September 8 and 15 were statistically significant. The cumulative number of tests administered was significant (coefficient 0.013, $P = .001$). The weekend variable was significant (coefficient −0.131, $P = .19$).

Interpretation: SSA Regression Results

SSA overall appears to be fairly calm, with the only statistically significant effect being cumulative testing and the weekend effect. Both static surveillance metrics such as new cases of COVID-19 infections, cumulative cases, and deaths indicate a leveling or declining effect, but some countries appear to have accelerated growth in rates of COVID-19 transmissions.

Surveillance Results

Surveillance results are presented in Tables 2-5. The four novel surveillance indicators are calculated as weekly averages to compare the transmission of COVID-19 from week to week (see Tables 2 and 3). These surveillance system data elements include average weekly number of daily positive tests per 100,000 population, referred to as speed; weekly average of day-to-day change in the number of positives per day per 100,000 population, referred to as acceleration; change in acceleration, referred to as jerk, which is the acceleration in the current week less the acceleration in the prior week (a sustained positive jerk is typically associated with explosive growth); and the 7-day persistence, which is the number of new cases of COVID-19 reported on the current day per 100,000 population (ie, current speed) that are associated with new cases reported 7 days ago (ie, last week’s speed), measures how much an increase in speed in the previous week persists into the current week. Data are presented according to SSA countries. These novel indicators are standardized per 100,000 population to compare changes in rates of COVID-19 transmission between countries.
Table 2. Surveillance metrics for the week of September 1-8, 2020.

<table>
<thead>
<tr>
<th>Country</th>
<th>Speed: daily positives per 100,000 (weekly average of new daily cases per 100,000), n</th>
<th>Acceleration: day-to-day change in the number of positives per day (weekly average per 100,000)</th>
<th>Jerk: week over week change in acceleration (per 100,000)</th>
<th>7-day persistence effect on speed (new cases per day per 100,000), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angola</td>
<td>0.14</td>
<td>-0.01</td>
<td>0.00</td>
<td>6.34</td>
</tr>
<tr>
<td>Benin</td>
<td>0.08</td>
<td>0.00</td>
<td>0.00</td>
<td>0.43</td>
</tr>
<tr>
<td>Botswana</td>
<td>2.49</td>
<td>-0.56</td>
<td>-1.33</td>
<td>2.30</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>0.07</td>
<td>0.00</td>
<td>0.00</td>
<td>0.45</td>
</tr>
<tr>
<td>Burundi</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.21</td>
</tr>
<tr>
<td>Cameroon</td>
<td>0.24</td>
<td>-0.01</td>
<td>-0.01</td>
<td>6.20</td>
</tr>
<tr>
<td>Cape Verde</td>
<td>11.17</td>
<td>-1.14</td>
<td>-1.04</td>
<td>5.71</td>
</tr>
<tr>
<td>Central African Republic</td>
<td>0.07</td>
<td>0.02</td>
<td>0.05</td>
<td>0.28</td>
</tr>
<tr>
<td>Chad</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.31</td>
</tr>
<tr>
<td>Comoros</td>
<td>0.49</td>
<td>0.00</td>
<td>0.00</td>
<td>0.14</td>
</tr>
<tr>
<td>Congo-Brazzaville (Republic of Congo)</td>
<td>2.42</td>
<td>0.00</td>
<td>-0.70</td>
<td>0.00</td>
</tr>
<tr>
<td>Congo-Kinshasa (Democratic Republic of Congo)</td>
<td>0.03</td>
<td>0.01</td>
<td>0.01</td>
<td>3.03</td>
</tr>
<tr>
<td>Cote d’Ivoire</td>
<td>0.37</td>
<td>0.02</td>
<td>0.03</td>
<td>7.69</td>
</tr>
<tr>
<td>Equatorial Guinea</td>
<td>0.21</td>
<td>-0.25</td>
<td>-0.39</td>
<td>0.55</td>
</tr>
<tr>
<td>Eritrea</td>
<td>0.09</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>Eswatini (Swaziland)</td>
<td>3.56</td>
<td>-0.26</td>
<td>-0.45</td>
<td>4.14</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>0.95</td>
<td>0.00</td>
<td>0.00</td>
<td>136.70</td>
</tr>
<tr>
<td>Gabon</td>
<td>0.49</td>
<td>0.00</td>
<td>0.14</td>
<td>1.76</td>
</tr>
<tr>
<td>Gambia</td>
<td>1.50</td>
<td>0.07</td>
<td>0.07</td>
<td>4.88</td>
</tr>
<tr>
<td>Ghana</td>
<td>0.26</td>
<td>-0.01</td>
<td>-0.01</td>
<td>10.56</td>
</tr>
<tr>
<td>Guinea</td>
<td>0.41</td>
<td>-0.04</td>
<td>-0.02</td>
<td>4.99</td>
</tr>
<tr>
<td>Guinea-Bissau</td>
<td>0.30</td>
<td>0.00</td>
<td>0.00</td>
<td>0.80</td>
</tr>
<tr>
<td>Kenya</td>
<td>0.28</td>
<td>0.01</td>
<td>0.02</td>
<td>21.50</td>
</tr>
<tr>
<td>Lesotho</td>
<td>0.42</td>
<td>0.00</td>
<td>0.00</td>
<td>0.51</td>
</tr>
<tr>
<td>Liberia</td>
<td>0.02</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.14</td>
</tr>
<tr>
<td>Madagascar</td>
<td>0.25</td>
<td>-0.01</td>
<td>-0.01</td>
<td>6.85</td>
</tr>
<tr>
<td>Malawi</td>
<td>0.04</td>
<td>0.00</td>
<td>0.02</td>
<td>2.18</td>
</tr>
<tr>
<td>Mali</td>
<td>0.08</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.91</td>
</tr>
<tr>
<td>Mauritania</td>
<td>0.28</td>
<td>-0.09</td>
<td>-0.06</td>
<td>1.63</td>
</tr>
<tr>
<td>Mauritius</td>
<td>0.06</td>
<td>0.06</td>
<td>0.07</td>
<td>0.11</td>
</tr>
<tr>
<td>Mozambique</td>
<td>0.29</td>
<td>-0.02</td>
<td>-0.02</td>
<td>7.55</td>
</tr>
<tr>
<td>Namibia</td>
<td>7.08</td>
<td>-0.14</td>
<td>0.21</td>
<td>21.78</td>
</tr>
<tr>
<td>Niger</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
</tr>
<tr>
<td>Nigeria</td>
<td>0.09</td>
<td>0.00</td>
<td>0.00</td>
<td>20.57</td>
</tr>
<tr>
<td>Rwanda</td>
<td>0.34</td>
<td>-0.06</td>
<td>-0.05</td>
<td>8.60</td>
</tr>
<tr>
<td>Sao Tome and Principe</td>
<td>0.13</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
</tr>
<tr>
<td>Senegal</td>
<td>0.34</td>
<td>-0.01</td>
<td>0.01</td>
<td>8.52</td>
</tr>
<tr>
<td>Seychelles</td>
<td>0.15</td>
<td>0.00</td>
<td>-0.15</td>
<td>0.00</td>
</tr>
<tr>
<td>Sierra Leone</td>
<td>0.07</td>
<td>0.01</td>
<td>0.00</td>
<td>0.38</td>
</tr>
<tr>
<td>Country</td>
<td>Speed: daily positives per 100,000 (weekly average of new daily cases per 100,000), n</td>
<td>Acceleration: day-to-day change in the number of positives per day (weekly average per 100,000)</td>
<td>Jerk: week over week change in acceleration (per 100,000)</td>
<td>7-day persistence effect on speed (new cases per day per 100,000), n</td>
</tr>
<tr>
<td>---------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------</td>
<td>-----------------------------------------------------</td>
</tr>
<tr>
<td>Somalia</td>
<td>0.06</td>
<td>0.01</td>
<td>0.01</td>
<td>0.50</td>
</tr>
<tr>
<td>South Africa</td>
<td>2.97</td>
<td>−0.03</td>
<td>0.24</td>
<td>216.68</td>
</tr>
<tr>
<td>South Sudan</td>
<td>0.03</td>
<td>0.01</td>
<td>0.02</td>
<td>0.28</td>
</tr>
<tr>
<td>Sudan</td>
<td>0.08</td>
<td>0.00</td>
<td>0.00</td>
<td>3.06</td>
</tr>
<tr>
<td>Togo</td>
<td>0.17</td>
<td>0.01</td>
<td>0.01</td>
<td>1.52</td>
</tr>
<tr>
<td>Tanzania</td>
<td>_a</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Uganda</td>
<td>0.28</td>
<td>0.02</td>
<td>0.00</td>
<td>8.69</td>
</tr>
<tr>
<td>Zambia</td>
<td>0.46</td>
<td>−0.13</td>
<td>−0.12</td>
<td>15.58</td>
</tr>
<tr>
<td>Zimbabwe</td>
<td>0.81</td>
<td>0.03</td>
<td>−0.34</td>
<td>5.16</td>
</tr>
</tbody>
</table>

_aTanzania does not report COVID-19 cases._

<table>
<thead>
<tr>
<th>Country</th>
<th>Speed: daily positives per 100,000 (weekly average of new daily cases per 100,000), n</th>
<th>Acceleration: day-to-day change in the number of positives per day (weekly average per 100,000)</th>
<th>Jerk: week over week change in acceleration (per 100,000)</th>
<th>7-day persistence effect on speed (new cases per day per 100,000), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angola</td>
<td>0.24</td>
<td>0.04</td>
<td>0.02</td>
<td>4.32</td>
</tr>
<tr>
<td>Benin</td>
<td>0.07</td>
<td>0.00</td>
<td>0.00</td>
<td>0.97</td>
</tr>
<tr>
<td>Botswana</td>
<td>2.09</td>
<td>0.00</td>
<td>-0.54</td>
<td>5.71</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>0.19</td>
<td>0.01</td>
<td>0.01</td>
<td>1.36</td>
</tr>
<tr>
<td>Burundi</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.30</td>
</tr>
<tr>
<td>Cameroon</td>
<td>0.23</td>
<td>-0.11</td>
<td>-0.14</td>
<td>6.24</td>
</tr>
<tr>
<td>Cape Verde</td>
<td>13.09</td>
<td>0.60</td>
<td>0.65</td>
<td>6.11</td>
</tr>
<tr>
<td>Central African Republic</td>
<td>0.11</td>
<td>-0.02</td>
<td>-0.09</td>
<td>0.34</td>
</tr>
<tr>
<td>Chad</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.40</td>
</tr>
<tr>
<td>Comoros</td>
<td>0.18</td>
<td>0.10</td>
<td>0.08</td>
<td>0.41</td>
</tr>
<tr>
<td>Congo-Brazzaville (Republic of Congo)</td>
<td>0.11</td>
<td>0.00</td>
<td>0.68</td>
<td>12.97</td>
</tr>
<tr>
<td>Congo-Kinshasa (Democratic Republic of Congo)</td>
<td>0.02</td>
<td>-0.01</td>
<td>0.00</td>
<td>2.67</td>
</tr>
<tr>
<td>Cote d’Ivoire</td>
<td>0.18</td>
<td>-0.02</td>
<td>0.01</td>
<td>9.60</td>
</tr>
<tr>
<td>Equatorial Guinea</td>
<td>0.16</td>
<td>0.00</td>
<td>0.09</td>
<td>0.28</td>
</tr>
<tr>
<td>Eritrea</td>
<td>0.09</td>
<td>-0.03</td>
<td>-0.03</td>
<td>0.31</td>
</tr>
<tr>
<td>Eswatini (Swaziland)</td>
<td>2.79</td>
<td>0.05</td>
<td>0.07</td>
<td>4.07</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>0.60</td>
<td>-0.06</td>
<td>0.01</td>
<td>106.34</td>
</tr>
<tr>
<td>Gabon</td>
<td>0.30</td>
<td>0.00</td>
<td>-0.03</td>
<td>1.07</td>
</tr>
<tr>
<td>Gambia</td>
<td>0.93</td>
<td>-0.33</td>
<td>-0.33</td>
<td>3.50</td>
</tr>
<tr>
<td>Ghana</td>
<td>0.30</td>
<td>-0.04</td>
<td>-0.08</td>
<td>7.85</td>
</tr>
<tr>
<td>Guinea</td>
<td>0.29</td>
<td>0.02</td>
<td>0.02</td>
<td>5.25</td>
</tr>
<tr>
<td>Guinea-Bissau</td>
<td>0.22</td>
<td>0.00</td>
<td>0.00</td>
<td>0.57</td>
</tr>
<tr>
<td>Kenya</td>
<td>0.26</td>
<td>-0.01</td>
<td>0.00</td>
<td>14.80</td>
</tr>
<tr>
<td>Lesotho</td>
<td>1.20</td>
<td>0.55</td>
<td>0.55</td>
<td>0.90</td>
</tr>
<tr>
<td>Liberia</td>
<td>0.05</td>
<td>0.02</td>
<td>0.02</td>
<td>0.09</td>
</tr>
<tr>
<td>Madagascar</td>
<td>0.19</td>
<td>-0.03</td>
<td>-0.01</td>
<td>6.80</td>
</tr>
<tr>
<td>Malawi</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td>0.77</td>
</tr>
<tr>
<td>Mali</td>
<td>0.04</td>
<td>-0.01</td>
<td>0.01</td>
<td>1.49</td>
</tr>
<tr>
<td>Mauritania</td>
<td>0.49</td>
<td>0.08</td>
<td>0.09</td>
<td>1.28</td>
</tr>
<tr>
<td>Mauritius</td>
<td>0.05</td>
<td>-0.01</td>
<td>-0.01</td>
<td>0.07</td>
</tr>
<tr>
<td>Mozambique</td>
<td>0.50</td>
<td>0.07</td>
<td>0.02</td>
<td>8.64</td>
</tr>
<tr>
<td>Namibia</td>
<td>5.57</td>
<td>-0.20</td>
<td>-0.05</td>
<td>17.57</td>
</tr>
<tr>
<td>Niger</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
</tr>
<tr>
<td>Nigeria</td>
<td>0.07</td>
<td>-0.01</td>
<td>-0.01</td>
<td>17.19</td>
</tr>
<tr>
<td>Rwanda</td>
<td>0.21</td>
<td>-0.01</td>
<td>0.02</td>
<td>4.22</td>
</tr>
<tr>
<td>Sao Tome and Principe</td>
<td>0.60</td>
<td>0.07</td>
<td>0.07</td>
<td>0.03</td>
</tr>
<tr>
<td>Senegal</td>
<td>0.43</td>
<td>0.17</td>
<td>0.17</td>
<td>5.53</td>
</tr>
<tr>
<td>Seychelles</td>
<td>0.44</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Sierra Leone</td>
<td>0.11</td>
<td>0.01</td>
<td>0.01</td>
<td>0.51</td>
</tr>
</tbody>
</table>
The innovation of this study is the novel metrics we derived to measure how COVID-19 is spreading and those changes in the rates of transmission [75]. These measures should be considered in combination with traditional static numbers including observed new cases and deaths (see Figure 3). These novel metrics measure how fast the rates are changing [74].
We tracked the rates of COVID-19 transmission for SSA for the weeks of September 1-8 (see Table 2) and September 8-15, 2020 (see Table 3). The president of Tanzania has elected not to report COVID-19 morbidity and mortality, so this study is limited to the remaining 47 countries in SSA. SSA had 4206 new observed cases, with an SSA country average of 90 new cases the week of September 8, 2020, and 3156 new observed cases, with an SSA country average of 67 new observed cases the week of September 15, 2020, with significant variation between countries. The six countries with the highest rates of new infections per 100,000 population the week of September 8, 2020, includes Cape Verde, Namibia, Gambia, South Africa, Eswatini (formerly known in English as Swaziland), and Ethiopia at 7.6, 4.7, 3.3, 1.8, 1.7, and 1.0, respectively (see Table 2); whereas the following week (September 15, 2020), the six countries with the highest rates of new infections per 100,000 population were Cape Verde, Lesotho, Namibia, Eswatini, Senegal, and South Africa at 11.8, 3.9, 3.3, 2.1, 1.4, and 1.3, respectively. Gambia and Ethiopia dropped off the list of the top six countries with highest rates of new infections per 100,000 population, whereas Senegal and Lesotho were added within a 7-day span. Although the number of infections can be a function of time or a superspreader event that results in a one-time increase in COVID-19 infections, it is critical that we measure which country’s speed of COVID-19 transmission is accelerating and decelerating to inform public health policy. The six countries with the largest acceleration in rates of COVID-19 transmission are Sao Tome, Mauritania, Comoros, Senegal, Lesotho, and Cape Verde. In Table 3, we see that these six countries are accelerating at a rate of 0.066428, 0.075758, 0.100735, 0.169188, 0.551191, and 0.597473 per 100,000 population, respectively (see Table 2). To further identify countries that require immediate COVID-19 transmission mitigation and prevention strategies, we examined the jerk. The jerk measures the change in acceleration or deceleration week over week as the acceleration in the current week minus the acceleration of the previous week. The six highest jerks in positive acceleration rates between the weeks of September 8, 2020, and September 15, 2020, are Equatorial Guinea, Senegal, and South Africa, the Congo, Ethiopia, and South Africa. For example, on September 8, 2020, South Africa had 216.7 new COVID-19 infections as a result of the number of COVID-19 infections from September 1, 2020. The following week, on September 15, 2020, these same five countries had the highest 7-day persistence based on the underlying condition that resulted in new infections a week ago. Thus, South Africa had 173.1 new cases based on the 1079 cases last week, Ethiopia has 106.3 new COVID-19 infections as a result of the new infections that occurred on September 8, 2020, and so on. The leading five countries with the highest persistence rates have all declined in the current week relative to the previous week.

Rank ordering sub-Saharan African countries by the number of observed daily new infections during the week ending on September 8, 2020, from least to most revealed that Kenya, Cameroon, Nigeria, South Africa, and Ethiopia ranked the highest (see Table 5). Whereas a week later the number of new infections had decreased, and three out of the five countries reporting observed daily infections had displaced Kenya, Cameroon, and Nigeria with Uganda, Senegal, and Mozambique. Another standard static surveillance metric is to enumerate the leading five nations with the total highest number of reported cases were Kenya, Ghana, Nigeria, Ethiopia, and South Africa (see Table 5).

The most populous countries in SSA include Kenya, Tanzania, South Africa, the Congo, Ethiopia, and Nigeria (see Table 6). Countries with larger populations are at risk for having more COVID-19 infections by virtue of size. Obviously, Tanzania is not reporting any cases of COVID-19 and, thus, was not part of this study; however, with the exception of the Congo, the other most populous countries in SSA had the most cases of COVID-19 infections over time (see Tables 5 and 6).

For comprehensive surveillance of static or traditional surveillance metrics with novel surveillance metrics for SSA, see Multimedia Appendix 1.
Discussion

Principal Findings

The COVID-19 pandemic poses a threat to public health, economies, and food security around the world. Unfortunately, COVID-19 has reversed some positive gains made in SSA over the past few years in reversing extreme poverty and reducing food insecurity. The best hope for preventing further COVID-19 transmissions and mitigating the current adverse outcomes is through good public health surveillance coupled with enforced policies. Standard surveillance metrics such as daily observed new COVID-19 cases or deaths are necessary but insufficient to mitigate and prevent COVID-19 transmission. Public health leaders also need to know where COVID-19 transmission rates are accelerating or decelerating, whether those rates increase or decrease over short time frames because the pandemic can quickly escalate, and how many current cases are a function of new infections from 7 days ago.

Existing surveillance is helpful as it provides a single lens of the pandemic. For example, Nigeria has the largest population in SSA; South Africa has less than one-third of Nigeria’s population (see Table 6), yet Nigeria only has 56,478 cases (~12%) of the number of observed COVID-19 cases that South Africa has reported (n=651,521). These numbers indicate there is some underlying process that has resulted in South Africa having a disproportionate number of COVID-19 cases relative to its population size.

Table 6. Most populous sub-Saharan African countries.

<table>
<thead>
<tr>
<th>Country</th>
<th>Population as of 2020, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kenya</td>
<td>52,573,973</td>
</tr>
<tr>
<td>Tanzania</td>
<td>58,005,463</td>
</tr>
<tr>
<td>South Africa</td>
<td>58,558,270</td>
</tr>
<tr>
<td>Congo</td>
<td>86,790,567</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>112,078,730</td>
</tr>
<tr>
<td>Nigeria</td>
<td>200,963,599</td>
</tr>
</tbody>
</table>

What standard surveillance does not reveal is if the rate of COVID-19 transmission is accelerating or decelerating, or if the rate of acceleration is increasing (jerk), resulting in explosive growth in COVID-19 transmissions. Although the basic reproduction number is a metric of transmission, it is based on missing data, asymptomatic infections, and data contamination [74]. Our analysis of the 7-day persistence that measures the persistence of COVID-19 given the number of new COVID-19 infections a week ago, revealed that the number of COVID-19 infections was declining. Moreover, when we examined the acceleration rate of COVID-19 transmissions in South Africa, we found that the rate of transmission was decelerating. Moreover, during the week of September 15, 2020, there was further evidence that the rate had reversed because the jerk was now negative. The acceleration of the current week, which was negative, minus the rate of acceleration of the previous week was also negative and means the COVID-19 transmission was decelerating and that the rate had increased further. From a public health perspective, even though South Africa has the highest number of total COVID-19 infections since January 2020, the rates of transmission have reversed. There remains a significant and large population of infected persons in South Africa that could result in additional outbreaks without proper adherence to public health guidelines that prevent the spread of COVID-19, but if public health leaders and the public remain resolute with maintaining recommended guidelines and prevention efforts, the numbers of COVID-19 infections will continue to decline.
What standard public health surveillance indicators overlook are those countries who have lower numbers of infections and, thus, do not appear concerning. However, our measures of COVID-19 transmission indicate an alarming acceleration rate in some countries. The six countries with the largest COVID-19 transmission acceleration rates are Sao Tome, Mauritania, Comoros, Senegal, Lesotho, and Cape Verde. Half of these countries are islands, suggesting that initially these island nations were successful at locking down the borders, but now, people with COVID-19 have penetrated the natural barriers that come from being on an island and the novel coronavirus is spreading quickly. Mauritania and Senegal are located in West Africa and share a border, which again suggests that the virus transmission is accelerating after maintaining initial control.

The six highest jerks in positive acceleration rates between the weeks of September 8, 2020, and September 15, 2020, are Equatorial Guinea, Senegal, Zimbabwe, Lesotho, Cape Verde, and Congo-Brazzaville. These six countries lead SSA in increased rates of acceleration this week minus the acceleration from last week, which is indicative of a much quicker rate of transmission that results in explosive growth of COVID-19 transmission rates. From a policy perspective, these countries should increase and enforce strict prevention measures such as quarantine or stay at home, avoiding crowds or large gatherings, social distancing, hand hygiene, and wearing face masks to flatten the curve or reverse current transmission trends. In summary, the number of COVID-19 infections and deaths are important surveillance indicators; however, measuring acceleration and deceleration rates, the jerk in rates, and the 7-day persistence can inform public health policy to mitigate outbreaks and prevent further COVID-19 transmission. Our novel indicators provide additional lens to understand how the pandemic is spreading and to inform policy and actions.

Finally, although we have identified countries that would benefit from informed policies, it merits reckoning that even though SSA is home to some of the poorest countries in the world, development and population size are not necessarily related to the rate and extent of COVID-19 transmission. The youthful population, hot climate, and the number of Africans living and working in rural areas serves as potential protective factors. Of note, this study also confirms the power of public health surveillance and policy. Existing surveillance and diagnostic testing systems for diseases such as TB have pivoted toward COVID-19, giving SSA an advantage over countries without existing infectious contagious diseases. Countries such as the United States should study how several low-income countries with fewer resources are able to prevent and control the spread of COVID-19 in efficient and cost-effective ways.

**Limitations**

Our data are available at the country level, meaning reported observed cases and rates of transmission are the country’s average. Additional data collection and analysis are necessary to understand variations of COVID-19 transmission within countries. In addition, due to limitations in some country’s health care infrastructure, several days of new COVID-19 infections and deaths may have been reported on a single day. To that end, we reported average daily cases to control for batch reports.

**Conclusion**

Public health surveillance systems are necessary to guide our leaders during disease outbreaks. Unfortunately, traditional surveillance metrics have undercounts, errors, and other data contamination that this study overcomes by using dynamic panel data and generalized method of the moments. Our methods control for data limitations and incomplete case ascertainment that exist in traditional surveillance systems.

Standard surveillance system metrics such as the prevalence and cumulative numbers of COVID-19-related morbidity and mortality are helpful; however, public health surveillance systems are limited in that they pick up the most severe cases. Incomplete case ascertainment is likely more pronounced during the COVID-19 pandemic where significant portions of the world’s population infected with the novel coronavirus remain asymptomatic or presymptomatic. Even in a perfect world where surveillance metrics can enumerate all novel cases and deaths, important information is needed to guide mitigation and prevention policies. This study addresses that dearth by applying novel surveillance indicators including speed, acceleration or deceleration, jerk, and persistence of cases at a 7-day persistence time that measures the number of current new cases as a function of the number of new cases 7 days ago. Knowing the number of new cases or the total number of COVID-19 cases can be misleading. It is possible to have fewer total cases and be at risk for exponential growth and greater population health impact if the speed of the COVID-19 transmission is positive and if the speed of the COVID-19 transmission is accelerating, and moreover, if the speed is accelerating and that rate has positive jerks after subtracting out the acceleration rate from the prior week. It is critical that we understand how COVID-19 is spreading, and our study provides useful metrics to accomplish better surveillance in SSA.
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Abstract

Background: The battle against COVID-19 remains ongoing, and social media has played an important role during the crisis for both communication and health promotion, particularly for health care organizations. Taiwan’s success during the COVID-19 outbreak is well known and the use of social media is one of the key contributing factors to that success.

Objective: This nationwide observational study in Taiwan aimed to explore the use of Facebook by academic medical centers during the COVID-19 pandemic.

Methods: We conducted a nationwide observational study of all Facebook fan page posts culled from the official accounts of all medical centers in Taiwan from December 2019 to April 2020. All Facebook posts were categorized into either COVID-19–related posts or non–COVID-19–related posts. COVID-19–related posts were split into 4 categories: policy of Taiwan’s Center for Disease Control (TCDC), gratitude notes, news and regulations from hospitals, and education. Data from each post was also recorded as follows: date of post, headline, number of “likes,” number of messages left, number of shares, video or non-video post, and date of search.

Results: The Facebook fan pages of 13 academic medical centers, with a total of 1816 posts, were analyzed. From January 2020, the percentage of COVID-19 posts increased rapidly, from 21% (January 2020) to 56.3% (April 2020). The trends of cumulative COVID-19 posts and reported confirmed cases were significantly related (Pearson correlation coefficient=0.93, \(P<.001\)). Pages from private hospitals had more COVID-19 posts (362 versus 289), as well as more video posts (72 posts, 19.9% versus 36 posts, 12.5%, \(P=.011\)), when compared to public hospitals. However, Facebook pages from public hospitals had significantly more “likes,” comments, and shares per post (314, 5, 14, respectively, \(P<.001\)). Additionally, medical centers from different regions displayed different strategies for using video posts on Facebook.

Conclusions: Social media has been a useful tool for communication during the COVID-19 pandemic. This nationwide observational study has helped demonstrate the value of Facebook for academic medical centers in Taiwan, along with its engagement efficacy. We believe that the experience of Taiwan and the knowledge it can share will be helpful to health care organizations worldwide during our global battle against COVID-19.
Introduction

Background

COVID-19 originated from Wuhan, China, and has become a worldwide pandemic with more than 4 million cases and more than 200,000 deaths globally as of May 2020 [1-3]. Following Wuhan’s lockdown [4], most countries with severe outbreaks took multiple measures to contain the virus and stop it from spreading. Steps that were taken included limiting both international and domestic flights, enhancing border controls, and emphasizing the importance of wearing masks and comprehensive hand washing. However, without a much-needed vaccine, the pandemic remains ongoing.

Many scientists have compared COVID-19 with the severe acute respiratory syndrome (SARS) outbreak in 2003 [5]. However, the world we now live in is so extremely different from the world we remember during the 2003 SARS epidemic, as social media now plays such a big role in our lives, more so than any other time in history. Social media has been a valuable tool for more than a decade for both health care organizations and health care professionals, and enables them to connect with people at risk, increase the health literacy of the general population, and improve health outcomes [6-8].

Prior Work

Thus, as the COVID-19 outbreak unfolded, the characteristics and capabilities of social media have become more evident. Social media directs people to trusted sources, counteracts misinformation, enables connectivity and psychological first aid, advances remote learning, and even accelerates research [9]. Moreover, social media helps to publicly reveal any early warning signals once an outbreak starts [10]. Additionally, the data coming from internet research surrounding social media helps medical professionals and scientists predict outbreaks [11].

Among all available social media, Facebook plays a special role. Reportedly, Facebook has more than 180 million users in the United States and Canada, with that number still increasing [12]. Facebook has not only been used as a communication tool for health care issues, but also as a tool for recruiting participants into medical research studies [13]. During the previous Zika outbreak, Facebook proved that it can be a cost-effective platform for engaging more people to help ensure better disease prevention [14].

Role of Taiwan Against COVID-19

Taiwan is one of the many countries with a large number of Facebook users [15]. Taiwan’s experience in the fight against COVID-19 is unique, as its low number of cases and fatalities are a result of proactive measures, new technology, and big data analytics [16-18]. Taiwan’s Center for Disease Control (TCDC) used social media widely, mainly the LINE app and Facebook, to maintain surveillance and communicate risk to the public [19].

Research Gap

Although a previous study showed that social media can be an effective tool for engagement [20], it is not yet clear what type of posts grab more public attention. Similarly, what post timing is the most appropriate to have more engagement such as likes, comments, and shares? In addition, previous studies have shown that video posts had a significant association with favorable engagement rates [12], but how were video posts used on social media by health authorities during a pandemic such as COVID-19 and what were the effects? There is still a research gap when it comes to social media, information dissemination, and disease outbreaks.

There has been no study that has focused on how health care organizations have used social media to communicate with the public and increase health literacy. In Taiwan, medical centers are academic medical facilities providing the highest level of medical care as accredited by the Joint Commission of Taiwan (JCT), under the supervision of the Ministry of Health and Welfare of Taiwan (MOHW). Different from the role of TCDC and the MOHW, medical centers not only educate people for health promotion, but also treat people with illnesses directly. During the COVID-19 pandemic, medical centers in Taiwan have the most responsibility to test and receive patients with COVID-19. Such a “dual role” made medical centers uniquely have bidirectional communication with the public during the pandemic [21].

From previous studies, we understood that the use of Facebook is helpful for raising public awareness and sharing information rapidly and has “listening” characteristics during public health emergencies, such as the Zika outbreak [22]. In addition, a study focused on Facebook use during an Ebola outbreak suggested that information behavior and audience engagement was topic-dependent and regular health promotion efforts should continue taking place during a health crisis [20]. However, we still want to know whether this kind of observation persists in a different context. Does regular health promotion continue taking place during health emergencies? Analyzing the use of Facebook during the COVID-19 pandemic gave us the opportunity to understand the role of social media and the response of health care organizations more clearly.

Goal of This Study

We believe that social media has played an important role during the worldwide COVID-19 crisis. However, no study has focused on how health care organizations have used social media to communicate with the public and increase health literacy. In a previous study, medical centers in Taiwan ran their social media more than any other time in history. Social media is helpful for raising public awareness and sharing information rapidly and has “listening” characteristics during public health emergencies, such as the Zika outbreak [22]. In addition, a study focused on Facebook use during an Ebola outbreak suggested that information behavior and audience engagement was topic-dependent and regular health promotion efforts should continue taking place during a health crisis [20]. However, we still want to know whether this kind of observation persists in a different context. Does regular health promotion continue taking place during health emergencies? Analyzing the use of Facebook during the COVID-19 pandemic gave us the opportunity to understand the role of social media and the response of health care organizations more clearly.
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study involving the use of Facebook data from academic medical centers in Taiwan during the COVID-19 outbreak period.

Methods

Data Sources
We conducted a nationwide observational study of all Facebook fan page posts from official accounts linked to all medical centers in Taiwan during the period spanning December 2019 to April 2020. For comparison, we also surveyed all Facebook posts by the MOHW and TCDC.

Study Group Identification and Data Extraction
We first checked the official names of the medical centers in Taiwan on the JCT website. At the end of 2019, there were 19 medical centers in Taiwan. All Facebook fan page posts by the medical centers, MOHW, and TCDC were created by a branding team from Taichung Veterans General Hospital (TCVGH). The hospital team was established in 2016 and is led by the superintendent of the hospital. The authors searched all Facebook fan pages of the medical centers during the study period by using the names of the hospitals or their abbreviations. If the medical center did not have a Facebook fan page account, it was excluded from the study. We also recorded whether a medical center was a public or private hospital, as well as their location in Taiwan.

Research Variables
All Facebook posts were categorized into either COVID-19– or non–COVID-19–related posts. A modified focus group reviewed all posts and divided them according to their content characteristics into 14 unique themes according to a previously published study protocol [23]. We then classified the 14 themes into 4 groups for analysis: policy of TCDC, gratitude notes, news/regulations of hospitals, and education. The classification was decided by a modified focus group. A senior leader of our team was appointed as “gatekeeper” of our classification and she would review all posts and their categories to make sure that no classification bias happened. Data regarding each post was also recorded as follows: date of post, headline, number of “likes,” number of messages left, number of shares, video or no-video post, and date of search. Additionally, the number of confirmed cases of COVID-19 was recorded after being taken from public data made available by TCDC. From a previous study, Facebook “Likes” can be used as an indicator of hospital quality [24].

We also categorized all medical centers into different regions and public or private sector. Public hospitals and private hospitals have very different resources in Taiwan. The public sector receives relatively fewer resources from the government despite bearing a heavier burden than the private sector. Personnel and purchasing systems in public institutions are also less flexible, making them less competitive than private hospitals in providing medical services. Thus, better use of social media to promote the hospital itself became more important for public hospitals. That is why we separated all medical centers into public or private classifications. As for the regions, health care in Taiwan is managed centrally by the Bureau of National Health Insurance (BNHI). The divisions of the BNHI are according to region (eg, Northern, Central, Southern, and Eastern) because medical resources are different from one region to another due to geographical differences.

Statistical Analysis
For the purpose of descriptive analysis, we used the chi-square test to compare the categorized variables. The Kolmogorov-Smirnov test was used to test normality. If the data was nonparametric, the Mann-Whitney U test and Kruskal-Wallis test were used to compare the continuous and categorized variables, respectively. Post hoc analysis with the Dunn post hoc test was performed if there was statistical significance. Pearson correlation coefficients were used to analyze trends of the cumulative COVID-19 posts and cumulative confirmed cases. We used the chi-square test to compare the percentage of video posts among all the medical centers, while Bonferroni correction post hoc tests were performed if there was statistical significance. Statistical significance was set at \( P < .05 \). All data were analyzed using SPSS (Version 22.0, IBM).

Results
All Facebook posts from 13 academic medical centers during the period between December 1, 2019, and April 30, 2020, were analyzed. Table 1 shows the scale of the surveyed medical centers during the research period and their Facebook fan page status. In mid-2020, there were 19 medical centers in Taiwan, and among them, 6 were public hospitals, while the others were private. Of them, only 4 medical centers had not established a Facebook fan page. There were 2 other medical centers whose Facebook fan pages had not been renewed for years. Thus, we analyzed a total of 13 medical centers and their Facebook fan page posts during the COVID-19 pandemic. Chung Shan Medical University Hospital had the most COVID-19 posts (95 posts, 14.6%) among all medical centers.
Table 1. Nationwide medical center information and Facebook fan pages in Taiwan.

<table>
<thead>
<tr>
<th>Region, ownership, and name of hospital</th>
<th>Hospital scalea</th>
<th>Creation date of Facebook fan page</th>
<th>Number of Facebook fan page “Likes”b</th>
<th>Number of COVID-19 Facebook posts, n (%)c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northern, Public</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>National Taiwan University Hospital</td>
<td>2289</td>
<td>July 8, 2010</td>
<td>10,107</td>
<td>25 (3.8)</td>
</tr>
<tr>
<td>Tri-Service General Hospital</td>
<td>1793</td>
<td>June 30, 2013</td>
<td>13,702</td>
<td>65 (10.0)</td>
</tr>
<tr>
<td>Taipei Veterans General Hospital</td>
<td>2803</td>
<td>February 18, 2014</td>
<td>3098</td>
<td>4 (0.6)</td>
</tr>
<tr>
<td>Northern, Private</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chang Gung Memorial Hospital, Linkou</td>
<td>3700</td>
<td>—d</td>
<td>0</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Cathay General Hospital</td>
<td>816</td>
<td>—d</td>
<td>0</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>MacKay Memorial Hospital</td>
<td>938</td>
<td>August 4, 2016</td>
<td>3228</td>
<td>5 (0.8)</td>
</tr>
<tr>
<td>Shin Kong Wu Ho-Su Memorial Hospital</td>
<td>833</td>
<td>March 10, 2020</td>
<td>212</td>
<td>57 (8.8)</td>
</tr>
<tr>
<td>Taipei Municipal Wanfang Hospital</td>
<td>726</td>
<td>January 12, 2018</td>
<td>1676</td>
<td>15 (2.3)</td>
</tr>
<tr>
<td>Far Eastern Memorial Hospital</td>
<td>1383</td>
<td>February 10, 2012</td>
<td>2106</td>
<td>68 (10.4)</td>
</tr>
<tr>
<td>Central, Public</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taichung Veterans General Hospital</td>
<td>1527</td>
<td>January 30, 2012</td>
<td>33,343</td>
<td>66 (10.1)</td>
</tr>
<tr>
<td>Central, Private</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chung Shan Medical University Hospital</td>
<td>1003</td>
<td>March 30, 2017</td>
<td>4945</td>
<td>95 (14.6)</td>
</tr>
<tr>
<td>China Medical University Hospitalc</td>
<td>1722</td>
<td>April 3, 2012</td>
<td>389</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Changhua Christian Hospital</td>
<td>1244</td>
<td>—d</td>
<td>0</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Southern, Public</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>National Cheng Kung University Hospital</td>
<td>1189</td>
<td>July 9, 2015</td>
<td>11,891</td>
<td>63 (9.7)</td>
</tr>
<tr>
<td>Kaohsiung Veterans General Hospital</td>
<td>1482</td>
<td>September 10, 2013</td>
<td>17,778</td>
<td>66 (10.1)</td>
</tr>
<tr>
<td>Southern, Private</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chi Mei Medical Center</td>
<td>1278</td>
<td>—d</td>
<td>0</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Kaohsiung Chang Gung Memorial Hospital</td>
<td>2691</td>
<td>February 16, 2011</td>
<td>7398</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Kaohsiung Medical University Chung-Ho Memorial Hospital</td>
<td>1720</td>
<td>4078</td>
<td>November 25, 2019</td>
<td>1548</td>
</tr>
<tr>
<td>Eastern, Private</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hualien Tzu Chi Hospital</td>
<td>947</td>
<td>August 20, 2015</td>
<td>8577</td>
<td>71 (10.9)</td>
</tr>
</tbody>
</table>

aThe data was obtained from the official website of the hospital (access date: April 30, 2020).
bThe data was obtained from the Facebook fan page of the hospital (access date: April 30, 2020).
cThe collection period of COVID-19 Facebook posts was from December 31, 2019, to April 30, 2020. Percentages were calculated by taking the number of COVID-19 posts by an individual medical center (n) and dividing it by the total number (N) of COVID-19 posts of all national medical centers (multiplied by 100).
dNot available (the official Facebook fan pages were not found).
eDate of the most recent Facebook fan page post: November 2, 2012.
fDate of the most recent Facebook fan page post: November 15, 2013.

Figure 1 shows the cumulative COVID-19 posts per week from all academic medical centers, TCDC, and the MOHW, along with the cumulative confirmed cases of COVID-19 per week in Taiwan. There was a relationship between cumulative COVID-19 posts per week from medical centers and confirmed cases per week (Pearson correlation coefficient=0.56, P=.01). We also found a similar trend regarding posts from the MOHW (Pearson correlation coefficient=0.58, P=.01). However, the relationship between COVID-19 posts by TCDC and confirmed cases was relatively low (Pearson correlation coefficient=0.03,
For most of the study period, medical centers had the most COVID-19–related posts per week; however, posts from TCDC took the lead just before the small outbreak that occurred around March 18, 2020. Multimedia Appendix 1 reveals the cumulative COVID-19 posts from academic medical centers, with the cumulative confirmed cases of COVID-19.

Figure 1. COVID-19 confirmed cases per week in Taiwan and Facebook posts per week by the MOHW, TCDC, and nationwide medical centers from December 2019 to April 2020. CECC: Central Epidemic Command Center; MOHW: Ministry of Health and Welfare; TCDC: Taiwan’s Center for Disease Control.

Table 2. COVID-19 and non–COVID-19 Facebook posts of nationwide medical centers from December 2019 to April 2020.

<table>
<thead>
<tr>
<th>Type of post</th>
<th>2019</th>
<th>2020</th>
<th>All</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>December, n (%)</td>
<td>January, n (%)</td>
<td>February, n (%)</td>
<td>March, n (%)</td>
</tr>
<tr>
<td>Total</td>
<td>407 (100.0)</td>
<td>357 (100.0)</td>
<td>308 (100.0)</td>
<td>373 (100.0)</td>
</tr>
<tr>
<td>Disease category</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non–COVID-19 posts</td>
<td>407 (100.0)</td>
<td>282 (79.0)</td>
<td>158 (51.3)</td>
<td>156 (41.8)</td>
</tr>
<tr>
<td>COVID-19 posts</td>
<td>0 (0.0)</td>
<td>75 (21.0)</td>
<td>150 (48.7)</td>
<td>217 (58.2)</td>
</tr>
<tr>
<td>Topic category</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Policy of Taiwan’s Center for Disease Control</td>
<td>0 (0.0)</td>
<td>30 (40.0)</td>
<td>27 (18.0)</td>
<td>44 (20.3)</td>
</tr>
<tr>
<td>Gratitude notes</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>5 (3.3)</td>
<td>56 (25.8)</td>
</tr>
<tr>
<td>News and regulations from hospitals</td>
<td>0 (0.0)</td>
<td>29 (38.7)</td>
<td>78 (52.0)</td>
<td>80 (36.9)</td>
</tr>
<tr>
<td>Education</td>
<td>0 (0.0)</td>
<td>16 (21.3)</td>
<td>40 (26.7)</td>
<td>37 (17.1)</td>
</tr>
</tbody>
</table>
Multimedia Appendix 4 shows the engagement of all COVID-19 posts, including “likes” per post, shares per post, and comments per post. Private hospitals had more COVID-19 posts and more video posts (72 posts, 19.9%) during the research period, but public hospitals had significantly more “likes” (314), comments (5), and shares (14) per post. Regarding different regions, the northern regional medical centers had the most COVID-19 posts (239), while the central regional medical centers had the most “likes” (197) and comments (4) per post. The southern regional hospitals had the most shares per post (14). For video posts regarding COVID-19, the central public medical center had significantly more video posts compared to medical centers of every other region and type.

Figure 2 shows the trend of “likes” per COVID-19 post for both the different regions and private/public sectors. The central public medical centers had the most “likes” per post, while the northern private hospitals had the fewest “likes” per posts. Multimedia Appendix 5 outlines different post contents and their number of fan likes, comments, and shares, as well as the percentage of video posts published by the central government health agency and 13 nationwide medical centers before and after the COVID-19 outbreak on March 18, 2020. The number of likes and comments increased significantly after the outbreak for the MOHW, TCDC, and medical centers. The number of shares increased significantly after the outbreak only for TCDC and medical centers. We observed that TCDC used more video posts after the outbreak (P<.001). Medical centers had more education-related COVID-19 posts compared with TCDC and the MOHW, and those educational posts received more likes and comments after the outbreak. We also analyzed all 4 categories of COVID-19–related posts from each medical center and their effectiveness at achieving engagement (Multimedia Appendix 6).

Figure 2. The number of "likes" on COVID-19 Facebook posts by nationwide medical centers in Taiwan, by region and ownership.

Discussion

Principal Results

To the best of our knowledge, this is the first nationwide study that has explored how academic medical centers in Taiwan used Facebook as a tool for the communication of risk, as well as to increase public health literacy after the outbreak of COVID-19. The main results are as follows:

1. COVID-19 Facebook posts per week increased, along with the scale of public awareness and cumulative cases per week of COVID-19.
3. Public medical centers provided more engagement with the public (through “likes,” comments, and shares), while private medical centers created video posts more often, particularly for the purpose of expressing gratitude.
4. Medical centers in different regions displayed different strategies when using video posts on Facebook.

Although a previous study demonstrated a relationship between social media and infectious disease outbreaks, there was no further analysis of post contents and outcomes. In our study, COVID-19–related posts per week were related to the number of confirmed cases per week, suggesting that medical centers
emphasized the disease during the outbreak. However, COVID-19–related posts by TCDC rose before the outbreak of COVID-19, suggesting that TCDC’s response was fast and could be regarded as a “warning” during health crises. Furthermore, gratitude–related and government policy–related COVID-19 posts received many likes and comments, suggesting that these two kinds of posts got more attention. Our findings could be a guide for all medical facilities to have better engagement with the public when public health crises occur.

Comparison With Prior Work

Social media has been largely used by health care organizations to communicate with the public and improve public awareness surrounding health issues [25], particularly during disease outbreaks such as COVID-19 [26]. A previous study showed that Facebook has been widely used as a tool for both the promotion of health [27,28] and disease management [29,30]. In the United States, most hospitals use their Facebook account as a platform [31]. In addition, a 2017 study revealed that 51.1% (213/417) of hospitals in Taiwan had a Facebook fan page, with an average of 31 posts by the medical centers [24]. Our study offers similar results, with academic medical centers having a higher proportion (13/19, 68%) of Facebook use as a communication tool, and an average post count of 27.9 during the research period.

However, few studies have focused on Facebook use with regard to disease outbreak communication. One study in Malaysia explored Facebook use by health care authorities during the Zika outbreak, showing that health authorities posted updates most frequently within the first two weeks after the outbreak was declared. The findings from our study were different, as we found that the greatest number of COVID-19 posts was published in March 2020, more than one month after the first confirmed case in Taiwan; confirmed cases were increasing rapidly in March. This suggests that public awareness arises from a feeling of imminent threat, and not just from a public declaration made by health care authorities.

As the COVID-19 pandemic is now a worldwide health hazard, health care surge capacity remains an important issue that every country is concerned about [32]. In our study, altered social media content was also noticed, as the number of non–COVID-19 posts rapidly decreased from 100% in December 2019 to 43.7% in April 2020. This discovery implies that much content surrounding health promotion or medical education for chronic diseases such as hypertension or diabetes was not disseminated due to COVID-19 posts capturing the majority of public attention. The long-term effect of such an altered “social media capacity” should be further examined.

We found that medical centers from different regions and with different types of ownership implemented varying strategies when using video posts as a method of communication, with the percentage of video posts pertaining to COVID-19 ranging from 0% to 40.9%. Previous studies found that, when compared with other post types, video posts were the only type that had a significant association with favorable engagement rates, while posts linking shared video posts had a negative impact on engagement [7,33]. Another study revealed that both photos and videos were linked to an increase in the amount of time from the most recent interaction activity [12]. Additionally, video post pairings involving text are easy to remember, and are more likely to capture the attention of the younger generation [34]. Health care organizations should use video posts more often to achieve better engagement and understanding.

Among all regions and types of ownership, one central and public hospital, Taichung Veterans General Hospital (TCVGH), experienced the most “likes” per post (more than 600 on average), and its percentage of video posts was the highest (40.9%).

TCVGH is one of the 19 medical centers in Taiwan and was established in 1982. It is among the medical facilities found in central Taiwan, and is the only government medical center providing medical services to the public. The branding team of VGHTC was first set up in 2016 and they started promoting the hospital branding in 2017; as of May 2020, TCVGH had the largest number of Facebook fans among all medical centers in Taiwan [23]. Its main mission was to establish branding strategies and integrate segmental branding messages. Under the leadership of the hospital’s superintendent, 11 divisions were recruited to form this special task force. During the COVID-19 pandemic, top administrative officers held regular meetings every week and discussed social media strategies including videos, broadcasts, and touching stories to increase public engagement and health literacy. The following may be reasons for the effectiveness of TCVGH’s approach: (1) Top-down leadership in forming the branding team, (2) a high number of Facebook fans who regularly visit the official Facebook page, and (3) various types of posts, such as those including video, to increase engagement. We believe that lessons can be learned from the above experiences.

Limitations

This study has several limitations. First, we only analyzed data originating from Facebook posts taken from all nationwide medical centers without analyzing any other social media platforms, such as Twitter, Instagram, or LINE. However, Facebook remains the major social media platform with which the Taiwanese people are most familiar. Second, this study was a cross-sectional study, and the content on social media changes every day, so the number of posts or engagement efficacy could have changed by the time the research team accessed the posts. Third, we only enrolled official Facebook fan pages in the analysis. However, we found that some departments within the medical centers had their own Facebook fan page, which usually focused on specific organ systems or diseases. Fourth, classification errors could have occurred because there were 4 types of post category, and it is possible that a given post contained more than one issue. However, classification errors were likely rare because each post categorization was decided by a modified focus group, while a senior division leader served as “gatekeeper” when reviewing the process. Fifth, some data was not made publicly available, such as post frequency, number of views per post, and the changing number of fans at each medical center. That data would improve our understanding of the true effectiveness of various posting strategies. Therefore, further research is warranted to better understand the relationship between dynamic posts and the health outcomes of the people.
engaged. In addition, some medical centers have more than one official Facebook page; thus, further analysis of multiple Facebook pages within a single hospital may help determine the effectiveness of different Facebook pages set up by different divisions.

**Conclusion**

Social media remains an invaluable tool for communication during the COVID-19 pandemic. This nationwide observational study has demonstrated the use of Facebook by academic medical centers in Taiwan and its engagement efficacy. Taiwan continues to play a unique role in the battle against COVID-19, and we would therefore like to share our experience in the use of social media for communication and health promotion, as we believe our knowledge will be helpful to health care organizations worldwide.
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Abstract

Background: We developed a self-triage web application for COVID-19 symptoms, which was launched in France in March 2020, when French health authorities recommended all patients with suspected COVID-19 call an emergency phone number.

Objective: Our objective was to determine if a self-triage tool could reduce the burden on emergency call centers and help predict increasing burden on hospitals.

Methods: Users were asked questions about their underlying conditions, sociodemographic status, postal code, and main COVID-19 symptoms. Participants were advised to call an emergency call center if they reported dyspnea or complete loss of appetite for over 24 hours. Data on COVID-19–related calls were collected from 6 emergency call centers and data on COVID-19 hospitalizations were collected from Santé Publique France and the French Ministry of Health. We examined the change in the number of emergency calls before and after the launch of the web application.

Results: From March 17 to April 2, 2020, 735,419 questionnaires were registered in the study area. Of these, 121,370 (16.5%) led to a recommendation to call an emergency center. The peak number of overall questionnaires and of questionnaires leading to a recommendation to call an emergency center were observed on March 22, 2020. In the 17 days preceding the launch of the web application, emergency call centers in the study area registered 66,925 COVID-19–related calls and local hospitals admitted 639 patients for COVID-19; the ratio of emergency calls to hospitalizations for COVID-19 was 104.7 to 1. In the 17 days following the launch of the web application, there were 82,347 emergency calls and 6009 new hospitalizations for COVID-19, a ratio of 13.7 calls to 1 hospitalization (chi-square test: P<.001).

Conclusions: The self-triage web application launch was followed by a nearly 10-fold increase in COVID-19–related hospitalizations with only a 23% increase in emergency calls. The peak of questionnaire completions preceded the peak of COVID-19–related hospitalizations by 5 days. Although the design of this study does not allow us to conclude that the self-triage tool alone contributed to the alleviation of calls to the emergency call centers, it does suggest that it played a role, and may be used for predicting increasing burden on hospitals.

Trial Registration: ClinicalTrials.gov NCT04331171; https://clinicaltrials.gov/ct2/show/NCT04331171
Introduction

Since February 2020, France has been hit by a severe COVID-19 epidemic that partly overwhelmed health system capacities. At the beginning of the epidemic, the French Ministry of Health recommended all patients with suspected COVID-19 call an emergency call center (Centre 15). As a result, patients experienced long delays before reaching an operator; some of these patients had a condition requiring emergency care. In this context, triage tools preselecting patients who should call the emergency call center may be particularly helpful. Web-based self-triage of symptoms is a growing field and has been shown to improve survival in oncology [1,2]. Past data have shown the feasibility of self-triage by parents of children with influenza-like illnesses, although specificity was weak [3]. Self-triage symptom checkers have higher levels of appropriate triage when used for emergency care, according to a study on symptom checkers that are available in Australia [4]. The use of web-based tools for COVID-19 management is currently increasing [5], but little data are available on self-triage and its impact on health care use. We sought to develop a web-based self-triage tool to optimize triage of patients with COVID-19 in France. A web application [6] was developed and launched while the COVID-19 epidemic was growing in France in March 2020. Our objective was to determine if a self-triage tool for COVID-19 could reduce the burden on emergency call centers and help predict increasing burden on hospitals.

Methods

The web application was launched on March 17, 2020, via a national media campaign in France including social media, radio, and magazine media. At that time, the French Ministry of Health recommended that all patients with suspected COVID-19 call an emergency call center. The recruitment process via the web application has already been detailed in a previous work [7]. Participants were asked about their postal code, pre-existing conditions, and potential COVID-19 symptoms (fever defined as body temperature $>$37.7 °C, unusual cough, shortness of breath, sore throat, muscle aches, diarrhea, loss of appetite, fatigue, anosmia, and ageusia). Depending on reported symptoms and underlying conditions, the user was recommended either to stay home and reuse the application in case of evolving symptoms (self-monitoring), or to contact a general practitioner (GP), or to call an emergency call center (if they reported shortness of breath or complete loss of appetite for over 24 hours) [8]. The web application did not offer monitoring of participant adherence to the self-triage recommendation. Access to the web application did not require a login or account creation. The web application did not identify participants who responded several times and did not follow up on participants. Questionnaires were excluded from the analysis if they did not include a postal code or if the completion duration was considered inconsistent (<30 seconds). This study was approved by the French National Health-Data Institute, which reviews ethical conduct of human subject research, data confidentiality, and safety.

We collected data on COVID-19–related calls from 6 emergency call centers that cover some of the most severely COVID-19–affected areas in France (Bas-Rhin, Paris, Hauts-de-Seine, Seine-Saint-Denis, Val-de-Marne), where burden was expected to be highest on emergency call centers, and one area where the web application was advertised through local papers a few days before the nationwide campaign, allowing for an earlier evaluation of impact (Sarthe). Data included calls made before the web application launch, from the day the first COVID-19–related hospitalization following an emergency room (ER) consultation was reported in the study area. That period, starting February 29, 2020, covers the 17 days preceding the launch of the web application. All of the territories covered in the study area had reported their first hospitalization following ER consultation for COVID-19 by March 3, 2020. We collected the same data the 17 days following the launch of the web application. Data regarding daily hospitalizations for COVID-19 following evaluation at an ER in the study area were provided by Santé Publique France and the French Ministry of Health. We compared the ratio of daily emergency center calls reported by emergency call centers to daily hospitalizations for COVID-19 before and after the launch of the web application using a chi-square test.

Results

From March 17 to April 2, 2020, there were 4,391,786 questionnaires filled out nationwide (Figure 1). Of these, 897,099 questionnaires were excluded from analysis for not including a postal code or inconsistent completion duration. The number of assessed questionnaires represent the number of assessments and not individuals. Among the 3,494,687 assessed questionnaires, 558,236 (16.0%) led to a recommendation to call an emergency call center. In the study area, 735,419 questionnaires were assessed, among which 121,370 (16.5%) led to a recommendation to call an emergency call center. Both the peak of overall questionnaires and that of questionnaires leading to a recommendation to call an emergency center were observed on March 22, 2020 (155,415 and 23,952, respectively; Figure 2).

The first hospitalization for COVID-19 following an ER consultation in the study area was reported on February 29, 2020. The peak of hospitalizations was observed on March 27, with 553 hospitalizations (Figure 2). In the 17 days preceding the launch of the web application, emergency call centers in the study area registered 66,925 COVID-19–related calls and local hospitals admitted 639 patients for COVID-19, a ratio of 104.7 calls to 1 hospitalization. In the 17 days following the launch...
of the application, there were 82,347 COVID-19–related emergency calls (a 23% increase from the previous period) and 6009 new hospitalizations for COVID-19 (a 9.4-fold increase from the previous period), resulting in a ratio of 13.7 calls to 1 hospitalization (chi-square test: P<.001; Figure 2).

**Figure 1.** Flowchart of self-triage web application respondents.
Figure 2. Data from the study area (raw numbers). (A) COVID-19–related calls to emergency call centers and hospitalizations following a COVID-19–related emergency room consultation. (B) Overall assessed questionnaires and the number of recommendations to call an emergency center. The web application was launched March 17, 2020 (dashed line).

**Discussion**

The launch of the self-triage web application was followed by a nearly 10-fold increase in COVID-19–related hospitalizations with only a 23% increase in emergency calls, even though the number of completed questionnaires quickly surged, including questionnaires leading to a recommendation to call an emergency center, indicating appropriate use of the tool. Both the peak of overall questionnaires and that of questionnaires leading to a recommendation to call an emergency center happened 5 days after lockdown started in France on March 17, 2020. This is compatible with a maximum incidence rate of SARS-CoV-2 infections one day before lockdown, considering a mean 5-day incubation period for COVID-19 [9,10].
was a further delay of 5 days between the peak of questionnaire completions and the peak of COVID-19–related hospitalizations, consistent with a mean duration between infection and hospitalization for severe forms of the disease of 10 days, as previously described [11]. It is unknown how many questionnaires were filled out by people with COVID-19. However, the nationwide daily incidence immediately before the lockdown onset on March 17, 2020, was estimated to be between 180,000 and 490,000 in a study by Salje et al [12]. The positive predictive value of general symptoms (eg, dyspnea or loss of appetite) increases in such a high-incidence setting, suggesting a significant share of people reporting symptoms during the surge peaking on March 22 had COVID-19, although more precise evaluation is impossible. It indicates that the self-triage tool could help predict a rise in severe cases and burden on hospitals. This hypothesis needs confirmation should a new surge in COVID-19 cases and related hospitalizations occur.

There are few data regarding the impact of self-triage tools on health care use. A recent systematic review of self-triage symptom checkers for urgent health problems suggested they led to less frequent health care use [13]. Verzantvoort et al [14] reported 67% of patients receiving self-care advice intended to follow the advice. For COVID-19, Judson et al [15] described a dedicated self-triage tool that recommended self-care to 40% of symptomatic patients; that advice was mostly followed, as only 8% of them had an in-person visit in the following 48 hours, suggesting an effective reduction in unnecessary GP or ER visits [15].

The design of the present study does not allow us to conclude that the self-triage tool alone contributed to the alleviation of calls to the emergency call centers. Other interventions, such as the creation of an information hotline for nonurgent COVID-19–related questions, happened soon after the launch of the web application and may have contributed to relieving the burden on emergency call centers. The sudden drop in completed questionnaires following the peak may be related to the drop in infections after lockdown, but may also indicate the influence of media campaigns that promoted the use of the web application. Interpretation of peaks in website usage should therefore be cautious and take into account those campaigns. Altogether, we think that a self-triage tool can be useful in periods of high incidence of COVID-19, when health care use quickly surges and health care providers such as emergency call centers endure a rapidly increasing burden. Helping predict increasing burden on hospitals may also help policy makers and health care providers by informing their response.
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Abstract

Background: Individuals with large followings can influence public opinions and behaviors, especially during a pandemic. In the early days of the pandemic, US president Donald J Trump has endorsed the use of unproven therapies. Subsequently, a death attributed to the wrongful ingestion of a chloroquine-containing compound occurred.

Objective: We investigated Donald J Trump’s speeches and Twitter posts, as well as Google searches and Amazon purchases, and television airtime for mentions of hydroxychloroquine, chloroquine, azithromycin, and remdesivir.

Methods: Twitter sourcing was catalogued with Factba.se, and analytics data, both past and present, were analyzed with Tweet Binder to assess average analytics data on key metrics. Donald J Trump’s time spent discussing unverified treatments on the United States’ 5 largest TV stations was catalogued with the Global Database of Events, Language, and Tone, and his speech transcripts were obtained from White House briefings. Google searches and shopping trends were analyzed with Google Trends. Amazon purchases were assessed using Helium 10 software.

Results: From March 1 to April 30, 2020, Donald J Trump made 11 tweets about unproven therapies and mentioned these therapies 65 times in White House briefings, especially touting hydroxychloroquine and chloroquine. These tweets had an impression reach of 300% above Donald J Trump’s average. Following these tweets, at least 2% of airtime on conservative networks for treatment modalities like azithromycin and continuous mentions of such treatments were observed on stations like Fox News. Google searches and purchases increased following his first press conference on March 19, 2020, and increased again following his tweets on March 21, 2020. The same is true for medications on Amazon, with purchases for medicine substitutes, such as hydroxychloroquine, increasing by 200%.

Conclusions: Individuals in positions of power can sway public purchasing, resulting in undesired effects when the individuals’ claims are unverified. Public health officials must work to dissuade the use of unproven treatments for COVID-19.

(J Med Internet Res 2020;22(11):e20044) doi:10.2196/20044
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Introduction

Numerous treatments have been suggested for the novel COVID-19 disease, with only remdesivir recently showing some potential efficacy prior to its approval on May 1, 2020 [1]. The efficacy of other therapies, such as hydroxychloroquine, chloroquine, and azithromycin, remains unproven, though they
disseminate information [4]. Donald J Trump is one such individual who has previously influenced behavior through his high social presence on the internet and his political capital as the president of the United States [5].

In 2020, during the initial period of the COVID-19 pandemic, many people were focused on uninvestigated therapies, especially Donald J Trump. However, it has become increasingly clear that some therapies, such as hydroxychloroquine, had numerous concerns surrounding them. Studies have reported that hydroxychloroquine can cause conduction disturbances and fatal arrhythmias [6], the supply of hydroxychloroquine may decrease for approved conditions like rheumatoid arthritis [7], and chloroquine is similar to chloroquine products that are used as aquarium cleaners, which may be toxic if ingested in large quantities [8]. A death has already occurred due to the ingestion of chloroquine products [9].

A recent study has noted that there was an influx of internet searches for hydroxychloroquine and chloroquine after being tweeted about by US president Donald J Trump [10]. However, the study did not investigate all therapies that were initially suggested in the United States, the purchasing amounts on Google and Amazon, or the television airtime for each respective medication. The study also did not associate these purchasing amounts with Donald J Trump’s discussions and tweets, which are 2 avenues where his reach is in the millions. This would have better shown a relationship between his influence and the impact he has on his supporters and the general public.

We therefore investigated the relationship between Donald J Trump’s advocacy for unproven treatments and the media landscape of COVID-19 treatments. We also investigated how these coalesced into behavioral changes in individuals. We analyzed the time Donald J Trump spent discussing hydroxychloroquine, chloroquine, azithromycin, and remdesivir on the 5 largest US television stations, the total number of searches and purchases on Google and Amazon for these treatments, and the Twitter statistics and fallout of Donald J Trump’s advocacy for these therapies.

**Methods**

**Twitter**

Tweets were catalogued based on mentions of hydroxychloroquine, chloroquine, azithromycin, and remdesivir. Factba.se was used to note if any Twitter posts were archived or otherwise hidden by Donald J Trump [11]. Tweet Binder was used to assess average analytics data on key metrics, such as likes, retweets, and comments [12]. Tweet Binder further aggregated all tweets and averaged longitudinal tweeting patterns.

**Television**

The time Donald J Trump spent discussing each treatment on television was recorded from the 5 largest US television stations: CNN (Cable News Network), C-SPAN (Cable-Satellite Public Affairs Network), Fox News, MSNBC (Microsoft/National Broadcasting Company), and BBC (British Broadcasting Corporation) News. The Global Database of Events, Language, and Tone was used to note White House briefings and the total monitored airtime of each station for broadcasts that aired from March 1 to April 30, 2020 [13]. Airtime data are presented as percentages of 15-second airtime blocks, which is the maximum the software can crawl its historical database. Manual crawling of television airtimes or news headings was not performed.

**Google**

Google searches from March 1 to April 30, 2020 were indexed with Google Trends, focusing on searches performed within the United States [14]. Searches including the words “hydroxychloroquine,” “chloroquine,” “azithromycin,” “remdesivir,” and “covid treatment” were catalogued, along with the Google purchasing patterns for these items. Analyses for these searches were performed concurrently with cataloguing. However, the results for this period were not large enough to report. The data obtained were the proportional patterns of searches instead of exact amounts, given Google’s data agreement [15].

**Amazon**

Amazon purchases were indexed based on the following words: “hydroxychloroquine,” “chloroquine,” “azithromycin,” and “remdesivir.” Search volume was assessed using Helium 10 software [16]. Estimated purchase amounts were calculated using Ahrefs [17].

**Data Analysis**

Data were analyzed with Microsoft Excel. This included aggregating the data, cataloguing data, and formatting data with key points, such as Donald J Trump’s first press conference on March 19, 2020 or his numerous tweeting dates.

The wide variety of sampling, numerous software-defined metrics, and methods of measuring outcomes, such as gross estimates and proportions instead of true samples, did not lend themselves to statistical analysis [18]. The key assumption of transitivity, which assumes no important differences in the distribution of either potential effect modifiers or sampling techniques (eg, individual comparisons of price points between Google and Amazon), would be high for indirect comparisons.

**Results**

**Twitter**

Table 1 notes the characteristics of US president Donald J Trump’s tweets. Donald J Trump mainly focused on hydroxychloroquine, as per his own tweets (eg, his tweets on March 21, 2020) and his retweets of Twitter posts from other people who supported his claims regarding the efficacy of hydroxychloroquine. Various tweets included news articles (eg, the tweet on April 4, 2020), which were mostly from Fox News (4/6, 67%).

Based on our analysis with Tweet Binder [19], with an average proportion of nearly 100,000 likes and 20,000 retweets, Donald J Trump’s first tweet on March 21, 2020 advocating for the use of hydroxychloroquine and azithromycin was one of his most popular tweets. With 385,700 likes and 103,200 retweets at the time of this study, the tweet had a potential estimated impression...
reach (ie, the number of potential user views on the individual tweet) of 78,800,580.

Table I. Characteristics Donald J Trump’s tweets that mention hydroxychloroquine, chloroquine, azithromycin, and remdesivir, including key metrics such as retweets, likes, and whether the tweets were retweets or self-composed tweets by Donald J Trump.

<table>
<thead>
<tr>
<th>Therapy/Mention</th>
<th>Date</th>
<th>Tweet sources</th>
<th>Number of retweets of other posts</th>
<th>Number of self-retweets</th>
<th>Number of retweets</th>
<th>Number of likes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydroxychloroquine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>April 18, 2020</td>
<td>@paulsperry_ [20]</td>
<td>1</td>
<td>0</td>
<td>12,600</td>
<td>30,500</td>
</tr>
<tr>
<td>2</td>
<td>April 10, 2020</td>
<td>@cybergenica [21]</td>
<td>1</td>
<td>0</td>
<td>5800</td>
<td>16,900</td>
</tr>
<tr>
<td>3</td>
<td>April 4, 2020</td>
<td>@OANN [22]</td>
<td>1</td>
<td>0</td>
<td>7800</td>
<td>21,600</td>
</tr>
<tr>
<td>4</td>
<td>April 4, 2020</td>
<td>@jsolomonReports [23]</td>
<td>1</td>
<td>0</td>
<td>11,300</td>
<td>28,200</td>
</tr>
<tr>
<td>5</td>
<td>March 23, 2020</td>
<td>@AndrewCMcCarthy [24]</td>
<td>1</td>
<td>0</td>
<td>9100</td>
<td>23,700</td>
</tr>
<tr>
<td>6</td>
<td>March 21, 2020</td>
<td>@realDonaldTrump [25]</td>
<td>0</td>
<td>1</td>
<td>103,200</td>
<td>385,700</td>
</tr>
<tr>
<td>7</td>
<td>March 21, 2020</td>
<td>@MichaelCoudrey [26]</td>
<td>1</td>
<td>0</td>
<td>27,300</td>
<td>53,900</td>
</tr>
<tr>
<td>8</td>
<td>March 21, 2020</td>
<td>@realDonaldTrump [27]</td>
<td>1</td>
<td>0</td>
<td>103,200</td>
<td>385,700</td>
</tr>
<tr>
<td>Azithromycin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>March 21, 2020</td>
<td>@realDonaldTrump [25]</td>
<td>0</td>
<td>1</td>
<td>103,200</td>
<td>385,700</td>
</tr>
<tr>
<td>2</td>
<td>March 21, 2020</td>
<td>@MichaelCoudrey [26]</td>
<td>1</td>
<td>0</td>
<td>27,300</td>
<td>53,900</td>
</tr>
<tr>
<td>Chloroquine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>N/A*</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Remdesivir</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*aN/A: not applicable.

Television Mentions and Broadcasts

Table 2 notes the number of times Donald J Trump mentioned COVID-19 treatments during White House briefings. He mentions hydroxychloroquine 37 times in total, most frequently on April 4, 2020 (9 times); chloroquine 12 times in total, most frequently on March 19, 2020 (7 times); azithromycin 8 times in total, most frequently on March 19, 2020 (3 times, while also mentioning hydroxychloroquine); and remdesivir 8 times in total, most frequently on March 19, 2020 (4 times).
Table 2. Dates of Donald J Trump’s mentions of unproven therapies during televised appearances.

<table>
<thead>
<tr>
<th>Date</th>
<th>Number of mentions on television</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hydroxychloroquine</td>
</tr>
<tr>
<td>March 19, 2020</td>
<td>4</td>
</tr>
<tr>
<td>March 21, 2020</td>
<td>3</td>
</tr>
<tr>
<td>March 23, 2020</td>
<td>2</td>
</tr>
<tr>
<td>March 27, 2020</td>
<td>1</td>
</tr>
<tr>
<td>March 29, 2020</td>
<td>1</td>
</tr>
<tr>
<td>March 31, 2020</td>
<td>4</td>
</tr>
<tr>
<td>April 1, 2020</td>
<td>1</td>
</tr>
<tr>
<td>April 4, 2020</td>
<td>9</td>
</tr>
<tr>
<td>April 5, 2020</td>
<td>3</td>
</tr>
<tr>
<td>April 6, 2020</td>
<td>1</td>
</tr>
<tr>
<td>April 7, 2020</td>
<td>3</td>
</tr>
<tr>
<td>April 8, 2020</td>
<td>1</td>
</tr>
<tr>
<td>April 9, 2020</td>
<td>1</td>
</tr>
<tr>
<td>April 10, 2020</td>
<td>2</td>
</tr>
<tr>
<td>April 13, 2020</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>37</td>
</tr>
</tbody>
</table>

Figure 1 displays the television airtime of broadcasts that mentioned the treatments. Airtime for mentions of chloroquine (Figure 1A) peaked on March 24, 2020 on Fox News (0.59%), MSNBC (0.78%), and CNN (0.61%), following the chloroquine-related death. Following Donald J Trump’s tweet advocating for the use of hydroxychloroquine, airtime for its mention peaked at 0.45% on April 7, 2020. Remdesivir (Figure 1D) was not mentioned on any news organizations until April 30, 2020, followed by the decision by the US Food and Drug Administration to approve remdesivir as a COVID-19 treatment on May 1, 2020 [28]. At this point, airtime for mentions of remdesivir experienced peaks comparable to those of the other treatments. COVID-19 treatment coverage has been increasing on all networks, especially after the March 19, 2020 press conference.
Figure 1. Television airtime of keywords from March 1 to April 30, 2020 during 15-second airtime blocks. Dark blue represents BBC News, orange represents CNN, grey represents C-SPAN, yellow represents Fox News, and light blue represents MSNBC. (A) Airtime for the term "chloroquine". (B) Airtime for the term "hydroxychloroquine." (C) Airtime for the term "azithromycin." (D) Airtime for the term "remdesivir". (E) Airtime for the term "covid treatment". CNN: Cable News Network; C-SPAN: Cable-Satellite Public Affairs Network.

Google and Amazon
Searches for and purchases (Figure 2A) of chloroquine on Google peaked on March 19, 2020, followed by a second peak on March 23, 2020, after the story of chloroquine-poisoning was made public. Searches for and purchases of hydroxychloroquine followed a similar trend, though there was a second peak on April 4, 2020 when Donald J Trump retweeted a studying discussing the apparent efficacy of hydroxychloroquine. Peaks in COVID-19 treatment searches (Figure 1E) largely coincided with Donald J Trump’s White House briefing on March 19, 2020, with 3 peaks correlating with his tweet history in Table 1 (March 19, March 21, and April 4, 2020).

Figure 2. Google searches (blue line) for and purchases (orange line) of keywords. (A) Results for the term "chloroquine." (B) Results for the term "hydroxychloroquine." (C) Results for the term "azithromycin." (D) Results for the term "remdesivir." (E) Results for the term "covid treatment".

Our Amazon purchase analysis (Figure 3) showed a peak in purchases for chloroquine, hydroxychloroquine, and azithromycin after the March 19, 2020 White House briefing. This increase in purchases was observed for various forms of these medications, whether it was for purchases of a book about azithromycin [29], which increased by 10 sales; herbal elements claiming to have hydroxychloroquine as an active element [30], which increased by an estimated 50 sales; or texts on alternative chloroquine-containing compounds, such as chloroquine phosphate, which increased by an estimated 30 sales [31]. Secondary peaks for searches on and purchases for hydroxychloroquine were observed after the tweet on April 4, 2020.
Discussion

This study is the first to show the media landscape of COVID-19 therapies prior to gaining approval or complete disregard from the scientific community. Our results show that there was a substantial increase in purchases and searches for previously unpurchased and unsearched therapies by the general public following the backing of US president Donald J Trump. These increases correlated with his discussions in press conferences and personal social media posts advocating for hydroxychloroquine and chloroquine cures. Conservative outlets provided the most airtime to hydroxychloroquine and chloroquine, and airtime for these therapies only peaked on liberal media outlets after the chloroquine-induced death occurred. Many of the increases in the purchases of these products mirror the increases in searches and airtimes that followed the initial press conference on March 19, 2020, during which Donald J Trump touted these therapies, and the subsequent social media endorsements on Twitter by Donald J Trump. Remdesivir, the treatment with the most evidence from small preliminary studies and largescale testing for COVID-19, had the least coverage time from all stations assessed in this study until just before its emergency approval on May 1, 2020. Donald J Trump has not advocated for its use publicly, except during the initial press conference on March 19, 2020, when all the suggested treatments were outlined.

During unknown medical situations, delicacy is required when determining the best treatments. Previous studies have shown that individuals are susceptible to easy claims and conspiracies without appropriate evidence [32], and once these inauthentic claims are given momentum, they are hard to dissuade [33]. It is for this reason that individuals often seek out influential figures for guidance and knowledge [34]. Providing assurances for unverified claims and treatments is dangerous, given that medications can have numerous side effect profiles. Recent trials have in fact been halted due to their general risk, as was the case with hydroxychloroquine [35]. Additionally, their utility for approved conditions, such as malaria, has been compromised due to limited access and hoarding [36].

Efforts need to be made to prevent further harm. In some instances, this has already occurred. Google has decreased access to links that sell chloroquine, whereas Amazon has removed links to chloroquine phosphate and provided COVID-19–related information on associated links. However, this is only true for the US version of the website. Other domains, such as .ca, still provide easy purchasing for medicine substitutes [37]. Public health individuals must do more to advocate for safer, evidenced-based approaches. For example, Twitter has recently provided users the ability to flag COVID-19 misinformation and take down posts. This has occurred to Donald J Trump twice after April 30, 2020 for making nonfactual hydroxychloroquine claims [5].

There are limitations in this study. The estimated number of purchases and searches on Google and Amazon were both estimates, as they were provided by external providers rather than the services themselves. However, given the limited data access, these estimates are the best available to third party providers and researchers. Still, ours is first study to examine the purchasing behaviors of individuals and the media landscape of COVID-19 treatments following Donald J Trump’s endorsements. Future studies will examine the searches and purchases of certain key words/items, such as masks, ultraviolet, and disinfectants.
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Abstract

Background: The internet is a well-known source of information that patients use to better inform their opinions and to guide their conversations with physicians during clinic visits. The novelty of the recent COVID-19 outbreak has led patients to turn more frequently to the internet to gather more information and to alleviate their concerns about the virus.

Objective: The aims of the study were to (1) determine the most commonly searched phrases related to COVID-19 in the United States and (2) identify the sources of information for these web searches.

Methods: Search terms related to COVID-19 were entered into Google. Questions and websites from Google web search were extracted to a database using customized software. Each question was categorized into one of 6 topics: clinical signs and symptoms, treatment, transmission, cleaning methods, activity modification, and policy. Additionally, the websites were categorized according to source: World Health Organization (WHO), Centers for Disease Control and Prevention (CDC), non-CDC government, academic, news, and other media.

Results: In total, 200 questions and websites were extracted. The most common question topic was transmission (n=63, 31.5%), followed by clinical signs and symptoms (n=54, 27.0%) and activity modification (n=31, 15.5%). Notably, the clinical signs and symptoms category captured questions about myths associated with the disease, such as whether consuming alcohol stops the coronavirus. The most common websites provided were maintained by the CDC, the WHO, and academic medical organizations. Collectively, these three sources accounted for 84.0% (n=168) of the websites in our sample.

Conclusions: In the United States, the most commonly searched topics related to COVID-19 were transmission, clinical signs and symptoms, and activity modification. Reassuringly, a sizable majority of internet sources provided were from major health organizations or from academic medical institutions.

(J Med Internet Res 2020;22(11):e22407) doi:10.2196/22407
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Introduction

Since its emergence in late 2019 in Wuhan, China, COVID-19, the disease caused by the novel coronavirus SARS-CoV-2 has drastically impacted daily life around the world [1,2]. Among the changes to the public sphere include government-imposed lockdowns of businesses, schools, and universities, designed to mitigate the spread of the disease and to alleviate the significant strain on health care systems [2]. As many continue to stay at home due to the COVID-19 pandemic, internet use has become an increasingly dominant part of daily life. In a recent poll, a majority of Americans considered the internet “essential” during this time [3]. Nearly all major internet services have seen increased traffic since early March 2020 [4]. Given the
unprecedented nature of the pandemic, there is naturally much public uncertainty regarding COVID-19, and thus, many are turning to the internet to ask their questions and obtain information about the coronavirus.

Previous studies have shown that patients frequently use the internet to research their conditions and inform their discussions in clinic [5,6]. As physicians, insight into what topics patients are curious or anxious about may help guide and structure our interactions, leading to improved patient rapport and satisfaction. Additionally, with well-publicized recent examples of misinformation originating from many sources, including places of authority, it is paramount for physicians to collectively take responsibility to provide reliable and trustworthy information based on the best available evidence [7,8]. Thus, the aims of the present study were to (1) determine the most commonly searched phrases related to COVID-19 in the United States and (2) identify the sources of information for these web searches. In doing so, we believe that we can distill the collective curiosity of the internet-using public into useful information for physicians in clinic.

Methods

Search terms related to COVID-19 were entered into Google web search using a clean-installed Google Chrome browser on May 30, 2020, in New York, NY. Google web search is by far the most widely used internet search engine in the United States [9]. In 2018, Google introduced a natural language processing algorithm, which greatly improved the ability of the search engine to identify clusters of search queries related to any given topic [10]. Due to this new technology, Google redirects all searches related to COVID-19, such as “COVID-19,” “coronavirus,” “coronavirus disease,” etc, to a centralized COVID-19 homepage. This search results page incorporates the location of the user’s search and generates a list of questions and websites that are frequently associated with the initial query. On each results page, the 200 most commonly asked questions were generated. The questions were downloaded to a database using a freely available program (Scraper, version 1.7). The specific question and web address were noted on the webpage by their unique XML Path Language (XPath) strings.

The questions were first categorized according to Rothwell’s classification system by a single trained reviewer [11,12]. This classification system was expanded into one of 6 topics—clinical signs and symptoms, treatment, transmission, cleaning methods, activity modification, and policy—which were chosen based on previously published studies that examined the web and social media concerns of users during the COVID-19 pandemic [13-15] (Table 1).

Activity modification consisted of questions regarding the effectiveness of various activities or lifestyle changes in preventing COVID-19. Policy included questions detailing local or national policy changes enacted in response to COVID-19, including questions about economic support. A full listing of the criteria for each topic category is listed in Table 1.

In line with previous studies, the websites were categorized according to source: World Health Organization (WHO), Centers for Disease Control and Prevention (CDC), non-CDC government, academic, news, and other media [16,17] (Table 1). Specifically, non-CDC government websites consisted of webpages directly maintained by a national governmental entity such as the National Institutes of Health (United States) or the National Health Service (United Kingdom). Academic websites were defined as an organization with a clear academic mission statement. Other media consisted of websites not described by one of the previous categories, including CNET, WebMD, and Wikipedia. A full listing of the criteria for each web source category is listed in Table 1.
Table 1. Question classification by topic and website categorization by source.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Question classification by topic</strong></td>
<td></td>
</tr>
<tr>
<td>Clinical signs and symptoms</td>
<td>• Properties of SARS-CoV-2, signs and symptoms of COVID-19, prognosis, risk factors, severity, testing</td>
</tr>
<tr>
<td></td>
<td>• Example: can you have the coronavirus disease without a fever?</td>
</tr>
<tr>
<td>Treatment</td>
<td>• Treatment strategies for COVID-19, including antiretrovirals and vaccines; also includes inquiries for unsupported treatments</td>
</tr>
<tr>
<td></td>
<td>• Example: Can antibiotics treat the coronavirus disease?</td>
</tr>
<tr>
<td>Transmission</td>
<td>• Inquiries regarding specific routes of transmission for SARS-CoV-2</td>
</tr>
<tr>
<td></td>
<td>• Example: Can coronavirus spread through mosquito bite?</td>
</tr>
<tr>
<td>Cleaning methods</td>
<td>• Inquiries regarding specific methods of sanitation to limit spread of COVID-19</td>
</tr>
<tr>
<td></td>
<td>• Example: Can ultraviolet light kill the coronavirus disease?</td>
</tr>
<tr>
<td>Activity modification</td>
<td>• Questions regarding effectiveness of various activities or lifestyle changes in preventing COVID-19</td>
</tr>
<tr>
<td></td>
<td>• Example: Can I walk my dog during quarantine?</td>
</tr>
<tr>
<td>Policy</td>
<td>• Questions about local or national policy changes enacted in response to COVID-19; includes questions about economic support</td>
</tr>
<tr>
<td></td>
<td>• Example: Does everyone get a stimulus check?</td>
</tr>
<tr>
<td><strong>Website categorization by source</strong></td>
<td></td>
</tr>
<tr>
<td>World Health Organization (WHO)</td>
<td>• Website maintained by the WHO and hosted on the who.int domain</td>
</tr>
<tr>
<td></td>
<td>• Example: COVID-19 Situation Report (who.int)</td>
</tr>
<tr>
<td>Centers for Disease Control and Prevention (CDC)</td>
<td>• Website maintained by the United States CDC and hosted on the cdc.gov domain</td>
</tr>
<tr>
<td></td>
<td>• Example: Travelers’ health (nc.cdc.gov/travel)</td>
</tr>
<tr>
<td>Government</td>
<td>• Websites maintained by national, state, or local governmental organizations other than the WHO or CDC</td>
</tr>
<tr>
<td></td>
<td>• Example: New York State Governor’s Office (governor.ny.gov)</td>
</tr>
<tr>
<td>Academic</td>
<td>• Websites maintained by an institution with a clear academic mandate, including universities, academic medical centers, and academic societies</td>
</tr>
<tr>
<td></td>
<td>• Example: ClevelandClinic.org, MayoClinic.org</td>
</tr>
<tr>
<td>News</td>
<td>• Websites published by local, national, or international news media organizations</td>
</tr>
<tr>
<td></td>
<td>• Example: USAToday.com</td>
</tr>
<tr>
<td>Other media</td>
<td>• Websites maintained by organizations not defined in the categories above</td>
</tr>
<tr>
<td></td>
<td>• Example: Wikipedia.org</td>
</tr>
</tbody>
</table>

**Results**

In total, 200 questions and their corresponding source of information were extracted; the top 25 questions are listed inTextbox 1. The most common question topic was transmission (n=63, 31.5%), followed by clinical signs and symptoms (n=54, 27.0%) and activity modification (n=31, 15.5%) (Table 2).

Most questions regarding the transmissibility of the coronavirus asked about specific modes of transmission such as spread through food, feces, air conditioning units, delivery packages, and mosquitoes. Interestingly, the clinical signs and symptoms category captured questions about myths associated with the disease, such as whether consuming alcohol stops the coronavirus. In the activity modifications category, there were many questions about staying at home, wearing masks, and managing pre-existing travel plans. The most commonly asked question—“Can antibiotics treat the coronavirus disease?”—was classified as treatment, which, in total, comprised 9% (n=18) of the searched questions.

- Can antibiotics treat the coronavirus disease?
- Is headache a symptom of the coronavirus disease?
- Is there a vaccine for coronavirus?
- Are masks effective against the coronavirus disease?
- Can children pass on the coronavirus disease?
- Can coronavirus spread through mosquito bite?
- Can I stay at home if I have the coronavirus disease?
- Can the coronavirus disease spread faster in an air-conditioned house?
- Can the coronavirus disease spread through delivered packages?
- Can the coronavirus disease spread through feces?
- Can the coronavirus disease spread through food?
- Can you get coronavirus from talking to someone from a distance?
- Can you have the coronavirus disease without a fever?
- Does drinking alcohol kill the coronavirus?
- How long does the coronavirus stay on clothing?
- Is bleach an effective cleaning agent for the coronavirus disease?
- Is the coronavirus disease more severe than the flu?
- Should I accept packages from China?
- Should I cancel my trip due to coronavirus?
- Should I wear a face mask out in public?
- What antiviral drugs are available to treat the coronavirus disease?
- What is a pandemic?
- What is the recovery time for the coronavirus disease?
- Who gets a stimulus check?
- Are rashes a symptom of the coronavirus disease?
- Can hand sanitizer explode in a hot car?
Table 2. Frequencies and percentages associated with questions by topic and websites by source.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Questions by topic (n=200)</strong></td>
<td></td>
</tr>
<tr>
<td>Transmission</td>
<td>63 (31.5)</td>
</tr>
<tr>
<td>Clinical signs and symptoms</td>
<td>54 (27.0)</td>
</tr>
<tr>
<td>Activity modification</td>
<td>31 (15.5)</td>
</tr>
<tr>
<td>Policy</td>
<td>22 (11.0)</td>
</tr>
<tr>
<td>Treatment</td>
<td>18 (9.0)</td>
</tr>
<tr>
<td>Cleaning methods</td>
<td>12 (6.0)</td>
</tr>
<tr>
<td><strong>Websites by source (n=200)</strong></td>
<td></td>
</tr>
<tr>
<td>Centers for Disease Control and Prevention</td>
<td>73 (36.5)</td>
</tr>
<tr>
<td>Academic</td>
<td>48 (24.0)</td>
</tr>
<tr>
<td>World Health Organization</td>
<td>47 (23.5)</td>
</tr>
<tr>
<td>News</td>
<td>13 (6.5)</td>
</tr>
<tr>
<td>Government</td>
<td>10 (5.0)</td>
</tr>
<tr>
<td>Other media</td>
<td>9 (4.5)</td>
</tr>
</tbody>
</table>

With respect to sources of information, the most common websites provided were maintained by the CDC (n=73, 36.5%), academic medical organizations (n=48, 24.0%), and the WHO (n=47, 23.5%) (Table 2). With an additional 5% (n=10) of web information provided by a government source, an overwhelming majority of information (n=178, 89%) came from highly trustworthy web sources. However, the remaining 11% (n=22) of information came from either news or other media. In particular, 4.5% (n=9) of information came from web sources classified as other media, which included potentially erroneous sources of information such as Wikipedia.

**Discussion**

**Principal Findings**

In the midst of a highly unprecedented pandemic with significant economic and public health implications, the internet is a crucial source of information for the general public in order to guide their everyday life. As information is changing rapidly and is compounded by fallacies originating from places of authority, we believe that the pandemic highlights the role of physicians in providing patients the most reliable information based on the highest quality of evidence. Thus, the present study effectively characterized the intellectual curiosity of millions of Americans into 6 easily categorizable groups and demonstrated the origin of the general public’s sources of information.

Previous studies have examined search and Twitter trends related to the COVID-19 pandemic from regions around the world, including the United States, China, Italy, and Spain [13-15,18-20]. In April, Husnayain et al [14] examined Google search trends in Taiwan, effectively noting that searches for handwashing drastically increased after a perceived face mask shortage in the country. More recently, Rovetta et al [19] examined the Google search trends in Italy, and characterized the most common search terms in the country, including “face mask,” “disinfectant,” “symptoms of the coronavirus,” “health bulletin,” and “vaccines.” In the United States, Chen et al [18] examined over 100 million tweets to track social media conversations about the COVID-19 pandemic. However, to our knowledge, no study has examined internet search patterns related to COVID-19 in the United States. This question is of utmost importance for several reasons. First, the United States represents not only the highest COVID-19 burden in the world, but is also a country where recent well-publicized examples of misinformation originated from the head of state [8]. Second, while Twitter effectively captures a significant source of information, it is by no means comprehensive, and the platform appeals to a select audience [21].

Thus, the present study revealed that the most commonly searched criteria about COVID-19 included information about transmission, clinical signs and symptoms, and activity modification. Understanding what matters to our patients should compel us to be well informed on these topics. We believe that as physicians, we should collectively take responsibility to provide reliable information based on the best available evidence [22]. Even if we do not regularly manage patients with COVID-19, at the very least we should be prepared to answer the most common clinical questions asked online such as modes of transmission or the status of a vaccine. Although many answers may be obvious to us, there remain many questions that are active areas of study for which we must remain up to date. Regardless of the specific details of our individual practice, we should always have the willingness to learn and the preparation to answer these commonly asked questions.

Further, the present study revealed that the sizable majority of internet sources provided were from major health organizations or from academic medical institutions. While we find this to be encouraging, we must remember that our patients also consume information from multiple other sources. The social media “echo chamber” phenomenon is an active area of study for sociologists and computer scientists and has been shown to rapidly propagate rumors or misinformation on a mass scale [23-25].
believe that physicians should take responsibility for providing the best-quality information in the domains in which we hold influence. On a larger scale, perhaps there is a role for physicians to learn and adapt techniques employed by marketers and politicians to better communicate medical information with the public. However, for most of us, we believe that our role is simply to understand the concerns of our patients regarding COVID-19, to remain informed ourselves, and to be ready to answer their questions.

Limitations

There are several limitations to the present study. First, the COVID-19 pandemic is rapidly changing, and the results of the present study captured web searches as of May 2020. Due to the changes in pandemic characteristics, such as the emergence of new hotspots, it is entirely plausible that the focus of web searches has changed as well. In addition, the present study only captures the web searches of users in New York during May 2020, as the Google COVID-19 database generates search results based on the date of search and user location. Thus, we are unable to analyze trends in either. However, other published studies have examined Google searches in other regions of the world, including China, Taiwan, and Italy [13-15,19]. Thus, the results of the present study should be used in conjunction with those around the world to provide a more comprehensive view of the search patterns of citizens across the world. In addition, the present study makes use of Google’s coronavirus homepage, which generates the most commonly asked questions based on the specific user’s location and date of search. Due to the limitations of this feature, we are unable to compare trends in location and trends in time, which should be a direction for future studies. Lastly, Google web search was the only search database examined, and the present study fails to capture information from alternative search engines. However, as previously noted, Google is by far the most highly utilized search engine in the United States [9].

Conclusion

People use Google Web Search to identify sources of information about COVID-19. In the United States, the most commonly searched topics related to COVID-19 were transmission, clinical signs and symptoms, and activity modification. Reassuringly, the majority of information in the present study came from highly reputable sources, including the CDC, academic websites, and the WHO.
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Abstract

Background: The COVID-19 pandemic has caused several disruptions in personal and collective lives worldwide. The uncertainties surrounding the pandemic have also led to multifaceted mental health concerns, which can be exacerbated with precautionary measures such as social distancing and self-quarantining, as well as societal impacts such as economic downturn and job loss. Despite noting this as a “mental health tsunami”, the psychological effects of the COVID-19 crisis remain unexplored at scale. Consequently, public health stakeholders are currently limited in identifying ways to provide timely and tailored support during these circumstances.

Objective: Our study aims to provide insights regarding people’s psychosocial concerns during the COVID-19 pandemic by leveraging social media data. We aim to study the temporal and linguistic changes in symptomatic mental health and support expressions in the pandemic context.

Methods: We obtained about 60 million Twitter streaming posts originating from the United States from March 24 to May 24, 2020, and compared these with about 40 million posts from a comparable period in 2019 to attribute the effect of COVID-19 on people’s social media self-disclosure. Using these data sets, we studied people’s self-disclosure on social media in terms of symptomatic mental health concerns and expressions of support. We employed transfer learning classifiers that identified the social media language indicative of mental health outcomes (anxiety, depression, stress, and suicidal ideation) and support (emotional and informational support). We then examined the changes in psychosocial expressions over time and language, comparing the 2020 and 2019 data sets.

Results: We found that all of the examined psychosocial expressions have significantly increased during the COVID-19 crisis—mental health symptomatic expressions have increased by about 14%, and support expressions have increased by about 5%, both thematically related to COVID-19. We also observed a steady decline and eventual plateauing in these expressions during the COVID-19 pandemic, which may have been due to habituation or due to supportive policy measures enacted during this period. Our language analyses highlighted that people express concerns that are specific to and contextually related to the COVID-19 crisis.

Conclusions: We studied the psychosocial effects of the COVID-19 crisis by using social media data from 2020, finding that people’s mental health symptomatic and support expressions significantly increased during the COVID-19 period as compared to similar data from 2019. However, this effect gradually lessened over time, suggesting that people adapted to the circumstances and their “new normal.” Our linguistic analyses revealed that people expressed mental health concerns regarding personal and professional challenges, health care and precautionary measures, and pandemic-related awareness. This study shows the potential to provide insights to mental health care and stakeholders and policy makers in planning and implementing measures to mitigate mental health risks amid the health crisis.

(J Med Internet Res 2020;22(11):e22600) doi:10.2196/22600
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Introduction
The impacts of global public health emergencies extend beyond medical repercussions; they affect individuals and societies on many levels, causing disruptions [1,2]. In an article written by the American Psychological Association following the Ebola outbreak [3], the epidemic was described as an “epidemic of fear.” In the United States, it was labeled by the media as “fearbola” to describe a paranoia that infected the country. Reports of similar feelings of anxiety, stress, and uncertainty have been repeatedly reported during other global outbreaks and pandemics [4]. The ongoing outbreak of SARS-COV-2 has led to a pandemic of illness (COVID-19) that has caused 16 million cases and 700,000 deaths worldwide, reported as of the end of July 2020 [5]. According to recent surveys from the Census Bureau, the Centers for Disease Control and Prevention, and other studies, the COVID-19 crisis has been reported to be associated with rapid rises in psychological distress across many nations [6], with women, the young, the less educated, and some ethnic minority groups reporting greater mental health strain [7]. On the one hand, people are worried about the direct effects of potential infection, including fears of death, lasting disabilities, or exacerbating chronic illnesses. On the other hand, actions to mitigate the spread of COVID-19, including social distancing, quarantines, and business closures with resulting job losses, are a source of life disruptions and emotional distress.

Fear and anxiety about a disease as infectious as COVID-19 can trigger new-onset or exacerbate existing mental illness [8]. Therefore, the practical impact of the crisis is far greater than the actual number of infection cases or fatalities [8,9]. Although expressions of distress may stem from concern and worry relating to the direct impacts of the disease, they may relate as much to disruption of routine practices, sleep and eating patterns, having children out of school and at home full-time, economic hardships and unusual volatility in financial markets, and forced geographical displacement or confinement. Indeed, some people are at risk of developing posttraumatic distress due to exposure to the multifaceted uncertainties or from confronting dying people or lost loved ones. Although disease mitigating efforts such as “social distancing” and “self-quarantining” are recommended [10-12], individuals in medical isolation may experience increased symptoms of anxiety and depression, as well as feelings of fear, abandonment, loneliness, and stigmatization [13,14].

Despite concerns about the myriad of social and behavioral issues associated with the COVID-19 pandemic [15,16], there has been scant research to examine its psychosocial impacts or how to predict and mitigate them. Although it is anticipated that COVID-19 will have broadly ramifying effects [17,18], public health workers and crisis interventionists are limited in their ability to extend services and support in a timely, preemptive fashion. Although surveys are a step forward to support such efforts [7], due to their retrospective recall bias, limited scalability, and inability to provide real-time insights, public health workers are not only unable to prioritize services for the most vulnerable populations but also, more specifically, less equipped to direct prevention efforts toward individuals with greater propensities for adverse psychological impacts.

This paper seeks to address the aforementioned gap by drawing insights into people’s expressed mental health concerns by leveraging social media data. The rise in online and social media activity has provided an unprecedented opportunity to enhance the identification and monitoring strategies of various mental and psychosocial disorders [7,19]. Over 80% of US adults use social media daily [20], placing it ahead of texting, email, and instant messaging, and disclose considerably more about themselves online than offline [21,22]. Social media provides a real-time platform where people often candidly self-disclose their concerns, opinions, and struggles during this pandemic [23]. In particular, our study targets the following research aims:

- **Aim 1:** To quantitatively assess the psychosocial effects of the COVID-19 pandemic using social media data
- **Aim 2:** To examine how the psychosocial effects of the COVID-19 pandemic have varied over time
- **Aim 3:** To examine if social media language reflects the major psychosocial concerns during the COVID-19 pandemic

For these research questions, we measured psychosocial effects in terms of symptomatic mental health expressions of anxiety, depression, stress, and suicidal ideation, and expressions seeking emotional and informational support. Our study is founded on a large body of work on studying mental health and psychosocial dynamics with social media data [24-30]. Several studies have leveraged Twitter (which is also the data we used) to study health attributes and public health [30], including symptoms related to diseases [31], disease contagion [32], obesity and physical health [33], mood and depressive disorders [28,34], mental health self-disclosures [27], posttraumatic stress disorder [35], addictive behaviors and substance use [36,37], etc. Because social media data (and Twitter posts in particular) are recorded in the moment, they provide rich information about both the individual as well as the larger world [30]. In particular, we draw on two kinds of prior work: symptomatic mental health expressions and support expressions. Related to the former, Saha et al [25], in their study on the effects of psychiatric medications on Twitter, developed classifiers of mental health symptomatic expressions using social media language, which we replicated in this study. Related to the latter, we draw upon Sharma and De Choudhury’s [38], and Saha and Sharma’s [39] developed classifiers of social support expressions, specifically emotional and informational support.
Methods

Data

Using Twitter Data
To study people’s psychosocial expressions on social media, we obtained Twitter data. Twitter is one of the most popular social media platforms, and its public-facing, microblogging–based design enables candid self-disclosure and self-expressions for individuals [27].

Twitter Streaming Application Programming Interface
We collected data in our study using the Twitter Streaming application programming interface (API). The Twitter Streaming API is an official data collection API that Twitter shares with researchers providing free access to a 1% sample of its data on parameters set by researchers. That is, for a given set of parameters, Twitter queries the volume of available data at a particular moment [40]. If the volume of the query exceeds 1% of all Twitter posts at that moment, then the response is sampled to be less than 1%. However, the Twitter Streaming API is like a black-box with a lack of transparency in the sampling methodology [41,42], yet this is one of the few forms of unfettered and large-scale social media data access to researchers outside social media companies [43] and has been used in prior research, including in health-related studies [35,44,45]. The Discussion section revisits the limitations of our study due to the challenges of the Twitter Streaming API.

For the purposes of our study, we used two kinds of parameters: (1) language of a Twitter post as “english” and (2) geolocation bounds set to be within the geographic coordinates of the United States. Therefore, our following analyses concern Twitter data that at least fulfill both these criteria. We note that the location filter additionally prevents any retweets in the data set, as retweets are not geolocation labeled by design on Twitter [40], allowing us to study only originally created Twitter posts.

Treatment Data
In particular, we focused our study on the US population and leveraged the Twitter Streaming API. Using geo-bounded coordinates, we collected 1% of real-time Twitter data originating from the United States. We collected 59,096,694 Twitter posts between March 24, 2020, and May 24, 2020. Because this data set comes from the same period when the COVID-19 outbreak occurred, we labeled this data set as the treatment data set. We note that this period saw an exponential growth in reported COVID-19 infection cases (about 50,000-1 million) and fatalities (about 1000-56,000) in the United States [46]. During these 2 months, federal and state policies and laws were enacted to control or mitigate the spread of the outbreak, including school and work closures; stay-at-home orders; and the Coronavirus Aid, Relief, and Economic Security Act [47].

Control Data
To understand the social media expressions particularly attributed to the COVID-19 crisis, we obtained a control data set that originated from the same geographical location (the United States) and a similar time period but from the previous year (2019). Prior work [47,48] motivated this approach of obtaining control data that acts as a baseline and likely minimizes confounding effects due to geo-temporal seasonality in lifestyle, activities, experiences, and unrelated events that may have some psychosocial bearing. We obtained a similarly sized data set of 40,875,185 Twitter posts shared between March 24, 2019, and May 24, 2019.

Both the treatment and control data sets were collected in real time, and therefore, they were the entire 1% sample of Twitter posts returned in real time; we did not conduct any additional sampling on this data. We note that the size of the control data was smaller than that of the treatment [42] despite each consisting of the same 2-month duration. This could be because the volume of posts [40,42] on Twitter increased significantly in 2020 [49], leading to an increase in the 1% sample as well. However, we cannot make any such conclusion, especially because of the lack of transparency in how Twitter conducts the 1% sampling [42].

Psychosocial Effects of COVID-19

Study Design
Toward our first research aim of understanding the psychosocial impacts of the COVID-19 outbreak, we conducted two types of analysis on our Twitter data set, which we describe in the following sections. Our study builds upon the vast, rapidly growing literature studying mental health concerns and psychosocial expressions within social media data [19,21,24-28,34,48,50-52]. We adopted a quasi-experimental study design, which minimizes for geo-temporal confounds by using Twitter data sets from similar regions and similar times of the year in a treatment (2020) and a control (2019) year.

Symptomatic Mental Health Expressions
Drawing on the work previously referenced, we hypothesize that people’s self-disclosure expressions on social media can reveal symptomatic mental health expressions attributed to the COVID-19 crisis. We examined symptomatic expressions of anxiety, depression, stress, and suicidal ideation. These are not only some of the most critical mental health concerns but also have been attributed to be consequences of the pandemic outbreak [15,53,54].

To identify mental health symptomatic expressions in social media language, Saha et al [25] built machine learning classifiers using transfer learning methodologies—the main idea here is to infer mental health attributes in an unlabeled data by transferring a classifier trained on a different labeled data set. These classifiers are n-gram–based (n=1,2,3) binary support vector machine (SVM) models, where the positive class of the training data sets stems from appropriate Reddit communities (r/depression for depression, r/anxiety for anxiety, r/stress for stress, and r/SuicideWatch for suicidal ideation), and the negative class of training data sets comes from nonmental health–related content on Reddit—a collated sample of 20 million posts gathered from 20 subreddits from the landing page of Reddit during the same period as the mental health subreddit posts, such as r/AskReddit, r/aww, and r/movies. These classifiers perform at a high accuracy of approximately 0.90 on average on held-out test data [25].
Clinical Validity
Saha et al’s [25] classifiers used here have also been shown to transfer well on Twitter with an 87% agreement between machine-predicted labels and expert appraisal [48], where experts annotated posts in the classification test data using Diagnostic and Statistical Manual of Mental Disorders, 5th Edition [55] criteria of mental health symptoms. Bagroy et al [56] reported additional validation of such derived insights with feedback from clinical experts [55]. In this study, the outcomes of the mental health expression classifiers were compared with those given by human coders on the same (random) sample of social media posts; the latter coded the posts based on a codebook developed using prior qualitative and quantitative studies of mental health disclosures on social media and literature in psychology on markers of mental health expressions.

Textbox 1. Example paraphrased posts in the treatment data that exhibited high symptomatic mental health expressions.

- I am so sick and tired of the #coronavirus (anxiety, stress)
- The kind of person I am, I don’t deserve to meet these people (depression)
- 2020 is the saddest year. There is a lack of money, necessities needed for daily life are gone from stores! I am at work as a healthcare professional hurting for my patients because they can’t see their family. (anxiety, stress)
- I am too overwhelmed by school and having a crippling anxiety to keep up with everything online I’m seriously NOT OK! I CAN’T TAKE THIS! (anxiety, suicidal ideation)
- During the online lecture, the prof. asked each of us how we were doing and feeling, I said, I am too anxious to know what’s next, and i keep thinking about what’s gonna happen, and she was like okay chill! (depression, anxiety, stress)

Support Expressions
Social support is considered an essential component in helping people cope with psychological distress [57]. Research reports that supportive interactions can even have a “buffering effect” [57,58]; that is, they can be protective against the negative consequences of mental health. With the wide adoption of web and social media technologies, support seeking (and providing) is increasingly happening online and has been shown to be efficacious [21,59]. In fact, a meta-analysis indicated that online support is effective in decreasing depression and increasing self-efficacy and quality of life [60]. In the context of suicide, certain types of social support in Reddit communities may reduce the chances of future suicidal ideation among those seeking mental health help [61]. Oh et al [62] further showed that surveyed Facebook users demonstrated a positive relationship between having health concerns and seeking health-related social support. Indeed, during global crises such as COVID-19, when many of the physical sites for health care (including mental health) have been closed or have restricted access, it is likely that online support has proliferated [63]. Fear of potential infection may further have alienated individuals in need to pursue formal treatment, therapy, and support, perhaps channelizing their support-seeking efforts online and on social media.

According to the “Social Support Behavioral Code” [64], two forms of support that have received theoretical and empirical attention are emotional and informational support. Emotional support (ES) corresponds to empathy, encouragement, and kindness, while informational support (IS) corresponds to information, guidance, and suggestions [38,65]. These two forms of support have been found to be most prevalent and effective in several studies of online support and social media [38,62,66,67]. Social media enables individuals to self-disclose and express their emotional and informational needs [67]. Andalibi et al [66] found that these two kinds of support can co-occur with other forms of support, such as posts seeking ES often seeking esteem and network support, and Attai et al [68] noted that Twitter is effective in seeking and providing health-related informational needs, contextually related with our problem of interest. To identify support expressions on social media, we used an expert-appraised data set and classifier built in prior studies [38,39]. These are binary SVM classifiers identifying the degree (high and low) of ES and IS in social media posts. When the predictions of these classifiers were cross-validated with expert annotations from Sharma and De Choudhury’s [38] data, the classifiers were found to have k-fold cross-validation accuracies of 0.71 and 0.77 in ES and IS classifications, respectively [39]. Similar to the symptomatic expressions classifiers, the classifiers of support expressions are transferred from Reddit and typically performed well in our data set due to the high linguistic equivalence between Reddit and Twitter data sets [34]. We further manually inspected a random set of 125 Twitter posts in our data set using the methods outlined in prior studies [25,56] to rate each Twitter post with binary high or low ES and IS. We found that the manual ratings and classifier ratings showed a high agreement of 88% and 93%, respectively, indicating statistically significant transfer classification on Twitter. We used these classifiers to label the presence of ES and IS in our
Exchanging Psychosocial Expressions Over Time and Language

Approach Overview

Next, we describe the methods to examine how the COVID-19 pandemic may have caused changes in psychological expressions by comparing our treatment (outbreak year) and control (no outbreak year) data sets. For both our data sets, we aggregated the number of posts that expressed symptomatic and support expressions by day and by type. We compared the pervasiveness of each kind of measure in the data sets along with conducting statistical significance in their differences using two-sample t-tests and effect sizes (Cohen $d$).

Temporal Variation

For our second research aim, we compared the daily variation of measures between the treatment and control data sets, we transformed our data into standardized $z$ scores. Our data sets relied on the Twitter Streaming API and were subject to daily inconsistencies of available data each day [41]. Transformed $z$ scores are not sensitive to such absolute values and inconsistencies, and essentially quantify the number of SDs by which the value of the raw score is above or below the mean. Similar standardization techniques have been adopted in prior social media time series studies [48,69]. $Z$ scores were calculated as $(x - \mu) / \sigma$, where $x$ is the raw value, $\mu$ is the mean, and $\sigma$ is the SD of the population. Here, to obtain population $\mu$ and $\sigma$, in addition to our treatment and control data, we also included a year-long Twitter data of over 240 million Twitter posts (September 2018 to August 2019). For each of the measures in symptomatic and support expressions, we first calculated $\mu$ and $\sigma$ on the per-day occurrence of that particular measure in the data set of over 300 million Twitter posts (combining 240 million posts between September 2018 and August 2019, and 60 million posts in the treatment data between March and May 2020). For each measure, we then calculated the $z$ score per day and interpreted the positive $z$ scores as values above the mean and negative $z$ scores as those below the mean.

Linguistic Differences

For our third research aim, we examined COVID-19–related linguistic differences in the psychosocial expressions on social media, we employed an unsupervised language modeling technique, the Sparse Additive Generative Model (SAGE) [70]. Given any two data sets, SAGE selects salient keywords by comparing the parameters of two logistically parameterized-multinomial models using a self-tuned regularization parameter to control the trade-off between frequent and rare keywords. We conducted SAGE to identify distinguishing n-grams ($n=1,2,3$) between the treatment and control data sets, where each n-gram was returned with a SAGE score. The magnitude of an n-gram’s SAGE score signals the degree of its “uniqueness” or saliency, and in our case, a positive SAGE score (above 0) indicated that the n-gram was more salient in the treatment data, whereas a negative SAGE score (below 0) denoted greater saliency in the control data.

SAGE allowed us to obtain how the expressions differ during the COVID-19 outbreak as compared to the control period. We conducted two SAGE analyses, one each for symptomatic and support expressions. For the symptomatic expressions, we first obtained posts that were indicative of either anxiety, depression, stress, or suicidal ideation in the treatment and control data sets, and obtained SAGE for both. We used a similar method for support expressions by obtaining posts that were indicative of either emotional or informational support.

Finally, we cross-examined the salient keywords across symptomatic and support expressions to study how concerns were prevalent in either or both of the expression types. We measured log-likelihood ratios (LLRs) along with add-one smoothing, where LLRs close to 0 indicated comparable frequencies, LLRs<1 indicated the greater frequency in symptomatic expressions, and LLRs>1 indicated the greater frequency in support expressions. Together, these linguistic analyses enabled us to obtain psychological concerns and understand how COVID-19 has psychosocially affected individuals, and to contextualize these concerns in the literature on consequences of global crises.

Results

Summary of Results

We summarize our first set of results in Table 1. For all our measures, we found statistical significance (as per t tests) as well as significant effect sizes (Cohen $d>0.4$ for all measures [71]) in social media expressions in the treatment data as compared to that in the control data. Assuming that most other confounders were minimized due to the geo-temporal similarity
of the data sets, our findings indicated that the COVID-19 outbreak led to an increase in people’s symptomatic and support expressions of mental health. We elaborate on the results in the following sections.

### Table 1. Comparing social media expressions in the treatment (2020) and control (2019) data sets.

<table>
<thead>
<tr>
<th>Expression</th>
<th>Treatment (2020), mean (SD)</th>
<th>Control (2019), mean (SD)</th>
<th>Δ (%)</th>
<th>Cohen d</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Symptomatic mental health expressions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>1.65 (0.20)</td>
<td>1.35 (0.08)</td>
<td>21.32</td>
<td>1.96</td>
<td>12.60 (151)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Depression</td>
<td>9.00 (0.60)</td>
<td>8.17 (0.35)</td>
<td>10.18</td>
<td>1.71</td>
<td>10.72 (151)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Stress</td>
<td>19.31 (0.77)</td>
<td>18.61 (0.43)</td>
<td>3.76</td>
<td>0.81</td>
<td>3.65 (151)</td>
<td>.009</td>
</tr>
<tr>
<td>Suicidal ideation</td>
<td>3.14 (0.31)</td>
<td>2.62 (0.13)</td>
<td>19.73</td>
<td>2.14</td>
<td>13.54 (151)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Support expressions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional support</td>
<td>8.56 (0.84)</td>
<td>8.17 (0.50)</td>
<td>4.77</td>
<td>0.46</td>
<td>2.87 (151)</td>
<td>.004</td>
</tr>
<tr>
<td>Informational support</td>
<td>1.75 (0.18)</td>
<td>1.67 (0.08)</td>
<td>4.78</td>
<td>0.56</td>
<td>3.58 (151)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Temporal Variation**

Figure 1 shows the changes in symptomatic mental health expressions for the same period in the treatment (2020) and control (2019) years. We found that the treatment and control data sets showed significant differences in people’s symptomatic expressions (Table 1), among which anxiety showed the most significant increase (21.32%), followed by suicidal ideation (19.73%), depression (10.18%), and stress (3.76%). Figure 2 shows the evolution of support expressions change in the treatment and control data sets. The differences were significant (Table 1), and we found that ES increased by 4.77% and IS increased by 4.78%.

**Figure 1.** Comparison of symptomatic mental health expressions on social media posts in the same period (March 24 to May 24) in 2019 and 2020 (COVID-19 outbreak year). Idn.: ideation.
In both the plots of Figures 1 and 2, we found a general trend of negative slope (average slope = −0.03) within the treatment year, which was closer to zero slope (average slope = 3.19*10⁻⁴) in the control data set. This may suggest that within the treatment year, people’s mental health expressions gradually leveled out over time, despite the growing rate of COVID-19 active cases. The plots indicated that psychological expressions almost converge at the tails. This could likely be due to people’s habituation with the situation and surroundings with the passage of time [70,72], as has been observed for other crisis events [48,73]; however, this needs to be explored further. Within the control data set, we observed a sudden peak on April 28, 2019, which could be attributed to a shooting incident at a synagogue in San Diego [74]. The observations reflected that the COVID-19 pandemic has increased people’s mental health expressions on social media, aligning with other contemporary literature and media reports [8,53].

Linguistic Expressions

Symptomatic Mental Health Expressions

Table 2 summarizes the language differences as per SAGE for posts expressing high mental health expressions in the treatment and control periods—keywords with positive SAGE saliently occurred in the treatment data, whereas those with negative SAGE saliently occurred in the control data. A majority of the keywords that occurred in the treatment period were contextually related to the COVID-19 pandemic, such as covid19, coronavirus, social distancing, and stayathome isolation. These keywords were used in posts expressing mental health concerns either explicitly (eg, “Social distancing is both sad and anxiety-inducing at the same moment”) or implicitly (eg, “In order to get my family treated, I will do more than beg, and I will donate 25K for research to develop COVID19 vaccine”). We also found that the treatment period used keywords referring to key personnel such as dr fauci (referring to Anthony Fauci, one of the leads in the incumbent White House Coronavirus Task Force in the United States and Director of the National Institute of Allergy and Infectious Diseases since 1984 [75]) and political figures like Nury Martinez and Donald Trump. Further, we found keywords such as essential workers, doctor jobs, and risking lives, which describe high-risk worker situations (eg, “I am not complaining about going to work, rather, I am concerned about risking my health for work”), and certain treatment suggestions that evolved during this period [76], such as garlic, malaria, and hydroxychloroquine (eg, “I do worry tho! He is focused on job numbers, approval? ratings and repeating mistruths. His spouting of 2 drugs, one for malaria & the other a Z-pack. A Senior couple tried these untested drugs; wife is in ICU & husband also hospitalized! This is irresponsible & dangerous!”).
Table 2. Top salient n-grams (n=1,2,3) for symptomatic mental health concerns in the treatment and control data sets (SAGE analysis [70]).

<table>
<thead>
<tr>
<th>Keyword</th>
<th>SAGE&lt;sup&gt;a,b&lt;/sup&gt;</th>
<th>Keyword</th>
<th>SAGE&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>covid19</td>
<td>11.17</td>
<td>hospitality</td>
<td>−2.81</td>
</tr>
<tr>
<td>lord marvelous</td>
<td>10.87</td>
<td>trainee</td>
<td>−2.78</td>
</tr>
<tr>
<td>coronavirus</td>
<td>10.58</td>
<td>crimes</td>
<td>−2.74</td>
</tr>
<tr>
<td>social distancing</td>
<td>9.92</td>
<td>delay</td>
<td>−2.55</td>
</tr>
<tr>
<td>nury martinez</td>
<td>9.66</td>
<td>traffic</td>
<td>−2.55</td>
</tr>
<tr>
<td>working councilwoman</td>
<td>9.66</td>
<td>accident</td>
<td>−2.39</td>
</tr>
<tr>
<td>bored daily</td>
<td>8.69</td>
<td>finance accounting</td>
<td>−2.26</td>
</tr>
<tr>
<td>stayathome isolation</td>
<td>8.69</td>
<td>half finance</td>
<td>−2.22</td>
</tr>
<tr>
<td>quarantinelife</td>
<td>8.62</td>
<td>auburn</td>
<td>−2.21</td>
</tr>
<tr>
<td>quarantine got</td>
<td>7.87</td>
<td>half technology</td>
<td>−2.19</td>
</tr>
<tr>
<td>securityguard</td>
<td>7.63</td>
<td>pete</td>
<td>−2.19</td>
</tr>
<tr>
<td>essential workers</td>
<td>7.62</td>
<td>parttime</td>
<td>−2.18</td>
</tr>
<tr>
<td>dr fauci</td>
<td>7.56</td>
<td>robert half</td>
<td>−2.12</td>
</tr>
<tr>
<td>went tired</td>
<td>7.48</td>
<td>tickets</td>
<td>−2.08</td>
</tr>
<tr>
<td>coronaviruspandemic</td>
<td>7.44</td>
<td>marvel</td>
<td>−2.07</td>
</tr>
<tr>
<td>flattenthecurve</td>
<td>7.44</td>
<td>tournament</td>
<td>−1.92</td>
</tr>
<tr>
<td>doctorjobs</td>
<td>7.32</td>
<td>muslim</td>
<td>−1.90</td>
</tr>
<tr>
<td>garlic</td>
<td>7.29</td>
<td>florida</td>
<td>−1.90</td>
</tr>
<tr>
<td>hydroxychloroquine</td>
<td>7.28</td>
<td>boston</td>
<td>−1.88</td>
</tr>
<tr>
<td>n95 masks</td>
<td>7.26</td>
<td>cashier</td>
<td>−1.87</td>
</tr>
<tr>
<td>masks gloves</td>
<td>7.26</td>
<td>playoffs</td>
<td>−1.86</td>
</tr>
<tr>
<td>practice social distancing</td>
<td>7.21</td>
<td>sales representative</td>
<td>−1.85</td>
</tr>
<tr>
<td>physicianjobs doctorjobs</td>
<td>7.13</td>
<td>springfield</td>
<td>−1.84</td>
</tr>
<tr>
<td>quarantine life</td>
<td>6.98</td>
<td>border</td>
<td>−1.84</td>
</tr>
<tr>
<td>plz help small</td>
<td>6.96</td>
<td>barista</td>
<td>−1.77</td>
</tr>
<tr>
<td>small donation</td>
<td>6.96</td>
<td>israel</td>
<td>−1.77</td>
</tr>
<tr>
<td>stay home orders</td>
<td>6.92</td>
<td>nc click</td>
<td>−1.76</td>
</tr>
<tr>
<td>self quarantine</td>
<td>6.88</td>
<td>playoff</td>
<td>−1.75</td>
</tr>
<tr>
<td>positive covid19</td>
<td>6.79</td>
<td>bracket</td>
<td>−1.75</td>
</tr>
<tr>
<td>risking lives</td>
<td>6.79</td>
<td>terrorist</td>
<td>−1.65</td>
</tr>
</tbody>
</table>

<sup>a</sup>SAGE: Sparse Additive Generative Model.
<sup>b</sup>Positive SAGE scores indicated greater saliency in the treatment (2020) data.
<sup>c</sup>Negative SAGE scores indicated greater saliency in the control (2019) data.

Support Expressions

Table 3 lists the top keywords as per SAGE for support posts in the treatment and control periods. Keywords with positive SAGE saliently occurred in the treatment data, whereas those with negative SAGE saliently occurred in the control data. We found keywords that explicitly relate to COVID-19 occurred in the treatment period. We also found that the treatment period consisted of posts that seek support related to job and pay, such as losing jobs, need pay, and furloughed (eg, “Many in our community have lost their jobs, are underinsured and are struggling to make ends meet. Providing pantries, hot meals, hotspots and distance learning opportunities is now more critical than ever, please donate”). Our data also revealed the prevalence of contextually related keywords such as masks, ppe, hoarding, stockpile, and sanitizer that are medically recommended prevention and containment measures of COVID-19 infection (eg, “Please contact me if you have any N95 mask or know to obtain some. My sister and a few friends work in the OR and...”).
they do not have the supplies to stay safe, they have patients who have #COVID19. TY! #HealthcareHeroes”.

Table 3. Top salient n-grams (n=1,2,3) for support expressions in treatment and control data sets (SAGE analysis [70]).

<table>
<thead>
<tr>
<th>Keyword in treatment (2020)</th>
<th>SAGE&lt;sup&gt;a,b&lt;/sup&gt;</th>
<th>Keyword in control (2019)</th>
<th>SAGE&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>lord</td>
<td>7.93</td>
<td>hospitality</td>
<td>-2.86</td>
</tr>
<tr>
<td>fauci</td>
<td>6.70</td>
<td>duke</td>
<td>-2.51</td>
</tr>
<tr>
<td>ventilators</td>
<td>6.59</td>
<td>shift supervisor</td>
<td>-2.24</td>
</tr>
<tr>
<td>quarantine</td>
<td>6.47</td>
<td>tampa</td>
<td>-2.21</td>
</tr>
<tr>
<td>security officer</td>
<td>6.11</td>
<td>advisor</td>
<td>-1.95</td>
</tr>
<tr>
<td>n95</td>
<td>5.53</td>
<td>customerservice</td>
<td>-1.92</td>
</tr>
<tr>
<td>hope staying safe</td>
<td>5.36</td>
<td>investigation</td>
<td>-1.89</td>
</tr>
<tr>
<td>ppe</td>
<td>5.25</td>
<td>manager retail</td>
<td>-1.87</td>
</tr>
<tr>
<td>wearing masks</td>
<td>5.20</td>
<td>traffic</td>
<td>-1.87</td>
</tr>
<tr>
<td>uncertain times</td>
<td>5.16</td>
<td>muslim</td>
<td>-1.86</td>
</tr>
<tr>
<td>healthcare workers</td>
<td>5.01</td>
<td>store manager</td>
<td>-1.85</td>
</tr>
<tr>
<td>furloughed</td>
<td>5.00</td>
<td>tickets</td>
<td>-1.85</td>
</tr>
<tr>
<td>asymptomatic</td>
<td>4.95</td>
<td>playoffs</td>
<td>-1.83</td>
</tr>
<tr>
<td>people quarantine</td>
<td>4.90</td>
<td>cubs</td>
<td>-1.82</td>
</tr>
<tr>
<td>fighting stigma</td>
<td>4.82</td>
<td>border</td>
<td>-1.81</td>
</tr>
<tr>
<td>staysafe</td>
<td>4.67</td>
<td>cashier</td>
<td>-1.79</td>
</tr>
<tr>
<td>food bills</td>
<td>4.66</td>
<td>springfield</td>
<td>-1.79</td>
</tr>
<tr>
<td>disinfectant</td>
<td>4.64</td>
<td>delay</td>
<td>-1.76</td>
</tr>
<tr>
<td>hand sanitizer</td>
<td>3.08</td>
<td>barista store</td>
<td>-1.76</td>
</tr>
<tr>
<td>clorox</td>
<td>3.03</td>
<td>boston</td>
<td>-1.76</td>
</tr>
<tr>
<td>medical supplies</td>
<td>2.97</td>
<td>counter</td>
<td>-1.75</td>
</tr>
<tr>
<td>trying times</td>
<td>2.89</td>
<td>barista</td>
<td>-1.74</td>
</tr>
<tr>
<td>risking lives</td>
<td>2.87</td>
<td>columbia</td>
<td>-1.73</td>
</tr>
<tr>
<td>stockpile</td>
<td>2.86</td>
<td>meeting retail</td>
<td>-1.73</td>
</tr>
<tr>
<td>father passed</td>
<td>2.36</td>
<td>informational meeting</td>
<td>-1.73</td>
</tr>
<tr>
<td>hoarding</td>
<td>2.31</td>
<td>stlouis</td>
<td>-1.72</td>
</tr>
<tr>
<td>mask</td>
<td>2.31</td>
<td>marvel</td>
<td>-1.70</td>
</tr>
<tr>
<td>medical professionals</td>
<td>2.27</td>
<td>marketing</td>
<td>-1.68</td>
</tr>
<tr>
<td>losing jobs</td>
<td>2.27</td>
<td>server</td>
<td>-1.67</td>
</tr>
<tr>
<td>toilet paper</td>
<td>2.05</td>
<td>accident</td>
<td>-1.64</td>
</tr>
</tbody>
</table>

<sup>a</sup>SAGE: Sparse Additive Generative Model.
<sup>b</sup>Positive SAGE scores indicated greater saliency in the treatment (2020) data.
<sup>c</sup>Negative SAGE scores indicated greater saliency in the control (2019) data.

Linguistic Comparability

Finally, Table 4 shows the results of the lexical comparability analysis, where LLRs demarcate the top keywords used for symptomatic mental health expressions and support expressions within the treatment data set. We found that keywords, such as safety precautions (wear masks), health care and treatment (health care workers, hospitalized, beds, and icu), and life and death (passed away, kill people, human lives, and deaths), comparably overlapped in both kinds of psychological expressions (LLRs<0). These keywords were also used to raise awareness and express solidarity with health care and high-risk workers (eg, “Taking all safety precautions and adhering to the guidelines established by our health care professionals will keep us safe”). Our lexico-psychological analyses revealed that more clinically relevant keywords and symptoms occurred frequently in symptomatic expressions (LLRs>0; eg, sleep schedule and...
tested positive), whereas socially relevant and stressful circumstances were more prevalent in support expressions (LLRs<0; eg, im single parent, starve, and lost jobs).

<table>
<thead>
<tr>
<th>LLRs &lt;0</th>
<th>LLRs ~0</th>
<th>LLRs &gt;0</th>
</tr>
</thead>
<tbody>
<tr>
<td>sleep schedule -0.01</td>
<td>infected</td>
<td>im single parent -1</td>
</tr>
<tr>
<td>lonely -0.01</td>
<td>wear masks</td>
<td>starve -1</td>
</tr>
<tr>
<td>anxiety -0.01</td>
<td>need help</td>
<td>meditate -1</td>
</tr>
<tr>
<td>isolation -0.01</td>
<td>kill people</td>
<td>sorry loss -0.73</td>
</tr>
<tr>
<td>stay safe 0.56</td>
<td>need pay</td>
<td>care people -0.7</td>
</tr>
<tr>
<td>bored 0.56</td>
<td>health care workers</td>
<td>hard times -0.45</td>
</tr>
<tr>
<td>tested positive 0.52</td>
<td>passed away</td>
<td>people sick -0.4</td>
</tr>
<tr>
<td>quarantined life 0.52</td>
<td>seriousness</td>
<td>helping people -0.4</td>
</tr>
<tr>
<td>homeschooling 0.51</td>
<td>human lives</td>
<td>sorry hear -0.39</td>
</tr>
<tr>
<td>tired 0.5</td>
<td>deaths</td>
<td>urgent -0.33</td>
</tr>
<tr>
<td>doctor 0.48</td>
<td>domestic violence</td>
<td>new yorkers -0.29</td>
</tr>
<tr>
<td>fighting stigma 0.46</td>
<td>comforting</td>
<td>lost jobs -0.21</td>
</tr>
<tr>
<td>depression 0.45</td>
<td>hospitalized</td>
<td>hope family -0.21</td>
</tr>
<tr>
<td>stuck inside 0.42</td>
<td>beds</td>
<td>selfish -0.21</td>
</tr>
<tr>
<td>sane 0.41</td>
<td>icu</td>
<td>desperate -0.21</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

Our study suggests that social media posts during the COVID-19 pandemic contain a significantly higher frequency of symptomatic mental health and support expressions than a comparable data set from the same period in the previous year. The effect sizes and statistical differences observed in our analyses provide evidence that COVID-19 may have led to mental health concerns compared to other normative times. We also found that they topically relate to the ongoing crisis situation and include concerns such as treatment, precautionary measures, loss of jobs, school closings, stockpiling of basic livelihood necessities, feeling lonely, boredom, and tired of the restrictions and constraints put on by the ongoing pandemic. Our findings suggest that although the COVID-19 pandemic has amplified mental health risks and concerns, it may have heightened a sense of belonging and solidarity among individuals—bringing them together, raising collective awareness, and encouraging them to provide support to one another. We also found expressions of solidarity with health care and high-risk workers, suggesting that people have been considerate about these workers and have expressed desire to set up opportunities for donating to those who have lost jobs during the crisis; this also aligns with recent media reports and World Health Organization guidelines of tackling the pandemic [77,78]. Media reports have also indicated how benevolent neighbors have been, tending to their older adult neighbors by delivering their groceries and other basic necessities [79].

However, mental health experts say that, although the crisis is amplifying risk factors for suicide, the COVID-19 outbreak's effect on individuals' mental and emotional well-being is complex [80]. Suicide is multifaceted, and although economic loss is a risk factor, so are depression, isolation, and fear of the future. At the same time, the crisis is possibly creating a sense of belonging for individuals at risk for suicide, as stress and anxiety are normalized, and people come together to better support one another during a crisis [81,82]. Our data showed a significant impact of COVID-19 on suicidal ideation, which calls for enhanced importance of population-scale mental health care, such as using approaches like universal screening (ie, Zero Suicide Model) [83]. As Florida [84] noted in a recent article, "The long-term toll on mental health of social isolation, remote work, and economic insecurity could have impacts akin to post-traumatic stress disorder; yet, the new focus on mental health may reduce stigma and increase the availability of support services.” Indeed, the world beyond the crisis may be one in which mental health is more honestly recognized and supported.

Interestingly, we noted that our findings indicate a gradual leveling out of these expressions, both symptomatic and
supportive, which may reflect a developing *new normal*. In February 2020, it seemed unthinkable that the white-collar workforce of many countries would soon be working solely from home; it seemed unthinkable that air travel would plummet by 96% and that all major sporting events would be called off. Indeed, epidemiologists surmise that many if not most of the changes surrounding the rhythms of our daily life are likely to fade over time, just as they did after the 1918 influenza epidemic [84]. In other words, the pandemic could make us revisit and possibly reform many of our lifestyle choices and civic roles, and the persistent discussion of the *new normal* may help bring order to our current turbulence. Others have argued that perhaps the crisis is a prelude to a *new paradigm*, as recently noted by the World Economic Forum [84,85]: “Feeling unsettled, destabilized and alone can help us empathize with individuals who have faced systematic exclusions long-ignored by society even before the rise of COVID-19 – thus stimulating urgent action to improve their condition.” We should, therefore, “revel in the discomfort of the current moment to generate a ‘new paradigm,’ not a ‘new normal.’” The leveling out trend in our data gives empirical ground to these conjectures.

Nevertheless, if robust antiviral treatments are developed and rolled out relatively quickly or if a vaccine becomes available soon enough, presumably, the changes will be short-lived, and the new normal may be temporary. However, if the pandemic comes back in larger waves over the next few seasons, as was the case with historical epidemics, the economic, political, and social crises that have arisen as a consequence will lead to deeper ramifications in turn, leading to longer lasting or permanent changes. Future research will need to explore the persistence of the new normal and the emergence of a possible new paradigm as the pandemic evolves, and therein the mental health impacts further along in the crisis. A study like ours on the ongoing pandemic is a step toward leveraging large-scale online data to understand people’s response to the crisis and thinking about means to address the major concerns. Our study bears implications in digital technology driven mental health interventions to provide tailored support to people’s concerns during the crisis; a recent work by Rudd and Beidas [86] pointed out four point guidelines to build innovative and expansive solutions toward improving public mental health. The variety of concerns and help-seeking factors reflected in our study can also help several stakeholders, ranging across mental health facilitators and policy makers, toward early preparedness and interventions for mental health support. Similarly, our methods can offer the potential to build public health surveillance technologies that surface early warning signs of the effects of the various events related to the pandemic and other crises. The potential of social media to assist in the response to the pandemic is clear but also dependent on the accuracy of underlying methods. The reach of social media allows for broad access that transcends national borders or cultural differences. Using this access to meet the increasing need for help seeking, online and social media data is in a prime position to offer people personalized guidance toward accurate information, health care resources, and even basic lifestyle interventions. Underlying this potential is, thus, the ability of social media data to classify the state and needs of each individual and use that information to tailor a customized response. Precedents for such a system are abound as seen in several prior studies [27-31,37,87-89].

Comparison With Prior Work

COVID-19 is not the first pandemic—catastrophic pandemics have been occurring at regular intervals throughout human history, with the 1918 influenza epidemic being the last one before the current pandemic [84,85,90]. The backdrop of the 1918 pandemic was that it happened just before the advent of modern psychiatry as a science and a clinical specialty—a time when psychoanalysis was gaining recognition as an established treatment within the medical community [91,92]. Consequently, psychiatry has had little opportunity to consider such historically important phenomena through its clinical, scientific lens until now. Although outbreaks of the Zika and Ebola viruses, Middle East respiratory syndrome, and severe acute respiratory syndrome managed to draw global attention, stirring up anxiety and uncertainty in societies, scholars have noted that participation of mental health experts in pandemic preparedness has remained negligible [93]. Consequently, our ability to understand mental health responses as well as the mental health burden in pandemic outbreaks have been limited [94]. For instance, a routinely practiced method of infection control, quarantine and social distancing, have received surprisingly little attention in psychiatric literature so far. Baumeister and Leary [95] contended that humans need frequent contacts, and crisis events further stimulate a need for affiliation and intimacy. Therefore, prolonged isolation and separation from families and their community can have profound effects on individuals even if they are not directly affected by the disease [4]. In the current pandemic, the additional layer of extensive social media use and exposure to often sensationalized online news while in physical isolation may add new complexities to implementing emotional epidemiology in managing concerns, fears, and misconceptions [96,97], as these tools have been argued to bear negative effects on psychological well-being [97,98]. By adopting social media as a lens to unpack these previously less understood dimensions of a pandemic’s mental health effects, our study is one step toward closing some of the previously noted gaps. The published literature posits that the distress and anxiety among individuals in this COVID-19 pandemic may increase the incidence of mental disorders [53,54,99]; data thus far from the United States point to a population increase in psychological distress of 10% compared to 2018 data [8], a trend that is in line with our results. These rates may be higher in those regions heavily exposed to COVID-19 or among individuals working during the pandemic, with a recent review reporting over 20% prevalence of anxiety, which is also consistent with our findings [8].

Prior work found that mental health discourse on Twitter ranges across stigmatizing, inspirational, resource, medical, and social dimensions of expressions [100], and our study revealed similar topical diversity in our data set. Further, we detected through social media many of the stresses associated with the pandemic (eg, prolonged isolation, exposure to pandemic-related death, loss of income and career, increased workload, and lack of pertinent and accurate information). These results align with epidemiological findings that COVID-19 has led to elevated
mental health symptoms for individuals. Nelson et al [101] surveyed 2000 individuals from the United States, Canada, and Europe, and found elevated symptoms of anxiety and depression compared to historical norms and observed factors similar to the concerns we detected regarding symptomatic expressions and those related to seeking support. They also reinforced the summary data released by the Crisis Text Line (a major crisis helpline in the United States) listing major concerns of crisis support sought during this period [102], with 80% of conversations mentioning “virus,” 34% mentioning “anxiety,” 34% feeling solidarity with friends and family, etc. Along similar lines, there have been numerous reports about the increasing number of mental health crisis helpline calls during this period [103,104], providing further support and external validation that our social media findings reflect many of the same elements of distress expressed offline during this crisis.

Next, our temporal analyses pointed to a steady decline in people’s expressed psychosocial concerns during the 2-month study period (Figures 1 and 2), which conforms with similar findings in Google search queries as stay-at-home orders and other COVID-19–related policy changes were implemented in the United States [105]. We note contemporary social computing research studying various aspects of the social media discourse related to COVID-19 [63,106-108]. By providing complementary evidence to observations by Mackey et al [106] and Stokes et al [107] on expressed (mental health) concerns during the crisis, our study further underscores their findings using a comparable (control) data set, reinforcing and providing empirical credibility to the impression that the COVID-19 pandemic has indeed caused or contributed directly to the mental health concerns that we describe.

Limitations and Future Work

We note some limitations in our study, many of which present excellent directions for future research. We recognize the lack of transparency related to the Twitter Streaming API. Recent research has also questioned the credibility of the “1% Twitter stream” aspect, noting that actual sampling data was smaller than what it ideally should have been [41]. Given these data limitations, we decided against conducting several descriptive and fine-grained analyses (such as comparing regions), and refrained from making claims based on comparing absolute numbers of those impacted by various mental health concerns. For example, we cannot define based on our data whether there were increased or decreased Twitter postings during our COVID-19 study period compared to the same months in 2019. Again, we chose to filter English-only Twitter posts given both algorithmic limitations of our methodologies and lower prevalence of non-English data (particularly in the US context). However, future work can extend our methodologies to conduct analyses in other languages to draw richer insights.

Despite the strengths of Twitter as a data source that provides an unobtrusive access to large-scale, unstructured, and naturalistic data of people’s candid self-disclosure and that it has been a valuable source to study disaster and crisis response [109], we acknowledge that this data inherently has many biases such as self-selection and representation [110]. We can only study those who self-select to express on Twitter. Pew Internet Center surveys reported that social media platforms are underrepresentative of minorities, although Twitter is an exception, which overrepresents minorities such as Blacks, Hispanics, and women [20]. There is already a digital divide in terms of social media use where the population is skewed toward young adults and white-collar workers. Further, technology and social media could be a luxury to marginalized and underprivileged populations, and any sort of technology-driven support and assistance will disproportionately affect different individuals based on technology use [88]. Similarly, a single platform cannot provide a complete picture; different platforms (eg, Facebook, Reddit, Twitter, and instant messaging services) have unique design strengths and weaknesses both in terms of their affordances as well as who uses them. Therefore, as highlighted in a recent article by Chunara and Cook [23], public health surveillance (including that for COVID-19) can account for several factors such as the “population at risk” in epidemiology and demographic disparities in the use and behavioral expressions on social media.

We understand that our study is observational and, as any other observational study, does not measure “true causality.” Watts [111] noted the impossibility to test all explanations and confounders simultaneously. However, by including and comparing against control data, we minimized geo-temporal and seasonal confounds, thereby enabling us to provide stronger evidence and insights than purely correlational analyses regarding the effects of the COVID-19 pandemic on people’s mental health. We also note that support expressions in our study can not only include support-seeking but also support-providing expressions. This has also enabled us to observe how solidarity and sense of belonging proliferated during the COVID-19 crisis. Future work can build separate high precision classifiers for each kind of expression to disentangle the prevalence of seeking and providing expressions during the crisis.

Further, although we did have data beyond May 24, 2020, we decided to exclude those to keep our focus on the effects on social media expressions due to COVID-19 and minimize those that followed the death of George Floyd on May 25, 2020, in the light of the Black Lives Matter protests throughout the United States [112]. We also are aware that, with the continuing nature of the pandemic, our conclusions are restricted to the mental health and support-seeking concerns expressed during a finite study period. Events since the end of the study period underscore the dynamic nature of these events, as different parts of the United States are heavily affected, while others are recovering, and some remain relatively spared. It will be important to extend this work temporally; increase the size of future samples; and, whenever possible, add geospatial specificity to future analyses. The latter will be especially important for potential supportive interventions locally if one has the resources and the ability to assemble recurring, near-real-time local “snapshots” as a basis for community-focused preventive interventions. Further, our analyses can be extended to retrospectively examine the aftereffects of particular global and local events, such as policy changes, related to the pandemic.
Conclusion

Our study, like those of others studying other major events, further reinforces the potential utility of accessing and analyzing social media data in near-real-time to take the temperature of communities. This will require a more focused and robust collection of locally targeted information to build samples that are sufficiently large to produce reliably representative data sets to be useful for public health interventions. Further work is now needed to track mental health–related expressions and those reflecting needs for support throughout the pandemic, which has seen dynamic changes associated with disease spread to areas that had been less affected during the early months of the outbreak. This geo-specific research may further enhance our understanding of the causal connections between COVID-19 spread and waves of expressed distress. Having the ability to present locally pertinent, contemporaneous analyses offers the opportunity for local public health and mental health providers as well as political leaders to develop and deploy targeted support services in a timely fashion.
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Background: The outbreak of COVID-19 has caused a continuing global pandemic. Hospitals are integral to the control and prevention of COVID-19; however, they are facing numerous challenges during the epidemic.

Objective: Our study aimed to introduce the practical experience of the design and implementation of a web-based COVID-19 service platform at a tertiary hospital in China as well as the preliminary results of the implementation.

Methods: The web-based COVID-19 service platform was deployed within the health care system of the Guangdong Second Provincial General Hospital and Internet Hospital; the function of the platform was to provide web-based medical services for both members of the public and lay health care workers. The focal functions of this system included automated COVID-19 screening, related symptom monitoring, web-based consultation, and psychological support; it also served as a COVID-19 knowledge hub. The design and process of each function are introduced. The usage data for the platform service were collected and are represented by three periods: the pre-epidemic period (December 22, 2019, to January 22, 2020, 32 days), the controlled period (January 23 to March 31, 2020, 69 days), and the postepidemic period (April 1 to June 30, 2020, 91 days).

Results: By the end of June 2020, 96,642 people had used the automated COVID-19 screening and symptom monitoring systems 161,884 and 7,795,194 times, respectively. The number of general web-based consultation services per day increased from 30 visits in the pre-epidemic period to 122 visits during the controlled period, then dropped to 73 visits in the postepidemic period. The psychological counseling program served 636 clients during the epidemic period. For people who used the automated COVID-19 screening service, 160,916 (99.40%) of the total users were classified in the no risk category. 464 (0.29%) of the people were categorized as medium to high risk, and 12 people (0.01%) were recommended for further COVID-19 testing and treatment. Among the 96,642 individuals who used the COVID-19 related symptoms monitoring service, 6696 (6.93%) were symptomatic at some point during the monitoring period. Fever was the most frequently reported symptom, with 2684/6696 symptomatic people (40.1%) having had this symptom. Cough and sore throat were also relatively frequently reported by the 6696 symptomatic users (1657 people, 24.7%, and 1622 people, 24.2%, respectively).

Conclusions: The web-based COVID-19 service platform implemented at a tertiary hospital in China is exhibited to be a role model for using digital health technologies to respond to the COVID-19 pandemic. The digital solutions of automated COVID-19
screening, daily symptom monitoring, web-based care, and knowledge propagation have plausible acceptability and feasibility for complementing offline hospital services and facilitating disease control and prevention.

(J Med Internet Res 2020;22(11):e24505) doi:10.2196/24505
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Internet hospital; COVID-19; automated screening; symptom; monitoring; web-based consultation; psychological support; emergency; digital health; hospital; China; screening

Introduction
The outbreak of COVID-19 has caused an ongoing global pandemic that is presently affecting over 37 million people worldwide. Hospitals have been at the center of the COVID-19 control and prevention effort while facing many challenges during the epidemic. The surging demands of health care for COVID-19 screening and treatment have overwhelmed the medical system [1,2], and the lack of proper personal protective equipment for medical staff is causing nosocomial infection concerns [3,4]. Additionally, maintaining routine care services such as chronic condition care and emergency outpatient visits while suspending general outpatient visits during the epidemic has placed stress on hospitals [5-7].

The Guangdong Second Provincial General Hospital (GD2H) is a large-scale tertiary hospital located in Guangzhou, China, and it is renowned for its emergency medical rescue and smart hospital services. GD2H established the first internet hospital in China in October 2014, and it is a pioneering center in the exploration of smart hospitals [8]. In 2019, the internet hospital was upgraded with a new application equipped with over 20 digital health technologies, including artificial intelligence (AI) physician services, distance electrocardiogram diagnosis, a prescription circulation platform, and a medical imaging diagnosis system. These digital technologies help shift tasks from the hospital to the community. Based on the internet hospital, GD2H established a tiered health care delivery system that provides professional medical care support for lay health care workers in 2377 poor villages in Guangdong, China. In the application of 5G technology, GD2H took the lead in establishing the 5G distance surgery practice in Guangdong Province. Meanwhile, as the first provincial emergency hospital in China and the seventh World Health Organization Emergency Medical Team, GD2H was one of the major designated COVID-19 treatment centers in response to the COVID-19 outbreak in Guangdong, China.

Digital health solutions, including internet hospitals, have been reported to facilitate epidemic control measures such as contact tracing and prehospital triaging while providing web-based medical care [9-14]. There has been a surge in the establishment of internet hospitals during the COVID-19 pandemic. A total of 213 new internet hospitals (compared to 362 by the end of 2019) were established between January and June 2020 in China. Over 47,000 physicians voluntarily provide medical care services on Haodf.com (a private internet hospital platform) [15]. However, less information has been documented concerning the implementation perspective of these technologies in hospitals [16]. In this paper, we introduce the practical experience of design and implementation as well as the preliminary results of an internet hospital–based web-based COVID-19 service platform; its functions include automated COVID-19 screening, monitoring of related symptoms, and web-based care services, and it additionally serves as a knowledge hub.

Methods
Service Framework
The web-based COVID-19 platform was deployed at the GD2H Internet Hospital [8], which provides web-based medical services for both public individuals (ie, customer clients) and lay health care workers (ie, physician clients, rural health care personnel without formal medical training). The service framework is shown in Figure 1. The upper layer shows the portal of the service, which includes WeChat (a popular social media platform in China, similar to Facebook and Twitter), a smartphone app (developed by the GD2H), a website, and target users. The main functions include automated COVID-19 screening, monitoring of related symptoms, web-based consultation, psychological support, and COVID-19 knowledge dissemination. Modern information technologies such as the Internet of Things, big data, and AI were featured in the services platform.
Automated COVID-19 Screening

This service functions as a forward triage strategy that enables patients to be efficiently screened before they arrive at the hospital emergency department; this strategy protects patients, clinicians, and the community from exposure. Automated screening algorithms were designed based on a decision tree that classified patients according to their symptoms, travel history, and exposure to COVID-19. Clients who met the epidemiological suspected criteria were then transferred to a web-based physician consultation for further screening and care. Inclusion of symptoms, determination of duration, and contact history were based on the COVID-19 Diagnosis and Treatment Protocol (trial version 7) issued by the National Health Commission of the People’s Republic of China [17]. Based on the report, individuals were classified as no risk, low risk, medium to high risk, and high risk. The definitions of the risk categories are provided in Multimedia Appendix 1. The process of automated COVID-19 screening is shown in Figure 2.
Monitoring of COVID-19–Related Symptoms

This service was designed to facilitate individuals’ symptom self-management and staff health status management by organizations. The symptom monitoring protocol was based on the China Center for Disease Control and Prevention guideline for monitoring of close contacts of COVID-19 cases [18]. Typical COVID-19–related symptoms, such as fever, sore throat, and fatigue, were collected in a structured way twice daily and self-reported through the app portal. A dashboard displayed visual graphics to show the changes in symptoms for users and physicians. Physicians of the internet hospital were then alerted of any abnormal statuses in real time, and the internet hospital physician would then reach out and provide guidance to the client for risk assessment and treatment. The abnormal results that triggered the web-based consultation services included body temperature $\geq 38 ^\circ C$; body temperature $\geq 37.3 ^\circ C$ and sore throat; and body temperature $\geq 37.3 ^\circ C$ and fatigue.

The process of COVID-19–related symptom monitoring is shown in Figure 3.
Web-Based Consultation

Web-based consultation provides free general medical services and psychological counseling for the public through WeChat and the app, which links to the GD2H Internet Hospital. This service also provides specialized medical care support for lay health care workers who encounter problems while providing medical care in their villages and for primary care centers through a desktop system. Web-based consultation services can also be triggered when the results of automated COVID-19 screening or risk monitoring are abnormal.

General medical services were provided by 30 full-time professionally qualified physicians who were registered with the GD2H internet hospital. The physicians' specialties covered internal medicine, surgery, traditional Chinese medicine, and rehabilitation. Psychological counseling services were provided by licensed psychiatrists; these services targeted not only the public and patients but also medical personnel to alleviate the psychological distress caused by the epidemic.

All physicians also received professional training on COVID-19 diagnosis and treatment. The web-based consultation service supports both text input and video consultation modes. The consultation interface enables users to upload materials including descriptions of illness, past medical history, symptoms, and test and examination results in various text, sound, and image formats; also, data uploaded by users are encrypted to protect privacy. Physicians prescribed authenticated digital prescriptions on the web, which were connected to a third-party drug distribution agency that provides home delivery service of drugs. The process of web-based COVID-19 consultation is shown in Figure 4.
COVID-19 Knowledge Hub

The COVID-19 knowledge hub provides a COVID-19 encyclopedia to educate the public and help them understand the COVID-19 epidemic in a timely and comprehensive manner. COVID-19–related policies and prevention measures, treatment, and other information is appropriately updated. When new COVID-19 prevention and control information, such as updated guidelines and expert consensus, is officially released by the National Health Commission and the Chinese Society of Nutrition, it is pushed to the platform in infographic form for clients. The COVID-19 treatment module mainly provides detailed descriptions of use specifications, dosages, adverse reactions, and contraindications of common antiviral drugs, immunopotentiators, glucocorticoids, and antibacterial drugs. Traditional Chinese medicine, including specific prescription compositions, indications, and other information, is verified through practice by the traditional medicine and sports injury rehabilitation research team of GD2H.

Data Collection and Analysis

Usage data of the platform were collected for this analysis. The automated COVID-19 screening, COVID-19–related symptom monitoring, and web-based consultation services have been in use since January 26, 2020. All data were collected up to June 30, 2020. On January 23, 2020, Wuhan was placed on official
lockdown and the Guangdong Provincial Government declared the level one public health emergency response to COVID-19. By March 31, 2020, most areas in China were classified as low risk. A week later (April 8), Wuhan lifted its COVID-19 restrictions [19], which showed that the epidemic in China had been controlled. Based on these two time points, we divided the whole period into three sub-periods: the pre-epidemic period (before January 23), controlled period (January 23 to March 31), and postepidemic period (after March 31). Daily hospital service visit data (one month) were collected to compare the hospital service volumes between the preoutbreak and postoutbreak periods. All information was deidentified before analysis. The study was approved by the ethical review board of GD2H.

### Results

Hospital outpatient visits averaged 3266 per day prior to the COVID-19 outbreak, then dropped to approximately 1182 visits per day during the controlled period and slightly increased to about 2699 visits per day in the postepidemic period. Although fever clinic visits increased from 11 per day prior to the outbreak to 56 per day during the controlled period and 37 visits per day in the postepidemic period (Table 1), Figure 5 shows that the outpatient visits dropped significantly early in the outbreak and ascended slowly afterward. The trends of fever clinic visits and web-based consultations significantly increased in the early stages of the COVID-19 outbreak, then decreased to a level that was relatively low but still higher than that in the pre-epidemic period. The fever clinic visits reached a peak on March 2, 2020, 30 days after the peak of web-based consultations (Figure 6).

Table 1. Hospital outpatient service volumes and platform service usage data by functionality in the pre-epidemic, controlled, and postepidemic periods.

<table>
<thead>
<tr>
<th>Functionality</th>
<th>Pre-epidemic period (December 22, 2019, to January 22, 2020)</th>
<th>Controlled period (January 23 to March 31, 2020)</th>
<th>Postepidemic period (April 1 to June 30, 2020)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total uses</td>
<td>Uses per day</td>
<td>Total uses</td>
</tr>
<tr>
<td>Outpatient visit</td>
<td>104,498</td>
<td>3266</td>
<td>81,561</td>
</tr>
<tr>
<td>Fever clinic visit</td>
<td>356</td>
<td>11</td>
<td>3886</td>
</tr>
<tr>
<td>Automated COVID-19 screening</td>
<td>N/A</td>
<td>N/A</td>
<td>93,405</td>
</tr>
<tr>
<td>COVID-19–related symptom monitoring</td>
<td>N/A</td>
<td>N/A</td>
<td>2,006,178</td>
</tr>
<tr>
<td>General web-based consultation</td>
<td>960</td>
<td>30</td>
<td>8406</td>
</tr>
<tr>
<td>Psychological counseling</td>
<td>N/A</td>
<td>N/A</td>
<td>474</td>
</tr>
<tr>
<td>Web-based prescription</td>
<td>830</td>
<td>26</td>
<td>1781</td>
</tr>
</tbody>
</table>

*N/A: not applicable.*
The trends of hospital outpatient visits from December 22, 2019, to June 30, 2020. The red lines denote the start of the controlled period and the end of the postepidemic period.

The trends of fever clinic visits and web-based consultation visits from December 22, 2019, to June 30, 2020. The red lines denote the start of the controlled period and the end of the postepidemic period.

The platform service usage data are shown in Table 1. By the end of June 2020, 96,642 people had used the automated COVID-19 screening and symptom monitoring services 161,884 and 7,795,194 times, respectively. The number of general web-based consultation services per day increased from 30 visits in the pre-epidemic period to 122 visits during the controlled period, then dropped to 73 visits in the postepidemic period. The psychological counseling platform served 636 clients during the epidemic.

Of the 161,884 people who used the automated COVID-19 screening service, 160,916 users (99.40%) were classified as at no risk, 464 (0.29%) were classified as medium to high risk, and 12 (0.01%) were recommended to undergo COVID-19 testing and treatment. The results of the automated COVID-19 screening during the controlled period and postepidemic period are shown in Table 2.
Table 2. Results of automated COVID-19 screening during the controlled period and postepidemic period (N=161,884).

<table>
<thead>
<tr>
<th>Result</th>
<th>Screens during controlled period (January 23 to March 31, 2020), n (%)</th>
<th>Screens during postepidemic period (April 1 to June 30, 2020), n (%)</th>
<th>Total screens, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screened</td>
<td>93,405 (100)</td>
<td>68,479 (100)</td>
<td>161,884 (100)</td>
</tr>
<tr>
<td>No risk</td>
<td>92,704 (99.25)</td>
<td>68,212 (99.61)</td>
<td>160,916 (99.40)</td>
</tr>
<tr>
<td>Low risk (home observa-</td>
<td>435 (0.47)</td>
<td>57 (0.08)</td>
<td>492 (0.30)</td>
</tr>
<tr>
<td>tion)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium to high risk (quarantine)</td>
<td>256 (0.27)</td>
<td>208 (0.30)</td>
<td>464 (0.29)</td>
</tr>
<tr>
<td>High risk (treatment)</td>
<td>10 (0.01)</td>
<td>2 (0.01)</td>
<td>12 (0.01)</td>
</tr>
</tbody>
</table>

Among the 96,642 individuals who used the COVID-19–related symptom monitoring service, 6696 (6.9%) were symptomatic at some point during monitoring. Fever was the most frequently reported symptom; 2684/6696 symptomatic people (40.1%) had fever. Cough and sore throat were also recurrently reported by symptomatic clients (1657/6696, 24.7%, and 1622/6696, 24.3%, respectively). The results of the COVID-19–related symptom monitoring are shown in Table 3.

Table 3. Results of the COVID-19–related symptom monitoring (N=96,642).

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Controlled period (January 23 to March 31, 2020)</th>
<th>Postepidemic period (April 1 to June 30, 2020)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Persons monitored (n=46,456), n (%)</td>
<td>Times monitored</td>
</tr>
<tr>
<td>Asymptomatic</td>
<td>43,988 (94.7)</td>
<td>2,006,178</td>
</tr>
<tr>
<td>Symptomatic</td>
<td>2468 (5.3)</td>
<td>5673</td>
</tr>
<tr>
<td>Fever</td>
<td>919 (37.2)</td>
<td>2666</td>
</tr>
<tr>
<td>Runny nose</td>
<td>241 (9.8)</td>
<td>382</td>
</tr>
<tr>
<td>Cough</td>
<td>623 (25.2)</td>
<td>1111</td>
</tr>
<tr>
<td>Sore throat</td>
<td>565 (22.9)</td>
<td>897</td>
</tr>
<tr>
<td>Fatigue</td>
<td>399 (16.2)</td>
<td>617</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This article introduces the practical experience of the application of digital health technologies in response to the COVID-19 pandemic from the perspective of a public tertiary hospital in China. The web-based COVID-19 service platform was integrated with automated COVID-19 screening, daily symptom monitoring, web-based care services, and knowledge dissemination to achieve prehospital triage, supplement offline medical care, and facilitate disease control and prevention. Preliminary data show that this practice has good acceptability among the public and sound applicability for complementing hospital services during an emergency crisis. Our practice can serve as a structure model for hospitals to develop their own digital health services that tailor to their technology infrastructure, the disease epidemic characteristics, and the need for disease control.

This web-based COVID-19 service platform features several functionalities that respond to the pain points of disease epidemics [20]. Automated COVID-19 screening realizes prehospital triage for patients before they arrive at the hospital based on epidemiological evidence of COVID-19 using a decision tree algorithm [21]. This work substantially reduces the burden on the fever clinic service and effectively prevents nosocomial infections. Additionally, daily monitoring of COVID-19 symptoms helps administrative and health staff to manage links with web-based medical services, which guarantees a systematic flow of work. Moreover, web-based consultation provides medical services for individuals in a virtual setting, which supplements the suspension of offline medical services. Psychological counseling services provide free, professional, and systematic psychological assistance to users of web-based and offline services to prevent and alleviate the psychological distress caused by the epidemic [22]. Furthermore, this web-based service platform overcomes time and geographical limitations, which enables people to conveniently access professional care services.

The platform service usage data show that the number of web-based consultations sharply increased during the controlled period and then slightly decreased in the postepidemic period; however, this number was still far higher than that during the pre-epidemic period. In contrast, we established that the number of offline outpatient visits dropped significantly in the controlled period. These results suggest the applicability of using web-based medical services to address the challenge of maintaining medical services while reducing the likelihood of nosocomial infection.

Implications

Our work has several policy, implementation, and research implications. First, from the policy perspective, based on the experience of the COVID-19 pandemic, policy makers should
be driven toward developing a contingency plan that includes strategies of promotion and regulation of web-based medical services by defining the scopes and standards as well as the rights and responsibilities of the entities [23]. Secondly, from the implementation perspective, hospitals should plan ahead for the establishment of internet hospitals in accordance with local conditions, establish digital health technologies, and formulate emergency response measures against severe infectious disease outbreaks [24]. However, there is no “one-size-fits-all” strategy for all hospitals; the functionalities should be tailored to each hospital’s needs, and the available tools should be shared within the medical consortium to achieve the highest cost-effectiveness. In addition, from the research perspective, strengthening research on web-based health services, including the scope of diagnosis and care of internet hospitals, acceptability for different subgroup populations, digital health solutions, and quality control measures, is warranted [25].

**Recommendations**

Although this paper has demonstrated the capabilities of this system to prevent and fight COVID-19 to a certain extent, there are several ways to further strengthen the system. First, on the premise of ensuring information security, connecting the hospital’s electronic medical record database with internet hospital information can provide patients with more comprehensive and reliable medical care services. Also, customizing medical services for different groups of populations, such as web-based medical visits and home monitoring for chronic patients, can improve the efficiency of disease diagnosis and treatment and the satisfaction of patients [6]. It is also important to note that medical insurance payments for web-based medical services can further increase patients’ willingness to use these services.

**Conclusions**

A web-based COVID-19 service platform at a tertiary hospital in China is presented as a role model for using digital health technologies to respond to the COVID-19 pandemic. The digital solutions of automated COVID-19 screening, daily symptom monitoring, web-based care, and knowledge access have commendable acceptability and feasibility for complementing offline hospital services and facilitating disease control and prevention. Future studies to evaluate the effects of relevant functions on practical applications and formulate relevant policies and measures to enhance the application of digital health technologies are of paramount importance.
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Abstract

Background: It is important to measure the public response to the COVID-19 pandemic. Twitter is an important data source for infodemiology studies involving public response monitoring.

Objective: The objective of this study is to examine COVID-19–related discussions, concerns, and sentiments using tweets posted by Twitter users.

Methods: We analyzed 4 million Twitter messages related to the COVID-19 pandemic using a list of 20 hashtags (eg, “coronavirus,” “COVID-19,” “quarantine”) from March 7 to April 21, 2020. We used a machine learning approach, Latent Dirichlet Allocation (LDA), to identify popular unigrams and bigrams, salient topics and themes, and sentiments in the collected tweets.

Results: Popular unigrams included “virus,” “lockdown,” and “quarantine.” Popular bigrams included “COVID-19,” “stay home,” “corona virus,” “social distancing,” and “new cases.” We identified 13 discussion topics and categorized them into 5 different themes: (1) public health measures to slow the spread of COVID-19, (2) social stigma associated with COVID-19, (3) COVID-19 news, cases, and deaths, (4) COVID-19 in the United States, and (5) COVID-19 in the rest of the world. Across all identified topics, the dominant sentiments for the spread of COVID-19 were anticipation that measures can be taken, followed by mixed feelings of trust, anger, and fear related to different topics. The public tweets revealed a significant feeling of fear when people discussed new COVID-19 cases and deaths compared to other topics.

Conclusions: This study showed that Twitter data and machine learning approaches can be leveraged for an infodemiology study, enabling research into evolving public discussions and sentiments during the COVID-19 pandemic. As the situation rapidly evolves, several topics are consistently dominant on Twitter, such as confirmed cases and death rates, preventive measures, health authorities and government policies, COVID-19 stigma, and negative psychological reactions (eg, fear). Real-time monitoring and assessment of Twitter discussions and concerns could provide useful data for public health emergency responses and planning. Pandemic-related fear, stigma, and mental health concerns are already evident and may continue to influence public trust when a second wave of COVID-19 occurs or there is a new surge of the current pandemic.

(J Med Internet Res 2020;22(11):e20550) doi:10.2196/20550
Introduction

Thirty million cases of COVID-19 have been confirmed across 110 countries as of mid-September 2020, and the death toll has reached close to 947,000 [1]. The widespread use of social media, such as Twitter, accelerates the process of exchanging information and expressing opinions about public events and health crises [2-5]. COVID-19 has been one of the trending topics on Twitter since January 2020 and has continued to be discussed to date. Since quarantine measures have been implemented across most countries (eg, the shelter-in-place order in the United States), people have been increasingly relying on different social media platforms to receive news and express opinions. Twitter data are valuable for revealing public discussions and sentiments related to various topics, as well as real-time news updates during global pandemics, such as H1N1 and Ebola [6-9]. Chew and Eysenbach’s study [6] showed that Twitter could be used for real-time “infodemiology” studies, providing a source of opinions for health authorities to respond to public concerns. During the COVID-19 pandemic, many government officials worldwide have used Twitter as one of their main communication channels to regularly share policy updates and news related to COVID-19 to the general public [10].

Since the COVID-19 outbreak, a growing number of studies have collected Twitter data to understand the public responses to and discussions around COVID-19 [11-18]. For instance, Abd-Alrazaq and colleagues [11] adopted topic modeling and sentiment analysis to determine the main discussion themes and sentiments around COVID-19, using tweets collected between February 2 and March 15, 2020. Budhwani and Sun [14] compared Twitter discussions before and after March 16, 2020, when President Trump tweeted about the “Chinese virus,” and found a significantly increased use of the phrase “Chinese virus” in people’s tweets across many US states afterward. Mackey and colleagues [16] analyzed about 3465 tweets collected between March 2 and 20, 2020, using a topic model to explore users’ self-reported experiences with COVID-19 and related symptoms. Ahmed and colleagues [12] conducted social network analysis and content analysis of collected tweets between March 27 and April 4, 2020, to understand what may have driven the misinformation that linked 5G towers in the United Kingdom to the COVID-19 pandemic. As conversations on Twitter continue to take place and evolve, it is worth continuing to use tweets as a source of data to track and understand the salient topics discussed on Twitter in response to the COVID-19 pandemic and track their changes across time.

To expand the literature on public reactions to the COVID-19 pandemic, this study aims to examine the public discourse and emotions related to the COVID-19 pandemic by analyzing more than 4 million tweets collected between March 7 and April 21, 2020.

Methods

Research Design

We used a purposive sampling approach to collect COVID-19–related tweets published between March 7 and April 21, 2020. Our Twitter data mining approach followed the pipeline displayed in Figure 1. Data preparation included the following three steps: (1) sampling, (2) data collection, and (3) preprocessing the raw data. The data analysis stage included unsupervised machine learning, sentiment analysis, and thematic qualitative analysis. The unit of analysis was each message-level tweet. Unsupervised learning is one approach in machine learning; it is used to examine data for patterns, and derives a probabilistic clustering based on text data. We chose unsupervised learning because it is commonly used when existing studies have few observations of or insights into unstructured text data [19]. Since a qualitative approach would be challenging when analyzing large-scale Twitter data, unsupervised learning allows us to conduct exploratory analyses of large text data for social science research. In this study, we first employed an unsupervised machine learning approach to identify salient latent topics. We used a thematic analysis approach to develop themes further, allowing a deeper dive into the data, such as through manual coding and inductively developing themes based on the latent topics generated by machine learning algorithms.

Sampling and Data Collection

We used a list of COVID-19–related hashtags as search terms to fetch tweets (eg, #coronavirus, #2019nCoV, #COVID19, #coronaoutbreak, and #quarantine; Multimedia Appendix 1). Twitter’s open application programming interface (API) allowed us to collect updated Twitter messages set to open by default. From March 7 to April 21, 2020, we collected 35,204,604 tweets during this period (Figure 2). After removing non-English tweets, 23,817,948 tweets remained. After removing duplicates and retweets (ie, tweets that only repost the original message without adding any more words), we had 4,196,020 tweets in our final data set. We collected and downloaded the following features for each tweet: (1) the full text, (2) the numbers of
favorites, followers, and followings, (3) users’ geolocation, and (4) users’ description/self-created profile.

Figure 2. Tweet preprocessing chart.

Preprocessing the Raw Data

We used Python to clean the raw data (Figure 1). The process was as follows [18]:

1. We removed the hashtag symbol, @users, and URLs from the tweets in the data set.
2. We removed non-English characters (non-ASCII characters) because this study focused on tweets in English.
3. We removed special characters, punctuation, and stop-words [19] from the data set as they do not contribute to the semantic meanings of messages.

Data Analysis

Unsupervised Machine Learning

Latent Dirichlet Allocation (LDA) [20] is a widely used unsupervised machine learning approach that allows researchers to analyze unstructured text data (e.g., Twitter messages). Based on the data itself, the algorithm produces frequently mentioned pairs of words, the pairs of words that co-occur together, and latent topics and their distributions over topics in the document [21]. Existing studies have indicated the feasibility of using LDA to identify the patterns and themes of tweets related to COVID-19 [11,22].

Qualitative Analysis

To triangulate and contextualize findings from the LDA model, we employed a qualitative approach to develop themes further.
Specifically, we used Braun and Clarke’s [23] six steps of thematic analysis: (1) getting familiar with the keyword data, (2) generating initial codes, (3) searching for themes, (4) reviewing potential themes, (5) defining themes, and (6) reporting. In addition to following the six-phase approach, our process was iterative and reflective by moving backward and forward through the six phases [24]. The thematic approach relied on human interpretation, a process that can be significantly influenced by personal understanding of the topics and a variety of biases. Two team members who have experience analyzing Twitter data documented their thoughts about potential codes in NVivo independently. Two other team members then reviewed the initial codes and considered whether they reflected the identified topics. For example, two team members collapsed several similar codes into one theme to ensure the topics corresponded meaningfully under one theme. The next stage was naming the themes to ensure the themes fitted into the overall meanings of the identified salient topics. We finalized themes corresponding to each of the 13 topics.

**Sentiment Analysis**

We used sentiment analysis, a natural language processing (NLP) approach, to classify the main sentiments of a given Twitter message, such as fear and joy [25]. In this study, we used the NRC Emotion Lexicon, which consists of 8 primary emotions: anger, anticipation, fear, surprise, sadness, joy, disgust, and trust [26]. We followed 4 steps to calculate the emotion index for each Twitter message: (1) removed articles and pronouns (e.g., “and,” “the,” “to”), (2) applied a stemmer by removing the predefined list of prefixes and suffixes (e.g., “running” becomes “run” after stemming) [27], and (3) calculated the emotion index (if a sentence had multiple emotions, we only kept the emotion with the highest matching count), and (4) calculated the scores for each 8-emotion type. We discussed these 4 steps in detail in a previous study [18].

**Results**

**Descriptive Results**

In total, after preprocessing all raw data, our final data set included 4,196,020 tweets. We identified the most popular tweeted bigrams (pairs of words) related to COVID-19. Bigrams captured “two concessive words regardless of the grammar structure and semantic meaning and may not be self-explanatory” [21]. Bigrams identified included the following: “covid 19,” “stay home,” “social distancing,” “new cases,” “don’t know,” “confirmed cases,” “home order,” “New York,” “tested positive,” “death toll,” and “stay safe.” Popular unigrams included “virus,” “lockdown,” “quarantine,” “people,” “new,” “home,” “like,” “stay,” “don’t,” and “cases.” We presented the most popular unigrams and bigrams related to COVID-19 in Table 1 and visualized them using word clouds in Figures 3 and 4.
<table>
<thead>
<tr>
<th>Top 50 bigrams</th>
<th>Percentage of data set</th>
<th>Top 50 unigrams</th>
<th>Percentage of data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>covid 19</td>
<td>0.29</td>
<td>virus</td>
<td>1.18</td>
</tr>
<tr>
<td>stay home</td>
<td>0.26</td>
<td>lockdown</td>
<td>0.98</td>
</tr>
<tr>
<td>corona virus</td>
<td>0.12</td>
<td>quarantine</td>
<td>0.94</td>
</tr>
<tr>
<td>social distancing</td>
<td>0.08</td>
<td>people</td>
<td>0.82</td>
</tr>
<tr>
<td>new cases</td>
<td>0.07</td>
<td>coronavirus</td>
<td>0.79</td>
</tr>
<tr>
<td>dont know</td>
<td>0.04</td>
<td>new</td>
<td>0.47</td>
</tr>
<tr>
<td>confirmed cases</td>
<td>0.04</td>
<td>home</td>
<td>0.45</td>
</tr>
<tr>
<td>home order</td>
<td>0.04</td>
<td>like</td>
<td>0.44</td>
</tr>
<tr>
<td>new york</td>
<td>0.04</td>
<td>im</td>
<td>0.41</td>
</tr>
<tr>
<td>tested positive</td>
<td>0.04</td>
<td>stay</td>
<td>0.41</td>
</tr>
<tr>
<td>death toll</td>
<td>0.04</td>
<td>dont</td>
<td>0.41</td>
</tr>
<tr>
<td>home orders</td>
<td>0.04</td>
<td>cases</td>
<td>0.37</td>
</tr>
<tr>
<td>quarantine got</td>
<td>0.03</td>
<td>time</td>
<td>0.36</td>
</tr>
<tr>
<td>stay safe</td>
<td>0.03</td>
<td>covid</td>
<td>0.35</td>
</tr>
<tr>
<td>spread virus</td>
<td>0.03</td>
<td>19</td>
<td>0.30</td>
</tr>
<tr>
<td>coronavirus cases</td>
<td>0.03</td>
<td>need</td>
<td>0.30</td>
</tr>
<tr>
<td>shelter place</td>
<td>0.03</td>
<td>day</td>
<td>0.29</td>
</tr>
<tr>
<td>coronavirus pandemic</td>
<td>0.03</td>
<td>trump</td>
<td>0.28</td>
</tr>
<tr>
<td>year old</td>
<td>0.03</td>
<td>china</td>
<td>0.28</td>
</tr>
<tr>
<td>public health</td>
<td>0.03</td>
<td>know</td>
<td>0.28</td>
</tr>
<tr>
<td>chinese virus</td>
<td>0.03</td>
<td>going</td>
<td>0.25</td>
</tr>
<tr>
<td>ill deliver</td>
<td>0.03</td>
<td>help</td>
<td>0.25</td>
</tr>
<tr>
<td>deliver copy</td>
<td>0.03</td>
<td>pandemic</td>
<td>0.24</td>
</tr>
<tr>
<td>health care</td>
<td>0.03</td>
<td>world</td>
<td>0.24</td>
</tr>
<tr>
<td>support usps</td>
<td>0.03</td>
<td>health</td>
<td>0.23</td>
</tr>
<tr>
<td>signing support</td>
<td>0.02</td>
<td>think</td>
<td>0.22</td>
</tr>
<tr>
<td>ups ill</td>
<td>0.02</td>
<td>deaths</td>
<td>0.21</td>
</tr>
<tr>
<td>wuhan virus</td>
<td>0.02</td>
<td>today</td>
<td>0.21</td>
</tr>
<tr>
<td>quarantine im</td>
<td>0.02</td>
<td>good</td>
<td>0.20</td>
</tr>
<tr>
<td>mental health</td>
<td>0.02</td>
<td>work</td>
<td>0.20</td>
</tr>
<tr>
<td>dont want</td>
<td>0.02</td>
<td>want</td>
<td>0.19</td>
</tr>
<tr>
<td>im going</td>
<td>0.02</td>
<td>corona</td>
<td>0.17</td>
</tr>
<tr>
<td>president trump</td>
<td>0.02</td>
<td>spread</td>
<td>0.17</td>
</tr>
<tr>
<td>united states</td>
<td>0.02</td>
<td>got</td>
<td>0.17</td>
</tr>
<tr>
<td>dont think</td>
<td>0.02</td>
<td>support</td>
<td>0.17</td>
</tr>
<tr>
<td>copy officials</td>
<td>0.02</td>
<td>government</td>
<td>0.17</td>
</tr>
<tr>
<td>feel like</td>
<td>0.02</td>
<td>right</td>
<td>0.15</td>
</tr>
<tr>
<td>looks like</td>
<td>0.02</td>
<td>way</td>
<td>0.15</td>
</tr>
<tr>
<td>positive cases</td>
<td>0.02</td>
<td>care</td>
<td>0.15</td>
</tr>
<tr>
<td>staying home</td>
<td>0.02</td>
<td>social</td>
<td>0.15</td>
</tr>
<tr>
<td>officials todelivered</td>
<td>0.02</td>
<td>news</td>
<td>0.15</td>
</tr>
<tr>
<td>coronavirus outbreak</td>
<td>0.02</td>
<td>state</td>
<td>0.15</td>
</tr>
<tr>
<td>Top 50 bigrams</td>
<td>Percentage of data set</td>
<td>Top 50 unigrams</td>
<td>Percentage of data set</td>
</tr>
<tr>
<td>------------------------</td>
<td>------------------------</td>
<td>----------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>domestic violence</td>
<td>0.02</td>
<td>country</td>
<td>0.15</td>
</tr>
<tr>
<td>coronavirus lockdown</td>
<td>0.02</td>
<td>said</td>
<td>0.14</td>
</tr>
<tr>
<td>healthcare workers</td>
<td>0.02</td>
<td>ive</td>
<td>0.14</td>
</tr>
<tr>
<td>people died</td>
<td>0.02</td>
<td>days</td>
<td>0.14</td>
</tr>
<tr>
<td>quarantine day</td>
<td>0.02</td>
<td>testing</td>
<td>0.14</td>
</tr>
<tr>
<td>donald trump</td>
<td>0.02</td>
<td>stop</td>
<td>0.13</td>
</tr>
<tr>
<td>social media</td>
<td>0.02</td>
<td>says</td>
<td>0.13</td>
</tr>
</tbody>
</table>

**Figure 3.** The word cloud of the most popular unigram.
COVID-19–Related Topics

Our approach, LDA, produced frequently co-occurring pairs of words related to COVID-19 and organized these co-occurring words into different topics. LDA allowed us to manually define the number of topics (e.g., 10 topics, 20 topics) that we would like to generate. Consistent with previous studies, we used the coherence model, Gensim (RARE Technologies Ltd) [28], to calculate the most appropriate number of topics based on the data itself. For this data set, the LDA indicated that having 13 topics would give a high coherence score and the smallest topic number (e.g., while having 19 or 20 topics would give a higher coherence score, they involve more topics; Figure 5).

We further analyzed the document-term matrix and obtained the distributions of 13 topics. We presented the results of 13 salient topics and the most popular pairs of words (bigrams) within each topic in Table 2. For example, Topic 3 had the highest distribution (8.87%) among all 13 common latent topics. The bigrams associated with Topic 3 included “tested positive,” “coronavirus outbreak,” “New York,” “shelter place,” and “mental health.” These pairs of words frequently co-occurred together, and therefore the LDA model assigned them to the same topic.
Table 2. Identified salient topics, bigrams, and their distributions.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Bigrams within topics</th>
<th>Distribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>covid 19, don't know, deadly virus, im gonna, spreading virus, 19 lockdown, herd immunity, 000 people, 19 pandemic, dont need, face masks,</td>
<td>8.51</td>
</tr>
<tr>
<td></td>
<td>fox news, health workers, small businesses, home quarantine, like this, virus came, slow spread, test kits, total confirmed</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>spread virus, health care, staying home, white house, positive cases, people die, 14 days, coronavirus deaths, care workers, ive seen, need help,</td>
<td>7.24</td>
</tr>
<tr>
<td></td>
<td>day lockdown, know virus, im getting, doctors nurses, quarantine period, virus world, stop virus, people getting, week quarantine</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>tested positive, coronavirus outbreak, wuhan virus, positive coronavirus, confirmed cases, new york, shelter place, mental health, china</td>
<td>8.87</td>
</tr>
<tr>
<td></td>
<td>virus, feel like, new cases, gt gt, coronavirus covid, virus, weeks, people virus, people don’t, bringing total, press conference, sars cov</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>dont think, virus spread, lockdown period, fake news, nursing homes, wuhan lab, best thing, months, lockdown amp, 21 3, id like, people know,</td>
<td>6.56</td>
</tr>
<tr>
<td></td>
<td>real time, entire world, know im, know it, wake up, feel free, dont wanna, anthony fauci</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>u s, coronavirus cases, public health, save lives, novel coronavirus, long term, south korea, dont forget, bbc news, care homes, news</td>
<td>7.36</td>
</tr>
<tr>
<td></td>
<td>coronavirus, million people, doesnt mean, family members, want know, coronavirus vaccine, going on, rest world, coronavirus, new jersey</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>at home, stay at, home order, thank you, look like, good news, test positive, people stay, fight virus, people protesting, face mask, good</td>
<td>7.36</td>
</tr>
<tr>
<td></td>
<td>thing, young people, lock down, wearing masks, cases deaths, trump said, deaths reported, shut down, active cases</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>social distancing, day quarantine, healthcare workers, prime minister, world health, dont care, global pandemic, dont understand, health</td>
<td>7.81</td>
</tr>
<tr>
<td></td>
<td>organization, dr fauci, let know, time lockdown, virus isn’t, in place, anti lockdown, shelter in, people think, live updates, 2 months</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>coronavirus lockdown, coronavirus crisis, amid coronavirus, looks like, new coronavirus, task force, im sure, coronavirus patients, prevent</td>
<td>7.47</td>
</tr>
<tr>
<td></td>
<td>spread, virus doesn’t, dont let, long time, new York, high risk, coronavirus task, thank god, number deaths, dont like, virus outbreak,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>coronavirus cases</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>stay safe, chinese virus, self quarantine, need know, people going, new virus, common sense, safe stay, virus amp, b c, 2 2, family friends,</td>
<td>7.07</td>
</tr>
<tr>
<td></td>
<td>we’ve got, got virus, stay away, testing kits, health amp, virus gone, april 20, knew virus</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>corona virus, new cases, death toll, im going, quarantine day, people died, spread coronavirus, cases coronavirus, people dying, quarantine im,</td>
<td>8.84</td>
</tr>
<tr>
<td></td>
<td>total number, number cases, cases reported, april 2020, confirmed cases, coronavirus death, 24 hours, people need, stop spread</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>stay home, home orders, president trump, social media, home stay, loved ones, stay safe, death rate, working home, 31 000, social</td>
<td>8.67</td>
</tr>
<tr>
<td></td>
<td>distance, 3100 000, protesting stay, breaking news, deaths, im sorry, 10 000, mortality rate</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>coronavirus pandemic, year old, united states, wash hands, people like, work home, god bless, lot people, wear mask, years ago, virus</td>
<td>7.06</td>
</tr>
<tr>
<td></td>
<td>hoax, like virus, 23 days, grocery store, said virus, 21 million, watch video, 10 days, like amp, uk lockdown</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>right now, dont want, 3 weeks, tests positive, donald trump, weeks ago, weeks lockdown, virus spreading, coronavirus update, new zealand,</td>
<td>7.18</td>
</tr>
<tr>
<td></td>
<td>22 million, sounds like, total cases, lockdown 2, communist party, day day, chinese communist, cases 1, whats happening, 2 weeks</td>
<td></td>
</tr>
</tbody>
</table>

COVID-19–Related Themes

The thematic analysis enabled us to categorize these topics into different distinct themes. The team considered the identified topics, bigrams, and representative tweet samples in each topic and categorized them into different themes. To protect the privacy and anonymity of the Twitter users, we did not present any user-related information, such as users’ Twitter handles or other identifying information. Therefore, sample tweets were excerpts drawn from original tweets in Table 3.

We organized 13 topics into 5 themes: “Public health measures to slow the spread of COVID-19” (eg, face masks, test kits, vaccine), “Social stigma associated with COVID-19” (eg, Chinese virus, Wuhan virus), “Coronavirus news cases and deaths” (eg, new cases, deaths), “COVID-19 in the United States” (eg, New York, protests, task force), and “Coronavirus cases in the rest of the world” (eg, UK, global issue). For example, the theme “public health measures to slow the spread of COVID-19” included the relevant topics of “facemasks,” “quarantine,” “test kits,” “lockdown,” “safety,” “vaccine,” and “shelter-in-place.” In addition, “home quarantine” and “self-quarantine” were two of the most commonly co-occurred words under the topic quarantine.
<table>
<thead>
<tr>
<th>Theme and topic</th>
<th>Bigrams</th>
<th>Sample tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Public health measures to slow the spread of COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Face masks</td>
<td>face masks, wear masks</td>
<td>We protect us and our family by wearing masks every day.</td>
</tr>
<tr>
<td>Quarantine</td>
<td>home quarantine, self quarantine, quarantine period</td>
<td>@realDonaldTrump @JustineTrudeau They're all under mandatory 2 week quarantine, and they are essential workers…</td>
</tr>
<tr>
<td>Test kits</td>
<td>test kits, testing kits</td>
<td>Hydroxychloroquine, Testing Kits and USA: We urge the Modi govt to draw proper lessons from this latest instance of US</td>
</tr>
<tr>
<td>Lockdown</td>
<td>covid19 lockdown, lockdown period, weeks lockdown,</td>
<td>People are actually shocked the lockdown has been extended for 3 weeks when there are still people going out meeting</td>
</tr>
<tr>
<td>Safety</td>
<td>stay safe, safe stay, stay away</td>
<td>Be strong, stay safe #lockdown but not locked out <a href="http://t.co/Fvi-fieEbbs7">http://t.co/Fvi-fieEbbs7</a></td>
</tr>
<tr>
<td>Vaccine</td>
<td>coronavirus vaccine</td>
<td>Lead scientist for NIH working on #coronavirus vaccine research</td>
</tr>
<tr>
<td>US shelter-in-place</td>
<td>Shelter place, shelter in</td>
<td>Did California's shelter-in-place order work? If you sue crap data without any reference to epidemiology, then yes</td>
</tr>
<tr>
<td><strong>Social stigma associated with COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese Communist Party</td>
<td>communist party, Chinese communist, cases 1</td>
<td>The #Chinese Communist Party (#CCP) is spreading disinformation to cover up the origin of the #coronavirus</td>
</tr>
<tr>
<td>Discriminatory names</td>
<td>Wuhan virus, Chinese virus</td>
<td>That China is responsible for putting entire world @great risk. Heavily criticized their eating habits.</td>
</tr>
<tr>
<td>President Trump tweeting “Chinese virus”</td>
<td>president trump, social media, china virus</td>
<td>President Trump: They know where it came from. We all know where it came from, #chinesevirus</td>
</tr>
<tr>
<td><strong>COVID-19 new cases and deaths</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New cases</td>
<td>new cases, total number, confirmed cases</td>
<td>RT @neeratanden: 4,591 people died in a day from the virus, the highest number anywhere ever that we know of.</td>
</tr>
<tr>
<td>Deaths</td>
<td>coronavirus death, death toll, people died</td>
<td>#Britain's death toll could be DOUBLE official tally as care homes</td>
</tr>
<tr>
<td><strong>COVID-19 in the United States</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health and COVID-19 in New York</td>
<td>new york, shelter place, mental health</td>
<td>New Yorkers on their apartment roofs during quarantine is a whole different vibe. This is gonna be in history books</td>
</tr>
<tr>
<td>Protests against the lockdown</td>
<td>anti lockdown, people protesting, protesting stay</td>
<td>I stand with the Healthcare workers!!! Bravo! Healthcare workers face off against anti-lockdown protesters in Colorado</td>
</tr>
<tr>
<td>Task force in the United States</td>
<td>task force</td>
<td>RT @Jim_Jordan: There are #coronavirus task forces doing great work. But there is one task force that’s missing in action: the U.S. congress</td>
</tr>
<tr>
<td>COVID-19 pandemic in the United States</td>
<td>united states, white house, new jersey, 21 million, million people, dr fauci,</td>
<td>Stay-at-home orders continue in much of the United States</td>
</tr>
<tr>
<td><strong>COVID-19 cases in the rest of the world</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>Herd immunity, UK lockdown, Prime Minister</td>
<td>The Prime Minister gave the game away early on when he openly said to Scrofulous and Willibooby that the government’s plan was Herd Immunity the REAL people in charge must have been so furious with him he had to be sent to an isolation ward with the virus to shut him up!</td>
</tr>
<tr>
<td>Global issue</td>
<td>Entire world, south Korea, world health, global pandemic, new Zealand</td>
<td>Worldwide it is now 182,726.” And “New Zealand Prime Minster Jacinda Ardern says the government will partially relax its lockdown in a week, as a decline in …</td>
</tr>
</tbody>
</table>

**Sentiment Analysis**

We presented the results of the sentiment analysis for each of the 13 latent topics in Figure 6 and Table 4. Figure 6 presented 8 emotions of trust, anticipation, joy, surprise, anger, fear, disgust, and sadness. Results showed that across all 13 topics, anticipation (dark blue line) dominated 12 topics, followed by fear (orange line), trust (grey line), and anger (yellow line).

We also ran a one-tailed z test to examine if each of the 8 emotions is statistically significantly different across topics. A P value <.01 was set as the threshold for significance. For example, about 23.8% of tweets in Topic 5 revealed feelings of
anticipation that “necessary steps and precautions will be taken” [18,29]. Statistical significance indicated that it was very likely (P<.001) that the anticipation emotion is more prevalently expressed in Topic 5 (23.8%) than all other topics. The emotion fear (of the impacts of the virus) was found in 18.8% of the tweets in Topic 10, which was statistically different from the fear expressed in other topics.

Figure 6. Sentiment analysis for each of the 13 latent topics.

| Table 4. The percentage of 8 emotions across 13 topicsa,b. |
|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| Topic | Anger, % | Anticipation, % | Disgust, % | Fear , % | Joy, % | Sadness, % | Surprise, % | Trust, % |
| 1 | 10.80 | 17.60 | 2.00 | 14.60 | 4.60b | 2.40 | 1.60 | 9.50 |
| 2 | 12.00 | 21.70b | 3.00b | 16.90b | 4.00 | 4.10b | 2.10 | 12.40b |
| 3 | 12.60b | 17.60 | 2.90b | 14.90 | 3.20 | 3.80b | 2.60b | 15.90b |
| 4 | 13.20b | 20.90b | 3.30b | 15.10 | 4.20 | 3.30b | 2.20b | 13.30b |
| 5 | 12.40b | 23.80b | 2.60b | 14.30 | 4.30 | 3.50b | 2.10 | 13.40b |
| 6 | 13.10b | 22.50b | 2.40 | 13.40 | 4.60b | 3.50b | 3.00b | 12.80b |
| 7 | 12.50b | 21.90b | 2.50b | 17.00b | 3.70 | 3.20b | 3.30b | 13.10b |
| 8 | 13.80b | 20.70b | 2.40 | 16.50b | 3.80 | 3.10b | 2.40b | 12.10b |
| 9 | 12.50b | 20.70b | 2.80b | 15.50 | 7.90b | 3.40b | 2.40b | 12.30b |
| 10 | 14.60b | 17.40 | 3.00b | 18.80b | 3.30 | 3.30b | 1.90 | 11.30 |
| 11 | 11.80 | 20.60b | 2.50b | 15.50 | 6.00b | 3.70b | 2.70b | 11.90b |
| 12 | 12.50b | 21.40b | 2.80b | 17.90b | 4.20 | 3.30b | 2.60b | 14.20b |
| 13 | 13.30b | 20.80b | 2.60b | 14.80 | 4.30 | 4.20b | 3.10b | 11.50b |

aThe sum of the percentages for each topic is not equal to 100%. The remainder is made up of neutral or other emotions.
bP<.001 from z test.

Discussion

Principal Results

In this study, we addressed public discussions and emotions using COVID-19–related messages on Twitter. Twitter users discussed 5 main themes related to COVID-19 between March 7 and April 21, 2020. Topic modeling of the tweets was useful for providing insights about COVID-19 topics and concerns. Results showed several essential points. First, the public uses a variety of terms when referring to COVID-19, including virus, COVID-19, coronavirus, and corona virus. Second, COVID-19 has been referred to as the “China virus,” which can create stigma and harm efforts to address the COVID-19 outbreak.
Third, discussions about the pandemic in New York were salient, and its associated public sentiment was anger. Fourth, public discussions about the Chinese Communist Party (CCP) and the spread of the virus emerged as a new topic that was not identified in previous studies [18], suggesting the connection between COVID-19 and politics is increasingly circulating on Twitter as the situation evolves. Fifth, public sentiments on the spread of COVID-19 reveal anticipation for the potential measures that can be taken, followed by mixed feelings of trust, anger, and fear. Results suggest that the public is not surprised by the rapid spread of COVID-19. Sixth, people have a significant feeling of fear when they discuss the COVID-19 crisis and deaths. Lastly, trust is no longer a prominent emotion when Twitter users discuss COVID-19, which is different from the findings of an earlier study [18].

Comparison With Prior Work

Our findings are consistent with previous studies using social media data to assess the public health responses and sentiments related to COVID-19, and suggest that public attention has been focused on the following topics since January 2020: (1) the confirmed cases and death rates [11,18,30], (2) preventive measures [11,18,31], (3) health authorities and government policies [10,18], (4) an outbreak in New York [18], (5) COVID-19 stigma (eg, referring to COVID-19 as the “Chinese virus”) [11,14], and (6) negative psychological reactions (eg, fear) or mental health consequences [11,31-33].

Compared with a study examining public discussions and concerns related to COVID-19 using Twitter data from January 20 to March 7, 2020, we found that several salient topics are no longer popular: (1) an outbreak in South Korea, (2) the Diamond Princess cruise ship, (3) the economic impact [11,32], and (4) supply chains [18]. Given current preventive measures, washing hands is no longer a prevalent topic; instead, quarantine has become dominant.

In addition, our study identified new discussion topics about COVID-19 occurring between March 7 to April 21: (1) the need for a vaccine to stop the spread, (2) quarantine and shelter-in-place orders, (3) protests against the lockdown, and (4) the COVID-19 pandemic in the United States. The new salient topics suggest that Twitter users (tweeting in English) are focusing their attention on COVID-19 in the United States (eg, New York, protests, task force, millions of confirmed cases) rather than global news (eg, South Korea, Diamond Princess cruise ship, Dr Li Wenliang in China).

Limitations

First, we only sampled 20 hashtags as the key search terms to collect Twitter data (Multimedia Appendix 1). New hashtags keep coming up as the situation evolves. For example, a hashtag may become widely used after a related topic becomes more popular, such as the official name for the virus (COVID-19). Second, Twitter users are not representative of the whole global population, and topics of tweets only indicate online users’ opinions about and reactions to COVID-19. However, the Twitter data set is still a valuable resource, allowing us to examine real-time Twitter users’ responses and online activities related to COVID-19. Third, non-English tweets were removed from our analyses, and hence the results are limited to users who posted in English only. Future COVID-19 studies should include other languages, such as Italian, French, German, and Spanish.

Future Research

Future research could further explore public trust and confidence in existing measures and policies, which are essential. Compared to prior work, our study showed that Twitter users had a feeling of joy when talking about herd immunity. Sentiments of fear and anticipation related to the topics of quarantine and shelter-in-place. Future studies could evaluate how government officials (eg, President Trump) and international organizations (eg, World Health Organization) deliver and convey messages to the public, and the subsequent impact on public opinions and sentiments. Anti-Chinese/Asian sentiments spread on social media, and it would be worth assessing how people use these platforms to resist and challenge COVID-19 stigma. Misinformation during the COVID-19 pandemic was not a prominent theme in this study. An existing study showed that 25% (n=153) of sampled tweets contained misinformation [34]. The term COVID-19 has lower rates of misinformation associated with it than that associated with #2019_n cov and Corona. Future research should investigate misinformation and how it expands on social media. Finally, trust is no longer prominent when people tweet about confirmed cases and deaths. Instead, fear has replaced trust to be the dominant emotion. Future research should examine the changes in trust over time.

Conclusions

Twitter data and machine learning approaches can be leveraged for infodemiology studies by studying evolving public discussions and sentiments during the COVID-19 pandemic. Our findings facilitate an understanding of public discussions and concerns about the COVID-19 pandemic among Twitter users between March 7 and April 21, 2020. Several topics were consistently dominant on Twitter, such as “the confirmed cases and death rates,” “preventive measures,” “health authorities and government policies,” “stigma,” and “negative psychological reactions” (eg, fear). As the situation rapidly evolves, new salient topics emerge accordingly. Fear arises in messages of new cases or death reports [18]. Real-time monitoring and assessment of Twitter users’ concerns can be promising for informing public health emergency responses and planning. Hearing and reacting to real concerns from the public can enhance trust between the health care system and the public and enable better preparation for a future public health emergency.
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Abstract

Background: COVID-19 has posed a global threat due to substantial morbidity and mortality, and health education strategies need to be adjusted accordingly to prevent a possible epidemic rebound.

Objective: This study aimed to evaluate the perceptions of COVID-19 among individuals coming to, returning to, or living in Jiangsu Province, China, and determine the impact of the pandemic on the perceptions of the public.

Methods: In this study, an online questionnaire was distributed to participants between February 15 and April 21, 2020. The questionnaire comprised items on personal information (e.g., sex, age, educational level, and occupation); protection knowledge, skills, and behaviors related to COVID-19; access to COVID-19–related information; and current information needs. Factors influencing the knowledge score, skill score, behavior score, and total score for COVID-19 were evaluated using univariate and multivariate analyses. The time-varying reproduction number (\(R_t\)) and its 95% credible interval were calculated and compared with the daily participation number and protection scores.

Results: In total, 52,066 participants were included in the study; their average knowledge score, skill score, behavior score, and total score were 25.58 (SD 4.22), 24.05 (SD 4.02), 31.51 (SD 2.84), and 90.02 (SD 8.87), respectively, and 65.91% (34,315/52,066) had a total protection score above 90 points. For the knowledge and skill sections, correct rates of answers to questions on medical observation days, infectiousness of asymptomatic individuals, cough or sneeze treatment, and precautions were higher than 95%, while those of questions on initial symptoms (32,286/52,066, 62.01%), transmission routes (37,134/52,066, 71.32%), selection of disinfection products (37,390/52,066, 71.81%), and measures of home quarantine (40,037/52,066, 76.90%) were relatively low. For the actual behavior section, 97.93% (50,989/52,066) of participants could wear masks properly when going out. However, 19.76% (10,290/52,066) could not disinfect their homes each week, and 18.42% (9589/52,066) could not distinguish differences in initial symptoms between the common cold and COVID-19. The regression analyses showed that the knowledge score, skill score, behavior score, and total score were influenced by sex, age, educational level, occupation, and place of residence at different degrees (\(P<.001\)). The government, television shows, and news outlets were the main sources of protection knowledge, and the information released by the government and authoritative medical experts was considered the most reliable. The current information needs included the latest epidemic developments, disease treatment progress, and daily protection knowledge. The \(R_t\) in the Jiangsu Province and mainland China dropped below 1, while the global \(R_t\) remained at around 1. The maximal information coefficients ranged from 0.76 to 1.00, which indicated that the public’s perceptions were significantly associated with the epidemic.
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Conclusions: A high proportion of the participants had sufficient COVID-19 protection knowledge and skills and were able to avoid risky behaviors. Thus, it is necessary to apply different health education measures tailored to work and study resumption for specific populations to improve their self-protection and, ultimately, to prevent a possible rebound of COVID-19.

Methods

Study Design and Participants
In this study, a cross-sectional online survey was conducted on the public platform created by Jiangsu Provincial People’s Government and managed by the Jiangsu Provincial Center for Disease Control and Prevention (CDC). The platform included Jiangsu health codes, through which every citizen had the obligation to fill in health information during the COVID-19 outbreak; otherwise, they were not permitted to enter/exit public places and their workplaces [16]. The platform included approximately 30,000,000 participants. The questionnaire used in this study has been embedded on the platform since February 15, 2020, participation was anonymous and voluntary, and participants had one chance to fill in their information. This study was approved by the Ethics Committee of the Jiangsu Provincial CDC.

Data Collection
Data were collected using an online questionnaire through WeChat (Multimedia Appendix 1). The questionnaire was created according to the national guideline for the diagnosis and treatment of COVID-19 and revised via expert evaluation. It includes items on personal information; protection knowledge, skills, and behaviors related to COVID-19; access to information; and current information needs. The Cronbach alpha coefficient and the Kaiser-Meyer-Olkin value for the behavior section was 0.723 and 0.838, respectively, indicating that the research data were relatively true and reliable.

Personal information included demographic data, such as sex, age, educational level, occupation, and place of residence. The knowledge section was composed of 7 single-choice questions and 3 true-or-false questions, which were scored 3 points each, including initial symptoms, distribution of death cases, transmission routes, conditions for killing viruses, mask selection, medical observation days, fever temperature, new coronavirus infection after influenza vaccination, selection of disinfection products, and infectiousness of asymptomatic individuals. The skill section consisted of 9 single-choice questions, scored 3 points each, including cough or sneeze treatment, home quarantine measures, measures from inside (ie, measures implemented by individuals when they come into, returning to, or living in Jiangsu Province) to inside (ie, measures implemented by individuals when they come to, returning to, or living in Jiangsu Province) will help provide information on the current mastery level of knowledge, skills, and protection behaviors; popularize prevention and control knowledge; and tailor health education strategies in a timely manner to ultimately prevent a possible epidemic rebound.
go back home from public places or workplaces), mask use, return notice (ie, matters that individuals should pay attention to when they come to or return to Jiangsu Province from other places), washing hands correctly, precautions, quarantine during travel, and attention to household alcohol disinfection. The behavior section comprised 11 scale questions, scored 0-3 points each, including no partying, wearing masks, wearing gloves, washing hands, no contact with live poultry, daily ventilation, weekly disinfection, distinction between the common cold and COVID-19, correct identification of epidemic information, workplace precautions, and community precautions. The highest possible score for each of these sections is 30, 27, and 33 points, respectively. The total score was calculated as follows:

\[
\text{Total protection score} = \frac{\text{knowledge score} + \text{skill score} + \text{behavior score}}{90} \times 100.
\]

Three methods were used to ensure data quality. Questionnaires filled out before 12 AM on February 15, 2020, were excluded, as the questionnaire was still in testing and was not officially published. Incomplete questionnaires were also excluded. Finally, questionnaires with irrelevant answers or obvious errors were excluded.

Statistical Analysis
Frequencies, proportions, arithmetic means, and standard deviations were used to present the data. The chi-square test, the independent samples t test (two-tailed), and a one-way analysis of variance were conducted, as appropriate. A multivariate linear regression analysis was performed to identify the factors associated with the knowledge score, skill score, behavior score, and total score for COVID-19. Further, a binary logistic regression analysis was used to explain the selection differences under different characteristics for key items. Unstandardized regression coefficients (β) and odds ratios and their 95% CIs were used to explain associations between variables. The questionnaire data were exported to Microsoft Excel 2016 (Microsoft Corp) for data processing and analysis in combination with SPSS 26.0 (IBM Corp). P values of <.05 were considered statistically significant.

In view of the impact of epidemic changes on public perceptions, the time-varying reproduction number ($R_t$) over a 7-day moving average and its 95% credible interval were estimated in R version 4.0.0 (R Foundation for Statistical Computing) using the method developed by Thompson et al [17], and the serial interval derived from a previous epidemiological survey [18], in combination with the officially published epidemic data of Jiangsu Province, mainland China, and the entire world. Thereafter, the maximal information coefficient [19,20] was applied to test for correlations among the daily participation number, average protection score, number of confirmed cases, and $R_t$.

Results
Participant Characteristics
In total, 52,066 participants were included in the investigation of the status of protection against COVID-19 from February 15 to April 21, 2020, after excluding 344 respondents (including 47 test accounts, 228 with incomplete answers, and 69 with irrelevant answers) (Table 1). Of these, there were 30,212 (58.03%) men, and the male-to-female sex ratio was 1.38:1. The study population mostly comprised those aged 31-40 years (19,131/52,066, 36.74%), followed by those aged 21-30 years (14,226/52,066, 27.32%) and 41-50 years (9,885/52,066, 18.99%). In terms of educational level, the proportion of “junior college and bachelor’s degree” was the largest, at 40.89% (21,291/52,066, 18.99%). In terms of educational level, the proportion of “junior college and bachelor’s degree” was the largest, at 40.89% (21,291/52,066, 18.99%). In terms of educational level, the proportion of “junior college and bachelor’s degree” was the largest, at 40.89% (21,291/52,066, 18.99%). In terms of educational level, the proportion of “junior college and bachelor’s degree” was the largest, at 40.89% (21,291/52,066, 18.99%). In terms of educational level, the proportion of “junior college and bachelor’s degree” was the largest, at 40.89% (21,291/52,066, 18.99%). In terms of educational level, the proportion of “junior college and bachelor’s degree” was the largest, at 40.89% (21,291/52,066, 18.99%). In terms of educational level, the proportion of “junior college and bachelor’s degree” was the largest, at 40.89% (21,291/52,066, 18.99%). In terms of educational level, the proportion of “junior college and bachelor’s degree” was the largest, at 40.89% (21,291/52,066, 18.99%). In terms of educational level, the proportion of “junior college and bachelor’s degree” was the largest, at 40.89% (21,291/52,066, 18.99%). In terms of educational level, the proportion of “junior college and bachelor’s degree” was the largest, at 40.89% (21,291/52,066, 18.99%). In terms of educational level, the proportion of “junior college and bachelor’s degree” was the largest, at 40.89% (21,291/52,066, 18.99%). In terms of educational level, the proportion of “junior college and bachelor’s degree” was the largest, at 40.89% (21,291/52,066, 18.99%). In terms of educational level, the proportion of “junior college and bachelor’s degree” was the largest, at 40.89% (21,291/52,066, 18.99%). In terms of educational level, the proportion of “junior college and bachelor’s degree” was the largest, at 40.89% (21,291/52,066, 18.99%). In terms of educational level, the proportion of “junior college and bachelor’s degree” was the largest, at 40.89% (21,291/52,066, 18.99%).
Table 1. General characteristics and protection scores of participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants, n (%)</th>
<th>Total score</th>
<th>Knowledge score</th>
<th>Skill score</th>
<th>Behavior score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P value</td>
<td>T statistic</td>
<td>P value</td>
<td>T statistic</td>
</tr>
<tr>
<td>Sex</td>
<td>Male</td>
<td>30,212 (58.03)</td>
<td>89.61 (2.89)</td>
<td>25.41 (4.23)</td>
<td>23.88 (4.14)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>21,854 (41.97)</td>
<td>90.58 (8.66)</td>
<td>25.81 (4.19)</td>
<td>24.27 (3.84)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>t=12.4, p&lt;.001</td>
<td>t=10.7, p&lt;.001</td>
<td>t=11.2, p&lt;.001</td>
<td>t=2.6, p=.009</td>
</tr>
<tr>
<td>Age (years)</td>
<td>≤20</td>
<td>5432 (10.43)</td>
<td>85.53 (11.74)</td>
<td>23.92 (5.42)</td>
<td>21.98 (5.30)</td>
</tr>
<tr>
<td></td>
<td>21-30</td>
<td>14,226 (27.32)</td>
<td>90.76 (7.85)</td>
<td>25.99 (3.79)</td>
<td>24.42 (3.60)</td>
</tr>
<tr>
<td></td>
<td>31-40</td>
<td>19,131 (36.74)</td>
<td>90.92 (7.90)</td>
<td>25.88 (3.93)</td>
<td>24.40 (3.61)</td>
</tr>
<tr>
<td></td>
<td>41-50</td>
<td>9885 (18.99)</td>
<td>90.25 (8.71)</td>
<td>25.54 (4.18)</td>
<td>24.19 (3.89)</td>
</tr>
<tr>
<td></td>
<td>51-60</td>
<td>3031 (5.82)</td>
<td>88.77 (10.13)</td>
<td>25.03 (4.51)</td>
<td>23.51 (4.58)</td>
</tr>
<tr>
<td></td>
<td>≥61</td>
<td>361 (0.69)</td>
<td>85.14 (13.60)</td>
<td>23.65 (5.60)</td>
<td>22.34 (5.61)</td>
</tr>
<tr>
<td>Educational level</td>
<td></td>
<td>F=387.1, p&lt;.001</td>
<td>F=245.0, p&lt;.001</td>
<td>F=381.2, p&lt;.001</td>
<td>F=34.7, p&lt;.001</td>
</tr>
<tr>
<td>≤Junior high school</td>
<td>14,954 (28.72)</td>
<td>86.57 (10.54)</td>
<td>24.09 (4.90)</td>
<td>22.62 (4.82)</td>
<td>31.34</td>
</tr>
<tr>
<td>High school and technical secondary school</td>
<td>13,380 (25.70)</td>
<td>89.51 (8.76)</td>
<td>25.22 (4.15)</td>
<td>23.83 (4.05)</td>
<td>31.62</td>
</tr>
<tr>
<td>Junior college and bachelor’s degree</td>
<td>21,291 (40.89)</td>
<td>92.45 (6.62)</td>
<td>26.67 (3.34)</td>
<td>25.06 (2.99)</td>
<td>31.55</td>
</tr>
<tr>
<td>≥Master’s degree</td>
<td>2441 (4.69)</td>
<td>92.83 (7.80)</td>
<td>27.06 (3.70)</td>
<td>25.12 (3.37)</td>
<td>31.42</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td>F=1503.8, p&lt;.001</td>
<td>F=1320.0, p&lt;.001</td>
<td>F=1240.0, p&lt;.001</td>
<td>F=27.1, p&lt;.001</td>
</tr>
<tr>
<td>Government agency and institution</td>
<td>3579 (6.87)</td>
<td>92.57 (7.66)</td>
<td>26.79 (3.57)</td>
<td>24.96 (3.42)</td>
<td>31.65</td>
</tr>
<tr>
<td>Medical practitioner</td>
<td>2674 (5.14)</td>
<td>93.98 (7.36)</td>
<td>27.42 (3.35)</td>
<td>25.31 (3.26)</td>
<td>31.92</td>
</tr>
<tr>
<td>Enterprise</td>
<td>18,187 (34.93)</td>
<td>91.26 (7.51)</td>
<td>26.11 (3.70)</td>
<td>24.63 (3.45)</td>
<td>31.49</td>
</tr>
<tr>
<td>Business and service industry</td>
<td>5906 (11.34)</td>
<td>90.12 (8.08)</td>
<td>25.45 (4.00)</td>
<td>24.14 (3.74)</td>
<td>31.64</td>
</tr>
<tr>
<td>Farmera</td>
<td>2305 (4.43)</td>
<td>87.34 (10.44)</td>
<td>24.37 (4.81)</td>
<td>23.04 (4.69)</td>
<td>31.33</td>
</tr>
<tr>
<td>Student</td>
<td>5507 (10.58)</td>
<td>87.13 (11.01)</td>
<td>24.52 (5.17)</td>
<td>22.67 (4.93)</td>
<td>31.35</td>
</tr>
<tr>
<td>Freelancer</td>
<td>6282 (12.07)</td>
<td>88.62 (9.14)</td>
<td>24.85 (4.37)</td>
<td>23.47 (4.32)</td>
<td>31.57</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Participants, n (%)</td>
<td>Total score Mean (SD)</td>
<td>Knowledge score Mean (SD)</td>
<td>Skill score Mean (SD)</td>
<td>Behavior score Mean (SD)</td>
</tr>
<tr>
<td>---------------</td>
<td>---------------------</td>
<td>-----------------------</td>
<td>---------------------------</td>
<td>-----------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Statistic P value</td>
<td>Statistic P value</td>
<td>Statistic P value</td>
<td>Statistic P value</td>
</tr>
<tr>
<td>Retiree</td>
<td>420 (0.81)</td>
<td>86.82 (11.36)</td>
<td>24.20 (5.02)</td>
<td>22.71 (4.96)</td>
<td>31.36 (3.02)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>1398 (2.69)</td>
<td>87.43 (10.37)</td>
<td>24.71 (4.68)</td>
<td>23.20 (4.44)</td>
<td>30.91 (3.52)</td>
</tr>
<tr>
<td>Other</td>
<td>5808 (11.16)</td>
<td>88.80 (9.18)</td>
<td>25.03 (4.36)</td>
<td>23.58 (4.20)</td>
<td>31.43 (2.99)</td>
</tr>
<tr>
<td>Place of residence</td>
<td></td>
<td>t=30.0 &lt;.001</td>
<td>t=28.5 &lt;.001</td>
<td>t=25.0 &lt;.001</td>
<td>t=6.3 &lt;.001</td>
</tr>
<tr>
<td>Urban area</td>
<td>34,426 (66.12)</td>
<td>90.90 (8.19)</td>
<td>25.97 (3.96)</td>
<td>24.37 (3.75)</td>
<td>31.56 (2.68)</td>
</tr>
<tr>
<td>Rural area</td>
<td>17,640 (33.88)</td>
<td>88.31 (9.84)</td>
<td>24.81 (4.59)</td>
<td>23.40 (4.43)</td>
<td>31.39 (3.14)</td>
</tr>
<tr>
<td>Total</td>
<td>52,066 (100.00)</td>
<td>90.02 (8.87)</td>
<td>25.58 (4.22)</td>
<td>24.05 (4.02)</td>
<td>31.51 (2.84)</td>
</tr>
</tbody>
</table>

**Protection Scores**

For the total protection score, 65.91% of participants (34,315/52,066) had scores over 90 points. The univariate analysis showed that there were significant differences in the knowledge score, skill score, behavior score, and total score for sex, age, educational level, occupation, and place of residence (all Ps<.001, except for sex and behavior score [P=.009]; Table 1).

**Partial Score**

The protection score consisted of three parts: knowledge score, skill score, and behavior score. Initially, we analyzed the first two parts with the same scoring standard, with average scores of 25.58 (SD 4.22) and 24.05 (SD 4.02) (Table 1) and a range of correct answer rates of 62.01%-98.28% (Figure 2). The multivariate linear regression analysis indicated that women; those aged 21-60 years; those with an educational level of high school or greater; those with occupations categorized as government agency and institution, enterprise, business and

---

“Farmer” includes agriculture, forestry, animal husbandry, sideline occupations, and fishery.

Figure 1. Daily number of participants and average total score.
service industry, medical practitioners, and students; and those living in urban areas had significantly higher knowledge scores than men, those aged ≤20 years, those with an educational level of junior high school or less, those who were unemployed, and those who lived in rural areas (P<.001 or P=.007; Table S1 in Multimedia Appendix 2). Other than the above variables, those aged ≥61 years (P=.003), farmers (P=.01), and freelancers (P=.04) had significantly higher skill scores (Table S1 in Multimedia Appendix 2).

Figure 2. Rates of correct answers related to the knowledge and skill sections of the questionnaire. Reference line: 80.00%, shown in red.

More concretely, the rates of correct answers for questions on medical observation days, infectiousness of asymptomatic individuals, cough or sneeze treatment, and precautions were higher than 95% in these two sections. Conversely, those of questions on initial symptoms (32,286/52,066, 62.01%), transmission routes (37,134/52,066, 71.32%), selection of disinfection products (37,390/52,066, 71.81%), and measures of home quarantine (40,037/52,066, 76.90%) were relatively low (Figure 2). There were significant differences in the answers to these four questions among the different sexes, age groups, educational levels, occupations, and places of residence (P<.001; Table S2 in Multimedia Appendix 2). The binary logistic regression analysis showed that the correct answer rates among women in relation to initial symptoms, transmission routes, disinfection products, and measures of home quarantine were higher than those among men (P<.001; Table S3 in Multimedia Appendix 2). Those aged 21-60 years were more aware of disinfection products and measures of home quarantine than those aged ≤20 years (P<.001), while those aged ≥51 years were less aware of initial symptoms and transmission routes (P<.001 or P=.02). The correct rates among the participants with an educational level of high school or greater for these 4 questions were higher than those with an educational level of junior high school and below (P<.001). Those with occupations categorized under government agency and institution and medical practitioners were more aware of the initial symptoms, transmission routes, disinfection products, and measures of home quarantine than those who were unemployed (P≤.001 or P=.002); in particular, medical practitioners had the highest correct answer rates. The correct answer rates for selection of disinfection products and home quarantine measures were higher among those with occupations categorized under enterprise (P=.02 or P=.001). Students had greater accuracy for initial symptoms, selection of disinfection products, and home quarantine measures (P<.001). Those living in urban areas had a higher accuracy for transmission routes and selection of disinfection products (P<.001 or P=.01; Table S3 in Multimedia Appendix 2).

Thereafter, the actual degree of protection among the participants was examined, and the average score was 31.51 (SD 2.84) (Tables 1 and 2). The multivariate linear regression analysis revealed that women (P=.01; Table S1 in Multimedia Appendix 2), those aged 21-60 years (P<.001), those with an educational level of high school and technical secondary school (P<.001) and junior college and bachelor’s degree (P=.046), those with employment (P<.001), and those living in urban areas (P<.001) had significantly higher behavior scores than men, those aged ≤20 years, those with an educational level of
junior high school or below, those who were unemployed, and those who lived in rural areas.

### Table 2. Protection behaviors and the degree to which participants were able to implement these behaviors (as indicated by the 3-point response “able to”).

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No partying</td>
<td>48,955 (94.02)</td>
</tr>
<tr>
<td>Wearing masks</td>
<td>50,989 (97.93)</td>
</tr>
<tr>
<td>Wearing gloves</td>
<td>46,607 (89.52)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>49,607 (95.28)</td>
</tr>
<tr>
<td>No contact with live poultry</td>
<td>50,191 (96.40)</td>
</tr>
<tr>
<td>Daily ventilation</td>
<td>50,670 (97.32)</td>
</tr>
<tr>
<td>Weekly disinfection</td>
<td>41,776 (80.24)</td>
</tr>
<tr>
<td>Distinction between the common cold and COVID-19</td>
<td>42,477 (81.58)</td>
</tr>
<tr>
<td>Correct identification of epidemic information</td>
<td>50,908 (97.78)</td>
</tr>
<tr>
<td>Workplace precautions</td>
<td>46,800 (89.89)</td>
</tr>
<tr>
<td>Community precautions</td>
<td>47,009 (90.29)</td>
</tr>
</tbody>
</table>

Specifically, a higher proportion of participants were able to avoid gatherings, wear gloves, wash hands in a timely manner, keep away from live poultry and livestock, ventilate each day, and identify information related to the epidemic correctly and believed that precautions in workplaces or communities were in place. For example, 97.93% (50,989/52,066) of participants could wear masks properly when they went out (Table 2). However, 19.76% (10,290/52,066) still could not disinfect their homes each week, which was significantly associated with age, educational level, occupation, and place of residence ($P<.001$; Table S2 in Multimedia Appendix 2). Similarly, 18.42% (9589/52,066) could not distinguish the initial symptoms of the common cold and COVID-19, and this was significantly related to sex, age, educational level, occupation, and place of residence ($P<.001$; Table S2 in Multimedia Appendix 2). The binary logistic regression analysis indicated that compared with participants aged $\leq$20 years, those aged 31-60 years could disinfect their homes weekly ($P<.001$; Table S3 in Multimedia Appendix 2), and those aged 41-50 years were aware of initial symptom differences between the common cold and COVID-19 ($P=.04$). Those with a high educational level were unable to disinfect their homes weekly and clearly distinguish between the common cold and COVID-19 ($P<.001$ or $P=.02$). In addition to the retirees ($P=.08$), those with the other indicated occupations were able to disinfect their homes weekly ($P<.001$ or $P=.003$).

With the exception of those with occupations categorized under enterprise ($P=.06$), people in the other profession categories could distinguish between the common cold and COVID-19 (all $P$s<.05). Participants living in urban areas were more often able to disinfect their homes weekly than those living in rural areas ($P=.04$; Table S3 in Multimedia Appendix 2).

### Total Score

The total score was obtained by summing up the scores of the three abovementioned parts and converted to the hundred-mark system. The average total protection score was 90.02 (SD 8.87), rising with fluctuations over time (Figure 1), with the highest score (mean 93.98, SD 7.36) observed among medical practitioners (Table 1). The five demographic characteristics (ie, sex, age, educational level, occupation, and place of residence) significant in the univariate analyses ($P<.001$; Table 1) were included in the multivariate linear regression analysis ($F_{19,52046}=343.426$, $P<.001$). This showed that women, those aged 21-60 years, those with an educational level of high school or above, those with occupations other than being a retiree, and those living in urban areas had significantly higher total protection scores than men, those aged $\leq$20 years, those with an educational level of junior high school and below, those who were unemployed, and those who lived in rural areas ($P<.001$; Table 3).
Table 3. Results of the multivariate linear regression analysis on factors influencing the total protection score.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>SE</th>
<th>95% CI</th>
<th>t test</th>
<th>P value</th>
<th>Collinearity statistics (VIFa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>79.914</td>
<td>0.311</td>
<td>79.305 to 80.523</td>
<td>257.238</td>
<td>&lt;.001</td>
<td>N/Ab</td>
</tr>
<tr>
<td>Sex (reference: male)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.971</td>
<td>0.077</td>
<td>0.820 to 1.123</td>
<td>12.576</td>
<td>&lt;.001</td>
<td>1.082</td>
</tr>
<tr>
<td>Age (years; reference: ≤ 20)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-30</td>
<td>4.592</td>
<td>0.221</td>
<td>4.159 to 5.026</td>
<td>20.778</td>
<td>&lt;.001</td>
<td>7.224</td>
</tr>
<tr>
<td>31-40</td>
<td>5.481</td>
<td>0.226</td>
<td>5.039 to 5.924</td>
<td>24.282</td>
<td>&lt;.001</td>
<td>8.821</td>
</tr>
<tr>
<td>41-50</td>
<td>4.963</td>
<td>0.232</td>
<td>4.508 to 5.419</td>
<td>21.363</td>
<td>&lt;.001</td>
<td>6.183</td>
</tr>
<tr>
<td>51-60</td>
<td>3.252</td>
<td>0.267</td>
<td>2.728 to 3.776</td>
<td>12.164</td>
<td>&lt;.001</td>
<td>2.919</td>
</tr>
<tr>
<td>≥61</td>
<td>0.199</td>
<td>0.535</td>
<td>-0.849 to 1.248</td>
<td>0.373</td>
<td>.71</td>
<td>1.467</td>
</tr>
<tr>
<td>Educational level (reference: ≤ junior high school)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school and technical secondary school</td>
<td>2.200</td>
<td>0.103</td>
<td>1.997 to 2.402</td>
<td>21.312</td>
<td>&lt;.001</td>
<td>1.515</td>
</tr>
<tr>
<td>Junior college and bachelor’s degree</td>
<td>4.206</td>
<td>0.105</td>
<td>4.000 to 4.412</td>
<td>40.056</td>
<td>&lt;.001</td>
<td>1.985</td>
</tr>
<tr>
<td>≥Master’s degree</td>
<td>4.312</td>
<td>0.197</td>
<td>3.925 to 4.698</td>
<td>21.851</td>
<td>&lt;.001</td>
<td>1.296</td>
</tr>
<tr>
<td>Occupation (reference: unemployed)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government agency and institution</td>
<td>2.712</td>
<td>0.272</td>
<td>2.178 to 3.245</td>
<td>9.964</td>
<td>&lt;.001</td>
<td>3.531</td>
</tr>
<tr>
<td>Medical practitioner</td>
<td>4.567</td>
<td>0.281</td>
<td>4.016 to 5.119</td>
<td>16.232</td>
<td>&lt;.001</td>
<td>2.872</td>
</tr>
<tr>
<td>Enterprise</td>
<td>2.272</td>
<td>0.237</td>
<td>1.807 to 2.737</td>
<td>9.580</td>
<td>&lt;.001</td>
<td>9.525</td>
</tr>
<tr>
<td>Business and service industry</td>
<td>1.762</td>
<td>0.251</td>
<td>1.271 to 2.254</td>
<td>7.027</td>
<td>&lt;.001</td>
<td>4.710</td>
</tr>
<tr>
<td>Farmerc</td>
<td>1.164</td>
<td>0.287</td>
<td>0.601 to 1.727</td>
<td>4.055</td>
<td>&lt;.001</td>
<td>2.598</td>
</tr>
<tr>
<td>Student</td>
<td>3.830</td>
<td>0.304</td>
<td>3.235 to 4.426</td>
<td>12.609</td>
<td>&lt;.001</td>
<td>6.500</td>
</tr>
<tr>
<td>Freelancer</td>
<td>1.078</td>
<td>0.248</td>
<td>0.591 to 1.565</td>
<td>4.338</td>
<td>&lt;.001</td>
<td>4.879</td>
</tr>
<tr>
<td>Retiree</td>
<td>0.647</td>
<td>0.513</td>
<td>-0.359 to 1.653</td>
<td>1.261</td>
<td>.21</td>
<td>1.569</td>
</tr>
<tr>
<td>Other</td>
<td>0.993</td>
<td>0.250</td>
<td>0.503 to 1.483</td>
<td>3.970</td>
<td>&lt;.001</td>
<td>4.613</td>
</tr>
<tr>
<td>Place of residence (reference: rural area)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban area</td>
<td>1.046</td>
<td>0.083</td>
<td>0.884 to 1.209</td>
<td>12.623</td>
<td>&lt;.001</td>
<td>1.146</td>
</tr>
</tbody>
</table>

aVIF: variance inflation factor.
bN/A: not applicable.
c“Farmer” included agriculture, forestry, animal husbandry, sideline occupations, and fishery.
Information Acquisition and Information Needs

In this study, access to personal protection knowledge on COVID-19 and information needs were also investigated. Television shows, government websites, and news outlets (46,145/52,066, 88.63%), as well as the government’s WeChat public account (45,657/52,066, 87.69%), were the main sources for acquiring personal protection knowledge. The sources for participants of different sexes and places of residence were similar. Participants of all ages rarely obtained protection information from microblogs or via communication among family, relatives, and friends. Those with an educational level of high school or less obtained information mostly from television shows, government websites, and news outlets, while those with an educational level of junior college or above obtained information from the government’s WeChat public account. Participants with occupations categorized under government agency, institution, and enterprise, as well as medical practitioners, obtained information more often from the government’s WeChat public account. Participants believed that the government’s media and WeChat public accounts (48,307/52,066, 92.78%) and authoritative medical experts (46,062/52,066, 88.47%) were the most reliable information sources (Table S4 in Multimedia Appendix 2).

The current information needs of the participants included the latest epidemic developments (46,729/52,066, 89.75%), disease treatment progress (42,181/52,066, 81.01%), and daily protection knowledge (41,451/52,066, 79.61%). Participants of different sexes had large differences in information needs in terms of disease treatment progress, prevention and control status in epidemic areas, and social dynamics; the differences in the other aspects were smaller. Participants of different ages, especially those aged 21-60 years, were very eager to understand the latest epidemic developments. The information needs of those with an educational level of junior high school or below concerned the latest epidemic developments and daily protection knowledge; conversely, the information needs of those with an educational level of high school or above were the latest epidemic developments and disease treatment progress. All participants paid less attention to material supply and social dynamics. Those with occupations categorized under government agency and institution, enterprise, business and service industry, freelancers, medical practitioners, and those who were unemployed had higher needs for epidemic developments and disease treatment progress, while farmers, students, and retirees had higher needs for epidemic developments and protection knowledge. Conversely, those living in rural areas were more interested in obtaining information on epidemic developments and daily protection knowledge than those living in urban areas (Table S5 in Multimedia Appendix 2).

Correlation Among the Daily Participation Number, Average Protection Score, Number of Confirmed Cases, and R_t

We analyzed the \( R_t \) trends and attempted to determine associations among the daily participation number, average protection score, number of confirmed cases, and \( R_t \) values during the investigation. Owing to the implementation of strict control measures [21], the \( R_t \) in Jiangsu Province declined below 1, close to 0, and the \( R_t \) in mainland China also dropped significantly (Figures 3A and B). However, the number of confirmed cases worldwide has been increasing, with the global \( R_t \) showing a trend of first rising and then declining and maintaining a value around 1 (Figure 3C). The correlation analysis revealed that the daily participation number and average protection score were significantly associated with the number of confirmed cases and \( R_t \) in Jiangsu Province, mainland China, and the entire world (maximal information coefficient >0.70, range: 0.76-1.00; Figure 4).
Figure 3. Time-varying reproduction numbers ($R_t$), their 95% CIs, and confirmed cases for Jiangsu Province, mainland China, and the entire world.
Discussion

Principal Results and Comparison With Prior Work

Emerging infectious diseases are usually unpredictable with a lack of effective vaccines and drug treatments, and have direct or indirect negative impacts on economic development, social stability, and the public’s quality of life [22,23]. During the prior outbreaks of SARS and MERS, investigations were conducted to understand the public’s knowledge, attitudes, and practices [24-29]. Similarly, this study has shown that there was a relatively strong relationship between epidemic development and public perceptions.

A total of 52,066 participants were included in the study, of whom 65.91% had a total protection score above 90 points, indicating that the protection knowledge and skills were well understood and the actual action ability was strong. Unfortunately, there were still deficiencies in knowledge, skills, and actual behaviors in 34.09% of participants, and, hence, precise health education measures need to be provided.

For the knowledge section, the correct answer rates for initial symptoms, transmission routes, and selection of disinfection products were less than 80%; specifically, the rate for initial symptoms was only 62.01% (32,286/52,066), which was less than that of hospital visitors [14]. This may be because the outbreak time of COVID-19 overlaps with that of the common cold, flu, and other diseases, and these are also respiratory diseases, which have certain similarities in clinical manifestations. Similarly, owing to limited knowledge on COVID-19, which is currently an emerging infectious disease, individuals will tend to choose transmission routes and disinfection products that they consider reasonable. It is suggested that relevant departments should release authoritative health information on COVID-19 in a timely manner and strengthen the promotion and education of daily protection knowledge to meet the public’s needs.

For the skill section, the correct rate for home quarantine measures was relatively low; 23.10% (12,029/52,066) of the respondents were unaware that they cannot participate in family dinners. Yet, it is necessary to ensure that dishes and chopsticks

<table>
<thead>
<tr>
<th>Daily number of participation</th>
<th>Average total score</th>
<th>Average knowledge score</th>
<th>Average skill score</th>
<th>Average behavior score</th>
<th>Global confirmed cases</th>
<th>Confirmed cases in mainland China</th>
<th>Confirmed cases in Jiangsu Province</th>
<th>Global $R_t$</th>
<th>$R_t$ in mainland China</th>
<th>$R_t$ in Jiangsu Province</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>0.76</td>
<td>0.87</td>
<td>0.81</td>
<td>0.89</td>
<td>1.00</td>
<td>0.96</td>
<td>0.84</td>
<td>1.00</td>
<td>0.94</td>
<td>0.77</td>
</tr>
</tbody>
</table>

Figure 4. Correlation results for the daily participation number, average protection score, confirmed cases, and time-varying reproduction number ($R_t$).
are used and sterilized separately to avoid cross-infection. This may be attributed to the fact that although most quarantined individuals have no symptoms or mild symptoms, there is still a probability of presymptomatic transmission [30], which prompts relevant departments to provide health tips on epidemic prevention and control and consider such families as key monitoring objects.

For the actual behavior section, most individuals could reduce risk behaviors and take necessary protective measures, similar with previous study findings [11,13,31]. However, the proportion of those able to disinfect their homes weekly and distinguish the initial symptoms between the common cold and COVID-19 was lower than that of those presenting other behaviors, as in a previous study [14]. This may be related to the limited knowledge on COVID-19 and the lack of self-protection ability, indicating that public health information literacy needs to be improved. In the regression analysis, those with high educational levels were relatively unable to disinfect their homes weekly and clearly distinguish between the common cold and COVID-19. The reason may be that these individuals usually pay more attention to personal protection and that they are more cautious in answering the questions on the difference between the common cold and COVID-19.

Sex, age, educational level, occupation, and place of residence affected the total protection score for COVID-19 at different degrees. Women (average score of 90.58, SD 8.66) tended to have higher total protection scores than men, which is similar to the findings of previous investigations [13,31]. A large difference between men and women was observed in the skill scores—23.88 (SD 4.14) for men and 24.27 (SD 3.84) for women. Conversely, the total protection scores of those aged 21-60 years tended to be higher than the scores of those aged ≤20 years, which may be attributed to the current situation of resuming work and study; thus, these individuals need to actively obtain information on protection knowledge for COVID-19 and improve their self-protection ability. The total score was influenced by the educational level; the total score of those with higher educational levels tended to be higher than that of those with lower educational levels. Relevant studies also showed that individuals with higher educational levels were more willing to accept new knowledge and skills and adopt healthier practices [14,32,33]. In comparison with the unemployed, all participants, except the retirees and especially those with occupations categorized under government agency and institution, enterprise, business and service industry, medical practitioners, and students were more likely to have higher total scores, which may be attributed to their professional characteristics. Those living in urban areas had higher total protection scores than those living in rural areas. This may be attributed to the insufficient basic medical resources and relatively weak primary public health prevention strategies in rural areas. Further, the results may be associated with the relatively limited access to the internet and online health information resources [13]. Therefore, it is necessary to focus on the dissemination of health education knowledge on COVID-19 for men, those aged ≤20 years, those with an educational level of junior high school or less, those who are unemployed, and those living in rural areas.

This study showed that the government, television shows, and news outlets were the main sources for protection knowledge, which accounted for a higher proportion than that in a US sample [12]. Information released by the government and authoritative medical experts was also considered as reliable information, which is different from that reported in a previous study [31]. Moreover, this study emphasizes the need to continue to publicize the latest epidemic developments, disease treatment progress, daily protection knowledge, and other information on COVID-19.

Limitations

There were several limitations in this study. First, the questionnaire used was designed based on a literature review and was used for the investigation after being revised via expert consultations. With the absence of a rigorous design process, the reliability of information may decline. Second, since the online surveys were conducted through WeChat and only in Jiangsu Province, the research samples are biased and limited. Given the differences in the resumption of work and study across different regions, our conclusions may change when expanding the study population. Lastly, the questionnaire only considered the influencing factors of the total protection score for COVID-19 from an individual perspective, without considering the influence of macro factors, such as government policies and society.

Conclusion

A high proportion of study participants had good protection knowledge and skills related to COVID-19. The factors influencing the total protection score for COVID-19 included sex, age, educational level, occupation, and place of residence. The study results suggest that relevant government departments need to update accurate information on COVID-19 in a timely manner, such as the latest epidemic developments and disease treatment progress, via official media and new media channels, and continue to promote daily protection knowledge on COVID-19. When resuming work and study, relevant departments need to apply different health education measures and conduct extensive and in-depth health education and promotion activities to guide the public, especially men, younger individuals, individuals with low educational levels, the unemployed, and individuals living in rural areas, to adopt positive and healthy behaviors. Doing so will ultimately reduce the negative impact of COVID-19.
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Abstract

Background: Various online rumors have led to inappropriate behaviors among the public in response to the COVID-19 epidemic in China. These rumors adversely affect people’s physical and mental health. Therefore, a better understanding of the relationship between public emotions and rumors during the epidemic may help generate useful strategies for guiding public emotions and dispelling rumors.

Objective: This study aimed to explore whether public emotions are related to the dissemination of online rumors in the context of COVID-19.

Methods: We used the web-crawling tool Scrapy to gather data published by People’s Daily on Sina Weibo, a popular social media platform in China, after January 8, 2020. Netizens’ comments under each Weibo post were collected. Nearly 1 million comments thus collected were divided into 5 categories: happiness, sadness, anger, fear, and neutral, based on the underlying emotional information identified and extracted from the comments by using a manual identification process. Data on rumors spread online were collected through Tencent’s Jiaozhen platform. Time-lagged cross-correlation analyses were performed to examine the relationship between public emotions and rumors.

Results: Our results indicated that the angrier the public felt, the more rumors there would likely be ($r=0.48$, $P<.001$). Similar results were observed for the relationship between fear and rumors ($r=0.51$, $P<.001$) and between sadness and rumors ($r=0.47$, $P<.001$). Furthermore, we found a positive correlation between happiness and rumors, with happiness lagging the emergence of rumors by 1 day ($r=0.56$, $P<.001$). In addition, our data showed a significant positive correlation between fear and fearful rumors ($r=0.34$, $P=.02$).

Conclusions: Our findings confirm that public emotions are related to the rumors spread online in the context of COVID-19 in China. Moreover, these findings provide several suggestions, such as the use of web-based monitoring methods, for relevant authorities and policy makers to guide public emotions and behavior during this public health emergency.

(J Med Internet Res 2020;22(11):e21933) doi:10.2196/21933
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Introduction

In December 2019, the earliest cases of COVID-19 were reported in Wuhan, Hubei Province, China. On January 23, 2020, several cities in Hubei Province were quarantined in an attempt to slow down community transmission of the disease. On January 30, 2020, the World Health Organization officially announced that the COVID-19 outbreak was a public health emergency of international concern [1]. As COVID-19 has become a serious global problem, people all over the world are faced with the risk of infection; this has caused a change in people’s behaviors as well as fluctuations in their emotions [2]. During COVID-19 outbreaks in different parts of the world, there was a proliferation of emotional comments and occasional rumors posted on the internet. Although a number of epidemiological and clinical studies have been performed thus far, few studies have examined public emotional response, and to our knowledge, no study has investigated whether public emotions are related to the occasional online rumors spread in the context of COVID-19. In this study, we seek to contribute to the literature by addressing this gap in the existing research.

Rumors have abounded since ancient times, but they have been the focus of researchers only since the Second World War [3]. In a pioneer study, Prasad [4] proposed that rumors are spread due to the anxiety and fear of unknown things in a disaster. Allport and Postman [5] suggested that the spread of rumors is a process of releasing emotions by telling stories to others. The lack of barriers of the internet enables individuals to participate in online discussions anonymously, which creates a favorable environment for the spread of rumors [6]. Some empirical studies have suggested that among the messages forwarded on the internet by users, those with emotional elements (anger, sadness, or anxiety) were 36.7% more frequent than those without emotional elements [7] and that people are more likely to believe online rumors with the same type of emotion that they currently feel. That is, angry people are more receptive to anger-related rumors [8]. However, until now, online rumors have not been extensively researched. All prior research has focused on analyzing rumors generated due to anxiety and fear. It is unclear whether other emotions are related to the spread of rumors. Additionally, no empirical studies have examined whether there is a significant correlation between emotions and rumors in the context of major public health emergencies.

In the context of COVID-19, various online rumors have led to inappropriate behaviors among people in response to the epidemic, which have adversely affected people’s physical and mental health [9]. We believe that the findings of this study can provide some useful strategies to guide public emotions and dismiss rumors, in an effort to fight this global crisis.

Previous studies on public emotions during major public health emergencies have found that people usually experience negative emotions such as panic, anxiety, anger, grief, and disgust [10,11], likely due to the illnesses and deaths that occur during these emergencies. For example, 17 years ago, a study on SARS found that tension, helplessness, panic, and anger were significantly related to an increase in the number of SARS cases [12]. Some other studies also showed that public anxiety changed with the development of the epidemic (eg, avian influenza A [H7N9] or influenza A [H1N1]) [13,14]. In line with some previous studies that used data from different sources [15,16], we aimed to examine the dynamic relationship between the public’s emotions and rumors in the context of COVID-19, by using data from China’s mainstream internet media platforms (Sina Weibo and Tencent). According to a report released by the China Internet Network Information Center, as of March 2020, there were 904 million internet users and the internet penetration rate in China had reached 64.5% [17]. Hence, the data obtained through the online responses from netizens are considered to be representative of the public’s response to major health emergencies [18]. Moreover, social media surveillance can provide real-time information on the public’s response; solve the problem of underrepresentation of samples; and avoid recall or reporting bias caused by personal observation, collection, and recording [19,20]. According to cognitive dissonance theory [21], rumors may serve as a channel for the public to reduce or eliminate cognitive dissonance caused by emotions. In this study, we aimed to explore whether the public’s emotions are related to the generation and dissemination of rumors in the context of COVID-19.

Methods

Epidemiological Data

On January 20, 2020, China launched a monitoring and quarantine system to record daily information about COVID-19 cases. The epidemiological data, issued by the National Health Commission of People’s Republic of China (NHC), were collected at the grassroots level on a daily basis. For this study, we used the epidemiological data (specifically, the daily number of newly confirmed COVID-19 cases) from all provincial-level regions of China that were released by the NHC from January 20 to March 10, 2020.

Data on Public Emotions

Sina Weibo, the Chinese version of Twitter, is the largest social media platform in China. People’s Daily, with more than 116 million followers on Weibo, is one of the most influential and authoritative news media on Sina Weibo. In this study, we used the web crawler Scrapy to gather relevant data published by People’s Daily on Weibo between January 20 and March 8, 2020, as well as netizens’ comments under each Weibo post. Millions of real-time comment texts contain substantial emotional information; we identified and extracted these public emotions from the comments collected.

Although many sentiment analysis tools based on natural language processing or machine learning [22,23] are able to automatically extract emotions from the text by utilizing less time and labor, the accuracy of machine identification is lower than that of manual identification. Some simple classifications, such as positive or negative, can be detected through machine identification; however, for more subtle discrete emotions, such as anger, fear, and happiness, manual identification would yield better accuracy. Thus, we adopted manual identification methods in this study. Recently, Jack et al [24] reported that people universally experience only 4 basic emotions: happiness, sadness, fear, and anger. In this study, public emotions were
divided into 5 categories: the 4 abovementioned basic human emotions (i.e., happiness, sadness, fear, and anger) and “neutral” (i.e., representing no emotions). A total of 143 trained research assistants participated in the manual identification process. Each online comment was identified and classified by at least 3 trained research assistants, and conflicting classification results were resolved by a majority consensus to arrive at the final classification. The interrater reliability of the coders was “substantial” \((\kappa=0.77)\) [25].

**Data on Emotional Rumors**

Tencent’s Jiaozhen [26] is the first network-wide, professional, and timely fact-checking platform in China that checks internet news that has been widely circulated and dispels rumors on a daily basis. Data on online rumors about COVID-19 disseminated between January 20 and March 10, 2020, were collected through this platform, and manual identification was performed to identify all kinds of emotional rumors spread during this period.

**Data Calibration and Statistical Analysis**

Figure 1A shows that the daily number of newly confirmed cases in Hubei Province suddenly surged on February 12, 2020, when the diagnosis criteria were revised. Thereafter, the COVID-19 diagnosis criteria used in Hubei was consistent with those outside the province. Therefore, the epidemiological data of newly confirmed cases in Hubei that were collected before February 14 were calibrated before the follow-up analysis.

**Figure 1.** (A) Daily confirmed cases of COVID-19 in China. Blue dots represent numbers for the whole country, red triangles represent numbers for Hubei Province, and black circles represent numbers for other provinces. (B) Calibration of the daily number of confirmed cases in Hubei Province. Red triangles represent the daily number of confirmed cases in the province before calibration, and black dots represent the daily number of confirmed cases in the province after calibration. The sharp peak disappeared after calibration. HB: Hubei Province.
According to the Hubei Health Committee, on February 12 and 13, 2020, the ratios of COVID-19 cases that were clinically diagnosed and those that were detected based on nucleic acid testing were 8.44 (13,332/1580) and 1.79 (3095/1728), respectively. Most of these cases were a result of long-term accumulation of suspected cases. The decline in the number of clinically diagnosed cases on February 13, 2020, suggested that the cumulative suspected cases had been processed within those 2 days. The corresponding ratios of COVID-19 cases that were clinically diagnosed and those detected via nucleic acid testing on February 14 and 15, 2020, were 0.89 (1138/1282) and 0.93 (888/955), which average at 0.91. Therefore, from January 20 to February 13, 2020, the calibrated daily number of newly confirmed cases (as shown in Figure 1B) was the number of cases confirmed by nucleic acid detection multiplied by (1+0.91).

As the data on daily epidemic situations and emotional comments published on Weibo showed an exponential distribution, the data were log-transformed to stabilize the variance of time-series before conducting further analysis.

We used time-lagged cross-correlation to examine the relationship between public emotions and the total number of rumors and that between public emotions and the rumors with different types of emotions. We also used Pearson correlation coefficient to examine these relationships, with the maximum time lag of 10 days and a P value smaller than .05 as a threshold.

Results

Rumors in the Context of the COVID-19 Epidemic

Among the 276 rumors collected, 176 (63.8%) were neutral rumors, 62 (22.5%) were fear-related rumors, 19 (6.9%) were happiness-related rumors, 12 (4.4%) were anger-related rumors, and 7 (2.5%) were sadness-related rumors. Figure 2A shows the relationship between the COVID-19 epidemic situation outside Hubei Province and online rumors. The peak correlation was 0.59 (P<.001) when the lag value was 0 days, indicating that the daily number of newly confirmed cases was significantly positively correlated with rumors, with changes occurring simultaneously. Figure 2B shows the relationship between the COVID-19 epidemic situation in Hubei Province and online rumors. The peak correlation was 0.55 (P<.001) with a lag of -1 day, which suggests that the total number of rumors changed 1 day in advance of the change in the number of cases in Hubei Province. In addition, the epidemic situation within and outside Hubei Province was not significantly related to the 4 types of emotional rumors.

Relationship Between Public Emotions and Rumors

During the study period, anger (2,248,362/17,328,675, 12.97%) dominated public emotions on the internet, followed by fear (627,407/17,328,675, 3.62%), happiness (216,072/17,328,675, 1.25%), and sadness (195,708/17,328,675, 1.13%). Figure 3 presents the trend of public emotions on Weibo, which shows that the number of anger-related and fear-related comments were more than the number of happiness-related and sadness-related comments almost every day.

Figure 2. (A) Cross-correlation between the daily number of newly confirmed cases outside Hubei Province and all rumors. (B) Cross-correlation between the daily number of newly confirmed cases in Hubei Province and all rumors. Blue dashed lines denote the 95% confidence intervals of the uncorrelated time series. HB: Hubei Province.
Next, we found that the peak correlation of anger and rumors was 0.48 ($P<.001$) with a lag of 0 day (Figure 4A). That is, the angrier the public got, the more rumors there would be. Similarly, the time-lagged analysis between fear and rumors (Figure 4B) and between sadness and rumors (Figure 4D) also indicated significant positive correlations among these 2 emotions and rumors. The results showed the correlations for both these emotions reached their peaks of 0.51 ($P<.001$) and 0.47 ($P<.001$), respectively, with the lag of 0 days. Additionally, a positive correlation was observed between happiness and rumors ($r=0.56, P<.001$, Figure 4C), with a time lag of 1 day. That is, happiness would lag the emergence of rumors by 1 day.

Figure 4. Cross-correlation between emotions and all rumors. Cross-correlation between (A) anger and all rumors, (B) fear and all rumors, (C) happiness and all rumors, and (D) sadness and all rumors. Blue dashed lines denote the 95% confidence intervals of the uncorrelated time series.
Finally, we analyzed the relationship between the 4 types of emotions and different types of rumors. Figure 5 shows that there was a positive correlation only between fear and fearful rumors, with the peak correlation ($r=0.34, P=.02$) observed at the lag of 0 day.

Figure 5. Cross-correlation between fear and fearful rumors. Blue dashed lines denote the 95% confidence intervals of the uncorrelated time series.

Discussion

Principal Results

To our knowledge, this is the first study to explore the relationship between public emotions and rumors during COVID-19 by using a web-based monitoring method. A large number of comments and rumors related to COVID-19 were obtained from the Weibo account of People’s Daily and Tencent Myth Busters by using the web crawler Scrapy. This web-based monitoring study overcomes the limitations of traditional survey methods and facilitates data-collection in a rapid and real-time manner during outbreak of a public health emergency. In particular, during a large-scale quarantine period, people are more likely to use the internet and social media to acquire and propagate the latest information about the epidemic [7], as well as actively participate in related topic discussions [27]. The internet and social media have become important platforms for real-time monitoring and assessment of changes in public emotions and behaviors. In addition, compared with traditional methods such as survey and telephone interviews, web-based monitoring tends to be more objective and authentic, effectively avoiding measurement errors caused by self-reporting or recalling [14,28]. Manual identification was employed to code emotional categories, which also improved the classification accuracy of public emotion identification [22,23].

In this study, statistically significant relationships were first observed among the daily number of newly confirmed cases and the total number of rumors both within and outside of Hubei Province, which is in line with a previous study that found that the uncertainty of sudden infectious diseases can lead to a large number of rumors [18]. In another study, Li et al [29] analyzed the emotional reactions of 4607 participants through an online survey and found that the COVID-19 did not lead to changes in the frequency of public emotions. However, our study found that the public expressed more anger and fear than happiness and sadness, and there were several large fluctuations in public emotions. Some researchers have suggested that rumors are an outlet for the public to express fear or pressure after a disaster, and spreading rumors could become an effective way for the public to express their emotions such as anger, fear, and sadness [30]. Our findings are in line with these previous findings. The results of our study revealed that three emotions (ie, anger, fear, and sadness) were positively correlated to the total number of rumors, and the emotions and rumors changed synchronously. Moreover, we found that the increase in the happiness emotion tended to lag the emergence of rumors by 1 day. Previous studies have found that public emotions usually transform from negative to positive after the rumors are disproved [31]. In line with these findings, we observed that when the rumors were verified and clarified, there was a proportional increase in the public’s happiness.

Regarding the relationship between the 4 basic human emotions and 4 different types of emotional rumors, our results showed that fearful rumors were positively associated with fear. This result supports the argument presented by of Na et al [8], which claims the consistency between an individual’s emotional state and the emotional information in rumors could increase the...
prevalence of the rumors. However, our findings regarding anger and anger-related rumors were inconsistent with their conclusion that anger could lead the public to accept anger-related rumors [8]. This difference might be attributed to the differences of sample choice: our study focused on a Chinese sample, whereas Na et al [8] analyzed an American sample; hence, cultural differences in the relationship between public emotions and rumors also need to be further studied.

**Study Limitations**

This study, however, has several limitations. First, this study only focused on Sina Weibo for data collection. Other media platforms, such as WeChat in China and Twitter in other countries, were not included to acquire more extensive data. Second, batch-fetching data can only be obtained as a whole; hence, we cannot investigate the change in public emotions at an individual level. In future research, we may use other methods such as surveys or interviews to examine the trajectories of public emotions at an individual level. Third, this study analyzed the relationship between rumors and 4 basic human emotions, and further research could be extended to examine the correlations between rumors and more complex emotions such as anxiety.

**Conclusions**

Our findings provide several suggestions for relevant authorities and policy makers in guiding emotions of the public during public health emergencies. First, during a large-scale quarantine period, the authorities can use web-based monitoring methods to identify public emotions and behaviors in real time and provide timely guidance to channel public emotions and behaviors. Second, rumors are a catalyst for public emotions, and disproving them in a timely manner would be helpful to increase positive emotions of the public. Third, our findings showed that fearful rumors were associated with fear. Thus, media platforms should strengthen the monitoring of online rumors, identify and verify emotional rumors in a timely manner, and minimize the spread of fearful emotions to reduce fear among the public.
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Abstract

Background: COVID-19 is a rapidly developing threat to most people in the United States and abroad. The behaviors of the public are important to understand, as they may have a tremendous impact on the course of this novel coronavirus pandemic.

Objective: This study intends to assess the US population’s perception and knowledge of the virus as a threat and the behaviors of the general population in response.

Methods: A prospective cross-sectional study was conducted with random volunteers recruited through Amazon Mechanical Turk, an internet crowdsourcing service, on March 24, 2020.

Results: A total of 969 participants met the inclusion criteria. It was found that the perceived severity of the COVID-19 pandemic significantly differed between age groups (P<.001) and men and women (P<.001). A majority of study participants were actively adhering to the Centers for Disease Control and Prevention guidelines.

Conclusions: Though many participants identified COVID-19 as a threat, many failed to place themselves appropriately in the correct categories with respect to risk. This may indicate a need for additional public education for appropriately defining the risk of this novel pandemic.
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Introduction

A novel coronavirus, COVID-19, has resulted in an ongoing global pandemic marked by a viral pneumonia with severe morbidity and mortality in 3%-5% of those infected [1,2]. With cases mounting in the United States over the past month and with the Centers for Disease Control and Prevention (CDC) and many local governments issuing safety measures including social distancing and cleanliness guidelines, the public has had to adapt to a new way of life [3,4]. However, these drastic changes may have a tremendous psychosocial impact.

The public’s perception of this pandemic’s severity may also impact adherence to CDC guidelines or regionally mandated quarantine, and suboptimal adherence to guidelines may have a detrimental effect on attempts to curb the continued spread of the COVID-19 pandemic. It is well known across many chronic health conditions (asthma or cardiovascular disease) and screening health tools such as colonoscopy and mammography that patient’s perception of severity or risk may directly correlate with adherence to treatment and guidelines [5-9]. It is thus important to survey the public’s perception of the pandemic’s
severity and its psychosocial impact across age, sex, and individual risk factors.

**Methods**

**Cross-Sectional Study**

A prospective cross-sectional study of random volunteers recruited through an internet crowdsourcing service, Amazon Mechanical Turk (MTurk), was conducted. Study participants were recruited and performed the survey on March 24, 2020. Individuals were required to be older than 18 years and registered through the Amazon service platform within the United States to prevent workers from taking the same survey multiple times or from outside the United States, and the survey was not advertised. Internet crowdsourcing is a powerful tool in its ability to quantify the perceptions and opinions of a diverse group of individuals that may otherwise be inaccessible through other surveying methodologies at a fraction of the cost [10-13]. Several studies have shown that the participant population is extremely representative of the United States internet population, with 70%-80% of all workers originating and recording responses from the continental United States [11,14]. In this study, 100% of the workers were from the United States, as an Internet Protocol filter and registration filter were used to guarantee US response. Workers were provided with a compensation of US $0.25 per response (limit one per worker) and were screened by the platform for attentiveness to detail and completeness. Using the MTurk platform to administer surveys significantly reduces cost, response time, inaccuracy, and barriers to access for specific patient populations, providing a more holistic snapshot of the overall US population.

Responses were crowdsourced for a 5-minute open survey that collected data on several themes: opinions on travel, CDC guidelines and adherence, ethical concerns, resource use, proactive actions, social distancing, and public perception of several facets of the COVID-19 pandemic in the United States (Multimedia Appendix 1). Regarding the public perception of severity, concern, and financial impact, study participants were asked to provide a utility score on a 10 cm vertical visual analog scale (VAS) between 0 cm-10 cm, with the scale described in detail for each question to maximize clarity of the scale being used. All collected utility scores were analyzed across age, sex, household income, and individual health risk factors such as the presence of chronic comorbidities. Questionnaire items were not randomized, and adaptive questions were used to reduce the number and complexity of survey questions. There were 2-12 questionnaire items per page, and the survey was distributed over 11 pages. Participants were able to review and change their answers. Only completed surveys were analyzed, and completeness was assessed after all surveys were collected.

Institutional review board approval was not sought or necessary for this study, as in the case of MTurk, no identifiable private or personal information was recorded and no direct interaction or engagement with any of the study participants occurred. The methodological soundness of the manuscript was assessed using the CHERIES (Checklist for Reporting Results of Internet E-Surveys; Multimedia Appendix 2) [15].

**Screening Questions**

Although Amazon MTurk requires that registered volunteers be older than 18 years, individuals may not be providing accurate demographic information when creating their account. To ensure that all surveyed participants were considered adults, the first questions of the survey asked the participants to confirm their age. No other screening questions were administered to maintain a truly diverse representation of the US population.

**Attention Check Question**

To ensure that survey participants were paying close attention to each question and scenario, and that the generated data was a valid representation of patient opinions, the following attention check mechanism was included at two points in the survey [16]. Study participants were asked in two different sections (on separate pages, where participants could not go backwards to change their answer) whether they were currently taking Plaquenil. Any discordance between the two questions resulted in exclusion from this study. Those that were excluded were prevented from ever taking this survey again.

**Statistics**

Data from the survey was collected and managed using REDCap (Research Electronic Data Capture; Vanderbilt University) and pooled and analyzed using Microsoft Excel 2016 (Microsoft Corporation). Statistics were performed using R Statistical Package (R Foundation for Statistical Computing) with continuous data evaluated using two-tailed two-sample unequal variances $t$ tests ($\alpha=.05$) assuming a normal distribution for comparisons between two groups and with analysis of variance with post hoc analysis with Tukey test, which allows for pairwise comparisons for comparisons between more than two groups. Categorical data was evaluated using chi-square testing. All responses were also screened by the Amazon MTurk platform and manually by the authors using the REDCap platform for completeness, validity, and duplicate responses.

**Results**

**Study Participants**

A total of 1107 MTurk participants were surveyed. Of these, 64 (5.8%) were excluded because they did not complete the survey, and 40 (3.6%) were excluded because they failed the attention check question. An additional 17 individuals were screened to have entered duplicate responses (identified by worker ID on the MTurk platform) and were deleted from the REDCap database (34 total responses). A total of 969 participants met inclusion criteria, were screened for validity and completeness, did not fail the attention check question, and were included in this study.

The MTurk human intelligence platform aims to capture a diverse number of study participants across age, sex, ethnicity, and income. Our study participants included 410 males and 559 females. The majority of the 969 participants were between the ages of 18-39 years (n=538, 55.5%), with the remaining between the ages of 40-64 years (n=366, 37.8%) or older than 65 years (n=65, 6.7%). The survey also captured a diverse representation of the United States—participants were from every state except...
for Montana and Vermont, with the majority from California, Florida, Texas, and New York (Figure 1).

Figure 1. Distribution of survey respondents across the United States, with color representation of total survey impact: dark green represents the largest number of survey participants (California, n=100) and light beige the fewest with only a single respondent (Wyoming and North Dakota). There were no respondents from Montana or Vermont (white).

Ethnicity was derived using the guidelines set forth by the US census bureau. Of the 969 participants, a total of 11 (1.1%) participants identified as American Indian or Alaskan Native, 91 (9.4%) as Asian, 108 (11.1%) as Black or African American, and 753 as White or Hispanic (77.6%). With respect to ethnicity, our subject population is extremely representative of the US population, as the 2019 US census demonstrated 76.3% of the population as White or Hispanic, 13.4% as Black or African American, 5.9% as Asian, and 1.3% as American Indian or Alaska Native (Multimedia Appendix 3) [17].

In addition to both accurate geographic and cultural representation with respect to the US population, the study demonstrated a median household income of US $52,000 across all study participants, which is similar to the 2019 census bureau figure of US $60,293 [17]. The distribution of income across all study participants can be viewed in Multimedia Appendix 4.

Study participants were asked to disclose pertinent medical history that may put them at higher risk of morbidity and mortality from COVID-19. Out of 969 participants, a total of 367 (37.9%) indicated they had a chronic medical condition including diabetes, high blood pressure, high cholesterol, chronic obstructive pulmonary disease (COPD), asthma, HIV/AIDS, or chronic heart disease. An additional 145 (15.0%) participants indicated a history of one or more autoimmune conditions including psoriasis, lupus, rheumatoid arthritis, Crohn disease, multiple sclerosis, alopecia areata, sarcoidosis, myasthenia gravis, systemic sclerosis, pemphigus, ankylosing spondylitis, or other conditions not listed (Figure 2). Participants did not divulge whether the disease was currently active. However, 49 (5.1%) indicated they were currently taking oral steroid medication, 22 (2.27%) participants indicated they were a recipient of a recent organ transplantation requiring current immunosuppressive medication, and 18 (1.86%) subjects indicated they were currently being treated with chemotherapy. There were 187 (19.3%) participants self-identified as currently smoking tobacco. In total, 508 (52.4%) high-risk individuals were identified.
Figure 2. Total number of survey participants that indicated they have either a chronic health condition (n=390) or an autoimmune disorder that may increase susceptibility and risk to COVID-19 infection (n=169), and subsequent morbidity and mortality, in comparison to the ten most common chronic health conditions among persons living in residential care facilities (as of the national survey of residential care facilities in the United States in 2010), published by the Centers for Disease Control and Prevention on August 10, 2012, as reported by Caffrey et al (upper right). Darker red corresponds to the most common and lighter red to the least common chronic health conditions. COPD: chronic obstructive pulmonary disease.

Mental Health Impact

Study participants were asked if social distancing has had a negative impact on their mental health (Figure 3). Pearson chi-square test demonstrated a significant mental health impact in those aged 18-39 years when compared to those ≥40 years (P<.001). Pearson chi-square test with Yates continuity correction also demonstrated a significantly higher negative impact on the mental health of female participants as compared to males (P=.01).
**Severity Perception**

Study participants were asked to indicate on a VAS scale (from 0 to 10, where 10 represented the highest level of severity) how severe they believe the COVID-19 outbreak to be, considering published data from the CDC and their own perceptions of the severity (Figure 4). Participants were provided an infographic that demonstrated the number of cases across the United States and information about the case mortality rate.
Figure 4. Box and whisker plots depicting the distribution and median of visual analog scale scores across all study participants with respect to age cohorts in response to how concerned individuals are about the negative impact of COVID-19 on the overall global economy (with 0 representing no concern at all and 10 the most concern), how concerned individuals are about the negative impact of COVID-19 on the overall US economy, how concerned individuals are about the negative impact of COVID-19 on personal financial stability, and how appropriately do individuals believe the US government has responded to the COVID-19 pandemic (where 0 indicates that they do not think the government or Centers for Disease Control and Prevention [CDC] has responded appropriately at all and 10 indicates that they think the government and CDC have responded perfectly).

It was found that age had a linear correlation to perceived severity ($F_2=8.21, P<.001$). Those aged 18-39 years indicated a mean VAS of 7.05 (95% CI 6.88-7.22, the lowest severity), those aged ≥65 years reported a mean VAS of 8.06 (95% CI 7.59-8.54, the highest severity), and those aged 40-64 years demonstrated a mean VAS of 7.40 (95% CI 7.17-7.63). The difference in perceived severity was statically significant when comparing those younger than 40 years to those ≥65 years or older ($P<.001$) and when comparing those younger than 40 years to those aged 40-64 years ($P=.04$). The difference in perceived severity did not differ between those aged 40-65 years and those aged ≥65 years ($P=.05$). Reported worry about personal health (indicated by rating on VAS scale from 0 to 10, where 0 represented no worry and 10 represented extreme worry) did not significantly differ across age groups ($P=.13$). Those aged 18-39 years indicated a mean VAS of 5.73 (95% CI 5.50-5.96), those aged 40-64 years reported a mean VAS of 6.07 (95% CI 5.78-6.36), and those aged ≥65 years demonstrated a mean VAS of 6.17 (95% CI 5.45-6.90).

It was found that the perceived severity of the COVID-19 pandemic significantly differed between men and women ($t_{834.22}=3.942, P<.001$). Men indicated a mean VAS of 6.94 (95% CI 6.72-7.15), and women indicated a mean VAS of 7.48 (95% CI 7.31-7.65).

The perceived severity of the COVID-19 pandemic did not differ between high-risk and low-risk participants ($t_{966.91}=-1.1766, P=.24$), where high risk was defined as a participant with any of the following: at least one chronic medical condition including diabetes, high blood pressure, high cholesterol, COPD, asthma, HIV/AIDS, or chronic heart disease; a history of any autoimmune condition including psoriasis, lupus, rheumatoid arthritis, Crohn disease, multiple sclerosis, alopecia areata, sarcoidosis, myasthenia gravis, systemic sclerosis, pemphigus, ankylosing spondylitis, or other conditions not listed; current oral steroid medication use; recipient of a recent organ transplantation requiring current immunosuppressive medication; current treatment with chemotherapy; or current tobacco smoker. High-risk participants indicated a mean VAS of 7.33 (95% CI 7.13-7.52) and low-risk participants reported a mean VAS of 7.17 (95% CI 6.98-7.35) with respect to perceived severity. However, high-risk individuals were more likely to believe that they would become infected with COVID-19 ($P=.005$) and experience serious illness or die due to infection with COVID-19 ($P<.001$). Furthermore, 32.7% (166/508) of high-risk individuals and 24.3% (112/461) of low-risk individuals believed they would become infected with COVID-19, and 15.6% (79/508) of high-risk individuals and 7.81% (36/461) of low-risk individuals believed they would become seriously ill or die due to COVID-19.

http://www.jmir.org/2020/11/e19768/
When stratifying participants by annual income (US $0-US $25,000; US $25,001-US $50,000; US $50,001-US $75,000; US $75,001-US $100,000; and greater than US $100,000), no significant difference in perceived severity was observed across any income cohort ($F_4=0.33$, $P=.86$).

**Government Response Perception**

Study participants were asked to provide their opinion regarding the appropriateness of the US government’s response to the novel coronavirus pandemic (as of March 24, 2020) by way of a VAS scale from 0 to 10, where 0 represented an inappropriate response and 10 represented an appropriate response. It was found that the perceived appropriateness of the US government’s response significantly differed across age groups ($F_2=3.663$, $P=.03$). Those aged 18-39 years indicated a mean VAS of 4.85 (95% CI 4.62-5.08, the lowest appropriateness), those age 40-64 years demonstrated a mean VAS of 5.16 (95% CI 4.86-5.46). The difference in perceived appropriateness of government response was statically significant when comparing those younger than 40 years to those aged ≥65 years ($P=.04$) but not when comparing those younger than 40 years to those aged 40-64 years ($P=.25$) or those aged 40-64 years to those aged ≥65 years ($P=.24$).

**Economic Impact**

Study participants were asked to indicate on a VAS scale (from 0 to 10, where 0 represented no concern and 10 represented the highest level of concern) their concern regarding the effect of COVID-19 on their personal financial stability, the US economy, and the global economy (Figure 5).

The reported concern regarding personal financial stability was not found to differ significantly between age groups ($F_2=0.743$, $P=.48$). Those aged 18-39 years reported a mean VAS of 6.96 (95% CI 6.74-7.18), those aged 40-64 years indicated a mean VAS of 6.92 (95% CI 6.64-7.20), and those aged ≥65 years demonstrated a mean VAS of 6.53 (95% CI 5.85-7.21).

The reported concern with respect to the effect of COVID-19 on the US economy was found to significantly differ between age groups ($F_2=11.74$, $P<.001$). Those aged 18-39 years indicated a mean VAS of 7.86 (95% CI 7.69-8.03, lowest concern), those aged ≥65 years indicated a mean VAS of 8.52 (95% CI 8.12-8.93, highest concern), and those aged 40-64 years indicated a mean VAS of 8.43 (95% CI 8.25-8.61). The difference in perceived concern regarding the US economy was statically significant when comparing those younger than 40 years to those aged 40-64 years ($P<.001$) and when comparing those younger than 40 years to those aged ≥65 years ($P=.02$). When comparing those aged 40-64 years to those aged ≥65 years, no significant difference was observed ($P=.93$).

The reported concern regarding the effect of COVID-19 on the global economy was found to significantly differ between age groups ($F_2=14.61$, $P<.001$). Those aged 18-39 years indicated...
a mean VAS of 7.64 (95% CI 7.47-7.81, lowest concern), those aged 40-64 years reported a mean VAS of 8.33 (95% CI 8.14-8.51, highest concern), and those aged ≥65 years demonstrated a mean VAS of 8.23 (95% CI 7.75-8.71). The difference in perceived concern regarding the global economy was statically significant when comparing those younger than 40 years to those aged 40-64 years (P<.001). When comparing those younger than 40 years to those aged ≥65 years, or when comparing those aged 40-64 years to those aged ≥65 years, no significant difference was observed (P=.05 and P=.92, respectively).

Social Distancing

Social distancing from family, friends, and coworkers was not observed to be significantly associated with age groups (P=.15). Of the 538 participants aged 18-39 years, 488 (90.7%) indicated that they are minimizing contact with family, friends, and coworkers, and 50 (9.3%) indicated that they are not. Of the 366 participants aged 40-64 years, 340 (92.9%) reported that they are minimizing contact with family, friends, and coworkers, and 26 (7.1%) reported that they are not. Of the 65 participants aged ≥65 years, 63 (96.9%) indicated that they are minimizing contact with family, friends, and coworkers, and 2 (3.1%) indicated that they are not.

Social distancing from family, friends, and coworkers was observed to be significantly associated with sex (P=.001). Of the 559 female participants, 528 (94.4%) indicated that they are minimizing contact with family, friends, and coworkers, and 31 (5.6%) indicated that they are not. Of the 410 male participants, 363 (88.5%) reported that they are minimizing contact with family, friends, and coworkers, and 47 (11.5%) reported that they are not.

CDC Guidelines Adherence

It was found that 21 (2.2%) of the 969 study participants were currently diagnosed with COVID-19 by a medical health professional. It was also found that 13 (61.9%) of these patients were prescribed and taking Plaquenil as a treatment. This is not a CDC guideline, and this was not associated with any such guidelines within the survey instrument. It has only been included here for reference, as several studies have shown potential efficacy of treatment with hydroxychloroquine, and this information has been widely distributed by mainstream media [18,19].

Participants were asked to provide answers to a series of questions to determine if sanitary and social distancing guidelines were being followed as recommended by the CDC (as of March 24, 2020) [1]. It was found that, of the 969 participants, 92.3% (n=894) of individuals would stay home if they were sick unless they needed to seek medical care; 91.2% (n=884) would wear a face mask when around other people and before entering a health care provider’s office; 85.8% (n=831) avoid touching their eyes, nose, and mouth with unwashed hands; 95.4% (n=924) indicated that they are avoiding close contact with people who are sick; 95.5% (n=925) throw used tissues in the trash; 92.6% (n=897) indicated they would wash hands with soap and water often for at least 20 seconds; and 87.8% (n=851) would use hand sanitizer that contains at least 60% alcohol if soap and water were not readily available. Over three-fourths (n=769, 79.4%) of study participants indicated that they wash their hands immediately after coughing or sneezing, and 73.7% (n=714) indicated that they clean and disinfect frequently touched surfaces daily. Additionally, 82.1% (n=796) clean surfaces that are visibly dirty with detergent or soap prior to disinfection.

A majority (n=615, 63.5%) of the 969 study participants indicated that they would not wear gloves or a face mask when going to public places if they were not sick. However, 50.2% (n=486) of study participants believe that the use of gloves or face masks by the general population helps prevent the spread of COVID-19.

Participants were asked to indicate their confidence, where 0 represented no confidence and 10 represented full confidence, regarding their personal ability to minimize becoming infected with COVID-19. The participants demonstrated a mean of 7.53 (95% CI 7.41-7.65). Regarding their confidence in other people following guidelines to prevent the likelihood of COVID-19 spread, participants reported a mean of 5.26 (95% CI 5.11-5.40), which was significantly lower when compared to participant confidence in their personal ability (t1864.4=–23.572, P<.001). The majority of the 969 participants (n=717, 74%) believed that those younger than 40 years are contributing to the spread of COVID-19 more so than those 40 years or older (Figure 6).
Figure 6. Scatter plot depicting visual analog scores of all study participants, demonstrating the perception of confidence in personal ability to minimize the risk of infection, with a mean of 7.51 (SD 1.93) and a median of 7.80 (red dot), and confidence that others are adhering to the Centers for Disease Control and Prevention guidelines to minimize the likelihood of COVID-19 infection spread, with 0 representing no confidence and 10 the most confidence, with a mean of 5.28 (SD 2.35) and a median of 5.0 (red dot).

**Ethical Considerations**

Study participants were asked several yes or no questions about ethical considerations with respect to resource management and the availability of medical care. When asked if they were buying or would buy excess amounts of sanitation supplies (ie, hand sanitizer, sanitizing wipes, and hand soaps) despite knowing there may not be enough supplies for everyone, 89 (9.2%) of the 969 indicated that they were or would, and 90.8% (n=880) reported that they were not or would not. When buying essential supplies, study participants (n=715, 73.8%) did not believe that people take the needs of others into consideration (Multimedia Appendix 5).

When asked if they would pay for medications they might need, even if they were not currently sick, 199 (20.5%) of the 969 participants indicated they would do so. Similarly, 171 (17.6%) reported that even if they were not sick, they would buy and use face masks with active knowledge of the limited supply available to health care workers and sick people. Although the majority (n=775, 80.0%) indicated they were not upset when asked if they were upset that they could not see their physicians in person for reasons other than COVID-19–related concerns, knowing that in-person exposure would increase their risk of acquiring the virus, 194 (20.0%) reported they were upset they could not see their physician.

**Travel Considerations**

Study participants were asked additional yes or no questions about their thoughts regarding travel. The majority of the 969 responders indicated that they both have not traveled outside of the United States within the previous 3 months (n=901, 93.0%) and did not have plans to travel outside of the United States within the coming 3 months (n=917, 94.6%). Of the 52 (5.4%) participants who reported plans to travel internationally, 28 (53.8%) planned on cancelling their arrangements, though 24 (46.2%) did not. The majority of participants (n=558, 58.6%) believed that US citizens should be allowed to return to the United States, but 401 (41.4%) did not. The majority (n=651,
67.2%) indicated that non-US citizens currently in the United States should be allowed to return to their countries of origin.

The majority of the 969 participants (n=734, 75.9%) indicated that they did not plan on travelling domestically within the United States in the next 3 months. Of the 234 (24.1%) participants who reported planning on travelling domestically, 136 (58.1%) did not plan on cancelling their arrangements. The majority of participants (n=550, 56.8%) indicated that individuals and families should not be allowed to travel domestically within the United States. A total of 794 (81.9%) believed that those younger than 40 years should cancel travel plans, and 859 (88.6%) indicated that those 40 years or older should cancel travel plans. When asked how important travel is as it relates to the current COVID-19 pandemic, where 0 was of no importance at all and 10 was of the most importance, the mean response was 6.87 (95% CI 6.68-7.06).

Proactive Measures

Study participants were asked yes or no questions about several proactive measures they may or may not have taken regarding avoiding infection and stocking supplies. When asked if they have taken proactive measures to protect their health, the majority of the 969 participants responded “yes” (n=921, 95.0%), and 17 (1.75%) indicated that they have started taking Plaquenil as a preventative measure.

Of the 701 (72.3%) employed participants, 440 (62.8%) indicated that they were working from home. Of the 261 employed participants not working from home (37.2% of employed participants), the majority (n=199, 76.2%) stated they were not working from home because their employers had not made that option available (Multimedia Appendix 6).

The majority of the 969 respondents (n=737, 76.1%) indicated that they had stocked up on essential supplies such as food, sanitizing products, and necessary medications for chronic health conditions. The majority of respondents (n=693, 71.5%) believed that they had enough essential supplies for all individuals in their household, and 869 (89.7%) indicated that other people were proactively buying too many essential supplies. A total of 473 (48.8%) respondents believed that there are enough essential supplies for all individuals and families in the United States while 496 (51.2%) did not. The majority of respondents (n=715, 73.8%) did not believe individuals take the needs of others into account when purchasing essential supplies.

When asked in how many of the last 10 days had they been concerned that they would be unable to obtain resources such as food, sanitizing products, and necessary medications for themselves or their families, 230 (23.7%) of 969 participants responded that they had not been concerned, and 153 (15.8%) responded that they had been concerned every day in the past 10 days.

Discussion

Principal Results

The study showed several key differences in perception. Older individuals are at a higher risk of morbidity and mortality from COVID-19 infection, and their perception of the crisis was demonstrably more severe than that of the younger population (aged <40 years). Males were less concerned than females regarding the severity of the pandemic and were less likely to practice social distancing. Although there is no established difference in sex with regard to susceptibility to COVID-19 infection, there is limited epidemiological data to suggest increased burden of morbidity and mortality in males [20]. The role of differences in perceived severity of the pandemic and social distancing practices between males and females may contribute to this increased susceptibility because males may underestimate the threat of COVID-19 and engage less rigorously in social distancing.

The mental health implications of social distancing were greatest for younger people despite being at lower risk of morbidity and mortality as compared to older people. As social distancing has resulted in many social interactions becoming confined to the internet, it would be expected that younger people would be least affected by this transition, as younger generations are commonly more adept at using technology and traditionally more associated with the use of social media as a component of their social interactions. However, it may be possible that, because younger people experience a greater proportion of online interactions, they may place a larger relative value on in-person interactions than do older individuals. Because social distancing has resulted in a quick and dramatic reduction of in-person interactions, this may have disproportionately affected younger people. It is also possible that younger people are less likely to live with others when compared to those 40 years or older. This would mean that, during this period of social distancing when people are largely confined to their homes, young people are disproportionately isolated compared to older people. However, information regarding cohabitants was not collected in this survey. The larger negative mental health impact due to social distancing observed in younger people may also be due to their arguably greater potential loss of income. Interestingly enough, there was no significant difference observed between income groups, so financial factors alone cannot explain the fear and emotional toll that younger individuals are reportedly experiencing.

Though it was expected that high-risk individuals would perceive this pandemic as more severe than low-risk individuals, no significant difference was observed. Higher severity VAS scores were anticipated among high-risk participants because, by definition, they are at elevated risk for morbidity and mortality from infection. It is possible that a portion of high-risk individuals are not aware of their augmented risk or that a portion of low-risk individuals mistakenly believe they are at elevated risk. The collected data indicates that the public may be miscalculating the threat of morbidity and mortality of COVID-19. It is conceivable that this misalignment between perceived and actual threat may lead to noncompliance with guidelines, especially if one believes their risk to be less than it actually is. This may also lead to a disproportionate hoarding of resources among those at lower risk relative to those at higher risk and may have needless deleterious effect on mental health, especially if one believes their risk to be greater than it actually is.
The data collected here suggests that younger people believe the US government has responded to this crisis inappropriately while older people appear to be more supportive of the government’s actions. However, the mean VAS response for all age groups was less than 6.0 (scale from 0-10), suggesting that approval of government response is low regardless of age. Although all age groups indicated concern regarding their personal finances, this concern did not differ between age groups. However, older individuals appear to be more concerned about the United States and global economy than are younger people.

Though many may think they know what practices to adopt to prevent viral spread, many participants said that if they were infected they would not wear a mask in public. This indicates that the public may be largely unaware of their lack in knowledge regarding the transmissibility of COVID-19 or that they are indifferent to contributing to the spread of COVID-19. Additionally, although many participants assumed that they knew how to minimize viral spread, they also assumed that others did not, and the degree to which they were confident in their own ability to reduce viral spread was significantly greater than the degree to which they believed other people could contribute to minimizing viral transmission. This may make disseminating accurate information and changing deleterious practices more difficult, as the data here suggests people are likely to think they are engaging in safe behavior when they might not be and that they believe their behavior is appropriate, while the actions of others are not.

Although hoarding practices are widely known to be disruptive to care, many admitted they would purchase unneeded materials and medicines despite the deleterious impact on public health. Furthermore, though the majority stated they have enough essential supplies for themselves and family, less than half believed there were enough essential resources for everyone, and the majority believed that people do not account for the needs of others when securing essential resources. This data suggests that possibly underlying hoarding behavior is a fear of the finiteness of resources and a lack of trust in others to responsibly ration.

Interestingly, though the spread of COVID-19 across boarders has been in part attributed to travel, of those with travel plans both foreign and domestic, 40%-60% planned to continue travelling. This may be indicative of a fatigue created by social distancing that, due to a newly imposed relative isolation, people are wanting to travel despite the risks of contracting and spreading viral infection. This may also reflect the need to travel to self-isolate with family and loved ones, rather than to do so alone. There may also be a nonnegligible portion of the population that remains unaware of the effect of travelling on viral spread.

Limitations
Although crowdsourcing is an extremely powerful tool, limitations exist. The potential limitation of using Amazon MTurk may be that study participants could submit multiple survey responses. Individuals could also circumvent the survey process completely by using a random number generator to create survey completion codes that are required for study participants to claim their wages. However, this did not have any impact on the overall study results, as all surveys were screened for completeness, quality, uniqueness, and accuracy, and duplicated responses were excluded. In addition, all completion codes were screened for authenticity, and time from survey start to survey completion was measured.

Inherent to many surveying methodologies, there also exists an internal bias with respect to those individuals who choose to take a survey about COVID-19. Those who have been impacted more severely or closely by the global implications of this pandemic may be more inclined to disseminate their opinions. The financial interest of the study participants may pose another potential limitation, yet the authors believe that this does not significantly skew the study results, with participants being compensated a total of US $0.25 for their response. In addition, the questions within the survey are not easily influenced by personal financial gain. However, MTurk remains a powerful platform in its ability to crowdsource an accurate representation of the US population as demonstrated by our demographic data being extremely similar to the data published in 2019 by the US Census Bureau. This has also been reflected by many prior crowdsourcing studies using the MTurk tool [21-25].

Conclusions
The authors believe that COVID-19 is contributing to tremendous emotional, financial, and health-related stress. This study helps to elucidate some of the public’s fears about this disease as well as several key areas where better education may help improve outcomes. Namely, there needs to be a targeted effort to inform those that are infected about the importance of isolation and personal protective equipment. Furthermore, efforts should target hoarding practices and travel. Age-related differences in the perception of severity may change with time, and there is no good intervention to prevent these at this time. The emotional toll will be great, and the negative impact on mental health may continue to increase, especially in the younger population, though the long-term effects of this pandemic will be difficult to predict. Campaigns to target those in need of mental health resources now may curb the long-term negative mental health effects of this pandemic. In the future, this study will be repeated to evaluate how perception has changed over time and to better determine the long-term effects on the general population. Several efforts have already been made to continue to understand public opinions across race and ethnicity [26].
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Abstract

Background: The COVID-19 pandemic has created a global health crisis that is affecting economies and societies worldwide. During times of uncertainty and unexpected change, people have turned to social media platforms as communication tools and primary information sources. Platforms such as Twitter and Sina Weibo have allowed communities to share discussion and emotional support; they also play important roles for individuals, governments, and organizations in exchanging information and expressing opinions. However, research that studies the main concerns expressed by social media users during the pandemic is limited.

Objective: The aim of this study was to examine the main concerns raised and discussed by citizens on Sina Weibo, the largest social media platform in China, during the COVID-19 pandemic.

Methods: We used a web crawler tool and a set of predefined search terms (New Coronavirus Pneumonia, New Coronavirus, and COVID-19) to investigate concerns raised by Sina Weibo users. Textual information and metadata (number of likes, comments, retweets, publishing time, and publishing location) of microblog posts published between December 1, 2019, and July 32, 2020, were collected. After segmenting the words of the collected text, we used a topic modeling technique, latent Dirichlet allocation (LDA), to identify the most common topics posted by users. We analyzed the emotional tendencies of the topics, calculated the proportional distribution of the topics, performed user behavior analysis on the topics using data collected from the number of likes, comments, and retweets, and studied the changes in user concerns and differences in participation between citizens living in different regions of mainland China.

Results: Based on the 203,191 eligible microblog posts collected, we identified 17 topics and grouped them into 8 themes. These topics were pandemic statistics, domestic epidemic, epidemics in other countries worldwide, COVID-19 treatments, medical resources, economic shock, quarantine and investigation, patients’ outcry for help, work and production resumption, psychological influence, joint prevention and control, material donation, epidemics in neighboring countries, vaccine development, fueling and saluting antiepidemic action, detection, and study resumption. The mean sentiment was positive for 11 topics and negative for 6 topics. The topic with the highest mean of retweets was domestic epidemic, while the topic with the highest mean of likes was quarantine and investigation.

Conclusions: Concerns expressed by social media users are highly correlated with the evolution of the global pandemic. During the COVID-19 pandemic, social media has provided a platform for Chinese government departments and organizations to better understand public concerns and demands. Similarly, social media has provided channels to disseminate information about epidemic
Introduction

On June 29, 2020, the World Health Organization (WHO) marked the six-month anniversary of the COVID-19 outbreak [1]. The first case of the unknown pneumonia strain, now known as COVID-19 and caused by SARS-CoV-2, was reported in Wuhan City, Hubei Province, on December 31, 2019, and has subsequently made a profound impact worldwide. After clusters of pneumonia cases were reported in Wuhan in early January 2020, laboratory analyses were conducted that led to the epidemic being identified as a new coronavirus, officially named SARS-CoV-2 by the WHO. By July 3, 2020, 83,545 confirmed cases were reported in Mainland China [2]. After the outbreak of COVID-19 in China, the disease quickly spread globally. At the end of August 2020, a total of 214 countries and regions had reported confirmed cases of COVID-19 worldwide, with the total number of cases exceeding 21 million and the total number of deaths worldwide exceeding 760,000 [3]. The global average mortality rate of COVID-19 is approximately 0.3%-1.5%; however, the mortality rates of COVID-19 in countries such as the United States, Brazil, and Mexico are much higher. With the worldwide spread of COVID-19, the epidemic has gradually attracted widespread attention and discussion on social media platforms. This trend was particularly evident on Sina Weibo, one of the largest social media platforms in China.

Extant studies have demonstrated that timely understanding of public attitudes and demands plays an important role in responding to public crises [4,5]. Most social media platforms possess media-oriented features that are crucial to mediating information dissemination. Citizens can receive the latest fact-checked information provided by governments on social media in a timely manner, while governments can use the publicly available information released by citizens to better understand public attitudes, concerns, and demands [6-8]. Sina Weibo, with over 500 million users by May 2020, provides a variety of communication mechanisms for citizen interaction, allowing the Chinese public to share information and exchange opinions [9-11]. By analyzing the concerns raised by citizens about COVID-19 in microblog posts shared on Sina Weibo, governments can better understand public attitudes and demands [12,13] and clarify existing challenges faced by government departments and organizations when dealing with the pandemic. This research provides important insights and implications for policy makers, especially those working in public health departments. The results offer deeper understanding of public perception and highlight shortcomings in practice to better meet public needs.

A large body of literature has examined the role of social media in analyzing public behavior, attitudes, and responses during times of public crisis. Researchers have mainly focused on the platform functionality, user behavior characteristics, and use of social media during crises. As most platforms are freely available in the public domain [14], they have become widely adopted methods for citizens to stay connected, discuss concerns and opinions, and escape the monotony of lockdown during the COVID-19 pandemic [15]. Researchers agree that social media has become an important medium for information dissemination during the pandemic [16] and is playing a unique role in information sharing [17] and health care discussion [18]. Some scholars have explored user behavior and connection networks on social media platforms and believe that personality characteristics affect users’ behavior [19], while networks comprise both positive and negative connections [20,21]. The unique position and roles of social media in response to public crises have also attracted major attention from researchers. They concur that social media platforms play important roles in crisis management, especially in terms of providing citizens with timely information [22] and reducing citizens’ anxiety and fear [23]. Based on existing research, in this paper, we collect data from the leading Chinese microblogging platform, Sina Weibo, to analyze the main concerns expressed by citizens during the COVID-19 pandemic.

Methodology

Data Collection

Sina Weibo is the leading microblogging platform in China; it enables users to send and receive short character-limited posts and retrieve textual content by searching for specified keywords over a defined date range. Using this functionality, we collected shared microblog posts related to COVID-19 during the time period of December 1, 2019, to July 31, 2020. The Octopus web crawler tool was used to search for predefined keywords, including New Coronavirus Pneumonia, Coronavirus, New Coronavirus, and COVID-19. In addition to the textual content collected, we sourced the metadata for each microblogged post, including number of likes, number of comments, number of retweets, publishing time, and publishing location. The location information in the metadata refers to the registered address of the Sina Weibo account associated with a microblog post. To obtain these data, we used the advanced search functionality of Sina Weibo.

Data Preprocessing

In the Chinese language, there is no obvious separation between words. Therefore, for the purpose of completing the latent Dirichlet allocation (LDA) processing tasks, it was necessary to add obvious separators between words. We performed
Chinese segmentation on the textual content collected during data preprocessing. A widely used Chinese word segmentation tool, ICTCLAS, was employed to divide microblog posts into groups of words separated by spaces. For example, the microblog post “JD announced the donation of 1 million medical masks and 60,000 pieces of medical supplies to Wuhan City in batches” was segmented into “JD / announced / the / donation of / 1 million medical masks / and / 60,000 pieces of / medical supplies / to / Wuhan City / in batches”. In addition, we removed stop words [24] from the texts, similar to removing stop words such as “an” and “the” in English text analysis. Chinese stop words mainly fall into the following two categories: widely used vocabulary, such as me, you, some, and every day, and auxiliary words for mood, adverbs, prepositions, conjunctions, and other words that have no meaning by themselves, such as in, yes, so, and then [25]. In addition, punctuation and characters such as emojis were removed.

**Data Analysis**

We applied topic modeling by specifying the number of topics required by the LDA to separate the set of microblog posts into defined clusters [26]. LDA can be used to identify the most common topics in microblog posts shared on Sina Weibo. Topic modeling is an unsupervised machine learning technique that can identify clusters in a collection of documents (microblog posts in our case). In this study, we used the LDA algorithm from the LDA4j package. LDA4j is implemented in the Java language of the LDA algorithm, and the project can be downloaded for free from GitHub [27].

LDA is a widely used topic modeling algorithm [28]. According to the LDA model, a document (ie, the text of a microblog post) is a collection of vocabularies and may include multiple topics. The goal of the LDA model is to speculate on the distribution of topics based on a given document [29]. With LDA modeling, we can map the given documents to a fixed set of topics and capture the representative words for each topic. Then, the natural clusters in the microblog post dataset can be established.

To determine the appropriate number of LDA topics, we used the coherence score to draw judgments; this method has been proposed to be useful for selecting a suitable number of LDA topics [30]. Through continuous adjustment of the number of topics, we found that when the number of topics was 17, the consistency score reached its optimal value [31]. Therefore, we set the LDA model to separate the set of microblog posts into 17 clusters; the text sets are provided in Multimedia Appendix 1.

Subsequently, we conducted manual analysis and selected representative and high-proportion keywords from the top 30 keywords of each topic. Next, consensus was reached on the 17 topics and related keywords. Lastly, we used these keywords to classify the microblog posts; we also obtained the number of microblog posts under each topic and the proportion of each topic in all related microblogs. Examples of microblog posts for each topic are provided in Multimedia Appendix 2.

An example microblog is as follows:

>The sudden outbreak of new coronal pneumonia has had an impact on the country’s economic operation. It has brought a negative GDP growth and an increasingly complicated international and domestic environment. However, under the strong hedging of the counter-cyclical adjustment policy, the resumption of production has advanced rapidly, while the main economic indicators show a rebound in March, and the decline rate narrowed significantly.

This microblog post can be categorized into two different topics: work and production resumption and economic shock.

We also performed other analyses of the collected data, such as sentiment analysis. The sentiment scores varied between –1.0 and 1.0, with –1.0 being the most negative text and 1.0 being the most positive text. In addition, we calculated the interaction rate of users for each topic by analyzing the average number of retweets, likes, and comments per topic. Finally, using the publishing time and location, we analyzed changes in user concerns based on the time period and differences in user engagement in discussions related to COVID-19 based on the Chinese region.

**Results**

Using the web crawler tool and predefined search terms, we obtained a total of 203,191 microblog posts from the Sina Weibo platform that were shared between December 1, 2019, and July 31, 2020.

**Microblog Analysis**

**Topics**

According to the results obtained from the LDA and the keywords involved in each topic, we were able to group the topics into 8 themes: (1) patient admission; (2) treatment and research; (3) treatment resources; (4) fighting the epidemic together; (5) work to restore order; (6) prevention and control measures of COVID-19; (7) domestic and overseas pandemic situation; and (8) impact of COVID-19. The corresponding terms for each topic are shown in Table 1; these keywords were also used as the criteria for topic classification.
### Theme 1: Patient Admission

The topic contained in this theme is patients’ outcry for help, which relates to patients who have or may have contracted COVID-19 and their treatment situation. The cries for help of patients who are awaiting treatment have attracted widespread attention, while the subsequent reception and treatment of these patients has also attracted significant attention.

### Theme 2: Treatment and Research

This theme contains two topics. The first topic is COVID-19 treatments. In this topic, the recovery of patients with COVID-19 received widespread attention, such as the number of people discharged from hospital and the number of people who recovered. At the same time, treatment methods have attracted widespread public attention, such as treatments using Chinese medicine. The second topic in this theme is vaccine development. In this topic, research progress in relation to vaccines and their clinical trials has attracted much comment. Meanwhile, there has been widespread debate about whether vaccines can achieve the goal of preventing the virus.

### Theme 3: Treatment Resources

The topic in this theme is medical resources. This topic focuses on core aspects of medical resources; medical staff and hospital wards, the allocation and integration of medical resources, and the establishment of temporary hospitals such as mobile cabin hospitals are all of general concern.

### Theme 4: Fighting the Epidemic Together

This theme includes two topics. The first topic is material donation. In the early stages of fighting the epidemic in mainland China, masks and other antiepidemic materials were extremely scarce. This issue aroused widespread concern, and the donation of various antiepidemic materials became an active topic. The second topic is fueling and saluting antiepidemic action. This topic includes two aspects; the first aspect is the confidence and determination to beat the pandemic. Keywords such as fighting and defeat represent the general attitude of Sina Weibo users towards the fight against COVID-19. The second aspect, cooperation in the fight against the pandemic, is often discussed; key phrases such as work with one heart and unity is strength were frequently mentioned.

### Theme 5: Work to Restore Order

As the spread of COVID-19 in mainland China is gradually being controlled, the restoration of production and resumption of normal ways of living is becoming an active topic. This topic includes two subtopics. The first subtopic relates to work and production resumption. The progress and arrangements of the resumption of work and production have aroused widespread concern and discussion. This work, which is aimed at restoring normal production and operational order, has received widespread support from the Chinese public. The second topic is study resumption, which mainly involves two aspects: first, the time when students of all ages will return to school, and second, the time for the national college entrance examination.

---

**Table 1.** Topics covered in microblog posts and the representative terms corresponding to each topic.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Topics</th>
<th>Terms corresponding to each topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient admission</td>
<td>Patients’ outcry for help</td>
<td>help, attention, diffusion, receiving</td>
</tr>
<tr>
<td>Treatment and research</td>
<td>COVID-19 treatments</td>
<td>discharged from the hospital, care, treatment, rehabilitation, Chinese Medicine</td>
</tr>
<tr>
<td>Treatment resources</td>
<td>Vaccine development</td>
<td>vaccines, prevention, drugs, clinical trials</td>
</tr>
<tr>
<td>Fighting the epidemic together</td>
<td>Medical resources</td>
<td>medical treatment, doctor, medical care, nurse, mobile cabin, ward</td>
</tr>
<tr>
<td></td>
<td>Material donation</td>
<td>mask, materials, donations</td>
</tr>
<tr>
<td>Work to restore order</td>
<td>Work and production resumption</td>
<td>resumption of work, resumption of production, employment, operation</td>
</tr>
<tr>
<td></td>
<td>Study resumption</td>
<td>return to school, student, school, high school, college entrance examination</td>
</tr>
<tr>
<td>Prevention and control measures of COVID-19</td>
<td>Quarantine and investigation</td>
<td>quarantine, contact, fever, 14 days, investigation</td>
</tr>
<tr>
<td></td>
<td>Joint prevention and control</td>
<td>headquarters, work leading group, joint defense, joint control</td>
</tr>
<tr>
<td>Domestic and overseas pandemic situation</td>
<td>Detection</td>
<td>nucleic acid, positive, negative</td>
</tr>
<tr>
<td></td>
<td>Domestic epidemic</td>
<td>Wuhan, Hubei, prison, Zhejiang, Shandong</td>
</tr>
<tr>
<td></td>
<td>Epidemics in neighboring countries</td>
<td>Japan, South Korea, Tokyo, Russia</td>
</tr>
<tr>
<td></td>
<td>Epidemics in other countries worldwide</td>
<td>America, Trump, Britain, Italy, India, Brazil, France</td>
</tr>
<tr>
<td></td>
<td>Epidemic statistics</td>
<td>confirmed cases, new cases, cumulative cases, suspected cases</td>
</tr>
<tr>
<td>Impact of COVID-19</td>
<td>Economic shock</td>
<td>economy, influence, market, shock</td>
</tr>
<tr>
<td></td>
<td>Psychological influence</td>
<td>hope, worry, fear, terrible</td>
</tr>
</tbody>
</table>

---
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**Theme 6: Prevention and Control Measures of COVID-19**

This theme includes three topics. The first topic is quarantine and investigation, which includes two aspects: the investigation of symptoms, such as cough and fever, and quarantine periods. In particular, the 14-day quarantine period has become standard.

The second topic is joint prevention and control. Taking measures of joint prevention and control and establishing a headquarters are important actions taken by the Chinese government in response to the epidemic. This action is also key for the Chinese government to contain the epidemic in the short term. Correspondingly, it has also been widely recognized and is of great concern to the public.

The last topic is detection. The main content related to this topic is nucleic acid detection, which is an important way to establish epidemic data. Domestic epidemic data refers to case data for COVID-19, such as the numbers of confirmed cases, suspected cases, and economic shock, which has received considerable attention at all stages of the pandemic since its initial outbreak and is ranked first, with 26.8% of posts (54,513/203,191). The domestic epidemic situation has always been the focus of public attention, especially when the epidemic in mainland China had not been fully controlled. The number of microblog posts on this topic accounted for 18.1% of the total number of microblogs (N=203,191), ranking it second. As COVID-19 spread worldwide, the number of microblog posts referring to the pandemic in other countries grew consistently; this topic is ranked third with a percentage of 13.9% (28,329/203,191).

The treatment of COVID-19 raised high expectations and received attention from the public for a long period, with a proportion of 11.1% (22,725/203,191). Medical resources are considered interests of the public; therefore, the topic of economic shock also received a high degree of attention, ranked sixth with 10.1% of posts (20,699/203,191). As one of the most important measures for controlling and preventing the spread of COVID-19, the topic of detection and quarantine has received considerable attention at all stages of the pandemic since its outbreak, accounting for 9.12% of total posts (18,541/203,191). The topic of patients’ outcry for help has also attracted widespread attention, accounting for 8.61% of total posts (17,513/203,191).

**Theme 7: Domestic and Overseas Pandemic Situation**

Four topics are included in this theme. The first topic is domestic epidemic. On the one hand, because Hubei and Wuhan are the main battlefields in the fight against the epidemic in China, the epidemic situation in these regions has received a significant amount of attention. On the other hand, the spread of the epidemic in China is also of great concern to the public. Epidemics in neighboring countries is the second topic. The peak of this topic appeared in mid-to-late February 2020, when the epidemic began to spread from China to neighboring countries, such as Japan, South Korea, and Russia. This has aroused heated discussion among Sina Weibo users.

The third topic is epidemics in other countries worldwide. At the time when this topic appeared, the epidemic had spread globally; therefore, the topic included many countries and regions. The United States, as the country hit hardest by the epidemic, has attracted widespread attention from Sina Weibo microbloggers. In particular, US President Donald Trump’s statement that if COVID-19 deaths in the United States could be controlled to less than 100,000, “we all together have done a very good job” [32] has been a subject of heated discussion. At the same time, other countries with serious numbers of cases, such as Italy, India, Brazil, and France, have caused extensive debates. The fourth topic is epidemic statistics. The epidemic data for COVID-19, such as the numbers of confirmed cases, new cases, and suspected cases, has received much attention and discussion; public attention to and discussion of the epidemic data have continued throughout all stages of the evolution of the epidemic. The epidemic statistics can be divided into two parts: domestic epidemic data and international epidemic data. Domestic epidemic data refers to case data released by the National Health Commission. For example, by the end of July 31, 2020, a total of 78,989 cases had been cured in China, and a total of 84,337 confirmed cases had been reported. International epidemic data is published by governments worldwide [33]. For example, by the end of July 31, 2020, the number of daily diagnosed cases globally exceeded 289,000, totaling 17.4 million [34]. The United States alone added more than 70,000 diagnosed cases in one day [35].

**Theme 8: Impact of COVID-19**

This theme has two topics. The first is economic shock. This topic mainly refers to the negative impact of the epidemic on economies and markets worldwide. The second topic is psychological influence. On the one hand, the outbreak of the epidemic has delivered a substantial psychological blow to the public, and emotions such as worry and fear have spread among citizens. On the other hand, the public also hopes and believes that the fight against the epidemic will be successful, and they remain in an optimistic mood.

**Results of the Proportional Analysis of the Main Topics**

To understand the specific degrees of concern for the various topics identified, we established the number and proportion of each topic by counting the number of microblog posts per topic. For example, the proportion of each topic is the number of microblog posts shared about the topic divided by the total number of microblogs (N=203,191). The results of our analysis are shown in Table 2.

As shown in Table 2, statistics relating to the pandemic can be viewed as a metric to ascertain citizen understanding of the current situation during the epidemic. The topic of pandemic statistics has received significant attention since the initial outbreak and is ranked first, with 26.8% of posts (54,513/203,191). The domestic epidemic situation has always been the focus of public attention, especially when the epidemic in mainland China had not been fully controlled. The number of microblog posts on this topic accounted for 18.1% of the posts (54,513/203,191), ranking it second. As COVID-19 spread worldwide, the number of microblog posts referring to the pandemic in other countries grew consistently; this topic is ranked third with a percentage of 13.9% (28,329/203,191).
Table 2. Numbers of microblog posts on Sina Weibo related to each topic (N=203,191), n (%).

<table>
<thead>
<tr>
<th>Rank</th>
<th>Topic</th>
<th>Microblog posts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pandemic statistics</td>
<td>54,513 (26.8)</td>
</tr>
<tr>
<td>2</td>
<td>Domestic epidemic</td>
<td>36,936 (18.1)</td>
</tr>
<tr>
<td>3</td>
<td>Epidemics in other countries worldwide</td>
<td>28,329 (13.9)</td>
</tr>
<tr>
<td>4</td>
<td>COVID-19 treatments</td>
<td>22,725 (11.1)</td>
</tr>
<tr>
<td>5</td>
<td>Medical resources</td>
<td>22,246 (10.9)</td>
</tr>
<tr>
<td>6</td>
<td>Economic shock</td>
<td>20,699 (10.1)</td>
</tr>
<tr>
<td>7</td>
<td>Quarantine and investigation</td>
<td>18,541 (9.12)</td>
</tr>
<tr>
<td>8</td>
<td>Patients’ outcry for help</td>
<td>17,513 (8.61)</td>
</tr>
<tr>
<td>9</td>
<td>Work and production resumption</td>
<td>15,914 (7.83)</td>
</tr>
<tr>
<td>10</td>
<td>Psychological influence</td>
<td>14,485 (7.12)</td>
</tr>
<tr>
<td>11</td>
<td>Joint prevention and control</td>
<td>12,457 (6.13)</td>
</tr>
<tr>
<td>12</td>
<td>Material donation</td>
<td>12,434 (6.11)</td>
</tr>
<tr>
<td>13</td>
<td>Epidemics in neighboring countries</td>
<td>11,995 (5.90)</td>
</tr>
<tr>
<td>14</td>
<td>Vaccine development</td>
<td>9428 (4.64)</td>
</tr>
<tr>
<td>15</td>
<td>Fueling and saluting anti-epidemic action</td>
<td>9413 (4.63)</td>
</tr>
<tr>
<td>16</td>
<td>Detection</td>
<td>8939 (4.39)</td>
</tr>
<tr>
<td>17</td>
<td>Study resumption</td>
<td>6889 (3.39)</td>
</tr>
</tbody>
</table>

An important measure to restore economic order in China is work and production resumption, which is closely related to citizens’ lives. The percentage of microblog posts on this topic is 7.83% (15,914/203,191). The epidemic also greatly affected the public psychologically; therefore, the topic of psychological impact also received much attention, with a post percentage of 7.12% (14,485/203,191). Joint prevention and control and material donations have received a certain amount of attention. These two topics ranked 11th and 12th, with proportions of 6.13% (12,457/203,191) and 6.11% (12,434/203,191), respectively. The situation in neighboring countries also aroused comment from Sina Weibo users, although the duration was short-lived; accordingly, this topic ranks 13th, with 5.90% of posts (11,995/203,191).

The development of vaccines has also been discussed by the public, with related microblog posts accounting for 4.64% of posts (9428/203,191). The fight against COVID-19 is a national battle in which citizens fuel discussions on how to overcome the pandemic. The percentage of posts relating to this topic was 4.63% (9413/203,191). As an important means of identifying patients who are infected with COVID-19, detection has also received a certain degree of attention, accounting for 4.39% (8939/203,191). After the pandemic in Mainland China was controlled, study resumption was also mentioned; however, compared to other topics, the degree of concern in this area is relatively low, accounting for only 3.39% of total posts (6889/203,191).

At the same time, we performed a sentiment analysis to obtain the sentiment value for each topic. Table 3 shows the average numbers of retweets, comments, and likes for each topic, as well as their sentiment values. The calculation formula used to determine the sentiment value is $\frac{a - b}{a + b}$, where $a$ is the number of tweets expressing positive emotions and $b$ is the number of tweets expressing negative emotions [36].

It should be noted that the data reported on in this article included microblogs posted by opinion leaders. The numbers of retweets, comments, and likes for these microblog posts were high. For example, for the post “Zhong Nanshan said that Lianhuaqingwen capsules were proved to be effective in the treatment of COVID-19”, the numbers of retweets, comments, and likes were 13,599, 19,022, and 344,780, respectively. Therefore, the average numbers of retweets, comments, and likes in this paper are high.

From Table 3, it can be seen that domestic epidemic, material donation, and medical resources ranked as the top three topics in terms of the number of retweets, demonstrating that Sina Weibo users have a strong desire to share this information. By analyzing the number of likes, the mean was found to be relatively high for the following topics: quarantine and investigation, fueling and saluting anti-epidemic action, material donation, and COVID-19 treatments. According to the sentiment value for each topic, the numbers of topics with positive and negative sentiment values were 11 and 6, respectively. Furthermore, for most topics, the sentiment value was low, which indicates that the number of microblog posts with positive emotions is almost the same as the number of microblog posts with negative emotions. However, negative emotions were obvious, except for those related to pandemic statistics.
Table 3. Results of user interaction and sentiment analysis for each topic.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Topic</th>
<th>Retweets (mean)</th>
<th>Comments (mean)</th>
<th>Likes (mean)</th>
<th>Sentiment value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Work and production resumption</td>
<td>8</td>
<td>12</td>
<td>87</td>
<td>0.16</td>
</tr>
<tr>
<td>2</td>
<td>Epidemics in neighboring countries</td>
<td>29</td>
<td>22</td>
<td>199</td>
<td>-0.006</td>
</tr>
<tr>
<td>3</td>
<td>Coronavirus treatments</td>
<td>26</td>
<td>26</td>
<td>244</td>
<td>-0.05</td>
</tr>
<tr>
<td>4</td>
<td>Vaccine development</td>
<td>24</td>
<td>16</td>
<td>199</td>
<td>0.08</td>
</tr>
<tr>
<td>5</td>
<td>Pandemic statistics</td>
<td>15</td>
<td>12</td>
<td>178</td>
<td>-0.11</td>
</tr>
<tr>
<td>6</td>
<td>Economic shock</td>
<td>18</td>
<td>10</td>
<td>97</td>
<td>0.051</td>
</tr>
<tr>
<td>7</td>
<td>Material donation</td>
<td>35</td>
<td>17</td>
<td>245</td>
<td>0.058</td>
</tr>
<tr>
<td>8</td>
<td>Domestic epidemic</td>
<td>71</td>
<td>20</td>
<td>184</td>
<td>0.024</td>
</tr>
<tr>
<td>9</td>
<td>Medical resources</td>
<td>34</td>
<td>35</td>
<td>241</td>
<td>0.031</td>
</tr>
<tr>
<td>10</td>
<td>Quarantine and investigation</td>
<td>33</td>
<td>24</td>
<td>280</td>
<td>-0.049</td>
</tr>
<tr>
<td>11</td>
<td>Psychological influence</td>
<td>29</td>
<td>29</td>
<td>217</td>
<td>0.041</td>
</tr>
<tr>
<td>12</td>
<td>Joint prevention and control</td>
<td>15</td>
<td>13</td>
<td>236</td>
<td>0.146</td>
</tr>
<tr>
<td>13</td>
<td>Study resumption</td>
<td>7</td>
<td>10</td>
<td>129</td>
<td>0.083</td>
</tr>
<tr>
<td>14</td>
<td>Fueling and saluting antiepidemic action</td>
<td>19</td>
<td>13</td>
<td>248</td>
<td>0.073</td>
</tr>
<tr>
<td>15</td>
<td>Epidemics in other countries worldwide</td>
<td>11</td>
<td>10</td>
<td>118</td>
<td>-0.117</td>
</tr>
<tr>
<td>16</td>
<td>Patients’ outcry for help</td>
<td>22</td>
<td>18</td>
<td>224</td>
<td>-0.017</td>
</tr>
<tr>
<td>17</td>
<td>Detection</td>
<td>14</td>
<td>16</td>
<td>129</td>
<td>0.041</td>
</tr>
</tbody>
</table>

Results of Spatiotemporal Analysis of Microblog Posts

By using the publishing times of the microblog posts, we were able to analyze the change in users’ concerns during different time periods. Similarly, we used the publishing location to analyze the differences in user engagement in discussions relating to COVID-19 between different regions in China. Figure I illustrates how the proportions of topics changed over the time period. The figure includes the names and proportions of the top four topics with the highest levels of attention from December 2019 to July 2020. Considering the different months, the top four topics constantly changed. From December 2019 to July 2020, there were 9 different topics in the top four, including pandemic statistics, domestic epidemic, epidemics in other countries worldwide, COVID-19 treatments, medical resources, economic shock, work and production resumption, psychological influence, and material donation. In December 2019 and January 2020, four topics received a high level of attention: domestic epidemic, pandemic statistics, psychological influence, and material donation. In February and March 2020, the topics of domestic epidemic and pandemic statistics received more attention than before; the numbers of microblog posts on these topics ranked first and second, respectively. Meanwhile, the degrees of attention paid to the topics of medical resources and COVID-19 treatments increased, and they entered the top four topics. In April and May 2020, resumption of work and production and economic shock became active topics of discussion. At the same time, the topics of pandemic statistics and epidemics in other countries worldwide retained a high degree of attention. In June and July 2020, the most popular topics changed little compared with previous months. Topics such as pandemic statistics, epidemics in other countries worldwide, and economic shock also retained a high degree of attention during this period.

Figure 2 presents a geographical ranking of the number of microblog posts. The location information was obtained from the registration addresses of the Weibo accounts that posted the microblogs. Of the 203,191 microblog posts collected, 127,009 (62.5%) contained the publishing location. By analyzing the publishing location, we identified the six regions with the largest numbers of microblog posts. It can be seen from Figure 2 that a much higher number of posts originated from Hubei Province than from any of the other provinces. Henan Province and Guangdong Province were ranked second and third, respectively, with other provinces ranking below these.
Figure 1. Changes in the proportions of posts about the main topics from January to May.

Figure 2. Numbers of microblog posts by Chinese province.
Discussion

Main Findings

Sina Weibo Users Mainly Focus on the Latest News About COVID-19 Treatment and the Status of the Pandemic Domestically and Globally

Our study, conducted from December 1, 2019, to July 31, 2020, identified 8 themes with 17 topics. Among these topics, content related to COVID-19 treatment aroused great attention, particularly content related to patients’ outcry for help and emotions such as anxiety and panic. Due to the widespread negative emotions on Sina Weibo, misinformation and rumors can more readily influence public opinions, which negatively impacts antiepidemic actions. In addition, Sina Weibo users showed much interest in the progress of the treatment of COVID-19 and of vaccine development. At the same time, there has been considerable focus and discussion among a large number of Sina Weibo users on whether medical resources are sufficient and whether they can meet the treatment needs of patients.

Sina Weibo users also focused heavily on the real-time situation of the epidemic at home and abroad. In particular, many microblog posts contained real-time data on the development of the epidemic. Further, Sina Weibo users not only paid attention to the epidemic situation in the Chinese mainland but also greatly discussed the development and evolution of the epidemic in neighboring countries and the rest of the world. In addition, epidemic prevention and control measures, order restoration measures in the later stage of the epidemic, and the impact of the epidemic are included in the 17 topics that received attention from Sina Weibo users.

The Changes in the Number of Microblog Posts for the Various Topics in Different Time Periods Reflect the Process of the Occurrence, Development, and Demise of the COVID-19 Pandemic in China

Our findings show that December 2019 and January 2020 were the key periods of the response to the COVID-19 pandemic, with domestic epidemic and pandemic statistics receiving much attention during this period. At the same time, the sudden outbreak also affected the public psychologically. On the one hand, the public believes that the fight against the epidemic will eventually be won; on the other hand, emotions such as fear and worry are also spreading among the public.

February and March 2020 were critical periods for curbing the spread of the epidemic in mainland China [37]. During this period, pandemic statistics and the domestic epidemic were still causing high degrees of concern. At the same time, the surge in the number of patients caused the public to pay attention to COVID-19 treatments and medical resources. From April to May 2020, the pandemic in mainland China was basically under control; however, COVID-19 had begun to spread to other countries and regions. At this time, economic shock and work and production resumption became the most highly debated topics on Sina Weibo. Similarly, users paid great attention to the global spread of the pandemic and viewed real-time data.

From June to July 2020, the number of infections and deaths caused by COVID-19 worldwide continued to rise. The focus of Sina Weibo users shifted from China to the rest of the world, and the users began to pay greater attention to epidemics in other countries and the growing pandemic statistics.

The Location of Sina Weibo Users and Whether They Experienced Similar Events Are Closely Linked to Their Degree of Attention to Public Crises

According to the spatial distribution information collected on microblog posts, discussions related to COVID-19 differed among the various regions of China. The six regions with the highest degrees of participation were Hubei Province, Henan Province, Guangdong Province, Anhui Province, Jiangsu Province, and Hunan Province. Hubei Province is the epicenter of the COVID-19 epidemic in China, while Henan Province, Hunan Province, and Anhui Province are all adjacent to Hubei Province, with many citizens working in Hubei Province. Jiangsu Province, as an economically developed region, has a relatively high mobility rate of personnel. As a result, Sina Weibo users in these provinces were more likely to be concerned about the pandemic. Guangdong Province experienced the severe acute respiratory syndrome (SARS) epidemic in 2003, which is an important reason why more users in this region participated in discussions on the COVID-19 pandemic.

Concerns of Users of the Sina Weibo and Twitter Microblogging Platforms Show Similarities and Differences

A recent study reported the main topics related to COVID-19 that are of concern to Twitter users [36]. The authors analyzed 4 themes and 12 topics related to COVID-19 that Twitter users were concerned about from February 2 to March 15, 2020. They found that Twitter users were mainly concerned about the impact of COVID-19 on people and countries. For example, the number of deaths related to COVID-19 and the impact on citizens’ emotions and psychology were mentioned in many tweets. In addition, the economic impact of COVID-19 was widely discussed. In particular, Twitter users mentioned two main methods for reducing the spread of COVID-19: masks and quarantine. Compared with these findings, Sina Weibo posts shared some similarities. Topics including economic impact and psychological influence received high attention on both Sina Weibo and Twitter [36]. However, at the same time, the main concerns of Sina Weibo users demonstrated unique characteristics. First, Twitter users focused on the causes and effects of the epidemic, while Sina Weibo users paid greater attention to prevention, control, and treatment. Various epidemic prevention and control measures, such as isolation, detection, and joint prevention and control, have attracted widespread attention among Sina Weibo users. Similarly, Sina Weibo users are highly concerned about content related to COVID-19 treatments, such as patients’ outcry for help, medical resources, and treatment methods. In addition, citizens have continued to pay high degrees of attention to the development of the a vaccine against SARS-CoV-2. This may be due to the fact that the Chinese government has adopted a series of response measures and has made citizens aware of the severity and harmfulness of the pandemic; thus, Sina Weibo users are more concerned about
health-related topics such as the prevention, control, and treatment of the virus.

Second, Sina Weibo users focus on the real-time status of the epidemic. This includes not only the domestic epidemic situation, but also the development of the epidemic abroad. At the same time, in the middle and late stages of the epidemic, work to restore order, such as work and production resumption and study resumption, have attracted widespread attention. The following two reasons may have led to the emergence of the above unique concerns. First, as Chinese citizens were the first nation to experience the COVID-19 pandemic, they are more sensitive to the development and changes of the epidemic than people in other countries, and second, as the country that has demonstrated the most effective epidemic prevention and control, China has established conditions to restore order [38].

**Prompt Guidance of Negative Emotions on Sina Weibo Is of Paramount Importance**

The results of our sentiment analysis show that of the 17 topics, the numbers of topics with positive sentiment values and negative sentiment values are 11 and 6, respectively; for most topics, users have no obvious positive or negative emotional tendencies. However, it should be noted that there are still some topics in which the emotional value of a certain aspect is significant. For example, topics such as pandemic statistics demonstrated negative emotional tendencies. The continuous accumulation and spread of negative emotions on Sina Weibo may trigger irrational behavior among citizens, causing users to be affected by rumors or extreme emotions [19], such as group panic and denial of government support; thus, timely guidance to address negative emotions is essential.

**Research Implications**

With the outbreak and spread of COVID-19 worldwide, citizens have turned to social media channels, such as Sina Weibo, to share their opinions, seek clarity, and discuss topics related to the crisis. Previous studies have demonstrated that the analysis and control of public behavior and attitudes can effectively help governments cope in times of crisis [39]. As many countries start to experience a second wave of COVID-19 outbreaks, social media platforms can collect large amounts of information that reflect public behavior and attitudes. By analyzing this data, it is possible to identify the demands and behavioral characteristics of citizens [40].

In this paper, we collected data from Sina Weibo and analyzed it from the viewpoints of quantity, proportion, emotion, and space-time distribution. We identified the degrees of attention and the emotional tendencies of users toward various topics related to COVID-19, and we determined the time distribution for each topic and the spatial differences of users’ participation in topic discussions. The results obtained enable deeper understanding of the views and attitudes of the public towards COVID-19, which is the premise of and basis for the prevention and control of this novel disease.

**Strengths and Limitations**

This paper is based on the existing theories of predecessors, combined with the timely topic of COVID-19. Through analysis of Sina Weibo microblogs, practical conclusions are drawn from the topics related to COVID-19 that are of concern to the public. At the same time, it is undeniable that this article also presents some limitations. First, the microblog posts collected in this study only include some posts related to COVID-19, not all of them. Therefore, the summary of the main concerns of Sina Weibo users is not comprehensive. Secondly, the majority of Sina Weibo users are young; therefore, the results of our analysis are more representative of younger citizens. Finally, although the number of Sina Weibo users is relatively large in China, we cannot draw a rushed conclusion that opinions expressed on the web represent public opinion in general.

**Conclusions**

The COVID-19 outbreak has had a crippling impact on the world economy and has presented numerous challenges to how people live and travel. Topics related to COVID-19 have attracted widespread attention and discussion on social media platforms, such as Sina Weibo. By analyzing the microblog posts of COVID-19 topics, we obtained the opinions of citizens on topics related to the virus which can lead to the identification of solutions to solve societal and economic problems [41]. In light of the comparative analysis of the main topics of Sina Weibo and Twitter, the topics of posts by Sina Weibo users show more regional characteristics. Judging from the distribution of microblog posts, the proportion of each topic reveals obvious differences. According to the sentiment analysis results, citizens reveal a positive emotional attitude. However, some negative emotions remain among the public, which requires timely guidance from Chinese governments. By analyzing the time distribution of microblog posts, it was observed that the proportion of topics changed significantly during different periods, while the main concerns of users changed with the development of the pandemic. Similarly, by analyzing the publishing location of microblog posts, we identified that user participation in the discussion of topics related to COVID-19 revealed obvious regional differences.
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Abstract

Background: Since it was declared a pandemic on March 11, 2020, COVID-19 has dominated headlines around the world and researchers have generated thousands of scientific articles about the disease. The fast speed of publication has challenged researchers and other stakeholders to keep up with the volume of published articles. To search the literature effectively, researchers use databases such as PubMed.

Objective: The aim of this study is to evaluate the performance of different searches for COVID-19 records in PubMed and to assess the complexity of searches required.

Methods: We tested PubMed searches for COVID-19 to identify which search string performed best according to standard metrics (sensitivity, precision, and F-score). We evaluated the performance of 8 different searches in PubMed during the first 10 weeks of the COVID-19 pandemic to investigate how complex a search string is needed. We also tested omitting hyphens and space characters as well as applying quotation marks.

Results: The two most comprehensive search strings combining several free-text and indexed search terms performed best in terms of sensitivity (98.4%/98.7%) and F-score (96.5%/95.7%), but the single-term search COVID-19 performed best in terms of precision (95.3%) and well in terms of sensitivity (94.4%) and F-score (94.8%). The term Wuhan virus performed the worst: 7.7% for sensitivity, 78.1% for precision, and 14.0% for F-score. We found that deleting a hyphen or space character could omit a substantial number of records, especially when searching with SARS-CoV-2 as a single term.

Conclusions: Comprehensive search strings combining free-text and indexed search terms performed better than single-term searches in PubMed, but not by a large margin compared to the single term COVID-19. For everyday searches, certain single-term searches that are entered correctly are probably sufficient, whereas more comprehensive searches should be used for systematic reviews. Still, we suggest additional measures that the US National Library of Medicine could take to support all PubMed users in searching the COVID-19 literature.

(J Med Internet Res 2020;22(11):e23449) doi:10.2196/23449
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Introduction

Since it was declared a pandemic on March 11, 2020, COVID-19 has dominated headlines around the world and generated thousands of scientific articles [1]. The fast speed of publication has challenged researchers and other stakeholders to keep up with the volume of published articles on the topic [2]. To search the literature, researchers and others use databases of peer-reviewed scientific articles. These databases require indexing and curation of articles, which is a time-consuming task; however, the investment in curated databases aims to establish reliable and more efficient article searching [3].

PubMed is the database of choice for many clinicians and researchers due to its ease of use, reputation, large number of indexed journals, and free access [4]. It is maintained by the US National Library of Medicine (NLM) [4-6]. PubMed provides subject filters to facilitate searching specific topics but as they are only reviewed once a year, it is unknown if a COVID-19 subject filter is under consideration [7]. However, at the beginning of the pandemic, NLM introduced a one-click search option on their dedicated website for COVID-19/SARS-CoV-2 [8]. By clicking on a button, PubMed users can quickly apply a ready-made search to identify potentially relevant COVID-19 records in PubMed. Searching structured databases like PubMed is generally considered to be most skillfully executed by employing both Medical Subject Headings (MeSH) and free-text terms [9-11]. However, conducting systematic, comprehensive, and transparent searches takes time and skill [12-14]. Thus, PubMed’s one-click search is potentially a valuable shortcut for users worldwide dealing with the COVID-19 pandemic.

A recent survey showed that authors of systematic reviews have different perspectives on what constitutes an “effective” literature search [15]. Based on the survey, Cooper et al [15] note that review authors “appeared to locate effectiveness within a binary classification between types of review which are either comprehensive or non-comprehensive.” In short, their article indicates that those valuing comprehensive literature searches tend to be literature searchers (eg, information specialists or librarians) who emphasize sensitivity as an evaluation metric for effectiveness and highlight Cochrane-style systematic reviews, with their ambition to identify all available evidence as an ideal. On the other hand, researchers and health professionals screening the literature tend to emphasize less comprehensive searching and value precision as an evaluation metric. In addition, they care about outcomes like the workload, time, and resources that are needed to handle identified records. However, most PubMed users only browse the first 20 records of their search results and refine their searches to make the number of hits manageable [3]. For such reasons, the NLM also has an algorithm that is designed to sort search results according to their relevance via the Best Match sorting option [16] and offers one-click filters (eg, publication date and article type).

These user behaviors and options reflect a different view on literature searches than those voiced by users conducting formal literature reviews [15]. This might be because PubMed users also consist of clinicians, health professionals, and other decision makers that search the literature not to conduct reviews but with other types of evidence use in mind.

No matter one’s perspective, the effectiveness of any literature search depends on the semantic variability related to the question that the search is to inform. When a research topic is in flux, establishing common terminology is crucial to identify relevant records. A retrospective study of searching PubMed during the first 10 weeks of the 2009 H1N1 influenza pandemic showed that inconsistent disease naming and a lag in indexing increased the risk of missing relevant studies when searching the scientific literature during the 2009 pandemic [17]. The authors of the study recommended that, at the start of a pandemic, “the international scientific community should agree on nomenclature and the specific name to be used earlier, and the U.S. National Library of Medicine and other database providers should incorporate that in their indexing of all relevant articles” [17]. Regarding the COVID-19 pandemic, the naming of the disease occurred relatively early. On February 11, 2020, the International Committee on Taxonomy of Viruses officially named the novel coronavirus SARS-CoV-2 and the World Health Organization (WHO) named the disease COVID-19 [18]. However, article authors still use several other terms for the virus and the disease, such as simply “coronavirus” and, earlier, “Wuhan coronavirus” or “Wuhan virus.”

In this study, we aimed to evaluate the performance of different searches for COVID-19 records in PubMed and to assess the complexity of searches that was required. Therefore, we compared the performance of PubMed’s one-click search option with both simpler and more complex search strings for the first 10 weeks of the COVID-19 pandemic. We also examined the deletion of hyphens or spaces as well as quotation marks from the simple searches to mimic potential user errors or preferences, such as variant spellings of words and the tendency to use only simple keyword searches [19]. Finally, we discuss the searches in relation to the varying perspectives on search effectiveness outlined above to make recommendations on how NLM can improve PubMed.

Methods

General Methodology

We constructed a comprehensive COVID-19 search string and compared it to seven other related search strings (Table 1). We queried PubMed for each of these different searches and calculated their sensitivity, precision, and F-score using a COVID-19 database (LitCovid) maintained and curated by an NLM branch as a gold standard [20]. We then used these calculated values to compare the performance of the different search strings.
<table>
<thead>
<tr>
<th>Search title</th>
<th>Entered search</th>
<th>Translation in PubMed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shokraneh’s [21] comprehensive search (Search 2)</td>
<td>((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((&quot;Betacoronavirus&quot;[MeSH Terms] OR &quot;Coronavirus Infections&quot;[MeSH Terms]) OR &quot;COVID-19&quot;[Supplementary Concept]) OR &quot;Coronavirus&quot;[MeSH Terms]) OR &quot;Severe Acute Respiratory Syndrome Coronavirus 2&quot;[Supplementary Concept]) OR &quot;2019nCoV&quot;[All Fields] OR &quot;beta-coronavirus*&quot;[All Fields] OR &quot;corona virus*&quot;[All Fields] OR &quot;corona virus*&quot;[All Fields] OR &quot;corona virus*&quot;[All Fields] OR &quot;sars cov&quot;[All Fields]) OR &quot;CoV&quot;[All Fields] OR &quot;CoV2&quot;[All Fields] OR &quot;COVID&quot;[All Fields]) OR ((&quot;COVID-19&quot;[Supplementary Concept] OR &quot;COVID-19&quot;[All Fields]) OR &quot;covid19&quot;[All Fields]) OR (((((&quot;COVID-19&quot;[All Fields] OR &quot;covid 19&quot;[All Fields]) OR &quot;Severe Acute Respiratory Syndrome Coronavirus 2&quot;[Supplementary Concept]) OR &quot;Severe Acute Respiratory Syndrome Coronavirus 2&quot;[All Fields]) OR &quot;2019 ncov&quot;[All Fields] OR &quot;SARS CoV 2&quot;[All Fields]) OR &quot;2019nCoV&quot;[All Fields]) OR ((&quot;wuhan&quot;[All Fields] AND (&quot;Coronavirus&quot;[MiSH Terms] OR &quot;Coronavirus&quot;[All Fields] OR &quot;SARS CoV 2&quot;[All Fields] OR &quot;SARS CoV 2&quot;[All Fields])) AND (2019/12/1:2019/12/31[Date - Publication] OR 2020/1/1:2020/12/31[Date - Publication]))) OR &quot;HCoV-19&quot;[All Fields] OR &quot;nCoV&quot;[All Fields] OR &quot;SARS CoV 2&quot;[All Fields] OR &quot;SARS2&quot;[All Fields] OR &quot;SARS-CoV&quot;[All Fields]) OR ((&quot;sars virus&quot;[MeSH Terms] OR (&quot;sars&quot;[All Fields] AND &quot;virus&quot;[All Fields])) OR &quot;sars virus&quot;[All Fields] OR (&quot;sars&quot;[All Fields] AND &quot;CoV&quot;[All Fields])) OR (&quot;severe acute respiratory syndrome coronavirus 2&quot;[Supplementary Concept] OR &quot;severe acute respiratory syndrome coronavirus 2&quot;[All Fields]) OR &quot;SARS CoV 2&quot;[All Fields]) OR (&quot;severe acute respiratory syndrome cov*&quot;[All Fields])) AND (2019/11/17:2030/12/31[Date - Entry] OR 2019/11/17:3000/12/31[Date - Publication])</td>
<td>None</td>
</tr>
</tbody>
</table>
### Constructing a Comprehensive Search String

A comprehensive search string (Search 1) was initially developed by ON, LNR, and THA to monitor newly published COVID-19–related studies as part of their work at the Danish Diabetes Knowledge Center. Subsequently, the search string was revised based on the authors’ subject knowledge, analyses of free-text words and MeSH terms conducted in PubReMiner [22], and search strings developed by information specialists that were made publicly available (eg, by the Medical Library Association and different university libraries). Several versions were tested and reiterated before the final version was reached [14]. The final search string was then reviewed by AP and JVL.

### Comparing Search Strings

In addition to Search 1, we conducted Searches 2 through 8, which included an additional comprehensive search developed by Shokraneh (Search 2) [21], the one-click search option developed by NLM (Search 3), as well as five common terms used to search PubMed for COVID-19–related records (Searches 4-8), to compare different comprehensive searches and compare the comprehensive searches to the simple PubMed queries [21] (Table 1). The automatic term-mapping feature in PubMed translates some of these basic queries to more comprehensive search strings that include synonyms and MeSH terms, as shown in Table 1. We observed that the COVID-19 translation does

<table>
<thead>
<tr>
<th>Search title</th>
<th>Entered search</th>
<th>Translation in PubMed</th>
</tr>
</thead>
</table>
not seem to follow the standard mapping process for automatic term mappings [23].

**Simulating Historical Weekly Searches**

We searched from March 11 to May 19, 2020, spanning a total of 10 weeks, or 70 days, from when the WHO declared COVID-19 a pandemic. We limited the searches to find only records registered in PubMed during each of the 10 weeks (Wednesday through Tuesday for each week). For each of the eight searches, we recorded and analyzed the weekly number of records by using the date of the record’s entry to the PubMed database (EDAT field in PubMed). All searches were conducted in the current standard version of PubMed on June 26, 2020.

**Analysis of the Searches**

We compared the evaluation metrics sensitivity, precision, and F-score for each search. Sensitivity is a measure of search effectiveness and is defined as the number of relevant records in the gold standard data set identified by the search (true positives) over all relevant records in the gold standard data set (true positives and false negatives) [24]. Sensitivity is also known as recall; however, to describe literature search effectiveness, the term sensitivity is widely used (eg, by NLM when reporting the effectiveness of PubMed Clinical Queries Filters) [24,25]. Precision is a measure of search efficiency and is defined as the number of relevant records identified by the search (true positives) over the total number of identified records (true positives and false positives). Finally, the F-score is defined as the harmonic mean of the sensitivity and the precision (Table 2). We used the LitCovid database as the gold standard to compare the PubMed searches against [20]. This database contains COVID-19–related records solely from PubMed and is curated by the NLM based on daily broad PubMed searches. As we do not know which records were deemed not relevant by the NLM, we do not know the number of true negatives. Thus, it was not possible to reliably calculate other relevant metrics, such as the specificity and accuracy of the evaluated search strings. For the calculations of the evaluation metrics, the searches were rerun, limiting the dates from January 17, 2020 (the earliest date of any record in LitCovid), to May 19, 2020 (the end of the study period). For this period, the LitCovid database contains 14,018 records.

**Table 2.** Descriptions and calculations of metrics.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
<th>Calculationa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>The probability that the search identified a record as relevant given that the record is relevant; also known as recall.</td>
<td>$T^+/T^++D^+$</td>
</tr>
<tr>
<td>Precision</td>
<td>The probability that the record is relevant given that the record was identified as relevant; also known as positive predictive value (PPV). The number needed to read (NNR) can also be calculated by 1/precision.</td>
<td>$D^+/T^++D^+$</td>
</tr>
<tr>
<td>F-score</td>
<td>The harmonic mean of the sensitivity and precision.</td>
<td>$2 \times \text{sensitivity} \times \text{precision}/(\text{sensitivity} + \text{precision})$</td>
</tr>
</tbody>
</table>

aWe denote $T^+$ as in the search string as compared to the LitCovid database, $T^-$ as not in the search string as compared to the LitCovid database, $D^+$ as present in the LitCovid database as compared to the search string, and $D^-$ as not present in the LitCovid database as compared to the search string.

**Sensitivity to the Deletion or Addition of Hyphens, Spaces, and Quotation Marks**

Spelling mistakes have previously been documented to affect PubMed results [26]. Further, users of PubMed may have different writing style preferences and choose to apply or leave out hyphens and spaces. To investigate the possible implications of entering different versions of the search terms COVID-19 (Search 4) and SARS-CoV-2 (Search 5), we compared the results after omitting a hyphen and/or a space (eg, COVID19, COVID 19). We also assessed the implications of surrounding search terms with quotation marks, assuming that some users may do this to run a highly specific search (eg, “COVID-19,” “COVID19,” “COVID 19”). The number of identified records were documented for each version of the term.

**Proportion of MEDLINE-Indexed Records**

In the LitCovid database, followed by a second query to retrieve the remaining articles. We then looked at how many of the retrieved records out of the total number of retrieved records were tagged with the STAT – MEDLINE tag, indicating the status of the record as indexed in the MEDLINE database.

**Software Analysis and Reproducibility Statement**

All analyses were run in R (Version 4.0.2; R Foundation for Statistical Computing) and data were stored in text files when downloaded from PubMed using the PubMed format option. All search strings, code, and data to reproduce this analysis are available [27].

**Results**

**Overview**

In total, over the 10-week period studied, we found 13,599 records with our comprehensive search (Search 1). The Shokraneh search (Search 2; see Methods) found the largest number of records (n=13,880). The one-click search (Search 3) and the single-term search for COVID-19 (Search 4) yielded the same results, with the third-highest number of records (n=13,071). Next, the single-term search for Coronavirus (Search 6) found 9087 records, which was the fifth-highest
number, and the single-term search for SARS-CoV-2 (Search 5) found 7012 records, which was the sixth-highest number. The Wuhan coronavirus search (Search 7) found 5412 records and the Wuhan virus search (Search 8) found 1013 records. The number of records per week for each of the search strings is shown in Figure 1.

Figure 1. Records found over time from March 11 to May 19, 2020. Search 3, the one-click search, is not visible on the graph as it matches the results of the single-term search using COVID-19 (Search 4).

Evaluation of Search Strings

We found that the comprehensive searches (Searches 1 and 2) had the highest sensitivities and F-scores compared to all other searches. The searches for SARS-CoV-2 (Search 5) and Wuhan coronavirus (Search 7) had the highest precision (Table 3). The Wuhan virus search (Search 8) had the lowest sensitivity and precision, but otherwise the precision was similar for all the other searches. The difference in sensitivity of 4.0% between our comprehensive search (Search 1) and the single-term search for COVID-19 (Search 4) would translate to an average of 40 excess relevant records missed per 1000 articles identified when comparing the two searches over multiple theoretical sets of 1000 relevant COVID-19 records. This equates to an average of 43 excess relevant records missed if the single-term search COVID-19 (Search 4) was compared against Shokraneh’s comprehensive search (Search 2) over multiple theoretical sets of 1000 relevant COVID-19 records.

Table 3. Metrics for the different strings as compared against the LitCovid gold standard.

<table>
<thead>
<tr>
<th>Search String</th>
<th>Sensitivity (%)</th>
<th>Precision (%)</th>
<th>F-score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search 1: Our comprehensive search</td>
<td>98.4</td>
<td>94.6</td>
<td>96.5</td>
</tr>
<tr>
<td>Search 2: Shokraneh’s comprehensive search</td>
<td>98.7</td>
<td>92.7</td>
<td>95.7</td>
</tr>
<tr>
<td>Search 3: One-click search</td>
<td>94.4</td>
<td>95.3</td>
<td>94.8</td>
</tr>
<tr>
<td>Search 4: COVID-19</td>
<td>94.4</td>
<td>95.3</td>
<td>94.8</td>
</tr>
<tr>
<td>Search 5: SARS-CoV-2</td>
<td>94.4</td>
<td>95.3</td>
<td>94.8</td>
</tr>
<tr>
<td>Search 6: Coronavirus</td>
<td>94.4</td>
<td>95.3</td>
<td>94.8</td>
</tr>
<tr>
<td>Search 7: Wuhan coronavirus</td>
<td>94.4</td>
<td>95.3</td>
<td>94.8</td>
</tr>
<tr>
<td>Search 8: Wuhan virus</td>
<td>94.4</td>
<td>95.3</td>
<td>94.8</td>
</tr>
</tbody>
</table>

Sensitivity to Deleting Spaces and Hyphens and Adding Quotation Marks

We observed that automatic term mapping was sensitive to the deletion of hyphens and spaces, especially variations of SARS-CoV-2 (Table 4). We also found a decrease in records if a space or hyphen was removed from the search terms, such as COVID-19 versus COVID19 (13,071 versus 12,607). Furthermore, when quotation marks were added (eg, “COVID19”), the number of results fell to 11,716 records. Once again, SARS-CoV-2 terms were more sensitive to variations than COVID-19 terms.

The proportion of MEDLINE-indexed records out of the total number of records added to the LitCovid database during the
studied time period was 49.0% when verified in PubMed on July 5, 2020, for the PMIDs in the LitCovid data set from May 19, 2020.

Table 4. Analysis of searches with and without hyphens, spaces, and quotation marks.

<table>
<thead>
<tr>
<th>Term</th>
<th>Result</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>covid19</td>
<td>13,071</td>
<td>(&quot;COVID-19&quot;[Supplementary Concept] OR &quot;COVID-19&quot;[All Fields] OR &quot;covid19&quot;[All Fields] OR &quot;COVID-19&quot;[All Fields])</td>
</tr>
<tr>
<td>covid-19'</td>
<td>12,607</td>
<td>&quot;covid-19&quot;[All Fields]</td>
</tr>
<tr>
<td>covid 19</td>
<td>12,548</td>
<td>&quot;covid 19&quot;[All Fields]</td>
</tr>
<tr>
<td>covid19'</td>
<td>11,716</td>
<td>&quot;covid19&quot;[All Fields]</td>
</tr>
<tr>
<td>sars-cov-2</td>
<td>7055</td>
<td>&quot;severe acute respiratory syndrome coronavirus 2&quot;[Supplementary Concept] OR &quot;severe acute respiratory syndrome coronavirus 2&quot;[All Fields] OR &quot;sars cov 2&quot;[All Fields]</td>
</tr>
<tr>
<td>sars cov 2</td>
<td>7055</td>
<td>&quot;severe acute respiratory syndrome coronavirus 2&quot;[Supplementary Concept] OR &quot;severe acute respiratory syndrome coronavirus 2&quot;[All Fields] OR &quot;sars cov 2&quot;[All Fields]</td>
</tr>
<tr>
<td>sars-cov 2</td>
<td>7055</td>
<td>&quot;severe acute respiratory syndrome coronavirus 2&quot;[Supplementary Concept] OR &quot;severe acute respiratory syndrome coronavirus 2&quot;[All Fields] OR &quot;sars cov 2&quot;[All Fields]</td>
</tr>
<tr>
<td>sars-cov 2</td>
<td>7055</td>
<td>&quot;severe acute respiratory syndrome coronavirus 2&quot;[Supplementary Concept] OR &quot;severe acute respiratory syndrome coronavirus 2&quot;[All Fields] OR &quot;sars cov 2&quot;[All Fields]</td>
</tr>
<tr>
<td>sarccov-2</td>
<td>17</td>
<td>sarccov-2[All Fields]</td>
</tr>
<tr>
<td>sarccov</td>
<td>3008</td>
<td>sarccov[All Fields] AND 2[All Fields]</td>
</tr>
<tr>
<td>sarccov2</td>
<td>153</td>
<td>sarccov2[All Fields]</td>
</tr>
<tr>
<td>sarccov2</td>
<td>219</td>
<td>sarccov2[All Fields] AND cov2[All Fields]</td>
</tr>
<tr>
<td>sarccov2</td>
<td>3601</td>
<td>sarccov2[All Fields]</td>
</tr>
<tr>
<td>&quot;sars-cov-2&quot;</td>
<td>3587</td>
<td>&quot;sars-cov-2&quot;[All Fields]</td>
</tr>
<tr>
<td>&quot;sars cov 2&quot;</td>
<td>3587</td>
<td>&quot;sars cov 2&quot;[All Fields]</td>
</tr>
<tr>
<td>&quot;sars-cov 2&quot;</td>
<td>3587</td>
<td>&quot;sars-cov 2&quot;[All Fields]</td>
</tr>
<tr>
<td>&quot;sars-cov 2&quot;</td>
<td>3587</td>
<td>&quot;sars-cov 2&quot;[All Fields]</td>
</tr>
<tr>
<td>sarccov-2</td>
<td>17</td>
<td>sarccov-2[All Fields]</td>
</tr>
<tr>
<td>sarccov 2</td>
<td>17</td>
<td>sarccov 2[All Fields]</td>
</tr>
<tr>
<td>sarccov 2</td>
<td>153</td>
<td>sarccov 2[All Fields]</td>
</tr>
<tr>
<td>sarccov 2</td>
<td>153</td>
<td>sarccov 2[All Fields]</td>
</tr>
<tr>
<td>sarccov2</td>
<td>3601</td>
<td>sarccov2[All Fields]</td>
</tr>
</tbody>
</table>

Discussion

In this study, we evaluated eight PubMed searches and examined the differences between 24 alternative single-term searches with and without hyphens, spaces, and quotation marks. We found that the comprehensive search strings performed best in terms of sensitivity and F-score, while the one-click and single-term COVID-19 searches performed almost as well as the comprehensive search in terms of sensitivity and as well as the comprehensive search in terms of precision. The performance of the single-term COVID-19 search is dependent on PubMed’s term mapping that translates the single-term search into a more comprehensive search. Comparatively, searching with SARS-CoV-2 as a single term while relying on the automatic term-mapping feature of PubMed yielded worse results than when searching with the single term COVID-19.

Using the LitCovid database, which covers both COVID-19 (the disease) and SARS-CoV-2 (the virus), as the gold standard comparator might have skewed our results in favor of the COVID-19 automatic term mapping. This is because the mapping translates the single-term search for COVID-19 to terms related to both the disease and the virus, whereas the single-term search for SARS-CoV-2 is translated to terms related
only to the virus and not the disease. This dual mapping does have precedent; PubMed’s term mapping often maps the disease terms both to the virus and the disease, whereas the virus terms typically map only to the virus and not the disease.

The relatively early naming of the novel coronavirus, especially the name “COVID-19,” set by the WHO, appears to have facilitated both the widespread use of the COVID-19 term in publications, as we found, and well-performing automatic term mapping in PubMed. As such, the results presented in this study highlight important progress in PubMed searching since the 2009 H1N1 influenza pandemic [17]. This progress could be further improved by NLM extending the mapping of the term COVID-19 to terms elucidated by evaluation of the two comprehensive searches in our analyses.

The analyses are based on our choices of the simple search terms we hypothesized users might enter. PubMed users might use other terms, such as Wuhan Pneumonia or COVID-2019 [28]. Nonetheless, the terms chosen by us consistently illustrate the differences between comprehensive and less comprehensive searches, whether constructed by users or via PubMed’s automatic term mapping. Another limitation is the fact that MEDLINE indexing happens at different points in time after the record has been added to the PubMed database. This may result in different search results depending on the date of the search. Dates for all search results used in this study have been reported where appropriate. Finally, we have observed that the one-click search option has been changed since we conducted our analysis. Currently, the one-click search and the COVID-19 single-term search are identical. Thus, this has no implications on the interpretation of our result and conclusion.

Our sensitivity analyses of hyphens, spaces, and quotation marks also indicate room for improvement, especially when using SARS-CoV-2 as a single term for searching. As different writing style preferences and mistakes are unavoidable (eg, use of hyphens and spaces), automatic term mapping would be improved by being sensitive to this, just as it is sensitive to British and American spelling [23]. Surrounding the search term(s) with quotation marks forces an all-fields term or phrase search for the exact term(s) entered and does not activate automatic term mapping. This can markedly reduce the number of potentially relevant records in the search result as compared with a similar search based on a search string generated by automatic term mapping. The ability to turn off the automatic term mapping by adding quotation marks is not something that needs to be changed as it is a feature in PubMed. However, PubMed users need to be aware that adding quotation marks lowers sensitivity. In addition, the sensitivity analyses should motivate NLM to consider whether all variations (eg, COVID19) should activate the same automatic term mapping as COVID-19 (Search 4).

Implications for PubMed Users and NLM

Although some emphasize the importance of highly sensitive search strings more than others [15], it would be misleading to argue that the ability to identify all relevant articles on a given topic is relevant only for those conducting comprehensive, systematic reviews. Reviewers who conduct rapid reviews could save time and resources without substantially compromising sensitivity and precision by using the search string from the one click-option. Everyday users of PubMed will need to specify the one click-search to reach the number of records they find manageable and relevant for their situation. However, the validity of the Best Match sorting option in PubMed rests on the sensitivity of the search process. Thus, the benefits of identifying all relevant records can extend to noncomprehensive PubMed searches.

Still, those who aim to conduct Cochrane-style systematic reviews would want to develop more comprehensive search strings rather than relying on the string integrated in the one click-option. Here, PubMed’s Supplementary Concepts implemented for COVID-19 and SARS-CoV-2 could, if correct and consistently applied to all relevant records, help literature searchers conduct efficient searches. However, Supplementary Concepts are applied only to records available in PubMed that have been indexed in MEDLINE, which account for 49.0% of the total records identified in LitCovid. As reported above, the one-click PubMed search yielded the same results as the COVID-19 single-term search, although the latter included the Supplementary Concepts for both COVID-19 and SARS-CoV-2, suggesting that they do not add value when a search string is sufficiently comprehensive. For Supplementary Concepts to be of value for PubMed users aiming to conduct comprehensive reviews during the pandemic, NLM would have to speed up indexing of all records relevant to COVID-19.

We recommend that NLM uses a highly sensitive comprehensive search string to create a COVID-19 subject filter (ie, covid-19[sh]) or add it to their special queries collection [29,30]. The search string incorporated into such a filter or special query may even be activated by the automatic term mapping of a single-term search for COVID-19. If using one of the comprehensive search strings tested in this article to create the subject filter, it should be tested against other gold standard data sets for validation [31]. Future research should test more comprehensive search strings to determine which one is best suited for searching the literature base.

Further, we highlight the need for evaluating and validating search strings on multiple subjects (not only COVID-19) to develop more subject filters, which can be helpful for both everyday informational needs and serve as inspiration when conducting systematic reviews. Even so, we recommend that users consult with information specialists, research librarians, or researchers with the proper competencies for the retrieval of scientific information.

Conclusions

Scientific evidence must be easily accessible, especially during a pandemic. Overall, we found that changes have been made in PubMed that improve access to COVID-19–related articles compared to the situation during the 2009 H1N1 influenza pandemic. Importantly, some single-term searches performed well. Still, more can be done to support users searching for evidence regarding COVID-19. Specifically, the term mapping of the single-term COVID-19 search can be refined to be sensitive to variations in hyphens and spaces, and highly sensitive comprehensive search strings could be made more
easily available for instant application when using the PubMed search interface.

Overall, PubMed users can reliably use the one-click or single-term COVID-19 search for everyday informational needs about COVID-19 and SARS-CoV-2. However, when users are aiming to systematically locate and screen the total available literature on a topic related to COVID-19, especially when conducting systematic reviews, they should rely on comprehensive searches.
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Abstract

Background: The current situation around the COVID-19 pandemic and the measures necessary to fight it are creating challenges for psychotherapists, who usually treat patients face-to-face with personal contact. The pandemic is accelerating the use of remote psychotherapy (ie, psychotherapy provided via telephone or the internet). However, some psychotherapists have expressed reservations regarding remote psychotherapy. As psychotherapists are the individuals who determine the frequency of use of remote psychotherapy, the potential of enabling mental health care during the COVID-19 pandemic in line with the protective measures to fight COVID-19 can be realized only if psychotherapists are willing to use remote psychotherapy.

Objective: This study aimed to investigate the experiences of psychotherapists with remote psychotherapy in the first weeks of the COVID-19 lockdown in Austria (between March 24 and April 1, 2020).

Methods: Austrian psychotherapists were invited to take part in a web-based survey. The therapeutic orientations of the psychotherapists (behavioral, humanistic, psychodynamic, or systemic), their rating of the comparability of remote psychotherapy (web- or telephone-based) with face-to-face psychotherapy involving personal contact, and potential discrepancies between their actual experiences and previous expectations with remote psychotherapy were assessed. Data from 1162 psychotherapists practicing before and during the COVID-19 lockdown were analyzed.

Results: Psychotherapy conducted via telephone or the internet was reported to not be totally comparable to psychotherapy with personal contact ($P<.001$). Psychodynamic ($P=.001$) and humanistic ($P=.005$) therapists reported a higher comparability of telephone-based psychotherapy to in-person psychotherapy than behavioral therapists. Experiences with remote therapy (both web- and telephone-based) were more positive than previously expected ($P<.001$). Psychodynamic therapists reported more positive experiences with telephone-based psychotherapy than expected compared to behavioral ($P=.03$) and systemic ($P=.002$) therapists. In general, web-based psychotherapy was rated more positively (regarding comparability to psychotherapy with personal contact and experiences vs expectations) than telephone-based psychotherapy ($P<.001$); however, psychodynamic therapists reported their previous expectations to be equal to their actual experiences for both telephone- and web-based psychotherapy.

Conclusions: Psychotherapists found their experiences with remote psychotherapy (ie, web- or telephone-based psychotherapy) to be better than expected but found that this mode was not totally comparable to face-to-face psychotherapy with personal contact. Especially, behavioral therapists were found to rate telephone-based psychotherapy less favorably than therapists with other theoretical backgrounds.

(J Med Internet Res 2020;22(11):e20246) doi:10.2196/20246

http://www.jmir.org/2020/11/e20246/
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Introduction

Background
Remote psychotherapy, in which psychotherapy is provided from a distance, includes a broad range of technologies, encompassing the use of telephones, videoconferencing, and email [1]. Mental health care conducted remotely (ie, via videoconferencing) has rapidly evolved worldwide as a technology, as it enables the direct delivery of real-time psychotherapy to patients [2]. The benefits of remote psychotherapy derive from the improved access to psychotherapy by providing mental health care services to patients who face logistical and stigma-related barriers to receiving face-to-face treatment [3].

The current situation around the COVID-19 pandemic and the measures necessary to fight it have further accelerated the rapid expansion of the technology of remote psychotherapy [4]. This is mainly because the traditional form of face-to-face psychotherapy conducted in person contrasts with the efforts to contain the COVID-19 pandemic, including social distancing, isolation, and quarantine [5]. However, the observed increase in mental health problems during the COVID-19 outbreak additionally enhances the general need for mental health care during and after the COVID-19 pandemic [6-8]. A recent review reported that the mental health problems related to quarantine include a high prevalence of psychological distress, depression, anxiety, and trauma-related disorders [6]. Thus, this public health emergency is enhancing the necessity to provide mental health care while adhering to efforts to contain the COVID-19 pandemic [9-11].

Due to the required reduction of personal contacts, psychotherapists are confronted with major challenges to delivery of care. In general, psychotherapists are the individuals who determine the frequency of use of remote psychotherapy. Thus, the potential of increasing access to mental health care during the COVID-19 pandemic while adhering to the protective measures to fight COVID-19 can be realized only if psychotherapists are willing to use remote psychotherapy. In this regard, it is important to investigate whether psychotherapists evaluate remote psychotherapy to be equal to face-to-face psychotherapy. Moreover, the potential of psychotherapists who have experience with remote psychotherapy to revise their attitudes based upon their recent experiences should be explored. A previous study suggested that health care providers who used telemedicine methods for the first time had more positive attitudes afterward [12]. Adequate mental health care is of high importance during the COVID-19 pandemic, and the provision of psychotherapy at a safe distance seems to be the obvious solution to ensure sufficient psychotherapeutic support. Thus, exploring the attitudes and experiences of psychotherapists toward remote psychotherapy is essential to improve the accessibility of mental health care systems during and after COVID-19.

Prior Work
In general, videoconferencing offers great potential for delivering psychotherapy from distance during the COVID-19 pandemic, as some evidence indicates comparable outcomes of providing psychotherapy remotely via the internet to in-person psychotherapy [13-15]. However, older technologies such as telephonic communication also offer immediate and easy-to-use ways to provide mental health care remotely. Moreover, equal effectiveness of telephone-based psychotherapy compared to face-to-face psychotherapy has been observed [16]. Nevertheless, despite research indicating comparable outcomes of providing psychotherapy remotely via telephone or the internet to providing in-person psychotherapy, psychotherapists have expressed some reservations about remote psychotherapy [17]. In general, psychotherapists seem to be more skeptical regarding remote psychotherapy than patients [2], who also show higher satisfaction with remote psychotherapy than therapists [18,19]. For example, while therapists rated the therapeutic relationship lower for videoconferencing than for in-person sessions, from the patients’ perspective, no differences between these modalities were observed [20]. Moreover, technical difficulties seem to be experienced as more problematic by therapists than by patients [21].

Overall, several previous studies focused on the attitudes, experiences, and effectiveness of remote psychotherapy at the patient level; however, less is known about the therapists’ perspective. In general, most studies comparing therapists’ attitudes toward remote psychotherapy and face-to-face therapy found a preference for conducting therapy in person [2].

The acceptance and use of remote technologies by therapists may be affected by their theoretical background. Although there are hundreds of psychotherapeutic approaches and different ways to categorize them, they can be broadly categorized into four general schools of thought: behavioral, humanistic, psychodynamic, and systemic approaches. In brief, behavioral approaches mainly rely on behavioral techniques to change maladaptive patterns of behavior or thoughts to improve emotional responses and behaviors [22,23]. Humanistic or “experiential” psychotherapies are based on humanistic psychology, focusing mainly on human development and individual needs, with an emphasis on positive growth and subjective meaning [24]. Psychodynamic approaches focus on revealing or interpreting unconscious conflicts, which are thought to cause mental disorders [25]. In contrast, systemic therapy focuses on the interactions of groups such as families, as well as their dynamics and patterns, rather than addressing people individually. Systemic therapy seeks to identify and address stagnant patterns of behavior in groups [26,27]. Contrasting results have been obtained regarding the moderating role of these therapeutic orientations. Previous studies reported that psychodynamic orientation was related to more negative attitudes toward psychotherapy provided remotely [28-30], while behavioral orientations were found to be related to a more positive attitude toward remote psychotherapy [29,30]. Some research also indicates a higher acceptance of telehealth in...
therapists with systemic orientations compared to psychodynamic or existential orientations [29]. However, other studies observed no relationship between therapeutic orientation and attitudes toward remote psychotherapy [31,32].

To the best of our knowledge, there are no previous studies on whether and to what degree psychotherapists perceive discrepancies in their actual experiences and previous expectations with remote psychotherapy in situations requiring a rapid adaption of therapeutic settings due to an ongoing public health emergency such as the COVID-19 outbreak. Therefore, the current study aimed to investigate how comparable psychotherapists experience remote psychotherapy compared to face-to-face psychotherapy and whether their actual experiences differ from their expectations. Furthermore, we were interested in potential differences among therapeutic orientations.

The COVID-19 lockdown in Austria became obligatory on March 16, 2020 [33-35]. In general, entering public places was strictly prohibited. People were only permitted to leave their homes if they had a good reason for doing so. At the time of the study, the only exceptions to the ban on entering public places were to avert immediate danger to life, limb, or property; to fulfill work responsibilities, although wherever possible, people should work from home; to meet necessary basic needs of daily life (eg, grocery shopping, visiting pharmacies, withdrawing money from cash machines, physician visits, medical treatments or therapy, pet maintenance); to take care of or support vulnerable people; and to practice low-risk sports (eg, walking or jogging), but only alone, with other people from one’s own household, or with pets. For these exceptions, it was necessary to maintain a minimum safe distance of 1 m between people. Certain areas in Austria were under quarantine at the time of the study and had even stronger restrictions.

At the time of the study, an official Austrian guideline addressing the conduction of psychotherapy via the internet rejected this treatment modality [36]. However, health insurance started to cover the costs for telephone- and web-based psychotherapy during the COVID-19 pandemic in Austria.

Hypotheses

Based on the aforementioned literature, the following research questions (RQs) and hypotheses were addressed in the present study.

**RQ 1:** How do psychotherapists in the early weeks of the COVID-19 lockdown rate the comparability of telephone-based therapy to in-person psychotherapy?

**RQ 1a:** Do therapists rate telephone-based psychotherapy comparably to in-person psychotherapy? This RQ tested the hypothesis that psychotherapists would not rate telephone-based therapy to be equal to in-person therapy.

**RQ 1b:** Does the therapeutic orientation of the therapist affect the rating? We hypothesized that behavioral therapists would rate the comparability of telephone-based psychotherapy more positively compared to other therapeutic orientations. Moreover, we hypothesized that psychodynamic therapists would rate the comparability lower than other therapeutic orientations.

**RQ 2:** How much more negatively or positively do psychotherapists rate their actual experiences with telephone-based therapy in the early weeks of the COVID-19 lockdown compared to their previous expectations?

**RQ 2a:** Do the actual experiences of psychotherapists regarding telephone-based psychotherapy differ from their previous expectations? This RQ tested the hypothesis that therapists would rate their actual experiences with telephone-based psychotherapy higher than they previously expected.

**RQ 2b:** Is the discrepancy between actual experiences and previous expectations concerning telephone-based psychotherapy different between therapeutic orientations? We hypothesized that behavioral therapists would show a smaller discrepancy between their actual experiences and their previous expectations, whereas psychodynamic therapists would show the largest discrepancy.

**RQ 3:** How do psychotherapists in the early weeks of the COVID-19 lockdown rate the comparability of web-based therapy to in-person psychotherapy?

**RQ 3a:** Do therapists rate web-based psychotherapy comparably to in-person psychotherapy? This RQ tested the hypothesis that psychotherapists would not rate web-based therapy to be equal to in-person therapy.

**RQ 3b:** Does the therapeutic orientation of the psychotherapist affect the rating? We hypothesized that behavioral therapists would rate the comparability of web-based interventions more positively than therapists with other therapeutic orientations. Moreover, we hypothesized that psychodynamic therapists would rate the comparability lowest compared to the other therapeutic orientations.

**RQ 4:** How much more negatively or positively do psychotherapists rate their actual experiences with web-based therapy in the early weeks of the COVID-19 lockdown compared to their previous expectations?

**RQ 4a:** Do the actual experiences of psychotherapists regarding web-based psychotherapy differ from their previous expectations? This RQ tested the hypothesis that psychotherapists would rate their actual experiences with web-based therapy more positively compared to their previous expectations.

**RQ 4b:** Is the discrepancy between actual experiences and previous expectations different between therapeutic orientations? We hypothesized that behavioral therapists would show a smaller discrepancy between their actual experiences and their previous expectations, whereas psychodynamic therapists would show the largest discrepancy.

**RQ 5:** Does the format of remote psychotherapy (telephone or internet) affect the rating of psychotherapists regarding the comparability between remote psychotherapy and in-person psychotherapy? Moreover, is there an interaction between the comparability of telephone-based psychotherapy versus the comparability of web-based psychotherapy with the therapists’ therapeutic orientations? We had no specific hypothesis here.
RQ 6: Does the discrepancy between actual experiences and previous expectations regarding telephone-based psychotherapy differ from the discrepancy between actual experiences and previous expectations regarding web-based psychotherapy? In addition, is there an interaction between actual experiences compared to previous expectations for telephone-based psychotherapy versus actual experiences compared to previous expectations for web-based psychotherapy and therapeutic orientation? We had no specific hypothesis here.

Methods

Study Design
To investigate the use of remote psychotherapy during the first weeks of the COVID-19 lockdown in Austria, we conducted a cross-sectional survey from March 24 to April 1, 2020. The survey was designed in the Research Electronic Data Capture (REDCap) application and comprised 79 items focusing on the changes in the provision of psychotherapy, experiences with remote psychotherapy, fear of COVID-19 infection, adherence to protective measures against COVID-19 infection, perceived stress, job-related anxiety, and resilience, among others. More details on the conduction of the web-based survey have been published recently [37,38].

Study Population
Eligible participants included all licensed Austrian psychotherapists registered in the list of psychotherapists of the Austrian Federal Ministry of Social Affairs, Health, Care, and Consumer Protection. All psychotherapists registered in the list who provided a valid email address (approximately 6000 out of 9319 licensed psychotherapists in total) were invited to take part in the survey. A web-based invitation with a link to the web-based survey was sent to the therapists by the last author in cooperation with the Austrian Federal Association for Psychotherapy.

Measures
The following items were analyzed in the current study: demographic information (gender, age) as well as items regarding educational and professional background. More specifically, the psychotherapists were asked about their years in the profession (ie, years since becoming accredited as a psychotherapist) and about their psychotherapy method (in Austria, there are 23 accredited therapeutic methods [39]); the latter was categorized in one of the four eligible therapeutic orientations in Austria (behavioral, humanistic, psychodynamic, and systemic) for the present study.

Four items focused on the expectations of the psychotherapists regarding telephone- and web-based therapies. These questions were only asked to psychotherapists who were treating at least one patient before the COVID-19 lockdown as well as after the COVID-19 lockdown.

Psychotherapists were asked to rate whether they could treat their patients in a comparable manner with remote therapy compared to in-person therapy on a sliding scale ranging from 0 (not comparable at all) to 100 (totally comparable). Two separate questions were asked, one on telephone-based psychotherapy, and the other on web-based psychotherapy. The questions on the comparability of telephone- or web-based psychotherapy were only asked of psychotherapists who treated at least one patient via telephone or via the internet either before the COVID-19 lockdown or during the COVID-19 lockdown.

Psychotherapists were asked to rate whether their actual experiences with remote psychotherapy during the actual situation around COVID-19 matched their previous expectations regarding remote psychotherapy on a sliding scale ranging from 0 (significantly more negative than expected) to 100 (significantly more positive than expected). Again, two separate questions were asked, focusing either on telephone- or web-based psychotherapy. The questions regarding actual experiences versus previous expectations for telephone- or web-based psychotherapy were only asked of psychotherapists who started to treat patients via telephone or the internet during the COVID-19 lockdown (ie, no patients before the COVID-19 lockdown via telephone or internet and at least one patient during the COVID-19 via telephone or the internet). Only “new starters” were asked these questions because they were the only respondents to show a change of attitude in a previous study focusing on health professionals in general [12].

Statistical Analysis
Statistical analyses were performed with SPSS version 25 (IBM Corporation).

Descriptive statistics were calculated to characterize the participants. To evaluate differences in sociodemographic characteristics, univariate analysis of variance (ANOVA) and chi-square tests were conducted. Bonferroni corrections were applied for the pairwise post-hoc tests.

The comparison of whether telephone- or web-based psychotherapy was regarded to be equal to psychotherapy in personal contact (RQ 1a, RQ 3a) was conducted using t tests; the respective ratings were compared with a value of 100, as a value of 100 represents the maximum score of the used sliding scale and means “totally comparable to psychotherapy in personal contact.”

To evaluate possible discrepancies between actual experiences and previous expectations regarding the use of the telephone or internet for psychotherapy (RQ 2a, RQ 4a), the ratings were compared against a value of 50, as a value of 50 indicates “previous expectations=actual experiences.”

To address RQ 1b, 2b, 3b, and 4b, univariate ANOVA was performed to investigate potential differences among the four therapeutic orientations of the psychotherapists (behavioral, humanistic, psychodynamic, and systemic) in the dependent variables (comparability of telephone- or web-based therapy to face-to-face therapy, actual experiences vs previous expectations for telephone- or web-based therapy). Bonferroni corrections were used for post-hoc comparisons.

To address RQ 5 and RQ 6, mixed ANOVA was performed with one within-subject variable (two levels of treatment format: telephone-based psychotherapy and web-based psychotherapy) and one between-subject variable (four levels of psychotherapeutic orientation: psychodynamic, humanistic,
systematic, behavioral). For variables with a significant interaction between treatment format and therapeutic orientation, Bonferroni corrections were applied for the pairwise post-hoc tests. The dependent variables were the comparability of telephone- or web-based therapy to face-to-face therapy and actual experiences versus previous expectations for telephone- or web-based therapy.

To evaluate whether the results are robust when accounting for the found differences in age and professional experience between the therapeutic orientations, we used analysis of covariance (ANCOVA) tests.

All statistical tests were two-tailed, with a $P$ value <.05 indicating statistical significance.

**Table 1.** Sociodemographic characteristics of the surveyed psychotherapists included in or excluded from the investigation (N=1547). Only respondents who practiced as psychotherapists before and during the COVID-19 pandemic were included.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Included participants (n=1162)</th>
<th>Excluded participants (n=385)</th>
<th>Statistical evaluation</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>891 (76.7)</td>
<td>280 (72.7)</td>
<td>$\chi^2=2.454$</td>
<td>.12</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>271 (23.3)</td>
<td>105 (27.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>51.3 (9.67)</td>
<td>52.7 (9.69)</td>
<td>$t_{1545}=2.409$</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Therapeutic orientation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychodynamic, n (%)</td>
<td>234 (20.3)</td>
<td>90 (23.7)</td>
<td>$\chi^2=3.662$</td>
<td>.30</td>
</tr>
<tr>
<td>Humanistic, n (%)</td>
<td>546 (47.4)</td>
<td>170 (44.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systemic, n (%)</td>
<td>252 (21.9)</td>
<td>88 (23.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behavioral, n (%)</td>
<td>120 (10.4)</td>
<td>31 (8.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Professional experience (years), mean (SD)</td>
<td>11.2 (9.21)</td>
<td>11.1 (9.19)</td>
<td>$t_{1517}=-0.259$</td>
<td>.80</td>
</tr>
</tbody>
</table>

aData were available for 1152 of the included and 379 of the excluded participants.

bData were available for 1143 of the included and 376 of the excluded participants.

For the 1162 included psychotherapists, we also investigated the differences between the therapeutic orientations in terms of gender, age, and professional experience (Table 2), with the following results:

Behavioral therapists were significantly younger than humanistic, systemic, and psychodynamic therapists ($P \leq .001$ for all pairwise post-hoc comparisons). Similarly, behavioral therapists had significantly fewer years in the profession than humanistic, systemic, and psychodynamic therapists ($P \leq .04$ for all pairwise post-hoc comparisons).

There was no difference regarding gender among the therapeutic orientations ($P = .42$).
### Results for RQ 1

**RQ 1a**: Psychotherapists who treated at least one patient with telephone-based psychotherapy either before or during the COVID-19 lockdown (n=1015) stated that telephone-based psychotherapy is not totally comparable to in-person psychotherapy. The mean score of 50.2 (SD 26.00) was significantly lower than 100, $T_{1014} = -61.07, P < .001$.

**RQ 1b**: The therapeutic orientation affected the rating of whether telephone-based psychotherapy is comparable to face-to-face psychotherapy ($P = .001$). As summarized in Table 3, the highest values were observed for psychodynamic therapists, while the lowest values were observed for behavioral therapists. Post-hoc tests revealed a significantly higher rating by psychodynamic therapists compared to behavioral therapists ($P = .001$) and a higher rating by humanistic therapists compared to behavioral therapists ($P = .005$). No differences were observed for the systemic orientation compared to the other three orientations.

### Results for RQ 2

**RQ 2a**

Psychotherapists who started to use telephone for psychotherapy during the COVID-19 lockdown (n=782) stated that their actual experiences with telephone-based psychotherapy were better than previously expected. The mean score of 64.2 (SD 19.12) was significantly higher than 50 ($t_{781} = 20.707, P < .001$).

**RQ 2b**

The therapeutic orientation affected the rating of whether telephone-based psychotherapy was experienced differently than expected ($P = .001$). As summarized in Table 4, the highest values were observed for psychodynamic therapists, while the lowest values were observed for behavioral therapists. Post-hoc tests revealed a significantly higher rating in psychodynamic compared to behavioral therapists, $P = .03$, and systemic therapists, $P = .002$. No differences were observed for the humanistic orientation compared to the other three orientations.
Table 4. Psychotherapists’ actual experiences with telephone-based psychotherapy in relation to their previous expectations rated on a sliding scale ranging from 0 (significantly more negative than expected) to 100 (significantly more positive than expected) (n=777; $F_{3,773}=5.243$, $P=.001$).

<table>
<thead>
<tr>
<th>Therapeutic orientation</th>
<th>n (%)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioral</td>
<td>73 (9.4)</td>
<td>60.6 (21.87)</td>
</tr>
<tr>
<td>Humanistic</td>
<td>370 (47.6)</td>
<td>64.8 (17.48)</td>
</tr>
<tr>
<td>Psychodynamic</td>
<td>157 (20.2)</td>
<td>68.3 (18.98)</td>
</tr>
<tr>
<td>Systemic</td>
<td>177 (22.8)</td>
<td>60.8 (20.64)</td>
</tr>
</tbody>
</table>

Results for RQ 3

**RQ 3a**
Psychotherapists who treated at least one patient with web-based psychotherapy either before or during the COVID-19 lockdown (n=733) stated that web-based psychotherapy is not comparable to in-person psychotherapy. The mean score of 61.5 (SD 24.38) was significantly lower than 100 ($t_{732}=-42.779$, $P<.001$).

**RQ 3b**
The rating of whether web-based psychotherapy is comparable to face-to-face psychotherapy did not differ between therapeutic orientations ($P=.88$), as summarized in Table 5.

Table 5. Psychotherapists’ rating of their ability to treat patients via the internet comparable to in-person therapy on a sliding scale ranging from 0 (not comparable at all) to 100 (totally comparable) (n=728; $F_{3,724}=0.226$, $P=.88$).

<table>
<thead>
<tr>
<th>Therapeutic orientation</th>
<th>n (%)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioral</td>
<td>85 (11.7)</td>
<td>60.1 (23.90)</td>
</tr>
<tr>
<td>Humanistic</td>
<td>352 (48.4)</td>
<td>61.6 (24.35)</td>
</tr>
<tr>
<td>Psychodynamic</td>
<td>128 (17.6)</td>
<td>61.3 (24.14)</td>
</tr>
<tr>
<td>Systemic</td>
<td>163 (22.4)</td>
<td>62.7 (24.74)</td>
</tr>
</tbody>
</table>

Results for RQ 4

**RQ 4a**
Psychotherapists who started to use internet for psychotherapy during the COVID-19 lockdown (n=614) stated that their actual experiences with web-based psychotherapy were better than previously expected. The mean score of 69.0 (SD 18.87) was significantly higher than 50 ($t_{613}=24.88$, $P<.001$).

**RQ 4b**
The discrepancy between the actual experiences and previous expectations regarding web-based psychotherapy did not differ concerning the therapeutic orientation of the psychotherapists ($P=.71$). The mean scores (SD) are summarized in Table 6.

Table 6. Psychotherapists’ experiences with web-based psychotherapy in relation to their previous expectations on a sliding scale ranging from 0 (significantly more negative than expected) to 100 (significantly more positive than expected) (n=610; $F_{3,606}=0.459$, $P=.71$).

<table>
<thead>
<tr>
<th>Therapeutic orientation</th>
<th>n (%)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioral</td>
<td>72 (11.8)</td>
<td>67.7 (23.18)</td>
</tr>
<tr>
<td>Humanistic</td>
<td>303 (49.7)</td>
<td>68.7 (17.75)</td>
</tr>
<tr>
<td>Psychodynamic</td>
<td>100 (16.4)</td>
<td>68.7 (18.13)</td>
</tr>
<tr>
<td>Systemic</td>
<td>135 (22.1)</td>
<td>70.6 (19.39)</td>
</tr>
</tbody>
</table>

Results for RQ 5

Psychotherapists of the four orientations who treated at least one patient via telephone and at least one patient via the internet either before or during the COVID-19 lockdown (n=611) rated web-based psychotherapy to be more comparable to face-to-face psychotherapy than telephone-based psychotherapy ($F_{1,60}=144.214$, $P<.001$). No interaction between psychotherapy format (internet or telephone) and therapeutic orientation was observed ($F_{3,60}=1.729$, $P=.16$; Table 7).
Table 7. Psychotherapists’ ratings of their ability to comparably treat their patients via telephone or the internet, respectively, compared to in-person therapy on a sliding scale ranging from 0 (not comparable at all) to 100 (totally comparable) (n=611; \( F_{3,607}=1.729, P>.16 \)).

<table>
<thead>
<tr>
<th>Therapeutic orientation</th>
<th>Telephone-based therapy</th>
<th>Web-based therapy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Behavioral</td>
<td>69 (11.3)</td>
<td>45.0 (24.25)</td>
</tr>
<tr>
<td>Humanistic</td>
<td>289 (47.3)</td>
<td>51.6 (24.41)</td>
</tr>
<tr>
<td>Psychodynamic</td>
<td>105 (17.2)</td>
<td>52.6 (24.74)</td>
</tr>
<tr>
<td>Systemic</td>
<td>148 (24.2)</td>
<td>50.1 (25.49)</td>
</tr>
</tbody>
</table>

Results for RQ 6

Psychotherapists of the four therapeutic orientations who started to treat at least one patient via telephone and at least one patient via the internet during the COVID-19 lockdown (n=422) reported that their actual experiences with web-based psychotherapy were more positive than their actual experiences with telephone-based psychotherapy compared to their previous expectations (\( F_{1,418}=22.680; P<.001 \)). An interaction between the psychotherapy format (internet or telephone) and the therapeutic orientation was observed (\( F_{3,418}=4.862, P=.002 \); Table 8). Post-hoc comparisons revealed that behavioral (\( P=.03 \)), humanistic (\( P=.005 \)), and systemic (\( P<.001 \)) psychotherapists reported that their actual experiences compared to their previous expectations were more positive for web-based therapy than for telephone-based therapy. However, the discrepancy between actual experiences and previous expectations with remote psychotherapy was not different between web- and telephone-based psychotherapy among psychodynamic therapists (\( P>.99 \)).

Table 8. Psychotherapists’ experiences with telephone- and web-based psychotherapy, respectively, compared to previous expectations rated on a sliding scale ranging from 0 (significantly more negative than expected) to 100 (significantly more positive than expected) (n=422; \( F_{3,418}=4.862, P=.002 \)).

<table>
<thead>
<tr>
<th>Therapeutic orientation</th>
<th>Telephone-based therapy</th>
<th>Web-based therapy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Behavioral</td>
<td>45 (10.7)</td>
<td>63.2 (22.21)</td>
</tr>
<tr>
<td>Humanistic</td>
<td>202 (47.9)</td>
<td>66.1 (16.91)</td>
</tr>
<tr>
<td>Psychodynamic</td>
<td>72 (17.1)</td>
<td>68.3 (16.58)</td>
</tr>
<tr>
<td>Systemic</td>
<td>103 (24.4)</td>
<td>61.7 (21.13)</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

This survey explored the experiences of psychotherapists in Austria with remote psychotherapy during the COVID-19 lockdown. Remote psychotherapy was reported to not be totally comparable to in-person psychotherapy, although the psychotherapists reported that their actual experiences with remote psychotherapy were better than expected. Psychoanalytic and humanistic therapists rated telephone-based psychotherapy more comparably to face-to-face psychotherapy than behavioral therapists. The actual experiences with telephone-based psychotherapy differed more positively from previous expectations among psychodynamic therapists than among behavioral and systemic therapists. Web-based psychotherapy was rated to be more comparable to in-person psychotherapy than telephone-based psychotherapy, and this did not differ between therapeutic orientations. Also, the actual experiences of most psychotherapists were more positive than their previous expectations for web-based psychotherapy than for telephone-based psychotherapy; however, this was not the case for psychodynamic therapists.

Limitations

There are several limitations in this study. One limitation is that the survey was conducted on the web; this may have caused some respondent bias, such as higher participation of psychotherapists with a higher preference for new technologies. This bias may have contributed to the finding that providing psychotherapy remotely was rated more positively than expected. The web-based conduction of the survey may also have caused a selection bias toward participation by fewer older psychotherapists [40]. A further limitation is that “telephone-based” and “web-based” are rather broad categories for treatment formats, and more detailed information about these formats, such as use of videoconferencing, chats, apps, or email, was not assessed. Another shortcoming is that the comparability of remote psychotherapy to in-person psychotherapy was operationalized by a survey conducted among psychotherapists, while no patient rating surveys or effectiveness measures were conducted. For future studies, the patients’ perspective, as well as outcome measures, should also be evaluated. These studies are not easily performed with web-based surveys; randomized controlled trials to evaluate efficacy need considerable planning time and thus were not feasible to evaluate remote psychotherapy during the first weeks of the COVID-19 lockdown. A further shortcoming is that the web-based conduction of the study prevented any measures of treatment...
adherence. Thus, it is not possible to say whether the therapeutic methods applied truly resembled the theoretical methods the therapists were trained to use. Moreover, the included participants are not representative of the excluded survey participants in age, as the excluded participants were approximately 1.5 years older (the effect size of this difference was rather small, with g=0.14). As the study was conducted in Austria, the results may only apply to countries with similar mental health care systems and similar therapeutic orientations among psychotherapists. In Austria, internet-based psychotherapy was rejected by an official guideline at the time of the study [34]. However, health insurance companies started to cover the costs of telephone- and web-based psychotherapy during the COVID-19 pandemic. Thus, the results are not directly comparable to countries that had already implemented mental eHealth solutions in routine psychotherapeutic practice.

Comparison With Prior Work
Our results confirm the hypothesis that psychotherapy via telephone or the internet is not regarded to be completely comparable to in-person psychotherapy by therapists. In agreement, most studies investigating experience with remote psychotherapy reported that a minority of therapists experienced remote psychotherapy to be equal to face-to-face encounters [20,21,41]. Doubts regarding the comparability of remote psychotherapy with face-to-face psychotherapy arise from low performance expectancy, the lack of nonverbal communication, and difficulties in dealing with crises from a distance [17]. Also, the unsuitability of remote psychotherapy for all patients was identified as a disadvantage, and some therapists were concerned that remote therapy would be time-consuming or hinder the establishment of a therapeutic relationship [42].

Our results further confirm the hypothesis that therapists who started to use remote psychotherapy had better experiences with remote psychotherapy than previously expected; this was more pronounced for web-based psychotherapy than for telephone-based psychotherapy. This result is supported by previous studies showing positive experiences of therapists using remote psychotherapy [43-45]. As reviewed by Connolly et al [2], the functionality and ease of use of psychotherapy provided via videoconferencing was reported to be a "pleasant surprise." The generally positive experiences with remote psychotherapy can be explained by benefits reported previously by therapists, such as improved access to therapy and less traveling time [41]. However, the special situation of the COVID-19 pandemic may have further benefitted the favorable rating of remote psychotherapy, as it represented the only way to maintain psychotherapy while adhering to the protective measures against COVID-19. In general, psychotherapists are the individuals who determine the frequency of use of remote psychotherapy. The finding that psychotherapists experience remote psychotherapy more positively than previously expected suggests that it is important to provide a practical experience (already in training); this finding is also in line with a previous study on changing attitudes of health care providers after first-time use of telemedicine [12].

The findings were also influenced by the participants' therapeutic orientation. In contrast to previous findings, behavioral therapists reported less positive actual experiences compared to previous expectations and lower comparability of telephone-based psychotherapy to in-person therapy than psychodynamic therapists [28-30]. This result contrasts with our hypothesis, which assumed that psychodynamic psychotherapists would rate telephone-based psychotherapy more negatively than behavioral psychotherapists. Previously, it was assumed that psychodynamic therapists would particularly feel that they were losing valuable information through remote psychotherapy, even when using videoconferencing. The analysis of nonverbal behavior is of paramount importance in psychodynamic theory. Thus, information regarding behavioral or physiological changes (such as crossing or swinging a foot, muscle tension, or perspiration) is difficult to perceive in remote settings, even when using a camera [29]. However, our results do not support the assumption that this loss of information will have a detrimental effect on the attitudes and experiences of psychodynamic therapists toward remote psychotherapy. In contrast, psychotherapy via telephone, which causes a much stronger loss of information related to nonverbal behavior than videoconferencing, was rated more positively (regarding comparability to face-to-face therapy and experiences vs expectations) by psychodynamic therapists than by therapists of other therapeutic orientations. However, ratings of comparability to face-to-face psychotherapy were also higher for web-based therapy than for telephone-based therapy for psychodynamic therapists. On the other hand, the lowest ratings for telephone-based therapy (regarding comparability to face-to-face therapy and experiences vs expectations) were found for behavioral therapists compared to therapists of other therapeutic orientations. Because behavioral therapy is more focused on changing maladaptive behaviors [29], we assumed that those therapists would rate remote psychotherapy more positively than other therapists, as these maladaptive behaviors could be treated similarly in remote and face-to-face therapy. However, it is possible that the observed differences among therapeutic orientations are confounded by other factors, such as differences in gender, age, or therapeutic experiences, as those factors have been speculated to be potential moderators of attitudes toward remote psychotherapy [246]. To rule out any confounding effect of the observed differences concerning age and experience (ie, the younger age and shorter period in the profession of behavioral therapists), those variables were included as covariates in ANCOVAs. However, even when conducting ANCOVAs, differences among therapeutic orientations remained significant. Thus, further studies are required to investigate the potential reasons behind the observed differences.

The ratings of the comparability of web-based and in-person psychotherapy as well as the discrepancies in actual experiences and previous expectations regarding web-based psychotherapy did not differ regarding therapeutic background. This result rejects our hypothesis that behavioral psychotherapists would rate remote psychotherapy via internet more positively than psychodynamic therapists.

In general, web-based psychotherapy was rated more positively (regarding comparability to face-to-face therapy and experiences vs expectations) than psychotherapy via telephone; however,
this was not the case for psychodynamic therapists, who reported their previous expectations to be equal to their actual experiences for both telephone- and web-based psychotherapy. This confirms our hypothesis and is likely due to the potential of videoconferencing to provide several pieces of information regarding nonverbal behavior and of its greater comparability to face-to-face settings than telephone-based psychotherapy, which results in a greater loss of information.

Conclusions
The experiences of psychotherapists with remote psychotherapy were better than their expectations but not totally comparable to face-to-face psychotherapy with personal contact. Adequate mental health care is of high importance during the COVID-19 pandemic, and the provision of psychotherapy at a safe distance seems to be the obvious solution to ensure sufficient psychotherapeutic support. This study provides important insights regarding psychotherapists’ experiences with and expectations of remote psychotherapy during the COVID-19 pandemic. Future studies should also consider patient perspectives.
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Abstract

Background: In the fight against the pandemic of COVID-19, it is important to ascertain the status and trend of the infection spread quickly and accurately.

Objective: The purpose of our study is to formulate a new and simple indicator that represents the COVID-19 spread rate by using publicly available data.

Methods: The new indicator $K$ is a backward difference approximation of the logarithmic derivative of the cumulative number of cases with a time interval of 7 days. It is calculated as a ratio of the number of newly confirmed cases in a week to the total number of cases.

Results: The analysis of the current status of COVID-19 spreading over countries showed an approximate linear decrease in the time evolution of the $K$ value. The slope of the linear decrease differed from country to country. In addition, it was steeper for East and Southeast Asian countries than for European countries. The regional difference in the slope seems to reflect both social and immunological circumstances for each country.

Conclusions: The approximate linear decrease of the $K$ value indicates that the COVID-19 spread does not grow exponentially but starts to attenuate from the early stage. The $K$ trajectory in a wide range was successfully reproduced by a phenomenological model with the constant attenuation assumption, indicating that the total number of the infected people follows the Gompertz curve. Focusing on the change in the value of $K$ will help to improve and refine epidemiological models of COVID-19.

Introduction

The spread of COVID-19 has resulted in human and economic losses worldwide. To prevent the spread of the infection, it is sometimes necessary to restrict social activities by policies such as the blockade of cities and the prohibition of assembly. For the effective implementation of these policies, it is important to ascertain the status and trend of spread quickly and accurately.
Methods

To analyze the trend of COVID-19 spread, we introduced a new indicator $K$ as a measure of the spread rate. It is defined by $K(t) = 1 - N(t - 7)/N(t)$, where $t$ is the number of days from a reference date and $N(t)$ and $N(t - 7)$ are the total number of cases on days $t$ and $(t - 7)$, respectively. Thus, the $K$ value is a backward difference approximation of the logarithmic derivative of $N(t)$ with a time interval of 7 days. If $N(t)$ grows exponentially as obtained in the susceptible-infected-removed (SIR) model [5-10] during the early stage of the epidemic, $K$ takes a constant value. For example, if $N(t)$ keeps doubling in 7 days from the reference date, the corresponding $K$ value is 0.5. Since $N(t)$ is greater than $N(t - 7)$ during the period from the initiation of spread to convergence, the range of the $K$ value is between 0 and 1. We note that we can cancel the day of the week dependency seen in the number of daily confirmed cases by setting the interval to 7 days.

Results

The $K$ values for China were calculated by setting the reference date to January 26, 2020, where the data before February 12 were uniformly multiplied by 1.27 to correct a discontinuous increase in the number of infected people caused by the change of certification criteria for SARS-CoV-2 infections in Hubei Province on February 13. As shown in Figure 1, the trajectory of the $K$ values is well approximated by a straight line with a slope ($K'$) of $-0.0402\pm 0.0008/d$. This linearly decreasing behavior evidently shows that the COVID-19 spread does not follow the exponential growth even in the early stage [8] but most likely follows a double exponential function known as the Gompertz curve (see the proceeding section, Interpretation of the $K$ transition from a phenomenological model). The linearity of $K$ is also prominent in the United States. After a high $K$ level period indicating successive infectious explosions from mid- to late March, the $K$ continued to decline with a uniform rate of $K'=-0.0237\pm 0.0003/d$.

Countries’ policies affected the transitions of the $K$ values in Europe. In Italy, where COVID-19 started to spread first in Europe, $K'$ was $-0.0142\pm 0.0004/d$ from March 1 to March 23, 2020, indicating a slow pace of convergence, but the pace was improved after the implementation of a containment policy on March 24, resulting in $K'=-0.0263\pm 0.0006/d$. In France, where the spread started about 10 days after Italy, the slope $K'$ was $-0.0152\pm 0.0005/d$ for 3 weeks in the early stage, but it was improved to $-0.0265\pm 0.0019/d$ after the lockdown. Germany began measures to prevent the spread of infection, such as closure of most retail stores on March 16, 2020, resulting in a steep slope ($K'=-0.0252\pm 0.0005/d$) afterward. Sweden, on the other hand, sought to acquire herd immunity and took relatively mild measures, resulting in a moderate slope ($K'=-0.0179\pm 0.0004/d$) lasting more than a month. The United Kingdom took similar measures in the early stage, resulting in infection explosion with $K'=-0.0071\pm 0.0008/d$. However, the slope became $-0.0199\pm 0.0005/d$ after the introduction of stricter policies. In Russia, the $K$ value stayed above 0.6 at $K'=-0.0067\pm 0.0005/d$ until April 20 and then started to decrease at $K'=-0.0234\pm 0.0010/d$, indicating that a catastrophic situation was avoided.

In Asian countries, after the first wave originated from China, the subsequent spread worldwide caused the upward change in $K$ trajectories. To measure the rate of the subsequent spread in terms of the $K$ value accurately, the reference date had to be set at the rise of the spread. Thus, the $K$ values for Japan were calculated by setting the reference date to March 25, 2020. The obtained slope ($K'=-0.0283\pm 0.0006/d$) was milder than those of Taiwan ($K'=-0.0524\pm 0.0026/d$) and South Korea ($K'=-0.0820\pm 0.0042/d$ and $K'=-0.0378\pm 0.0024/d$), reflecting the difference in the strictness of countermeasures. However, it was steeper than those of European countries with more strict social restrictions than Japan. The relatively high absolute $K'$ values even in the early stages were commonly observed in many Asian countries. For example, the $K'$ value of Thailand is $K'=-0.0361\pm 0.0028/d$. 
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**Figure 1.** Transition of the $K$ values from February to April 2020. (A) The $K$ values of China obtained from the daily total number of infected people. The slope $K'$ was obtained by a linear fit in the range of $0.25 < K < 0.9$. The data points used for the fit are indicated by red points. The solid line is the fit result. (B) The $K$ values of the United States. (C) The $K$ values of Italy. The first and second $K'$ values were obtained by linear fits using the red and green points, respectively. The solid line is the result of the first fit. The dashed line is the result of the second fit. (D) The $K$ values of France. (E) The $K$ values of Sweden. The total number of infected people was counted from the reference date set for March 14. (G) The $K$ values of the United Kingdom. (H) The $K$ values of Russia. (I) The $K$ values of Japan. The reference date was set for March 25. (J) The $K$ values of Taiwan. The reference date was set for March 12. (K) The $K$ values of South Korea. The reference dates were set for February 25 and March 18 for the first and second fits, respectively. (L) The $K$ values of Thailand.

**Discussion**

**Principal Findings and Interpretation of Results**

As a new indicator of the COVID-19 spread rate, we have proposed the $K$ value that takes a constant value if the number of infected people grows exponentially. The $K$ values started to decrease even in the early stage of the COVID-19 spread, prior to the implementation of containment policies by the analyses of the real data for various countries. This suggests that the number of infected people does not follow the exponential growth. The analyses also revealed approximate linear decrease in the time evolution of the $K$ value. The slope of the linear decrease differed from country to country. The characteristic steep slope in East and Southeast Asian countries in the early stage implies the existence of immunological factors [11,12] that suppressed the spread of COVID-19.

**Interpretation of the Linear $K$ Transition From a Phenomenological Model**

We have found that the $K$ trajectory in the region of $K < 0.25$ was reproduced by a phenomenological model with the constant attenuation assumption. If $N(t)$ grows exponentially, the time
evolution of $N(t)$ is expressed as $N(t) = \exp(at)N(0)$, with a time-independent exponential constant $a$. However, the approximate linear decrease of the $K$ value even in the early stage of the spread indicates that the constant $a$ gradually decreased from the beginning. To introduce a small time dependence, we assumed that the constant $a$ decreases exponentially, namely, $a(t) = \exp(-(1-k)t)a(0)$, or equivalently, $a(t) = \exp(-(1-k))a(t-1)$, with an attenuation factor $k$ that is close to but less than 1. Under a condition of $(1-k)\ll 1$, the time evolution of $a(t)$ is approximated by $a(t) = ka(t-1) = \exp(-k'a(0))$, which leads to $N(t+1) = \exp(k'a(0))N(t)$. The model calculations under this constant attenuation assumption showed that the $K$ trajectory can be approximated by a first order linear function of $t$ in a wide range ($0.25<K<0.9$), with the slope $K'$ being related to the attenuation factor $k$ by the simple equation $k = 1 + 2.88K'$ (see Multimedia Appendix 1). $N(t)$ then follows the Gompertz curve [13,14], which is consistent with our constant attenuation assumption. It was also confirmed that the simple equation $k = 1 + 2.88K'$ is derived analytically from the Taylor expansion at $K=0.5$ [13].

To test the long-term reliability and the validity of the assumption, we compared the model calculations with real data for Japan, France, Germany, and the United States. Using the $k$ value calculated from $K'$ obtained by a straight line fit in $K>0.25$, the $K$ values below 0.25 were well reproduced by the model calculations for Japan, France, and Germany, as shown in Figure 2. This gives further indication that the total number of the infected people follows the Gompertz curve under fixed conditions for a long period. On the other hand, the data points started to deviate from the model calculation for the United States around April 18, 2020. The deviation was due to outbreaks in US states where COVID-19 spread was not serious in early April.

**Figure 2.** $K$ values calculated by a phenomenological model with the constant attenuation assumption. (A) Model calculations and real data points for Japan. The slope $K'$ was obtained by a linear fit in the range of $0.25<K<0.9$ using red points. The solid curve in the range of $K<0.25$ is estimated with the constant attenuation factor $k$ calculated from $K'$. The reference date was set for March 25, 2020. (B) Model calculations and real data points for France. (C) Model calculations and real data points for Germany. (D) Model calculations and real data points for the United States.

**Interpretation of the Linear $K$ Transition From a Susceptible-Infected Epidemic Model**

To understand the behavior of the $K$ and the slope $K'$, we analyzed the public data of COVID-19 for the United States and Japan, employing the susceptible-infected (SI) model [10], which consists of the infected people ($I$) and susceptible people ($S = N - I$), with $N$ being the final number of infected people.

The SI model has the same time evolution of $I(t)$ as the SIR model in the early stages of the epidemic. Both models predict the exponential growth of $I(t)$.

In the United States and Japan, several changes in the slope of the $K$ were found; it is natural to extend the standard SI model...
to have several sources of COVID-19. The $K$ is a monotonically decreasing function if a single source is taken into account like the standard SI model. The number of infected people with respect to each source $i$ is described as:

$$I_i(t) = \left(\frac{N_i}{2}\right) \left[1 + \tanh\left(\frac{\beta}{2}(t - t_{ci}^i)\right)\right]$$

with $t_{ci}^i$ denoting the peak time of the infection spreading. The total number of infected people in a country at time $t$ are then obtained as and finally reach $\tilde{I}$. As reported by Ranjan [15], each $N_i$ should be much smaller than the countries’ population sizes, so we chose $N_i$ as fit parameters. The optimal solution of the parameter set $P = (\beta, \{N_i\}, \{t_{ci}^i\})$ together with the number of sources $n_{src}$ is found by minimizing the weighted mean squared deviation $L(P) = \sum_{d \in D} (I(d) - N(d))^2 / N(d)$ in the fit range $D$. Here, $N(d)$ denotes the actual data of the total number of infected people on the day $d$. We chose $D$ to be from February 23 to April 20, 2020 (58 days), for Japan and March 15 to April 28 (45 days) for the United States. We found the optimal number of sources for both countries as $n_{src} = 4$, and the resulting parameters are given by $\beta = (0.32, 142k, 303k, 279k, 365k, 03/26, 04/04, 04/14, 04/24)$ for the United States and $(0.24, 0.2k, 0.7k, 3.1k, 8.7k, 02/22, 03/10, 04/03, 04/14, 04/24)$ for Japan. Equipped with these parameters, the number of daily new cases $dI/dt$ and the $K$ value are presented in Figure 3.

For the United States, the first peak position (March 26, 2020) clearly corresponded to the date of the change in the slope $K'$. This shows that the $K$ starts to decrease when the first peak out takes place. The other sources contributed to keep the $K$ linear as superposition. For Japan, there were two peaks in the actual data of the $K$, and they started to decrease on March 12 in the first peak and on April 11 in the second one. The peak positions in the model agree with these dates. Moreover, the third peak position in the model coincides with the date when the $K$ saturates at 0.5. Comparing with the model analysis of the United States, it is worth mentioning that the parameter $\beta$ was smaller in Japan than that in the United States. Nevertheless, the steep gradient of $K$ was observed in Japan. This observation is understood by the deference of the number of infection sources contributing to the $K$ in both countries. In Japan, the first two and last two sources are well separated in time so that only the last two affect the decrease of the $K$ as superposition. However, in the United States, all four sources contributed to it. The results show that $K$ plays a crucial role to understand how the infection spreads. The linearity of the $K$ value is not trivial but is most likely to be caused by several consecutive infectious explosions.

Figure 3. The model results of the total number of infected people and the $K$ value in (A) the United States and (B) Japan. (A) The fit results are given in the top figure. The $K$ value is represented together with the daily new cases $dI/dt$ calculated in the susceptible-infected model at the bottom. The peak positions $t_{ci}$ caused by the source $i$ ($i=1,2,3,4$) are shown by the vertical allows. (B) Same as (A) for the case of Japan. The reference date of February 19 was kept for the $K$ values.
Conclusions
The analyses revealed that the time evolution of the $K$ values in the region of $0.25<K<0.90$ can be universally approximated by a straight line in many cases, indicating that the total number of infected people follows the Gompertz curve. This finding will be helpful to improve and refine epidemiological models of COVID-19. The slope $K'$ of the straight line was different from country to country, and the regional difference in the slope seemed to reflect both social and immunological circumstances for each country. Focusing on the change in the value of $K$ will help to improve and refine epidemiological models of COVID-19 and other infectious diseases with the same tendency as COVID-19.
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Abstract

Background: Poorly managed pain can lead to substance use disorders, depression, suicide, worsening health, and increased use of health services. Most pain assessments occur in clinical settings away from patients’ natural environments. Advances in smart home technology may allow observation of pain in the home setting. Smart homes recognizing human behaviors may be useful for quantifying functional pain interference, thereby creating new ways of assessing pain and supporting people living with pain.

Objective: This study aimed to determine if a smart home can detect pain-related behaviors to perform automated assessment and support intervention for persons with chronic pain.

Methods: A multiple methods, secondary data analysis was conducted using historic ambient sensor data and weekly nursing assessment data from 11 independent older adults reporting pain across 1-2 years of smart home monitoring. A qualitative approach was used to interpret sensor-based data of 27 unique pain events to support clinician-guided training of a machine learning model. A periodogram was used to calculate circadian rhythm strength, and a random forest containing 100 trees was employed to train a machine learning model to recognize pain-related behaviors. The model extracted 550 behavioral markers for each sensor-based data segment. These were treated as both a binary classification problem (event, control) and a regression problem.

Results: We found 13 clinically relevant behaviors, revealing 6 pain-related behavioral qualitative themes. Quantitative results were classified using a clinician-guided random forest technique that yielded a classification accuracy of 0.70, sensitivity of 0.72, specificity of 0.69, area under the receiver operating characteristic curve of 0.756, and area under the precision-recall curve of 0.777 in comparison to using standard anomaly detection techniques without clinician guidance (0.16 accuracy achieved; P<.001). The regression formulation achieved moderate correlation, with $r=0.42$.

Conclusions: Findings of this secondary data analysis reveal that a pain-assessing smart home may recognize pain-related behaviors. Utilizing clinicians’ real-world knowledge when developing pain-assessing machine learning models improves the model’s performance. A larger study focusing on pain-related behaviors is warranted to improve and test model performance.

(J Med Internet Res 2020;22(11):e23943) doi:10.2196/23943
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Introduction

More than 50 million US adults suffer from chronic pain, and 19.6 million experience high-impact chronic pain severe enough to interfere with daily living or work activities [1]. Guidelines from the Centers for Disease Control and Prevention favor nonopioid strategies to manage pain [2]; however, professionals treating pain have raised concerns that reducing access to opioids for the 18 million Americans using them for chronic pain will cause needless suffering [3]. Thus, there is a critical need to better understand how adults experiencing pain manage their symptoms at home. Artificial intelligence (AI) may afford the opportunity for observations leading to new understandings and improved home-based pain management. AI for health care has already afforded new perspectives [4] on automated assessments leading to novel and timely interventions [5]. Machine learning (ML) models are used in medical imaging [6,7], neurology [8], cardiology [9,10], pulmonology [11], nephrology [12,13], gastroenterology [14], pathology [15,16], health care informatics [17,18], and clinical decision support [5,19]. ML models capable of automated in-home assessments and alerts are also in the early stages of supporting individualized home-based interventions [20-24].

Social cognitive theory supports that mastering daily tasks is key to living with chronic pain [25]. Pain interference is best captured through observing physical and social changes in daily activities [26]. However, most pain assessments occur in clinical settings. Advances in smart home technology provide the opportunity for unobtrusive and continuous monitoring of daily activities [27]. Such monitoring offers sensor-based observation of activities, routines, and behaviors and could provide direct evidence of clinically relevant changes in daily routines [21,22], sleep [28], and socialization [22]. To date, smart home ML models have proven capable of differentiating behavior markers between groups [29,30], modeling characteristics of older adults’ daily activities [20], recognizing dementia-related behaviors [31], predicting cognitive and mobility scores [20,32], forecasting behavior-based sleep and wake patterns [28], and recognizing health events such as falls [22], pneumonia [33], and depression [34].

A common limitation to developing ML health-behavior models is the time needed to provide real-world context (ground truth) for datasets. However, evidence exists that techniques accounting for small samples and low levels of consistent reporting can produce robust models [35,36]. While it may be difficult to predict pain experience trajectories, well-validated risk prediction models have identified individuals at risk for long-term pain [37]. Predictive models have been tested for low back pain [37], post-surgical cancer pain [38], and pain with dementia [39]. Statistical modeling has also been used to predict physical and psychological factors for long-term pain [40]; however, models have not yet been developed to identify pain-reducing behaviors. Modifiable behaviors (eg, exercise) remain poorly understood in the context of pain symptomology. We hypothesize that smart homes may assist with detecting behaviors that are influenced by pain (eg, sleep, socialization). However, data without contextual interpretation have little meaning in real-world situations and should be avoided in health care delivery [41,42]. Our smart home development methods illuminate one strategy for integrating clinical knowledge to support the development of a prototype pain-assessing smart home (PASH).

This multiple methods, secondary analysis used data from an ongoing longitudinal smart home study (2017-2021). The longitudinal study’s ML models have already demonstrated the ability to recognize 30 activities of daily living (eg, sleeping, eating, entering or exiting home) with approximately 98% accuracy based on 3-fold cross validation [43]. The longitudinal study aims to train an ML model to recognize changes in health states in real-time in older adults with comorbidities. Participants are monitored for 1-2 years using smart home sensors (passive infrared motion, magnetic door use, light, temperature, and humidity) that are deployed in their current residence. No cameras or microphones are used. Secured date and time-stamp sensor data are collected, and the ML model labels daily activities in real-time [44]. Additionally, expert nurses with advanced practice skills conduct weekly health assessments of participants via telehealth or home visit. Individualized semistructured interviews are conducted to obtain information about potential changes in health status and behavior, and any health-related concerns are documented. Participants are asked to recall health changes (ie, health events) occurring in the 7 days prior to the nursing visit. Participants are asked: “How has your health been in the last week?” and “Did you have any particular days that weren’t normal?” To elicit recall, questions are asked about each body system. For example, with a person having atrial fibrillation, the nurse might say: “I see your heart rate is X; have you had any issues with your heart since we last talked?” For sleep, they ask: “Were there any nights you didn’t sleep well? Or went to bed late, or got up early? What was different about that day?” This line of questioning is designed to elicit information about the “how, what, when, where, and why” of health events. Vital signs, information about medication changes, new symptoms by body system (eg, neuro, cardiac), sleep quality, psychosocial status, functional status, and changes to daily routines (eg, all-day outings) are captured. A participatory approach is encouraged, and most participants keep a daily journal to help with recall, though this is not required. Health events are documented and coded by medical type (eg, neuro, cardiac, respiratory). Nurses match health event and sensor data and interpret event start and stop times as well as pre-event and post-event activities and behaviors (ie, providing real-world context, clinical ground truth). To train PASH, we used these existing pain-related clinical and sensor-based data. More information about the role of nurses in the longitudinal study is available in the literature [42,45,46].

Although pain was not the focus of the longitudinal study (the focus was on chronic conditions), multiple episodes of pain were captured by nurses. These were available in the archived health assessment records and used for this secondary analysis. The purpose of this secondary analysis was to determine if ambient sensor-based data could be used to train an ML model that recognizes pain-related behaviors. The longitudinal study and secondary analysis were approved by the Washington State University Institutional Review Board.
Methods

Data Inclusion Criteria
To train an ML model to recognize pain-related behaviors, we conducted a secondary data analysis of historic longitudinal sensor-based data and semistructured, holistic nursing assessment interviews containing descriptions of pain. Historic records afforded a convenient and purposive sample of 17 independent, community-dwelling smart home participants aged ≥55 years with ≥2 chronic conditions, living alone, without pets. Of these, 11 participants met the inclusion criterion of having at least one recorded pain event during the longitudinal study. For each participant, approximately 60,000 sensor events per month were available, totaling 720,000 per year. All data from passive infrared and door use sensors throughout 1-2 years’ monitoring were included for training the model. Based on prior work developing techniques to train ML models using small sample sizes, we determined this amount of data exceeds ML training requirements for models using longitudinal data and that this amount of data would likely allow the model to capture aspects of pain. The health records of each participant contained data from approximately 50-100 nursing assessments (1-2 years of weekly visits). We extracted pain-related information from the nursing record, defining a “pain event” as any report of pain associated with a report of related behavior changes. We also included 1 week of sensor data surrounding the pain event for conducting qualitative analysis of the sensor data as well as several weeks of baseline activity data — these were weeks where the nurse noted no health changes had occurred. “Normal” weeks were compared to weeks containing health events to help illuminate the event in the sensor data. We included data showing short-term visitors, which is exhibited in the data as multiple sensors turning ON nearly simultaneously (within <0.01 seconds of each other and <3 meters apart).

Data Exclusion Criteria
We excluded personal health data unrelated to pain. When conducting qualitative analysis of the sensor-based data, we excluded sensor data outside of the week surrounding the pain event except the weeks chosen to represent baseline normal routines. We also excluded data showing extended stay visitors (ie, stays across multiple days and nights). More information on the nursing team’s analytic methods, including data exclusion processes, is available in the literature. For training the ML model, we excluded data from light, temperature, and humidity sensors.

Qualitative Analysis

Adapted Qualitative Descriptive Methods
We applied the Fritz method when analyzing pain-related, sensor-based data to support our expert-guided approach. The Fritz method includes the parallel processing of qualitative health event data and associated sensor data for contextualizing health changes in sensor data, enabling the development of clinically accurate ground truth. It is an analytic approach that uses qualitative data and traditions to make sense of sensor data. Nurses use subjective semistructured interviews, objective nursing assessments, medical records, and clinical knowledge of the human response to illness to understand participants’ health events and daily routines that are represented in the sensor data. For each identified health event, 1 week of sensor data around the time of the event are reviewed. Abnormal behavior patterns (not aligning with known daily routines) are identified and verified by comparing them with selected baseline routine datasets from the 6 months surrounding the health event. A clearly exhibited health event includes changes to normal routines (eg, wake time, time out of home, time in bathroom). For more information, see the literature.

Analyzing Sensor Data
Two nurse analysts trained in qualitative descriptive methods and the Fritz method separately analyzed all 27 pain events. Each analyst used the nursing record, which included associated dates and times, diagnosis, and a summary of daily routines, to determine each pain event’s timing and activities. The first round of analysis was conducted by Nurse Analyst A as part of the ongoing longitudinal study. The second round of analysis was conducted by Nurse Analyst B for the current substudy. After the second round of analysis was complete, Nurse Analysts A and B met to discuss potential themes. Figure 1 illustrates the qualitative analytic process that preceded computer processing of the data.
To analyze each pain event, the nursing record was reviewed first; then, the document summarizing the participant’s daily routines was reviewed, and the associated sensor data were downloaded from a secure database. The day(s) of the event and a minimum of 1 week of sensor data surrounding the event (5 days before and 2 days after) were downloaded. If a pain event lasted 7 days, 2 weeks’ data were analyzed: the week-long event plus 5 days before and 2 days after. Additionally, a minimum of 3 weeks representing “normal/baseline” sensor data were downloaded. We defined a normal week as any week where (1) the nursing record reported the participant had a normal week (ie, they said nothing had changed, or they said they felt good), (2) overnight visitors were not present, and, (3) it was not a holiday. Nurse analysts then looked at activity timing and duration, activity sequences, and the amount of data produced by each sensor on the day(s) of the event. We determined the timing and duration of activities by observing the sensor label (eg, bed, recliner) and the time of day a sensor transition occurred (eg, between the bedroom and living room). We determined activity sequences by observing the order in which various sensors’ ON signals appeared. We determined the amount of data by calculating the total number of consecutive ON and OFF signals of a single sensor or cluster of sensors (eg, bed, general bedroom area). For example, insomnia or restlessness in the night was observed in the sensor data as an increase in the total number of consecutive bed sensor ON signals or the intermixing of other sensors’ ON signals (eg, kitchen sensors) instead of sensor quietness (ie, absence of sensor ON signals, representing sleep). Once the pain event was clearly identified in the sensor data (eg, significant change in sleep behavior), baseline data of routine behaviors from the surrounding weeks and months were compared to the behavior anomalies associated with the pain event. A minimum of 3 datasets per event representing normal routines were captured for comparison; however, nurse analysts continually expanded their review of the sensor data surrounding the pain event until they were satisfied that reviewing more data would not produce additional understandings.

Developing Themes

Figure 2 illustrates the influence of abnormal behaviors (associated with experiencing pain) on emerging qualitative behavioral themes. Patterns in the sensor data representing pain-related behaviors became apparent when we compared sensor-based data across all 27 different pain events and across all participants (N=11). Emerging patterns were designated as behavioral themes. Some emerging themes incorporated related ideas; so, they were clustered together and assigned a larger, overarching idea that became the major theme. For example, the overarching idea of “Sleep” subsumed minor themes that regarded characteristics of sleep like the timing of sleep (eg, bedtime, wake time), length and quality of sleep (with and without interruption), and sleep location. Major themes were chosen based on 2 criteria: The theme was present across multiple events, and both nurses thought the theme was clinically relevant. No themes were dropped during the process of moving from minor to major themes. A final comprehensive re-review of transcripts did not reveal new themes. Both nurse analysts agreed on the chosen themes, and each nurse analyst’s ideas were equally valued and addressed. Major themes represent activities that persons experiencing pain will likely alter. Such knowledge, emerging from sensor-based observations and clinical interpretation, supported the training of PASH.
Figure 2. Abnormal pain-related behaviors observed in the sensor data, with 6 overarching themes.

Quantitative Analysis

The same 11 smart homes were included for both qualitative and quantitative analyses. Only 2 sensor types (passive infrared motion, door use) were processed for the quantitative portion of the study. Pain events varied in length from 1 to 15 days (mean 7.85 days); for each pain event, an equivalent set of relatively pain-free data was included for each participant’s pain event dataset. All collected smart home sensor events had already been automatically labeled with corresponding normal daily activities using our activity recognition algorithm that had previously been trained on 30 homes (not analyzed as part of this study). In each of these prior homes, a non-clinical annotator provided ground truth labels for 2 months of sensor data. From activity-labeled sensor data for the 11 homes included in this study, 550 behavior markers were extracted. A set of activities that occur with sufficient regularity in the homes (at least once a day on average) was selected to inform the ML models. The activity categories were Bathe, Bed-Toilet Transition, Cook, Eat, Enter Home, Leave Home, Personal Hygiene, Relax, Sleep, Take Medicine, Wash Dishes, Work, and Other Activity. The behavior markers corresponded to statistical measures of mean, median, standard deviation, maximum, minimum, zero crossings, mean crossings, interquartile range, skewness, kurtosis, and signal energy. Each measure was applied to time series data indicating hourly distributions for overall activity level (measured as the number of motion sensor events), hourly distributions over home locations, and hourly distributions over activity classes. Additionally, behavior markers were computed that indicate daily schedule regularity and 24-hour circadian rhythm values. The regularity value calculates the normalized difference (in location and in activity) between the same hours across all of the days in the sample. The circadian rhythm strength was calculated using a periodogram, which is an estimate of the spectral density of a signal (in this case, activity level). The periodogram identifies the strength of the frequencies that explain variations in time series data. We quantified circadian rhythm as the normalized strength of the frequency that corresponds to 24 hours.

We designed several ML approaches for detecting pain events from sensor-derived behavior markers. First, we employed a random forest binary classifier with 150 trees to predict whether a day was part of a pain event (positive class) or pain-free (negative class). Second, we trained a regression tree on the data to determine correlation between a model of behavior markers and pain events. For comparison with our clinician-trained ML approaches, we employed an isolation forest (iForest) anomaly detection algorithm with 100 estimators to detect pain days. Unlike the random forest and regression trees, iForest did not use any clinician guidance in detecting anomalies that may indicate days for which the participant was experiencing pain. Finally, we trained a decision tree algorithm based on the positive and negative instances to determine which behavior markers provided the greatest distinction between pain days and those that were pain-free. We did not train the algorithm to differentiate between pain subclasses due to the small number of events in each group (acute, flare); however, our clinical team’s early work determining these subgroups using sensor-based data positions us to explore subgroup comparisons in the future with larger sample sizes.

Results

Table 1 shows the sample characteristics of the participants and number and duration of acute and flare pain events. A total of 11 older adult participants, aged 68-92 years, were included in this secondary data analysis. All participants were community-dwelling and living independently while being...
monitored with smart home sensors, except 1 participant who moved to assisted living during the study.

**Table 1.** Demographic characteristics of the study sample (N=11).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (range)</td>
<td>85.72 (69-92)</td>
</tr>
<tr>
<td><strong>Biologic sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>9 (82)</td>
</tr>
<tr>
<td>Male</td>
<td>2 (18)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Divorced</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Widowed</td>
<td>9 (82)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High school (some or graduated)</td>
<td>2 (18)</td>
</tr>
<tr>
<td>College (some or graduated with Bachelor’s)</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Graduate School (Master’s or Doctorate)</td>
<td>1 (9)</td>
</tr>
<tr>
<td><strong>Independence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Living independently</td>
<td>11 (100)&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Living alone</td>
<td>11 (100)</td>
</tr>
<tr>
<td>Uses assistive personnel (excluding housekeeping)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Uses a housekeeper</td>
<td>10 (91)</td>
</tr>
<tr>
<td>Uses assistive equipment&lt;sup&gt;c&lt;/sup&gt;</td>
<td>4 (36)</td>
</tr>
<tr>
<td><strong>Pain event (n=27), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Acute (duration=0.25-14 days; mean duration 6.8 days)</td>
<td>8 (30)</td>
</tr>
<tr>
<td>Flare (duration=2-8 days; mean duration 6.6 days)</td>
<td>19 (70)</td>
</tr>
</tbody>
</table>

<sup>a</sup>One participant entered assisted living after 17 months in the study.

<sup>b</sup>Assistive tasks: donning compression stockings (independent participant), medication administration, showering (assisted-living participant).

<sup>c</sup>Equipment: 4-wheeled walker, electric scooter, prosthetics.

**Qualitative**

We found 13 pain-related behaviors: no exit home, decreased time out of home, visitors, sleep location, time of sleep, length of sleep, night time sleep interruption, change in total sleep hours (increase or decrease), sleep quality (body movement during sleep — tossing and turning), grooming, walking speed, change in walking pattern (short bursts, long rests), overall activity in 24 hours. From the sensor activity patterns, 6 themes representing all 13 behaviors emerged (Figure 2): Sleep, Walking, Grooming, Time Spent Out of Home, Visitors, Overall Activity Level. Themes represented pain-related behaviors. Table 2 shows major and minor theme characteristics, the types of pain reported by participants (noted by nurses), and the type of sensor, location, and sensor combinations informing qualitative interpretations. Themes generally aligned with the 13 activity categories that the ML algorithm recognized, and each of the 6 themes was represented in the subset of 30 activities (from the prior homes) included for training PASH. For example, the qualitative theme of “Time Spent Out of Home” was represented in PASH’s ML model as “Enter Home” and “Leave Home.”
Table 2. Themes representing pain-related behaviors.

<table>
<thead>
<tr>
<th>Themes (activity attributes)</th>
<th>Participant-reported pain behaviors</th>
<th>Nursing report of participants’ behaviors</th>
<th>Sensors informing themes</th>
<th>Meaningful sensor combinations</th>
<th>Sensor type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep (rhythm, length, location, quality)</td>
<td>Neck, leg, knee, hip pain</td>
<td>“slept in,” “moved to recliner,” “increased nap time,” “awake in night”</td>
<td>General bedroom, bed, recliner</td>
<td>&lt;Bed-Toilet&gt;, &lt;Recliner-Toilet&gt;, &lt;Bed-Recliner&gt;, &lt;Bed-Bedroom&gt;, &lt;Bed-Kitchen&gt;</td>
<td>Passive infrared (PIR)</td>
</tr>
<tr>
<td>Walking (speed, rests, breaks)</td>
<td>Fall, leg, knee, hip pain; chest pain</td>
<td>“shortness of breath,” “resting more frequently when walking”</td>
<td>Bedroom, bed, recliner, toilet, hallway</td>
<td>&lt;Recliner-Toilet&gt;, &lt;Bed-Toilet&gt;, &lt;Hallway-Hallway&gt;</td>
<td>PIR</td>
</tr>
<tr>
<td>Grooming (done, not done)</td>
<td>Fall, abdominal pain</td>
<td>“has not showered for 2 days,” “help with grooming”</td>
<td>Bathroom, bathroom sink</td>
<td>&lt;General Bathroom Area-Bathroom Sink&gt; (Quantity and duration)</td>
<td>PIR</td>
</tr>
<tr>
<td>Time spent out of home</td>
<td>Fall, neck, knee, abdominal pain</td>
<td>“didn’t go to Bridge night,” “didn’t go shopping”</td>
<td>Main entry</td>
<td>&lt;Main-Entry-Hallway&gt;, &lt;Absence of sensor events&gt;</td>
<td>Magnetic contact (door use)</td>
</tr>
<tr>
<td>Visitors (Social, health workers)</td>
<td>Fall, neck, leg, abdominal pain</td>
<td>“now has home health,” “caregiver at bedtime,” “daughter visit for 3 days to help”</td>
<td>General living room, recliner, kitchen sink, hallway, bathroom sink</td>
<td>Any 2 sensors with virtually concurrent ON signals (&lt;0.01 seconds apart) located greater than 10 feet apart</td>
<td>PIR</td>
</tr>
<tr>
<td>Overall activity level (in 24 hours)</td>
<td>Fall, leg, hip, abdominal pain; chest pain</td>
<td>“didn’t attend exercise class,” “didn’t feel like doing much, just laid on sofa,” “mostly in bed for 2 days”</td>
<td>All sensors</td>
<td>Total number of sensor events in 24 hours, room activity length and variety; account for time out of home</td>
<td>PIR, magnetic contact (door use)</td>
</tr>
</tbody>
</table>

*aNursing record contained actual dates of participant-reported pain events.

Sleep was the leading pain-related behavioral theme, accounting for 6 of the 13 described behaviors. Of the 11 participants, 8 (having 22 of 27 pain events [81%]) reported sleep changes that were observed in the sensor data. Leading observable sleep behaviors included location (more time in a recliner), timing (bedtime, wake time, napping), hours of sleep at night, and sleep quality. Six of 8 acute pain events (short-term pain not associated with underlying pain) affected sleep, resulting in 2 people spending more time in their recliner chair, 1 person experiencing decreased overall sleep (day and night) and an inability to sleep in bed, and 3 people with restless sleep (decreased sleep quality). Twelve of 19 flare pain events (exacerbation of underlying pain) affected sleep, observed as more time in bed during the day, earlier bedtimes, more time spent in recliners, and intermittent changes in sleep location across several months. Two walking characteristics were observed: Walking speed slowed, and the number or length of rest breaks increased. We observed this in the monthly Timed-Up-and-Go tests and by calculating the difference in the time it took to move between specific sensors (bed and toilet or recliner and toilet).

Grooming activities were observed by reviewing bathroom sink, bedroom, and bedroom closet sensor groupings. A lack of grooming recorded in the nursing record as “stayed in bed 2 days” was seen in the sensor data as a decrease in overall time spent in the bathroom in the mornings and evenings. A lack of grooming appeared to be associated with pain intensity. For example, the nursing record reported that 1 participant said, “I just haven’t felt like leaving the house or even showering. I mostly lay in bed all day.” Other pain-related behavior modifications regarded participants’ overall activity level (in 24 hours) and time spent out of the home. All acute pain events resulted in decreased overall activity: 2 reduced their out-of-home activities, and 2 had more visitors. Pain-event interpretations, event start and stop times, ground truth annotations, and themes were communicated to the computer science team to support the training of PASH.

Quantitative

The random forest classifier that was used to distinguish pain from pain-free days yielded a 3-fold cross-validation classification accuracy of 0.70, sensitivity of 0.72, specificity of 0.69, area under the receiver operating characteristic curve value of 0.756, and area under the precision-recall curve of 0.777. We use the term pain-free to distinguish between pain events and routine days; participants may not have actually been pain-free. To check the impact of clinicians’ ground truth annotations and the expert-guided approach, we used standard anomaly detection techniques to determine classification accuracy without expert guidance. We used iForest to determine periods of time that were generally considered anomalous without clinician guidance. Using the detected anomalies (no clinician guidance) as indicators of pain events yielded a predictive accuracy of 0.16, a difference from the random forest (with clinician guidance) that was statistically significant ($P<.001$). Using the regression tree, a moderate correlation ($r=0.415$) was found between the behavior models and an indication of pain on the corresponding days.

The decision tree classifier created a greedy ordering of behavior features that best distinguished pain from pain-free days using information gain as the ordering criterion. These results highlighted 3 features that provided a high level of differentiation between the 2 classes: normalized overall activity level (lower for pain days), time spent in bed-toilet transition activities (higher for pain days), and time spent in a favorite chair (higher for pain days). Behaviors such as overall activity
level, walking speed (or time spent in bed-toilet transition), and time spent in a favorite chair (including sleeping there) were supported by both qualitative and quantitative analytic findings and may prove important to understanding pain experiences.

**Discussion**

**Principal Findings**

Our findings show preliminarily that ambient sensor-based data can be used to train an ML model to recognize pain-associated behaviors. These findings align with previous studies that indicate ML algorithms are capable of detecting behaviors that indicate a clinically relevant change in health status [21,23,32,33,49,50]. Unlike these previous studies, which primarily focused on associating behaviors with cognitive and functional health, we focused on behaviors exhibited by persons experiencing pain. While there is significant overlap in pain-related behaviors and other known health-related behaviors that machines can recognize, we uniquely discovered that one behavior not typically included in pain interference scales (yet recognized as physical activity sequences by ML algorithms) point to the existence of increased pain: decreased grooming. Importantly, almost all the qualitative themes (emerging from sensor-based data) align with behaviors that are already well-established with validated pain interference scales [26]. The exception is “Grooming.” Grooming is not specifically identified as a factor in some of the most commonly used pain interference measurement scales (eg, the Brief Pain Inventory); yet, it could become an important target to assess pain populations when using sensor monitoring. This is an example of how smart home monitoring can generate new evidence-based information to support pain management.

Given that the standard anomaly detection techniques used to determine classification accuracy without expert guidance yielded a 16% classification accuracy compared with the expert-guided approach (predictive accuracy 70%), our findings support the ideas that (1) clinicians, such as nurses with frontline pain management experience, add value to the efficacy of the ML model and (2) PASH offers possibilities as a clinical tool for identifying pain-related behaviors. Though the model demonstrated a pragmatically low predictive accuracy (70%) for clinical applications and we did not ask it to discriminate between pain subclasses (acute, flare), it performed quite well given the small participant sample size (N=11) and small number of captured pain events (N=27). PASH’s accuracy could improve given a larger participant sample size and greater number of pain-related training events interpreted by clinicians.

The question of whether all pain leads to the same pain-related behaviors could be raised. Our smart home approach to pain management cannot yet determine the type of pain. Further, this approach to pain assessment cannot determine the source, severity, or location of a person’s pain (eg, abdominal versus head). However, given that ML models are capable of recognizing clinically relevant behavior changes [21,29], it is reasonable to consider that ML models could alert when anomalous pain-related behaviors occur regardless of which behavior the model chooses to prioritize or the pain characteristics. Based on our preliminary findings, it is also plausible that, with larger samples, ML models could be trained to alert on unrealized pain-related behaviors. Such alerts, based on naturalistic real-time data of persons experiencing and attempting to manage pain, would be of significant value to clinicians seeking to perform early interventions using minimal pharmacologics. ML affords this opportunity while also individualizing pain context and offering the potential to discover new perspectives on pain. Randomized controlled trials supporting current interventions do not account for individual differences in pain experiences. Rather, they focus on average pain responses, leaving persons who are outliers without optimal care. Learning how individuals with pain uniquely express their pain moment-by-moment could lead to novel understandings of pain and afford the opportunity to provide effective, precise interventions. To achieve such precision, PASH would benefit from adding ecological momentary assessment, an in-the-moment data capture technique for naturalistic settings [51] now regarded as the most accurate method for capturing real-world pain [52,53].

**Clinical Implications**

PASH offers clinicians a more objective, data-driven way of knowing about pain. PASH could be of benefit to nonverbal or cognitively impaired individuals [54]. Developing consistent, reliable, objective pain measurements; detecting patterns in behaviors and activities that exacerbate or relieve pain; and accurately capturing responses to medications and other pain treatments are potential scientific discoveries that could be realized using an AI system like PASH. In addition, PASH could add new sensor-based evidence of biopsychosocial pain components and facilitate the combining of traditional and new data to augment and support clinical assessments (with reduced bias) and clinical decision making. We recognize that it is impossible to know when an acute pain condition may transition into chronic pain; yet, part of our enthusiasm about this work is the future possibility of detecting minor and important changes in this regard using sensor data. This would be an important contribution to pain science.

Privacy and data security have been identified as primary concerns for older adults considering the use of a smart home. As ubiquity of data collection expands to the home environment and is integrated into the delivery of health care, considerations for data security are needed so risks for data breaches are mitigated and identities of vulnerable persons, such as persons in pain, cannot be stolen or easily reconstructed.

**Bias**

Clinicians and software developers can potentially introduce bias into ML models [5,14,55]. Assumptions and generalized perspectives regarding subpopulations and disease progression tendencies incorporated in a clinician’s belief structure (overtly or inadvertently) over time could impact the reporting of ground truth. Likewise, software developers’ assumptions (recognized or unrecognized) have potential to impact design approaches and perceived end-user wants and needs. To avoid algorithm bias, clinicians and computer scientists as well as study participants need to be a diverse group of humans [56]. To accomplish this, intentionality toward diversity in all aspects of the design loop is required.
Limitations
This project was limited by the larger study’s design and the purposive sample size (number of participants, number and type of pain events; both convenience samples). Using historic datasets not specifically collected for discovering pain-related behaviors as well as the small numbers of participants and pain events limit generalizability and make the model susceptible to overfit. Reliance on participants’ weekly recall of health changes, including pain, limits accuracy of sensor data interpretations. Not all qualitative and quantitative components of this multiple methods, secondary analysis aligned. We do not make an attempt to differentiate between depression and pain-related behaviors in this study and acknowledge the synergy between these conditions. Significant time and effort are required for the expert-guided approach to ML, which potentially limits scalability. Larger and more diverse samples, a longitudinal design, and use of an ecological momentary assessment for data collection are needed. Using ML to identify and discriminate between pain phenotypes would be of benefit to providers and patients. PASH should be tested in a prospective study to identify true and false positive ratios. Additionally, PASH needs to be trained to accommodate a multiperson household.

Conclusion
Innovative monitoring and treatment options are needed to support persons experiencing chronic pain, their caregivers, and the health care professionals working alongside them to improve their quality of life and health outcomes. Our findings suggest that smart homes using AI monitoring tools are well-positioned to become pragmatically useful at detecting clinically relevant pain-related behaviors or relevant changes in those behaviors. Using smart homes to provide automated pain assessment and intervention could alleviate some of the pressure on patients and clinicians working in the pain management health care arena. Concrete, objective data demonstrating how people with pain are affected and how they self-manage painful conditions at home could be used to deepen understandings and innovate solutions. Leveraging such technologies for health care delivery should be done intentionally, and clinicians should participate in technology development studies to interpret data, provide meaningful context, and illuminate meaningful use possibilities in all phases of development.
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