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Abstract

Background: The COVID-19 pandemic is impacting mental health, but it is not clear how people with different types of mental health problems were differentially impacted as the initial wave of cases hit.

Objective: The aim of this study is to leverage natural language processing (NLP) with the goal of characterizing changes in 15 of the world’s largest mental health support groups (eg, r/schizophrenia, r/SuicideWatch, r/Depression) found on the website Reddit, along with 11 non–mental health groups (eg, r/PersonalFinance, r/conspiracy) during the initial stage of the pandemic.

Methods: We created and released the Reddit Mental Health Dataset including posts from 826,961 unique users from 2018 to 2020. Using regression, we analyzed trends from 90 text-derived features such as sentiment analysis, personal pronouns, and semantic categories. Using supervised machine learning, we classified posts into their respective support groups and interpreted important features to understand how different problems manifest in language. We applied unsupervised methods such as topic modeling and unsupervised clustering to uncover concerns throughout Reddit before and during the pandemic.

Results: We found that the r/HealthAnxiety forum showed spikes in posts about COVID-19 early on in January, approximately 2 months before other support groups started posting about the pandemic. There were many features that significantly increased during COVID-19 for specific groups including the categories “economic stress,” “isolation,” and “home,” while others such as “motion” significantly decreased. We found that support groups related to attention-deficit/hyperactivity disorder, eating disorders, and anxiety showed the most negative semantic change during the pandemic out of all mental health groups. Health anxiety emerged as a general theme across Reddit through independent supervised and unsupervised machine learning analyses. For instance, we provide evidence that the concerns of a diverse set of individuals are converging in this unique moment of history; we discovered that the more users posted about COVID-19, the more linguistically similar (less distant) the mental health support...
groups became to r/HealthAnxiety (p=−0.96, P<0.001). Using unsupervised clustering, we found the suicidality and loneliness clusters more than doubled in the number of posts during the pandemic. Specifically, the support groups for borderline personality disorder and posttraumatic stress disorder became significantly associated with the suicidality cluster. Furthermore, clusters surrounding self-harm and entertainment emerged.

**Conclusions:** By using a broad set of NLP techniques and analyzing a baseline of prepandemic posts, we uncovered patterns of how specific mental health problems manifest in language, identified at-risk users, and revealed the distribution of concerns across Reddit, which could help provide better resources to its millions of users. We then demonstrated that textual analysis is sensitive to uncover mental health complaints as they appear in real time, identifying vulnerable groups and alarming themes during COVID-19, and thus may have utility during the ongoing pandemic and other world-changing events such as elections and protests.


**KEYWORDS**
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**Introduction**

The ongoing outbreak of a novel coronavirus causing the disease COVID-19 is likely to have impacts on mental health as many individuals experience losses of income, social engagement, mobility, physical health, and uncertainty. Characterizing these impacts is critical to motivate and inform the provision of appropriate therapeutic responses. Public commentary posted to mental health support groups on the website Reddit through subfora (subreddits) captures in real time the language used by those sharing and processing their pandemic experiences online. In this study, we apply text processing and machine learning techniques to this data set to analyze COVID-19’s impacts on mental health discourse as a potential proxy for changes in mental health needs.

In the setting of a quarantine, incidence rates rise for mood disorders including acute stress disorder, posttraumatic stress disorder (PTSD), major depressive disorder, and generalized anxiety disorder, as do rates of subclinical mental health deterioration [1]. Early data from the present outbreak gathered in China indicates that rates of depressive symptoms (50.4%), anxious symptoms (44.6%), insomnia (34%), and general distress (71.5%) are especially high among health care workers [2]. Young adults with pre-existing mental and physical health conditions indicate worsening symptoms of depression and anxiety, particularly nonbinary and female young adults [3]. Increased alcohol consumption is linked to isolation, income loss, and adjustments to living with children [4]. The scope of likely mental health deterioration during this pandemic provides an unprecedented need to understand how different mental health cohorts are responding to the outbreak to best design patient assessments and allocate resources. The collective mental health care needs of the general population, which are insufficiently addressed even at baseline, are now increased in the setting of the pandemic. In the context of this limited access to care, it is all the more important to identify subpopulations most impacted by the pandemic to triage resource allocation in an informed manner.

Using natural language processing (NLP) to infer mental states of individuals from their social media posts is a growing field (for reviews, see [5,6]). On Reddit, individuals compose anonymous posts on subreddit fora, each with a central topic. Although Reddit posts are not accompanied by formal clinical diagnoses and related covariates, this data set offers several advantages relative to traditional mental health clinical data sets: data is immediately and publicly available, historical data allows for comparisons of multiple time frames, and anonymous and free-form posts create an ecological documentation of vulnerable first-person experiences.

Machine learning models have been created to classify and characterize Reddit posts originating from mental health subreddits [7-10]. Shen and Rudzicz [7] achieved 98% accuracy in separating posts on any of four different anxiety-related subreddits from posts on control subreddits. They used a combination of N-gram language modeling and Linguistic Inquiry and Word Count (LIWC) [11]. LIWC has successfully aided in the detection of depression from Twitter activity with an accuracy of 70% [12] and of bipolar disorder from Reddit posts [8]. These models typically focus on binary classification of posts with respect to a single disorder or subreddit (eg, was the post made on r/Anxiety or a control subreddit).

Visualization and analysis of topics through unsupervised machine learning methods also aid in differentiating between mental health subreddits. Using k-means clustering, analysis of themes present in r/Anxiety, r/Depression, and r/PTSD found that the r/Anxiety and r/PTSD subreddits shared more common terms with each other than with the r/Depression subreddit [13].

Reddit can also help monitor discussions around public health subjects. Using latent dirichlet allocation (LDA), one study identified that Reddit discussions of Ebola focused on health education through posts about best practices and the implications of public health events [14]. LDA uncovers common topics present in text documents, capturing sets of words that typically appear in documents together, which can then be inspected manually to assess common themes across the documents. Combined with an analysis of linguistic changes within mental health subreddits, topic analysis can provide insights into the issues surrounding users during public health crises.

In this paper, we analyze changes and trends in language features during the pandemic to uncover any negative semantic changes, develop machine learning models that successfully classify...
posts as originating from a particular mental health subreddit to then explain which features characterize each subreddit, understand concerns shared across Reddit independent of the subreddit’s origin using unsupervised machine learning methods, and assess whether subreddits are becoming more similar using supervised dimensionality reduction given the global focus on the pandemic. We expect that quantifying differences between pre- and midpandemic post content and characterizing discussions in the r/COVID19_support group will yield valuable insight into the impact of COVID-19 on mental health and help deploy treatment more effectively.

Methods

Reddit Mental Health Data set

Reddit Users

Demographic information per subreddit is unavailable, but Reddit users collectively are predominantly American (49.9%), male (67%), and young (22%, 18-29 years of age; 14%, 30-49 years of age) [15,16].

Data Downloading and Preprocessing

Data was downloaded using the pushshift application programming interface [17]. Posts were extracted from fifteen subreddits focused on specific mental health communities (r/EDAnonymous, r/addiction, r/alcoholism, r/adhd, r/anxiety, r/autism, r/BipolarReddit, r/bpd, r/depression, r/healthanxiety, r/lonely, r/ptsd, r/schizophrenia, r/socialanxiety, and r/SuicideWatch), two broad mental health subreddits (r/mentalhealth and r/COVID19_support), and 11 nonmental health subreddits (r/conspiracy, r/divorce, r/fitness, r/guns, r/jokes, r/legaladvice, r/meditation, r/parenting, r/personalfinance, r/relationships, and r/teaching). Details of data and preprocessing are provided in Multimedia Appendix 1 Methods 1.1.

Feature Extraction

The following features were extracted from posts: LIWC (n=62); sentiment analysis (n=4); basic word and syllable counts (n=8); punctuation (n=1); readability metrics (n=9); term frequency–inverse document frequency (TF-IDF) ngrams (256-1024) to capture words and phrases that characterize specific posts; and manually built lexicons about suicidality (n=1), economic stress (n=1), isolation (n=1), substance use (n=1), domestic stress (n=1), and guns (n=1). Trend analysis used all features except TF-IDF; classification and supervised dimensionality reduction used all features, as did unsupervised clustering, and LDA used TF-IDF features. See Multimedia Appendix 1 Methods 1.2 for more details.

Classification and Feature Importance

Training and Testing

Binary classification was performed on each of the 15 specific mental health subreddits versus a control group (n=2700 each) made of a random sample of the remaining subreddits (first balanced to assure subreddits were equally represented). Only one post per user was used to avoid overfitting. An 80-20 train-test split was used. Two additional test sets were built to test the prepandemic model. One included midpandemic (from March 11, 2020, to April 20, 2020; mean n=504, SD 54.3 posts combined) to measure potential data set shift. A second test set was composed of posts from r/COVID19_support and a control group (n=1574 combined) to measure how they would be classified by our prepandemic model. A weighted F1 was used to measure performance.

Models

Our goal was to use the model with the lowest complexity to determine feature importance more directly as long as the model is not considerably outperformed by more complex models. We tested three linear models (stochastic gradient descent linear classifier [SGD] with L1 penalty, SGD with elastic net penalty, and linear support vector machine) along with two more complex tree ensemble classifiers (extra trees and gradient boosting trees).

Trend Analysis

We first tracked COVID-19–related tokens (see Multimedia Appendix 1 Table S1) from January 1, 2020, to April 20, 2020, across mental health subreddits. We compared this to the confirmed COVID-19 cases with data obtained from [18]. We then grouped data every 2 days from January 1 to April 20 for every year. For each of the 90 features and 28 subreddits, we fit a linear regression for the average feature value at each time point as a function of time. We applied the Benjamini-Hochberg procedure for multiple hypothesis testing correction with α = 0.05. We defined change for each feature and subreddit as the slope x R^2 (ie, the rate of change weighed by the goodness of fit). We tested the amount of absolute change between years by using a Mann-Whitney U test.

Unsupervised Clustering

Prepandemic posts made in 2019 from 15 mental health subreddits were downsampled to a balanced representation (1500 posts/subreddit). The feature set for these posts previously described, including 1024 TF-IDF ngrams, was reduced to 30 principal component analysis (PCA) components. scikit-learn’s SpectralClustering function was used to identify k=20 clusters, using default parameters apart from a nearest neighbors–based (n=10) affinity matrix (selection of k is described in Multimedia Appendix 1 Figure S8). Wilcoxon rank sum tests (with Bonferroni correction) identified cluster-characteristic features for annotating each cluster with a defining theme. Cluster annotation validity was verified through post review. Hypergeometric tests (with Bonferroni correction) identified enrichment of posts from particular clusters on particular subreddits. Posts from the midpandemic data set were processed through the same pipeline. The resulting clusters were compared on the basis of cluster-characteristic features to clusters defined in the prepandemic data set, and the vast majority of clusters were found to have a close match pairing in each time window, as illustrated in Multimedia Appendix 1 Table S4.

Topic Modeling With Latent Dirichlet Allocation

The gensim library was used to perform LDA model estimation, which determined sets of words that appeared frequently together in posts across mental health subreddits. To balance
across subreddits, 2700 prepandemic posts from 2019 were sampled from each of the 15 focused mental health subreddits to form our model. Multiple models were created to assess topic stability. A final prepandemic model with 10 topics was chosen to ensure distinct and important topics. A separate model was created with 10 topics using 1300 posts from each midpandemic mental health subreddits, spanning January 1, 2020, to April 20, 2020, to assess any shift in topics. Models were then applied to all subreddits to assess the distribution of the posts across the topics. Models were applied to midpandemic posts between March 16, 2020, and April 20, 2020, to capture topic distributions during the acute phase of the pandemic. Comparison of topic distributions between pre- and midpandemic posts was done with a two-sided Wilcoxon signed rank test with the Benjamini-Hochberg procedure ($\alpha=0.05$) to test whether the incidence of these topics changed across subreddits as a result of the pandemic. Details are provided in Multimedia Appendix 1 Methods 1.3.

Measuring Similarity Between Subreddits Over Time With Supervised Dimensionality Reduction

With the goal of measuring the similarity between the 15 mental health subreddits as COVID-19 spread, we first reduced posts’ 346D feature vectors to 2D using supervised Uniform Manifold Approximation and Projection (UMAP), a dimensionality reduction technique that can capture nonlinear structures in the data (in comparison to PCA) and that better preserves global structure in comparison to other methods such as t-distributed stochastic neighbor embedding [19]. We then measured the asymmetric Hausdorff distance between subreddits as time progresses to estimate which subreddits are becoming more similar (ie, less distant) to each other. The Hausdorff distance between two clusters is the greatest of all the distances from a point in one cluster to the closest point in the other cluster and, therefore, considers all points in a cluster instead of just a single point such as the centroid as other distances like Euclidean distance would. We balanced subreddits to 1300 posts each spanning from January 1, 2020, to April 20, 2020, grouped in 15-day time windows. This subsampling and dimensionality reduction was repeated for 50 bootstrapping samples, and we took the median distance value. See Multimedia Appendix 1 Methods 1.4 for a test of the precision of this method on 2019 data.

Results

Classification and Feature Importance

Models all performed similarly with mean weighted F1 scores between 0.798-0.857 (see Multimedia Appendix 1 Table S1). The SGD L1 (F1=0.851) was chosen for further analysis given that it had the lowest model complexity. Important features are available in Table 1. We then applied this model to midpandemic data (March 11, 2020, to April 20, 2020), and performance changed in several classes (see Multimedia Appendix 1 Table S3). These binary classification models were applied to r/COVID19_support posts to characterize them psychologically (in section r/COVID19_support Characterization).
Table 1. Important features for classification (ranked).a

<table>
<thead>
<tr>
<th>Subreddit</th>
<th>Positive coefficients</th>
<th>Negative coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>r/EDAnonymous</td>
<td>ed, restrict, purg, bing, calori, LIWCb ingestion, fast, recoveri, eat, ate</td>
<td>bpd, anxieti, addict, diagnos, drug, substance use lexicon, ptsd, LIWC work, LIWC health, med</td>
</tr>
<tr>
<td>r/addiction</td>
<td>addict, clean, smoke, rehab, sober, drug, weed, relaps, use, guns lexicon</td>
<td>bpd, diagnos, ptsd, adhd, therapi, isolation lexicon, LIWC hear, therapist, post, LIWC work</td>
</tr>
<tr>
<td>r/adhd</td>
<td>adhd, adderal, add, vyyans, focu, forget, final, LIWC work, medic, came</td>
<td>bpd, ptsd, hurt, therapi, guess, suicidality lexicon, fear, bodi, suicid, pain</td>
</tr>
<tr>
<td>r/alcoholism</td>
<td>sober, alcohol, drink, withdraw, drunk, LIWC nonfluencies, drank, meet, beer</td>
<td>drug, weight, therapi, adhd, med, isolation lexicon, notic, attack, dure, addict</td>
</tr>
<tr>
<td>r/anxiety</td>
<td>anxieti, wa dead, LIWC negative emotion, LIWC money, anxious,LIWC health, med</td>
<td>ptsd, bpd, adhd, LIWC ingestion, LIWC articles article, addict, kill, substance use lexicon, LIWC body, social</td>
</tr>
<tr>
<td>r/autism</td>
<td>autism, autist, spectrum, son, game, diagnos, function, diagnosi, explain, interest</td>
<td>ptsd, bpd, adhd, LIWC health, disord, adhd, med, 2, stay, guns lexicon</td>
</tr>
<tr>
<td>r/BipolarReddit</td>
<td>bipolar, manic, mania, lithium, mood, episod, psychiatrist, hospit, LIWC money, med</td>
<td>adhd, addict, bpd, ptsd, LIWC ingestion, LIWC anxiety, LIWC work, automated readability index, LIWC future tense</td>
</tr>
<tr>
<td>r/bpd</td>
<td>bpd, fp, LIWC numbers, LIWC inclusive, LIWC negative emotion, LIWC sadness, bad, drug, LIWC affective processes, feel</td>
<td>ptsd, adhd, weight, LIWC articles article, LIWC health, addict, LIWC 1st pers, anxious, food, isolation lexicon</td>
</tr>
<tr>
<td>r/depression</td>
<td>depress, LIWC sadness, LIWC negations, guning fog index, LIWC positive emotion, LIWC family, cri, LIWC feel, bed, LIWC total pronouns</td>
<td>bpd, symptom, ptsd, adhd, food, isolation lexicon, LIWC conjunctions, diagnos, addict, n sents</td>
</tr>
<tr>
<td>r/healthanxiety</td>
<td>cancer, LIWC biological, health anxieti, LIWC health, LIWC body, test, fine, LIWC assent, googl</td>
<td>ptsd, adhd, bpd, addict, emot, disord, LIWC 3rd pers, LIWC social processes, social, mental</td>
</tr>
<tr>
<td>r/lonely</td>
<td>lone, loneli, isolation lexicon, messag, LIWC certainty, friend, girl, LIWC positive emotion, sit, LIWC religion</td>
<td>LIWC anxiety, ptsd, add, adhd, suicidality lexicon, symptom, therapist, abus, suicidal, med</td>
</tr>
<tr>
<td>r/ptsd</td>
<td>ptsd, trauma, flashback, trigger, nightmar, sexual, domestic stress lexicon, abus, tire, guns lexicon</td>
<td>bpd, addict, drink, adhd, LIWC health, isolation lexicon, LIWC work, disord, LIWC certainty, LIWC sadness</td>
</tr>
<tr>
<td>r/schizophrenia</td>
<td>schizophrenia, hallucin, delus, schizophren, voic, paranoid, LIWC religion, hospit, ill, LIWC tentative</td>
<td>adhd, ptsd, bpd, addict, abus, flesh kincaid grade level, isolation lexicon, LIWC body, LIWC biological, LIWC health</td>
</tr>
<tr>
<td>r/socialanxiety</td>
<td>social anxieti, nervou, walk, awkward, girl, group, convers, speak, face, anxieti</td>
<td>bpd, adhd, ptsd, LIWC health, addict, diagnos, suicid, LIWC sadness, support</td>
</tr>
<tr>
<td>r/SuicideWatch</td>
<td>suicidality lexicon, suicid, LIWC negations, death, kill, want die, LIWC sadness, LIWC friends, LIWC money, plan</td>
<td>bpd, symptom, anxious, substance use lexicon, usual, LIWC 2nd pers, smog index, isolation lexicon, weight, attack</td>
</tr>
</tbody>
</table>

aTheir presence makes it more (positive) or less (negative) likely the classifier will predict the subreddit. Individual word stems are obtained from term frequency–inverse document frequency.

bLIWC: Linguistic Inquiry and Word Count.

**Trend Analysis**

See **Figure 1** for the proportion of posts about COVID-19 in each support group. For a measure of how much of each post was about COVID-19, see Multimedia Appendix 1 Figure S3. For an example of how trends were computed for a single feature and subreddit, see Multimedia Appendix 1 Figure S4. Figure 2 shows a subset of the trends and most negative semantic change (ie, sum of change in negative semantic features). Throughout many subreddits, we found significant increases in the use of tokens related to isolation (eg, “lonely,” “can’t see anyone,” “quarantine”), economic stress (eg, “rent,” “debt,” “pay the bills”), and home (“fridge,” “pet,” “lease”), and a decrease in the lexicon related to motion (eg, “walk,” “visit,” “travel”), all consistent with the type of changes many are facing during the ongoing pandemic. See Multimedia Appendix 1 Figures S5-S7 for full results (90 features in 28 subreddits). SeeTextbox 1 for examples of posts that score high on important features and display risky behavior.
Figure 1. Mention of COVID-19–related words across mental health support groups. Timeline landmarks were chosen from NBC News timeline given that US users are the most prevalent across Reddit. Global, China, and US confirmed COVID-19 cases are displayed. The overall acute rise in COVID-19–related words occurs on March 11, 2020. The correlation between the mean proportion of COVID-19–related posts and global COVID-19 cases is $\rho=0.83$ ($P<.001$). The health anxiety subreddit has a large increase in COVID-19–related posts almost 2 months before the general increase. r/alcoholism has the most amount of posts related to COVID-19 on March 27. adhd: attention-deficit/hyperactivity disorder; bpd: borderline personality disorder; EDAnonymous: Eating Disorders Anonymous; ptsd: posttraumatic stress disorder; WHO: World Health Organization.
Figure 2. Trend analysis of linguistic features over time. A) Significant change in average feature values from January to April 2020 and 2019 across subreddits. COVID19 support subreddit was created in 2020 and, therefore, does not appear in 2019. Features important for classifying a subreddit are added to the y-axis. Change is defined by slope x R^2 (ie, increases have a positive slope and tend toward red, decreases have a negative slope and tend toward blue). Significant trends after multiple comparison correction on full results are displayed. There is significantly more absolute change in 2020 than in 2019 (P<.001) and 2018 (P<.001). B) Rank of subreddits by the amount of negative semantic change throughout COVID-19 (January 1, 2020, to April 20, 2020) across significant full results. In bold are the mental health subreddits with the most negative semantic change using the following features with emotional valence: negative sentiment; the lexicons about economic stress, isolation, substance use, guns, domestic stress, and suicidality; LIWC measures of anger, anxiety, death, negations, negative emotion, and sadness; and three positive features inversely weighed, compound sentiment, positive sentiment, and positive emotion. r/ptsd and r/conspiracy decreased in negative semantic features. adhd: attention-deficit/hyperactivity disorder; bpd: borderline personality disorder; EDanonymous: Eating Disorders Anonymous; LIWC: Linguistic Inquiry and Word Count; ptsd: posttraumatic stress disorder.
Textbox 1. Example of posts that score high on a subset of important features.

COVID-19 lexicon

r/healthanxiety (January 19, 2020): “I’ve been seeing a lot of news stories today about an incurable, lethal disease originating in China spreading to other countries. I know the media often over exaggerates things like this, but WHO is debating whether or not to declare this an international emergency. Nothing triggers my anxiety worse than things like this, if anyone has any advice on how to cope/can inform me on it I would really appreciate it!”

Linguistic Inquiry and Word Count (LIWC) achievement

r/addiction (March 20, 2020): “Anyone else relapse during quarantine? Looking for others who are going through this and would like to swap experience, strength and hope?...all my meetings have been canceled”

LIWC affective processes

r/bpd (March 27, 2020): “...I posted this in another group but I’m really struggling right now. I really wish I could get into a DBT group but now I’m so confused with all of this virus stuff. Does anyone have effective tips for dealing with splitting? Sometimes I will be upset with my S/O for hours or days and I don’t even know why at a certain point. I get so manipulative and I really hate it. Does anyone else get like this?”

LIWC ingestion

r/EDAnonymous (March 19, 2020): “Quarantine is slowly chipping away at my recovery. I can’t help but feel like this is the perfect time to fast or restrict since no one’s monitoring my meals. Nobody at school noticing. I’m skipping lunch for the 4th day in a row or only eating celery. I was doing so well!!!...”

LIWC money and guns lexicon

r/SuicideWatch (March 29, 2020): “Suicide is too expensive with increasing gun prices I’ve been watching gun deals to see if I could afford something that was quick and surefire, but covid has made guns more expensive with greater wait times.”

LIWC negations

r/depression (March 21, 2020): “I can’t do it If things don’t get back to normal in a few weeks I want to kill myself. The only thing I was excited about was starting a new job and I can’t anymore because of all the coronavirus shut downs. I’m going crazy I don’t have anyone to talk to and I just can’t do this anymore”

LIWC see

r/socialanxiety (April 13, 2020): “Now that everyone is wearing face masks, I suddenly don’t have trouble making eye contact with people anymore. I might keep wearing a mask out in public after the quarantine is over. I really like the confidence it gives me. I don’t have to worry about what my facial expression is or looks like, I don’t have to worry about smiling, everyone looks the same around me.”

Economic stress lexicon

r/COVID19_support (March 10, 2020): “Would I be allowed a temporary paid Leave of Absence by my psychiatrist from my unionized supermarket due to COVID19? It’s causing me major anxiety, everyone else is calm but it sadly compromises my calmness. I am diagnosed with schizoaffective disorder/bipolar. There’s only one confirmed case in my county, but still. School for me, may be canceled. How do I handle working my part time job?”

Negative sentiment

r/adhd (March 20, 2020): “Drug interactions with COVID-19?? I just read about methylphenidate being directly related to a lower white blood cell count/ worse immune system...AND it can cause high blood pressure. I’m hyper-focused on this virus and i’m terrified that Concerta is putting me more at risk. Anyone else in the same boat?”

LIWC health

r/conspiracy (March 13, 2020): “...How has the coronavirus been treated? Iodine and vitamin C. How has radiation sickness been treated? Iodine and vitamin C. China and Italy lead the world in radioactive 5G cell towers. 5G operates on the same frequency and wavelength as military grade weapon technology. Connect the dots.”

Unsupervised Analysis

Unsupervised Clustering Uncovers Post Language Themes

Clustering of prepandemic posts (Multimedia Appendix 1 Figure S8, Figure 3) highlights that language use across subreddits represents a continuum but contains meaningful axes of variation reflected by the proximity of clusters for closely related conversation topics. Cluster-distinguishing terms (Multimedia Appendix 1 Table S4) used to assign annotations reveal that some clusters are characterized by discussion of particular mental health concerns (eg, “Suicidality”) while others are characterized by post tone (eg, “Seeking Normalization”).
Figure 3. Unsupervised clustering reveals post groupings with representation across mental health subreddits. A) Unsupervised clustering of pre-pandemic (year 2019) posts from 15 mental health subreddits, presented in 2D UMAP space. Posts in two thematically-related, adjacent clusters were collapsed into a single “Resources” cluster. Three clusters could not be assigned identifiable themes. Two of these—annotated as “Unspecified”—were the largest clusters in the dataset, containing 6329 and 4272 total posts, respectively, while the next largest cluster contained 1620 posts. The other cluster without an identifiable theme was characterized by very long posts. This “Long Posts” cluster had an average post length of 886 words, while the cluster with the next most lengthy posts had an average post length of 554 words. As a result, this “Long Posts” cluster had an overwhelming number of cluster-characteristic text features, which made any core linguistic theme poorly discernible. The identified clusters were not an approximation of post subreddit of origin, as demonstrated by several metrics quantifying the lack of correspondence between cluster labels and post subreddit of origin: Homogeneity (0.20), Completeness (0.22), V-measure (0.21), and Adjusted Rand-Index (0.08). B) Unsupervised clustering of mid-pandemic posts using the same process resulted primarily in replication of cluster annotations observed in the pre-pandemic data, with a few clusters (e.g., Seeking Advice) detected only in the pre-pandemic clustering and a few (e.g., Entertainment) detected only in the mid-pandemic clustering. Two clusters increased notably in size in the mid-pandemic clustering: Suicidality (204% increase in number of posts) and Loneliness (233% increase in number of posts). C) Enrichment of clusters on mental health subreddits during the pre-pandemic period and the mid-pandemic period, using clusters detected during each time period, respectively. Associations were assessed with hypergeometric tests, and those displayed here passed strict Bonferroni correction for multiple hypothesis testing. Associations present only for the pre-pandemic or only for the mid-pandemic time period are shown in bold.

We identified 47 cluster-subreddit pairings (Figure 3C) for which posts from the given cluster were enriched on the given subreddit. Expected pairings were recapitulated and additional associations of interest were revealed. For example, r/addiction is enriched for posts from the “Substance Use Alcohol” and “Substance Use Marijuana” clusters, as expected. It is also one of few subreddits enriched for posts from the “Resources” and “Seeking Advice” clusters. Although cluster-subreddit associations are present, every cluster contains posts from ≥12 subreddits, emphasizing the value of clustering to define categories that span subreddits. Clusters defined by tone and unspecified clusters contain the greatest diversity of post representation across subreddits, quantified by the Shannon Index (Multimedia Appendix 1 Table S5). The distribution of posts across subreddits within four example clusters in Multimedia Appendix 1 Figure S9 illustrates the subreddits with greatest representation in the medication cluster (r/adhd, r/BipolarReddit, r/schizophrenia, and r/anxiety), the pleading cluster (r/SuicideWatch, r/lonely, r/depression, and r/addiction), the social anxiety cluster (r/socialanxiety, r/anxiety, and r/addiction), and the suicidality cluster (r/SuicideWatch, r/depression, and r/bpd).

LDA Topic Modeling on Multiple Time Frames

Figure 4 shows the distribution of posts in midpandemic mental health subreddits over the 10 topics extracted using LDA on prepanademic mental health subreddits as well as the 10 topics extracted using LDA on the midpandemic mental health subreddits. The topic number was chosen to include distinct yet important topics. Topics extracted from the prepanademic LDA model (x-axis of Figure 4A, and Multimedia Appendix 1 Table S6) largely matched the expected topics from the prepanademic subreddits. Topics emerged related to “Alcoholism and Addiction,” “Health Anxiety,” “Alcoholism and Eating Disorder,” “Schizophrenia,” and “ADHD and Autism,” corresponding to specific subreddits. The
attention-deficit/hyperactivity disorder (ADHD) and autism token words were also combined into the same topic with tokens related to school and work, and did not separate even in models with a larger number of topics. More general topics such as “Social Interaction,” “Life,” and “Mental Health Help” also emerged, which captured common topics in subreddits such as r/SuicideWatch, r/depression, r/lonely, and r/mentalhealth. Compared to the prepandemic topic model, the midpandemic LDA model splits the autism and ADHD tokens, includes a topic on family, and includes a topic with a PTSD token. Multimedia Appendix 1 contains the distribution of prepandemic model topics across mental health subreddits (Multimedia Appendix 1 S10) and across non–mental health subreddits (Multimedia Appendix 1 Figure S11) in both pre- and midpandemic time frames. Wilcoxon signed rank tests of distributions of the pre- and midpandemic posts over prepandemic model topics implies there was an increase in the “Health Anxiety” (P=.008) topic and in the “Life” topic (P=.01), as well as a decrease in the “Alcoholism and Addiction” topic (P=.004), while the remainder of the topics showed no significant change in distribution after multiple comparison correction.

**Figure 4.** Latent dirichlet allocation (LDA) reveals prominent topics in mental health subreddits. A) Distribution of midpandemic posts from 15 mental health subreddits across 10 topics extracted using LDA on prepandemic mental health subreddit posts. Topic distribution was assessed for midpandemic posts between March 16, 2020, and April 20, 2020, to capture the phase of the pandemic right after stay-at-home orders had been announced or enacted for many areas in the United States. Inspection of the topic distribution indicated that there was minimal shift in most topics for all subreddits between the pre- and midpandemic time frames. We tested changes in topic distributions across all 27 subreddits using a Wilcoxon signed rank test (COVID19_support was not available during 2019). B) Manually labelled topics and the top 10 terms associated with each topic derived from an LDA model created on midpandemic subreddit posts. ADHD: attention-deficit/hyperactivity disorder; PTSD: posttraumatic stress disorder.

**r/COVID19_support Characterization**

Figure 5 characterizes the new r/COVID19_support subreddit through supervised and unsupervised methods. Health anxiety emerged as a major concern through classification (ie, r/healthanxiety was classified most prevalently) and topic modeling, while unsupervised clustering revealed a substantial portion of posts were assigned to the suicidality cluster.
Figure 5. Characterization of r/COVID19_support through supervised and unsupervised methods. A) Proportion of r/COVID19_support posts (March 11 to April 20, 2020) that each binary classifier trained on prepandemic data detects. B) Distribution of prepandemic model topics (left) and midpandemic model topics (right) for posts in r/COVID19_support, highlighting prominent topics in the posts, such as health anxiety and issues in school, work, and home scenarios. The distribution of topics indicate common themes of pain points, which could help guide the medium and content of mental health resources. C) Distribution of unsupervised cluster representation among posts from r/COVID19_support. Although many posts were assigned to unspecified clusters, the substantial portion of posts assigned to the suicidality cluster is notable. ADHD: attention-deficit/hyperactivity disorder; EDAnonymous: Eating Disorders Anonymous; PTSD: posttraumatic stress disorder.

### Measuring Similarity Between Subreddits Over Time With Supervised Dimensionality Reduction

The highest silhouette score (0.93) was obtained with $n_{neighbors}=200$, $\text{min dist}=0.0$, and cosine distance. Using UMAP and true labels, we reduced feature sets for each post to 2D and measured the directed Hausdorff distances between the clusters to quantify which subreddits are converging or diverging as the pandemic advances (see Figure 6 and Multimedia Appendix 1 Figure S12 for full results).
Supervised dimensionality reduction to measure how certain subreddits are becoming more or less similar over time. A) Supervised dimensionality reduction of posts within 15-day time windows with starting day displayed (r/healthanxiety becomes more similar to other subreddits). B) Median pairwise distance with r/healthanxiety for each time window over 50 bootstrapping samples displaying only extreme values with regard to normal 2019 fluctuations (top and bottom 5th percentiles), which indicates they are less likely to be part of normal fluctuations in distance. C) The median distance across all subreddits (last row in B) shows subreddits becoming more similar to r/healthanxiety during the increase in COVID-19-related posts (Figure 2 mean values were split into 7 time windows to match subreddit trends, and the mean was taken for each window). r/healthanxiety is the only trend that significantly correlates with COVID-19 posts after Benjamini-Hochberg multiple comparison correction ($\rho = -0.96, P < .001$). adhd: attention-deficit/hyperactivity disorder; bpd: borderline personality disorder; EDanonymous: Eating Disorders Anonymous; ptsd: posttraumatic stress disorder; UMAP: Uniform Manifold Approximation and Projection.

**Discussion**

We applied an array of NLP techniques including statistical analysis of feature trends, supervised learning, interpretability, and unsupervised learning to measure how COVID-19 may have impacted different mental health support groups. Overall, we discuss each analysis in turn, focusing on clinical takeaways.

**Trend Analysis**

In our results, r/healthanxiety had several spikes in pandemic-related posts in January before other subreddits were posting about a possible pandemic (see example of post in Textbox 1). This evidence supports concerns regarding the prolonged stress that people with health anxiety may be experiencing. We then evaluated the nature of linguistic changes in mental health subreddits as the pandemic spread. Strikingly, many linguistic features significantly changed from January to April of 2020 than in the same months of previous years (see Textbox 1).
Multimedia Appendix 1 Figure S5 for full results). The amount of posts significantly decreased in multiple subreddits in 2020, as tends to happen during that time period, but the decrease was often more than in previous years. One potential reason is that some users may avoid social media since they perceive increased anxiety from news and discussions, and want to protect their mental health. However, this could be a concern if individuals are not using these subreddits to seek support and have limited access or barriers to other support structures including psychotherapy. Interestingly, the amount of posts significantly grew for r/conspiracy, which is consistent with findings from other analyses [20]. A sign of concern comes from the increase in negative semantic features for certain subreddits, the highest of which belonged to the groups for ADHD, eating disorders, anxiety, and depression within the mental health subreddits and personal finance, relationships, and fitness within the non–mental health subreddits. Regarding ADHD, some parents in France of children and adolescents diagnosed with ADHD reported increased hyperactivity and inattention, while other parents reported symptomatic improvement [21]. There is also evidence that individuals with eating disorders are experiencing worse symptoms and heightened risk for relapse, hypothesized to stem from limited care access, less structure in daily activities, and decreased social support [22], and captured in the example in Textbox 1. We found an increase in the use of body-related words for r/anxiety and a decrease in r/EDAnonymous and r/fitness. Pandemic-related features (motivation, isolation, economic stress, home) increased or decreased across some subreddits in the direction that would be expected for a pandemic, and the amount of change provides further evidence of concerns or lack thereof. For instance, although the isolation feature significantly increased for most subreddits, it increased most for r/anxiety and did not increase for r/socialanxiety (ie, users write less about isolation and loneliness; see r/socialanxiety example in Textbox 1).

Classification and Feature Importance

We successfully developed binary models to classify 2019 posts originating from a given mental health subreddit as distinct from posts originating from other mental health–related subreddits. We then used these models to classify r/COVID19 support posts and identify the general distribution of complaints as well as identify posts potentially containing at-risk behavior (eg, from r/SuicideWatch). By leveraging interpretable linear methods, we were able to establish features key to distinguishing mental health subreddits from one another (see Multimedia Appendix 1 Tables S4 and S5, and the y-axis of Figure S5), which helps understand how different mental health concerns may manifest in language. Some of the most interesting top important features used to classify each subreddit were gunging fog index (ie, how readable the text is) for r/anxiety, the tokens “cancer” and “google” for r/healthanxiety, domestic stress and guns lexicons for r/ptsd, LIWC “religion” and number of long words for schizophrenia; LIWC see (eg, “picture,” “screen,” “stare”) for r/socialanxiety, and LIWC money and certainty for r/SuicideWatch (see Textbox 1 for more examples).

Unsupervised Methods: Topic Modeling and Clustering

We established important conversation topics that span across mental health support subreddits through unsupervised methods (LDA and clustering). Unsupervised clusters such as seeking advice, resources, seeking normalization, suicidality, and medication varied in representation across the mental health subreddits and provided insight into the forms of discussion occurring. This cluster structure has utility for assessing changes in discussion on mental health and for analyzing subreddits like r/COVID19_support, on which many posts were found to map to the suicidality cluster. r/bpd and r/ptsd became significantly enriched for posts from the suicidality cluster in the midpandemic data set. The r/anxiety subreddit became significantly enriched for posts from the health anxiety cluster, which captures the general theme of heightened health anxiety. Topic modeling found an increase in the distribution of the health anxiety topic across midpandemic posts and highlighted changes in topics between pre- and midpandemic time frames, such as the introduction of the topics social interaction and mental health help. Additionally, a large number of posts in the r/COVID19_suppor group were identified to relate to the health anxiety topic and to voice concerns with daily living at home, school, and work. Posts in these topics and clusters could be important for subreddit moderators to track as they seek to cultivate a culture of support and provide effective assistance to authors in crisis (eg, tracking clusters like seeking advice, medication, suicidality, and resources) and understand the chief concerns of their communities (eg, tracking topics like sleep issues and social interaction).

Measuring Similarity Between Subreddits Over Time With Supervised Dimensionality Reduction

Psychiatric care for patients during the pandemic should be informed by an understanding of possible convergence among some disorders, which could merit a blending of standard treatment approaches, and of possible separation of certain clusters from the rest, which could identify an at-risk population. Overall, the more users were posting about COVID-19, the more similar subreddits became to r/healthanxiety (see Figure 5C). The r/healthanxiety similarity to other subreddits was the only subreddit that significantly correlated with the rise in COVID-19–related posts. Interestingly, the subreddits that became most negative per trend analyses, r/ADHD, r/EDAnonymous, and r/Anxiety, also became most like r/healthanxiety during the general spike of COVID-19–related posts during March 2020. These results suggest a clinically testable hypothesis that the symptom of health anxiety may have increased most in the psychiatric populations corresponding to these three subreddits.

Convergent Findings Across Analyses: Health Anxiety and Suicidality

Our findings suggest the pandemic may have induced health anxiety among several mental health and non–mental health communities given that posts on r/COVID19_suppor were classified most frequently as belonging to r/healthanxiety, midpandemic posts from the r/anxiety subreddit became significantly enriched for posts from the health anxiety cluster, LDA topic analysis found the health anxiety topic significantly
increased in the midpandemic posts compared to the prepandemic posts, and supervised dimensionality reduction revealed that the more users posted about COVID-19 the more similar subreddits became to r/healthanxiety.

Suicidality was another concerning theme given that unsupervised clustering revealed the suicidality cluster doubled in size and a new cluster surrounding self-harm emerged. Notably, a substantial portion of posts from r/COVID19_support were assigned to the suicidality cluster, and two subreddits (r/bpd and r/ptsd) became significantly associated with the suicidality cluster during the pandemic. Furthermore, 26% of posts from COVID19_support were classified by r/SuicideWatch by its binary classifier.

Limitations

Our study population is not characterized with formally documented clinical diagnoses, although some post authors make diagnostic claims. For example, 5% of posts in our full 2019 data set are authored by individuals who make a diagnostic claim (eg, “I have obsessive compulsive disorder”). If further application of NLP techniques can expand the set of post authors with high likelihood of clinical diagnoses, analyses could be restricted to that subset of authors without loss of sufficient post volume. Furthermore, although linguistic changes occurred during the pandemic, in this study we do not causally link any individual changes to specific events. Finally, in our study, it is possible that post authors who are more stable in their mental health state and would, therefore, have contributed more consistent post content between the prepandemic and midpandemic periods, decrease their participation in these support fora as a means of coping with the stressors of the pandemic. Alternatively, it is also possible that post authors who are more dynamic in their mental health state, and would therefore have contributed to more dramatic differences in post content between the prepandemic and midpandemic periods, decrease their participation in these support fora as a means of coping. Both forms of selection bias are possible and represent a limitation of our observational study design.

Future Directions

Extremely risky behavior is common content in these posts, including asking for advice for restricting food in r/EDAAnonymous or planning suicide in r/SuicideWatch; therefore, more clinical attention is urgently needed to provide effective resources to Reddit users. Furthermore, understanding the nature of posts from subreddits other than r/SuicideWatch (including r/COVID19_support) that were classified as r/SuicideWatch posts or that belong to the suicidality cluster demands further research. Critically, these posts were made on subreddits without the policies and response systems used by moderators on r/SuicideWatch itself and whose authors may benefit from urgent intervention. NLP applied to Reddit posts could help direct users to tailored resources or more ideal subreddits where they are more likely to receive support and help with the triage of moderator responses. For example, authors of posts in the seeking normalization cluster may be looking for solidarity whereas authors of posts with high use of the sleep issues LDA topic may benefit from sleep-related advice. These analyses of Reddit could also be followed by related analyses of posts on Twitter, which enables some geolocation but restricts anonymity and post length. Geographic information could, for example, be used to characterize the impact on mental health of specific policy developments like the imposition of statewide lockdowns that varied in time across geographic areas. Taking trend analysis and supervised dimensionality reduction, one can track subreddits that did not change. More research is needed to understand if certain groups were more resilient to the pandemic. Ultimately, we have found many linguistic patterns for specific mental health groups, and these patterns could be studied further in clinical settings that include formal diagnoses and more extensive covariate information (eg, racial or socioeconomic background).

Conclusions

We performed successful classification among mental health subreddits and identified important features to understand how each mental health problem may manifest in language. We tracked features across time and observed the largest negative semantic changes during the COVID-19 pandemic for r/ADHD, r/EDAAnonymous (eating disorders), and r/Anxiety, which were the same groups that become most similar to r/healthanxiety during the rise of COVID-19 posts in March. Understanding linguistic features that distinguish these communities and how language use has changed during the pandemic has generated several important hypotheses for evaluation in clinical settings that may help inform the provision of responsive care. Importantly, different analyses found increases in health anxiety and suicidality. We hope this work will bring attention to these large online communities’ needs and concerns since Reddit may be the first path to treatment for many online users, and these subreddits currently lack sufficient resources. We have helped to define some of these concerns through multiple methods such as feature importance (eg, the guns lexicon is important for classifying r/ptsd), trend analysis (eg, decreased use over time of the motion lexicon in r/anxiety), unsupervised clustering (eg, a substantial number of posts on COVID19_support mapped to a Suicidality post cluster and subreddits show discussion of topics distinct from the overall subreddit theme), topic modeling (eg, the high rate of concerns regarding home, work, and school on r/COVID19_support). We further hope that insights from this work will deepen our understanding of mental health challenges during the pandemic, inform the provisioning of appropriate therapeutic resources, and inspire greater use of NLP for the inspection of world-changing events such as epidemics, elections, and protests.
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Abstract

Background: Electronic cigarettes (e-cigarettes) have become increasingly popular. China has accelerated its legislation on e-cigarettes in recent years by issuing two policies to regulate their use: the first on August 26, 2018, and the second on November 1, 2019. Social media provide an efficient platform to access information on the public opinion of e-cigarettes.

Objective: To gain insight into how policies have influenced the reaction of the Chinese public to e-cigarettes, this study aims to understand what the Chinese public say about e-cigarettes and how the focus of discussion might have changed in the context of policy implementation.

Methods: This study uses a combination of text mining and correspondence analysis to content analyze 1160 e-cigarette–related questions and their corresponding answers from Zhihu, China’s largest question-and-answer platform and one of the country’s most trustworthy social media sources. From January 1, 2017, to December 31, 2019, Python was used to text mine the most frequently used words and phrases in public e-cigarette discussions on Zhihu. The correspondence analysis was used to examine the similarities and differences between high-frequency words and phrases across 3 periods (ie, January 1, 2017, to August 27, 2018; August 28, 2018, to October 31, 2019; and November 1, 2019, to January 1, 2020).

Results: The results of the study showed that the consistent themes across time were comparisons with traditional cigarettes, health concerns, and how to choose e-cigarette products. The issuance of government policies on e-cigarettes led to a change in the focus of public discussion. The discussion of e-cigarettes in period 1 mainly focused on the use and experience of e-cigarettes. In period 2, the public’s attention was not only on the substances related to e-cigarettes but also on the smoking cessation functions of e-cigarettes. In period 3, the public shifted their attention to the e-cigarette industry and government policy on the banning of e-cigarette sales to minors.

Conclusions: Social media are an informative source, which can help policy makers and public health professionals understand the public’s concerns over and understanding of e-cigarettes. When there was little regulation, public discussion was greatly influenced by industry claims about e-cigarettes; however, once e-cigarette policies were issued, these policies, to a large extent, set the agenda for public discussion. In addition, media reporting of these policies might have greatly influenced the way e-cigarette policies were discussed. Therefore, monitoring e-cigarette discussions on social media and responding to them in a timely manner will both help improve the public’s e-cigarette literacy and facilitate the implementation of e-cigarette–related policies.

(J Med Internet Res 2020;22(10):e19804) doi:10.2196/19804
Introduction

Background
Electronic cigarettes (e-cigarettes) are devices that look like real cigarettes but deliver a nicotine-containing aerosol to users by heating a solution typically made up of propylene glycol or glycerol (glycerin), nicotine, and flavoring agents [1,2]. As there are fewer carcinogens in the cartridges or vapor of e-cigarettes, they are often marketed as less harmful products or as a healthier alternative to traditional cigarettes, which can help people to quit smoking and even replace the use of traditional cigarettes [3-6]. Studies have also found that e-cigarette use is associated with less negative cardiovascular effects compared with traditional cigarettes, and there may be beneficial effects on blood pressure regulation and endothelial function for smokers who switch to e-cigarettes [7]. Some proponents have called e-cigarettes a revolutionary product in tobacco harm reduction with the potential to significantly reduce the burden of smoking-related diseases globally [8]. In contrast, opponents argue that there has been no conclusive scientific evidence that e-cigarettes are an effective tool for harm reduction compared with smoking combustible cigarettes [2,9] or that e-cigarettes can promote long-term smoking cessation [10]. On the contrary, studies have found that e-cigarette use causes adverse health effects in many organ systems, such as gastrointestinal, cardiovascular, and pulmonary system symptoms [11-14], and even brings changes in the brain that boost the risk of other drug addictions [15]. Besides the health impact, opponents noted that if an increasing number of people think that e-cigarette products are less harmful than cigarettes, this may motivate young people to use e-cigarettes [16,17]. In particular, some e-cigarettes are being promoted as a lifestyle choice and an identity statement [18]. This may make some people who would otherwise not smoke start smoking and serve as a gateway to traditional cigarettes, further prolonging the tobacco epidemic [19]. Therefore, many countries have begun to formulate policies to regulate and control e-cigarettes [20].

The uniqueness of China's tobacco industry (including e-cigarettes) makes China an especially worthwhile area to study. First, China's tobacco market is dominated by the state-owned monopoly of China National Tobacco Corporation and State Tobacco Monopoly Administration (STMA), which are one institution with 2 names [21]. Second, China is the principal producer of e-cigarettes, manufacturing approximately 95% of the world's e-cigarettes [22]. Although the rate of e-cigarette use in China is still lower than that in many high-income countries, e-cigarettes have become increasingly popular, particularly among young people [23]. In China, e-cigarette sales reached 4.09 billion RMB (approximately US $589 million) in 2017, an increase of 25.3% year-on-year in the consumer market [24]. However, before 2018, China had no regulations on e-cigarettes and their manufacture, distribution, sales, health warnings, packaging, or advertising [25]. The first national-level regulation on e-cigarettes in China was released in August 2018, when China's State Administration for Market Regulation and STMA jointly issued the Notice on Prohibiting the Sale of Electronic Cigarettes to Minors. The notice stated that China's Minor Protection Law clearly stipulates that it is forbidden to sell tobacco and alcohol to minors and that e-cigarettes, as a supplement to cigarettes and other traditional tobacco products, have big safety and health risks. Therefore, various market entities must not sell e-cigarettes to minors [26]. On November 1, 2019, one more regulation, Notice on Further Protecting Minors from Electronic Cigarettes (Circular No. 1 of 2019), was issued. In addition to stressing the safety risks and health hazards of e-cigarettes, the notice also stipulated that no sales channels are allowed to sell e-cigarettes to minors and that all web-based e-cigarette advertisements should be withdrawn. At the same time, it urged e-cigarette production and sales enterprises and individuals to close e-cigarette sales websites and urgent electronic commerce (e-commerce) platforms to take down e-cigarette products and close web-based e-cigarette stores [27]. Therefore, in effect, in China, e-cigarette sales and advertising were banned on the web from November 1, 2019. Objectives

On social media, information about e-cigarettes is spreading exponentially among audiences [28]. The public are more likely to rely on information provided by social media, especially when they are uncertain about the long-term consequences of e-cigarettes and where there is a lack of clear policies to regulate e-cigarettes [29]. Therefore, social media have been a popular means for disseminating information [30] and shaping the attitude of the public toward novel health issues [31,32]. Although potential e-cigarette consumers can easily access information on social media, they can also shape discussions around new products [33], which makes social media become both a good platform to gauge public knowledge of health issues [34,35] and an important source for the surveillance of public opinion about e-cigarettes [36-39]. Owing to the accessibility of social media, it is necessary for public health communities and governmental agencies to be aware of information that is being circulated on social media [40]. In particular, after the issuance of policies, social media can provide an efficient platform to access information that may help in understanding how the public perceive the policies; this is critical to regulatory efforts [41]. However, social media studies on public tobacco discussions in China are rare. To the best of our knowledge, there are only 2 relevant studies: one on the nature and extent of e-cigarette discussions on social media in 2013 [42], when China had not yet begun e-cigarette regulation, and one focusing on public reactions to a city-level cigarette control policy in China [43]. Therefore, by examining public conversation about e-cigarettes on social media, this study would be the first to understand what the Chinese public have said about e-cigarettes and how the focus of discussion changed in the context of different policies (ie, in the period before the first e-cigarette regulation in 2018, the period between the first regulation and the issuance of the second in 2019, and the period after the second regulation) to gain insight into how e-cigarette policies
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have influenced the reaction of the Chinese public to e-cigarettes. To achieve these goals, specifically, this study will identify the most frequently used words and phrases the public used in their discussion of e-cigarettes on Chinese social media and examine the similarities and differences between the high-frequency words the public used in web-based discussion about e-cigarettes across time.

Methods

Combining Text Mining and Correspondence Analysis

This study used a combination of the text mining and correspondence analysis to analyze the Chinese public discussion on e-cigarettes. Text mining was used to study the ranking of high-frequency words and phrases during the 3 periods of web-based discussion. To understand the similarities and differences across time in terms of discussion focus, we also conducted the correspondence analysis to examine the relationships between 2 nominal variables, high-frequency words and periods. The results will show the relative positions of various words listed in the frequency table in the form of a perceptual map so that we can see the relationship between high-frequency words and periods. The ability to deal with frequency data provides the correspondence analysis a methodological strength, and the graphical displays provide the correspondence analysis an interpretive strength [44]. In medical research, it has been used to study how the relative frequencies of headache types change with age and the association between personality types and various medical diagnostic groups [45]. It has also been widely used in education [46], tourism [47], and many other fields.

Data Source Selection

We chose Zhihu as the social media platform to acquire data. Zhīhu, which means “Do you know?” in Chinese, is China’s largest question-and-answer platform where questions are asked, answered, and edited by its community of users [48]. It has cultivated a reputation for being one of the country’s most trustworthy social media platforms [49]. Its motto is “Share your knowledge, experiences and thoughts with the world” [50]. As of January 2019, the number of Zhihu users exceeded 220 million and accumulated more than 130 million answers [51]. Unlike Weibo, the most popular microblogging platform in China, on which the posts spreading tobacco control policies were mostly from professional new media accounts [43], the posts about tobacco issues on Zhihu were mostly individual accounts. Thus, we used Zhihu as the platform to study Chinese public discussions about e-cigarettes [48].

Data Acquisition and Preprocessing

We used Python (Python Software Foundation), a programming language, to retrieve information about e-cigarettes on Zhihu in January 2020. In total, 2 Chinese keywords, “Dian Zi Yan” and “Dian Zi Xiang Yan” (both mean e-cigarette in Chinese), were used to identify all the questions related to e-cigarettes and their corresponding answers through to December 31, 2019, when the study was completed. Owing to the limited number of questions and discussions on e-cigarettes before 2017, our sample selection was from January 1, 2017, to December 31, 2019, with a total of 3275 questions and their answers. Questions about the promotion of a specific e-cigarette brand and questions about how to choose an e-cigarette brand were deleted along with their answers. The removal of advertisements and e-cigarette selection strategies resulted in 1160 questions and their corresponding answers. Next, we used jieba word segmentation software to segment Chinese words and phrases, as there are no spaces in Chinese sentences. In addition, we combined the frequencies of synonyms and filtered out meaningless demonstrative pronouns, conjunctions, and degree adverbs. According to the issue time of China’s 2 e-cigarette policies, we divided the sample into 3 periods. The sample size for the 3 periods was 208 questions and their answers for period 1, 473 questions and their answers for period 2, and 479 questions and their answers for period 3.

Results

Text Mining and Analysis

According to the issuing time of China’s 2 e-cigarette policies (August 28, 2018, and November 1, 2019) [26,27], we divided the sample into 3 periods (January 1, 2017, to August 27, 2018; August 28, 2018, to October 31, 2019; and November 1, 2019, to December 31, 2019).

We first ran the word frequency for the 3 periods separately and listed the top 50 words for each period (Table 1). Among the top 50 frequently mentioned words, “e-cigarette,” “nicotine,” “tobacco–tar,” “cigarette,” “smoking cessation,” “smoking,” “harm,” and “tobacco” appeared in all 3 stages. To further our understanding of the relationships between the keywords, we searched the above words in the 1160 questions and found that 2.9% (6/209) of questions in period 1, 10.8% (51/473) of questions in period 2, and 10.5% (50/478) of questions in period 3 were related to the comparisons between e-cigarettes and traditional cigarettes. At the same time, 22.9% (48/209) of questions in period 1, 20.9% (51/473) of questions in period 2, and 18.2% (50/478) of questions in period 3 asked about the harm of e-cigarettes. In addition, 19.6% (41/209) of questions in period 1, 15.6% (74/473) of questions in period 2, and 3.7% (18/478) of questions in period 3 asked about whether e-cigarettes can effectively help smokers quit smoking. Other common words appearing in the 3 stages were e-cigarette–related substances such as “tobacco tar,” “cartridges,” and “atomizer.”
<table>
<thead>
<tr>
<th>Rank</th>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>e-cigarettea</td>
<td>e-cigarette</td>
<td>e-cigarette</td>
</tr>
<tr>
<td>2</td>
<td>Nicotine</td>
<td>cigarette</td>
<td>cigarette</td>
</tr>
<tr>
<td>3</td>
<td>Tar</td>
<td>nicotine</td>
<td>tobacco</td>
</tr>
<tr>
<td>4</td>
<td>Cigarette</td>
<td>smoking cessation</td>
<td>harm</td>
</tr>
<tr>
<td>5</td>
<td>smoking cessation</td>
<td>smoking</td>
<td>nicotine</td>
</tr>
<tr>
<td>6</td>
<td>smoking</td>
<td>harm</td>
<td>smoking</td>
</tr>
<tr>
<td>7</td>
<td>Harm</td>
<td>tobacco</td>
<td>country</td>
</tr>
<tr>
<td>8</td>
<td>Tobacco</td>
<td>tar</td>
<td>problem</td>
</tr>
<tr>
<td>9</td>
<td>Use</td>
<td>problem</td>
<td>channel</td>
</tr>
<tr>
<td>10</td>
<td>Smog</td>
<td>health</td>
<td>product</td>
</tr>
<tr>
<td>11</td>
<td>Taste</td>
<td>product</td>
<td>industry</td>
</tr>
<tr>
<td>12</td>
<td>Health</td>
<td>country</td>
<td>sale</td>
</tr>
<tr>
<td>13</td>
<td>Product</td>
<td>use</td>
<td>offline</td>
</tr>
<tr>
<td>14</td>
<td>Problem</td>
<td>smoker</td>
<td>brand</td>
</tr>
<tr>
<td>15</td>
<td>Smoker</td>
<td>market</td>
<td>market</td>
</tr>
<tr>
<td>16</td>
<td>Market</td>
<td>smog</td>
<td>tar</td>
</tr>
<tr>
<td>17</td>
<td>Produce</td>
<td>tar</td>
<td>minor</td>
</tr>
<tr>
<td>18</td>
<td>Hong Kong</td>
<td>produce</td>
<td>health</td>
</tr>
<tr>
<td>19</td>
<td>Addition</td>
<td>tradition</td>
<td>forbid</td>
</tr>
<tr>
<td>20</td>
<td>Flavor</td>
<td>America</td>
<td>Cartridges</td>
</tr>
<tr>
<td>21</td>
<td>Atomizer</td>
<td>industry</td>
<td>physical store</td>
</tr>
<tr>
<td>22</td>
<td>low voltage e-cigarettes</td>
<td>influence</td>
<td>buy</td>
</tr>
<tr>
<td>23</td>
<td>Mouthfeel</td>
<td>body</td>
<td>online</td>
</tr>
<tr>
<td>24</td>
<td>Tar</td>
<td>burn</td>
<td>smoking cessation</td>
</tr>
<tr>
<td>25</td>
<td>Influence</td>
<td>research</td>
<td>smoker</td>
</tr>
<tr>
<td>26</td>
<td>Body</td>
<td>low voltage e-cigarettes</td>
<td>supervise</td>
</tr>
<tr>
<td>27</td>
<td>Domestic</td>
<td>China</td>
<td>America</td>
</tr>
<tr>
<td>28</td>
<td>Personal</td>
<td>brand</td>
<td>tradition</td>
</tr>
<tr>
<td>29</td>
<td>Choose</td>
<td>component</td>
<td>China</td>
</tr>
<tr>
<td>30</td>
<td>Content</td>
<td>atomize</td>
<td>domestic</td>
</tr>
<tr>
<td>31</td>
<td>Research</td>
<td>heat</td>
<td>online</td>
</tr>
<tr>
<td>32</td>
<td>Component</td>
<td>content</td>
<td>policy</td>
</tr>
<tr>
<td>33</td>
<td>Essence</td>
<td>cartridge</td>
<td>sales prohibition</td>
</tr>
<tr>
<td>34</td>
<td>passive smoking</td>
<td>choose</td>
<td>price</td>
</tr>
<tr>
<td>35</td>
<td>Tradition</td>
<td>forbid</td>
<td>influence</td>
</tr>
<tr>
<td>36</td>
<td>Burn</td>
<td>domestic</td>
<td>e-commerceb</td>
</tr>
<tr>
<td>37</td>
<td>Brand</td>
<td>formaldehyde</td>
<td>flavor</td>
</tr>
<tr>
<td>38</td>
<td>Atomize</td>
<td>company</td>
<td>company</td>
</tr>
<tr>
<td>39</td>
<td>Cartridge</td>
<td>addition</td>
<td>use</td>
</tr>
<tr>
<td>40</td>
<td>Advice</td>
<td>data</td>
<td>user</td>
</tr>
<tr>
<td>41</td>
<td>Equipment</td>
<td>user</td>
<td>enterprise</td>
</tr>
</tbody>
</table>
In addition to the common ground, the focus of discussion also changed in the 3 periods. In period 1, the public discussions were purely focused on the use of e-cigarettes. For example, flavor and mouthfeel were discussed more frequently in period 1 than in periods 2 and 3. In period 2, words such as industry and company were frequently mentioned, which showed that with the release of e-cigarette policy in the second period, relevant departments began to increase supervision and the public began to pay attention to the future development of the e-cigarette industry. Despite these regulations, many people still believe that China’s e-cigarette market has great potential. In the third period, with the release of the notice on protecting minors from e-cigarettes, discussions about the sales of e-cigarettes and the protection of minors became increasingly heated. Words such as sales, policy, minors, and teenagers began to appear frequently. Text mining results showed that as the policy changed, the public discussion on e-cigarettes also changed.

It is worth noting that some geographical terms appeared in different periods. For example, Hong Kong appeared in the first stage, whereas China and America appeared in the second and third stages. In period 1, Hong Kong banned the sale of e-cigarettes, which led to the discussion on “How to evaluate the impact of banning e-cigarettes in Hong Kong?” In period 2, the first case of death related to e-cigarette use occurred in the United States, and several states banned the sale of e-cigarettes, leading to the discussion on the impact of these events. Zhihu users often compared e-cigarette policies between China and other places.

In addition, verbs that appeared frequently are also worth noting. Frequently used verbs across the 3 periods were the “use” of e-cigarettes and how to “choose” e-cigarettes. The finding that “use” ranked ninth in the first period, 13th in the second period, and 39th in the third period reflected the declining public interest in discussing the use of e-cigarettes. In addition, there were some verbs that only appeared in the third stage, such as “forbid,” “protect,” and “supervise.” It showed that in the third stage, the public began to pay attention to the meaning of the e-cigarette policies and the measures of the policies.

### Correspondence Analysis

We used SPSS version 25 for the correspondence analysis. The first step is to enter the frequency (the number of times a word is used in the period/total number of words used in the period) of words and phrases in each period as a contingency table, which is a two-way table with the 50 high-frequency words and phrases as row headings and the 3 periods as column headings. Table 2 is a contingency table.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>42</td>
<td>Steam</td>
<td>taste</td>
<td>choose</td>
</tr>
<tr>
<td>43</td>
<td>Forbid</td>
<td>supervise</td>
<td>produce</td>
</tr>
<tr>
<td>44</td>
<td>Glycerinium</td>
<td>personal</td>
<td>announcement</td>
</tr>
<tr>
<td>45</td>
<td>Like</td>
<td>material</td>
<td>protect</td>
</tr>
<tr>
<td>46</td>
<td>Recommend</td>
<td>addition</td>
<td>teenager</td>
</tr>
<tr>
<td>47</td>
<td>Harmless</td>
<td>friend</td>
<td>advice</td>
</tr>
<tr>
<td>48</td>
<td>Country</td>
<td>flavor</td>
<td>develop</td>
</tr>
<tr>
<td>49</td>
<td>Price</td>
<td>Hong Kong</td>
<td>authentic</td>
</tr>
<tr>
<td>50</td>
<td>Friend</td>
<td>harmless</td>
<td>benefit</td>
</tr>
</tbody>
</table>

\(^{a}\) e-cigarette: electronic cigarette.
\(^{b}\) e-commerce: electronic commerce.
Table 2. The 3×50 contingency table.

<table>
<thead>
<tr>
<th>Words and phrases</th>
<th>Period 1 frequency, n (%)</th>
<th>Period 2 frequency, n (%)</th>
<th>Period 3 frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>e-cigarette⁸</td>
<td>3308 (4.30)</td>
<td>13015 (4.96)</td>
<td>6266 (5.65)</td>
</tr>
<tr>
<td>cigarette</td>
<td>821 (1.07)</td>
<td>4101 (1.56)</td>
<td>1449 (1.31)</td>
</tr>
<tr>
<td>nicotine</td>
<td>1185 (1.54)</td>
<td>2933 (1.12)</td>
<td>740 (0.67)</td>
</tr>
<tr>
<td>harm</td>
<td>693 (0.90)</td>
<td>2942 (1.12)</td>
<td>772 (0.70)</td>
</tr>
<tr>
<td>smoking</td>
<td>803 (1.04)</td>
<td>2532 (0.96)</td>
<td>701 (0.63)</td>
</tr>
<tr>
<td>smoking cessation</td>
<td>812 (1.05)</td>
<td>2692 (1.03)</td>
<td>348 (0.31)</td>
</tr>
<tr>
<td>tobacco</td>
<td>460 (0.60)</td>
<td>1837 (0.70)</td>
<td>1098 (0.99)</td>
</tr>
<tr>
<td>tar</td>
<td>912 (1.18)</td>
<td>1466 (0.56)</td>
<td>575 (0.52)</td>
</tr>
<tr>
<td>problem</td>
<td>292 (0.38)</td>
<td>1181 (0.45)</td>
<td>626 (0.56)</td>
</tr>
<tr>
<td>product</td>
<td>297 (0.39)</td>
<td>1017 (0.39)</td>
<td>618 (0.56)</td>
</tr>
<tr>
<td>health</td>
<td>298 (0.39)</td>
<td>1119 (0.43)</td>
<td>466 (0.42)</td>
</tr>
<tr>
<td>country</td>
<td>116 (0.15)</td>
<td>864 (0.33)</td>
<td>690 (0.62)</td>
</tr>
<tr>
<td>market</td>
<td>198 (0.26)</td>
<td>711 (0.27)</td>
<td>576 (0.52)</td>
</tr>
<tr>
<td>use</td>
<td>352 (0.46)</td>
<td>861 (0.33)</td>
<td>232 (0.21)</td>
</tr>
<tr>
<td>smoker</td>
<td>201 (0.26)</td>
<td>801 (0.31)</td>
<td>327 (0.29)</td>
</tr>
<tr>
<td>taste</td>
<td>344 (0.45)</td>
<td>656 (0.25)</td>
<td>255 (0.23)</td>
</tr>
<tr>
<td>industry</td>
<td>0 (0.00)</td>
<td>569 (0.22)</td>
<td>616 (0.56)</td>
</tr>
<tr>
<td>brand</td>
<td>136 (0.18)</td>
<td>491 (0.19)</td>
<td>594 (0.54)</td>
</tr>
<tr>
<td>smog</td>
<td>348 (0.45)</td>
<td>665 (0.25)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>tradition</td>
<td>143 (0.19)</td>
<td>621 (0.24)</td>
<td>301 (0.27)</td>
</tr>
<tr>
<td>America</td>
<td>0 (0.00)</td>
<td>616 (0.23)</td>
<td>303 (0.27)</td>
</tr>
<tr>
<td>forbid</td>
<td>124 (0.16)</td>
<td>438 (0.17)</td>
<td>457 (0.41)</td>
</tr>
<tr>
<td>cartridge</td>
<td>130 (0.17)</td>
<td>458 (0.17)</td>
<td>402 (0.36)</td>
</tr>
<tr>
<td>tar</td>
<td>167 (0.22)</td>
<td>654 (0.25)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>influence</td>
<td>167 (0.22)</td>
<td>537 (0.20)</td>
<td>246 (0.22)</td>
</tr>
<tr>
<td>sale</td>
<td>0 (0.00)</td>
<td>0 (0.00)</td>
<td>601 (0.54)</td>
</tr>
<tr>
<td>produce</td>
<td>193 (0.25)</td>
<td>633 (0.24)</td>
<td>193 (0.17)</td>
</tr>
<tr>
<td>China</td>
<td>0 (0.00)</td>
<td>515 (0.20)</td>
<td>294 (0.27)</td>
</tr>
<tr>
<td>low voltage e-cigarette</td>
<td>172 (0.22)</td>
<td>519 (0.20)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>body</td>
<td>166 (0.22)</td>
<td>532 (0.20)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>choice</td>
<td>162 (0.21)</td>
<td>444 (0.17)</td>
<td>201 (0.18)</td>
</tr>
<tr>
<td>channel</td>
<td>0 (0.00)</td>
<td>0 (0.00)</td>
<td>624 (0.56)</td>
</tr>
<tr>
<td>minor</td>
<td>0 (0.00)</td>
<td>0 (0.00)</td>
<td>562 (0.51)</td>
</tr>
<tr>
<td>component</td>
<td>150 (0.19)</td>
<td>489 (0.19)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>content</td>
<td>159 (0.21)</td>
<td>461 (0.18)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>burn</td>
<td>137 (0.18)</td>
<td>527 (0.20)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>research</td>
<td>153 (0.20)</td>
<td>523 (0.20)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>flavor</td>
<td>176 (0.23)</td>
<td>326 (0.12)</td>
<td>241 (0.22)</td>
</tr>
<tr>
<td>atomize</td>
<td>133 (0.17)</td>
<td>479 (0.18)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>company</td>
<td>0 (0.00)</td>
<td>408 (0.16)</td>
<td>238 (0.21)</td>
</tr>
<tr>
<td>supervise</td>
<td>0 (0.00)</td>
<td>343 (0.13)</td>
<td>325 (0.29)</td>
</tr>
<tr>
<td>user</td>
<td>0 (0.00)</td>
<td>371 (0.14)</td>
<td>235 (0.21)</td>
</tr>
</tbody>
</table>
Period 3 frequency, n (%)  
Period 2 frequency, n (%)  
Period 1 frequency, n (%)  

<table>
<thead>
<tr>
<th>Words and phrases</th>
<th>Period 1 frequency, n (%)</th>
<th>Period 2 frequency, n (%)</th>
<th>Period 3 frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>addiction</td>
<td>0 (0.00)</td>
<td>406 (0.15)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>heat</td>
<td>0 (0.00)</td>
<td>465 (0.18)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>offline</td>
<td>0 (0.00)</td>
<td>0 (0.00)</td>
<td>600 (0.54)</td>
</tr>
<tr>
<td>advice</td>
<td>129 (0.17)</td>
<td>0 (0.00)</td>
<td>175 (0.16)</td>
</tr>
<tr>
<td>friends</td>
<td>110 (0.14)</td>
<td>327 (0.12)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>data</td>
<td>0 (0.00)</td>
<td>387 (0.15)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>atomizer</td>
<td>172 (0.22)</td>
<td>0 (0.00)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>teenager</td>
<td>0 (0.00)</td>
<td>0 (0.00)</td>
<td>177 (0.16)</td>
</tr>
<tr>
<td>sum</td>
<td>76,976 (14.32)</td>
<td>26,249 (19.8)</td>
<td>11,0895 (20.85)</td>
</tr>
</tbody>
</table>

*a-cigarette: electronic cigarette.*

On the basis of the number of categories (k) in the columns of the contingency table, the correspondence analysis extracts k−1 latent variables, also called dimensions [52]. In our study, the correspondence analysis of e-cigarette discussions in the 3 periods showed a two-dimensional solution (Table 3). Similar to the principal component analysis, the first dimension explains as much variance as possible, and the second dimension is orthogonal to the first and explains as much of the remaining variance as possible [53]. A chi-square test revealed a value of 0.1 (df=98), with a P value of .03, which rejects the null hypothesis of no association between the 2 dimensions.

Table 3. Summary table of the correspondence analysis.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Singular value</th>
<th>Inertia</th>
<th>Chi-square (df)</th>
<th>P value</th>
<th>Proportion of inertia Accounted for</th>
<th>Cumulative</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.428</td>
<td>0.183</td>
<td>N/A*</td>
<td>0.817</td>
<td>1.000</td>
<td>0.817</td>
</tr>
<tr>
<td>2</td>
<td>0.203</td>
<td>0.041</td>
<td>N/A*</td>
<td>0.183</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Total</td>
<td>N/A</td>
<td>0.224</td>
<td>0.1 (98)</td>
<td>0.03</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

*N/A: not applicable.*

The singular values can be viewed as the correlation between the rows and columns of the contingency table and are similar to the Pearson correlation coefficient in correlation analysis [53]. They should be greater than 0.2 to be accepted as feasible dimensions [54]. Inertia is an indicator of how much of the variation in the original data is retained in the dimensional solution [55]. The singular value and the inertia are directly related, inertia=singular value^2 [44]. For example, the inertia of dimension 1 is 0.428 × 0.428 = 0.183, which means that the first dimension accounts for 18.3% of the total variability. The second dimension accounts for 4.1% of the total variability, and the total inertia for the whole solution is 2.24%.

The cumulative column shows the proportion of the inertia accounted for by the latent variable. In our case, the first dimension accounts for 81.7% of the total variability, and the 2 dimensions account for 100% of the total variability.

Figure 1 shows the correspondence analysis map that displayed 2 sets of variables, *time periods* and *words and phrases*. The distribution of words was relatively concentrated, and most of them were close to the origin. The closer the words are to the origin, the less distinct they are among the 3 periods. In other words, these words can be considered as the common ground for public discussion of e-cigarettes in the 3 periods. Among them, “e-cigarette,” “health,” “smoker,” “problem,” “tradition,” “influence,” “choice,” “product,” “tobacco,” “harm,” and “smoking” were closed to the origin, which showed that they appeared in similar frequency in the 3 periods. Specifically, “e-cigarette,” “tradition,” “tobacco,” and “smoking” were similarly represented in the 3 periods. Combining the results from content analysis, we can see that the comparison between e-cigarettes and traditional cigarettes was a common topic. Meanwhile, “health,” “problem,” “influence,” and “harm” were common in all 3 periods. Combining the results from the content analysis, it showed that the public were continually concerned about how e-cigarettes can harm health. In addition, “choice” and “product” appeared with similar frequency in the 3 periods, which showed that the discussion of how to choose e-cigarette products was another common topic across time.

In addition to these similarities, the spots representing the 3 periods appear in 3 completely different directions, revealing differences in the public’s concerns about e-cigarettes in different periods. The further words are from the origin, the more discriminating they are [56]. To interpret the relationship between row and column labels, we need to examine (1) the length of the line connecting the row label to the origin, with longer lines indicating that the association between the row label and some of the column labels is high; (2) the length of the label connecting the column label to the origin, with longer lines again showing that the association between the column label and some of the row labels is high; and (3) the angle...
formed between the above mentioned 2 lines, with smaller angles indicating that there is a stronger association between the two, a 90° angle indicating no relationship and angles near 180° indicating a negative association [57]. In our case, the row label is words and phrases, and the column label is period. If a word or phrase meet the abovementioned 3 standards, that is, the length between row label period and the origin is relatively long, the length between that word or phrase is relatively long, and the angle between the 2 lines is relatively small, we can say that the word or phrase is a distinct word or phrase that characterized that period.

Period 1 appeared in the fourth quadrant. Words that met the abovementioned 3 standards were “atomizer,” “tobacco tar,” “smog,” “taste,” “use,” and “nicotine.” Namely, period 1 was characterized by words that reflect elements related to the “use” of e-cigarettes. The public in period 1 concentrated their attention on the identified substances found in e-cigarettes and focused on their feelings of using e-cigarettes. Period 2 appeared in the first quadrant. Words such as “addition,” “heat,” “data,” “tar,” “burn,” “smoking cessation,” and “America” met the abovementioned 3 standards, which showed that in period 2, the public’s attention was not only on the identified substances of e-cigarettes but also on the smoking cessation functions of e-cigarettes. Period 3 appeared in the third quadrant. Words that met the abovementioned 3 standards were “channel,” “offline,” “sale,” “minor,” “brand,” “forbid,” “cartridge,” “market,” “industry,” and “supervise.” This showed that the public paid more attention to the e-cigarette industry and government policy on banning the sale of e-cigarettes to minors at this stage, which was quite different from the previous 2 periods.

Figure 1. Correspondence map for frequently used words and phrases represented in different periods.
Discussion

Principal Findings

The rapid popularity of e-cigarettes and the acceleration of regulation has not only attracted media attention [58] but has also generated more discussion on social media. This study used a text mining approach to identify what the Chinese public opinion about e-cigarettes on Zhihu, a social media platform featuring rich discussion. To gain insight into how e-cigarette policies have influenced the reaction of the Chinese public to e-cigarettes, this study further explored the constant focus of public discussion and how this focus changed in the context of different e-cigarette regulations.

The analysis revealed that when talking about e-cigarettes, the consistent themes were comparisons with traditional cigarettes, health concerns, and how to choose e-cigarette products. This may be closely related to the fact that e-cigarettes were marketed as “healthy alternatives to traditional cigarettes” and “the gospel of smokers” when they entered the Chinese market [22]. Although these claims have changed from earlier assertions to open questions in recent years, the Chinese public still associate e-cigarettes with these claims. Although the high-frequency words used in public discussion in the 3 periods had something in common, the differences were greater. The analyses indicated that the issuance of government policies on e-cigarettes led to public discussion on e-cigarettes. Before the first e-cigarette regulation was released in 2018, the discussion of e-cigarettes mainly revolved around the use and experience of e-cigarettes and what e-cigarettes were. Until this period, although e-cigarettes had been available on the market in China for many years (largely because of the lack of regulations or marketing restrictions on e-cigarettes), public understanding and discussion of e-cigarettes was mainly based on industry claims, such as helping to quit smoking, not containing tar, and providing a similar smoking experience to traditional cigarettes but being less harmful than them [22]. In addition, it is worth noting that many discussions in this period came from e-cigarette users. When Zhihu users raised questions about e-cigarettes, these e-cigarette users actively shared their own feelings and experiences and facilitated public conversation.

The second period (ie, the time between the first release of a ban on the sale of e-cigarettes to minors until the second and more comprehensive e-cigarette ban was issued) had many similarities with the first period. For example, many people still focused on e-cigarettes per se in their discussion. Common topics included whether e-cigarettes were an effective smoking cessation tool. However, the promulgation of the Notice on Prohibiting the Sale of Electronic Cigarettes to Minors routed the public’s attention to the possible negative effects of e-cigarettes on health, and although “harm” was still a hot topic in this period as in the first period, the core of the harm discussion shifted from the possible harm reduction effect of e-cigarettes in the first period to the possible harm caused by e-cigarettes in the second period. Furthermore, public discussions on e-cigarettes at this stage were more in depth. The notice triggered discussion on an important issue, the regulation of e-cigarettes by the government. Although the first commercially successful e-cigarette was widely considered to be invented by Chinese pharmacist Hon Lik and China is now the largest producer of e-cigarettes [22], e-cigarettes have always lacked a clear definition in China. According to the Law of the People’s Republic of China on Tobacco Monopoly, e-cigarettes are not tobacco products; they were not in the regulatory scope of either tobacco monopoly law or the state Food and Drug Administration [59]. As stationery stores near primary and secondary schools were reportedly selling e-cigarettes to students [60], the public thought that it was time to regulate the e-cigarette industry, especially for the young vulnerable population. Meanwhile, they began to reflect on why the e-cigarette legislation was lagging. Some people attributed it to the state-owned monopoly of the tobacco industry and the government’s interests from gigantic tobacco taxation [61], including e-cigarette taxation. In this period, the United States also progressed to implementing laws to regulate e-cigarettes, and in July 2019, it launched a new policy requiring an application for deemed new tobacco products that were on the market, including e-cigarettes, to be submitted to the Food and Drug Administration [62]. Consequently, the United States easily became a reference that was frequently mentioned when the Chinese public began to talk about the legislation of e-cigarettes in China.

Although there were differences in the focus of discussion among the 3 periods, the biggest difference was between the third period and the former 2 periods. The discussion in the third period jumped far beyond e-cigarettes as a product in itself but put it in a larger social context. In addition to regulatory issues, public discussion also focused on the market, sales, distribution, and other issues regarding the e-cigarette business and industry. This was consistent with the content of the notice and media attention to the policy at that time. The release of the Notice on Further Protecting Minors from Electronic Cigarettes brought forward strict law enforcement, which required various market players to stop selling e-cigarettes to minors and to remove e-cigarette advertisements on the web, and urged e-commerce platforms to close e-cigarette sales channels. In addition, the focus of discussion in this period is very likely connected with mass media reports at that time. A recent analysis of e-cigarette reporting in Chinese newspapers found that an increasing number of news articles referenced policy to frame their reporting in recent years [58]. The findings of this study echoed this analysis, confirming the positive correlation between news coverage on particular issues and public concern about the issues, as found in previous studies [63,64]. A large volume of media reports on the new policies meant that e-cigarettes were no longer just a topic that only e-cigarette users or those who were curious about e-cigarettes had an interest in but a social issue attracting attention from the general public and examined through multiple perspectives. Although the then newly released policy set the agenda for public discussion at that time, media reporting might also have increased the influence of the policy on what the public said about e-cigarettes on social media.

Limitations

First, it should be cautious to generalize the findings of this study to the whole population of China. On Zhihu, the users
basically speak as ordinary netizens not opinion leaders [65], which can facilitate public expression. However, as on any social media platform, what we can see on Zhihu are the discussions of those who would like to express themselves on the web; therefore, their viewpoints cannot fully represent those who keep silent and invisible on social media. Second, the focus of this study is high-frequency words in public discussion; therefore, we did not measure emotion, attitude, or opinions. To fully understand the public’s reaction to e-cigarette regulation, future studies that examine the emotional and attitudinal dimensions of public discussion are highly recommended.

Conclusions
Social media provide an accessible and informative platform to help policy makers and public health professionals understand the public’s concerns over and understanding of health issues, especially the issue of e-cigarettes, where the long-term impacts on health are still uncertain and legislation is still in the early stages. Awareness and monitoring of discussions relevant to e-cigarettes on social media in a timely manner is conducive to the identification of areas where policies need to regulate but have not yet regulated. Meanwhile, if public misunderstandings can be discovered from web-based discussion and guidance and education can be conducted quickly through media or education campaigns, this could help improve the public’s e-cigarette literacy and facilitate the implementation of e-cigarette–related policies.
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Abstract

Background: Borreliosis is the most frequently transmitted tick-borne disease in Europe. It is difficult to estimate the incidence of tick bites and associated diseases in the German population due to the lack of an obligation to register across all 16 federal states of Germany.

Objective: The aim of this study is to show that Google data can be used to generate general trends of infectious diseases on the basis of borreliosis and tick bites. In addition, the possibility of using Google AdWord data to estimate incidences of infectious diseases, where there is inconsistency in the obligation to notify authorities, is investigated with the perspective to facilitate public health studies.

Methods: Google AdWords Keyword Planner was used to identify search terms related to ticks and borreliosis in Germany from January 2015 to December 2018. The search volume data from the identified search terms was assessed using Excel version 15.23. In addition, SPSS version 24.0 was used to calculate the correlation between search volumes, registered cases, and temperature.

Results: A total of 1999 tick-related and 542 borreliosis-related search terms were identified, with a total of 209,679,640 Google searches in all 16 German federal states in the period under review. The analysis showed a high correlation between temperature and borreliosis (r=0.88), and temperature and tick bite (r=0.83), and a very high correlation between borreliosis and tick bite (r=0.94). Furthermore, a high to very high correlation between Google searches and registered cases in each federal state was observed (Brandenburg r=0.80, Mecklenburg-West Pomerania r=0.77, Saxony r=0.74, and Saxony-Anhalt r=0.90; all P<.001).

Conclusions: Our study provides insight into annual trends concerning interest in ticks and borreliosis that are relevant to the German population exemplary in the data of a large internet search engine. Public health studies collecting incidence data may benefit from the results indicating a significant correlation between internet search data and incidences of infectious diseases.

(J Med Internet Res 2020;22(10):e18581) doi:10.2196/18581
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Introduction

Borreliosis is the most frequently transmitted tick-borne disease in Europe. In 80%-90% of all cases, the disease presents with visible skin manifestations [1-3]. However, there is limited accurate data for the incidence of tick bites and borreliosis as associated diseases in Germany. Tick bites and associated diseases are important public health concerns because of their high incidence with no clear increasing or decreasing trend in Germany with regional variation [4]. Tick bite protection, correct and prompt tick removal, and medical consultation...
should be promoted by physicians and health authorities to facilitate early diagnosis and treatment of associated diseases. In 9 out of 16 federal states in Germany (Bavaria, Berlin, Brandenburg, Mecklenburg-West Pomerania, Rhineland-Palatinate, Saarland, Saxony, Saxony-Anhalt, and Thuringia), it is mandatory to report diagnosed borreliosis to the German federal government agency and research institute for disease control and prevention (Robert-Koch Institute). Thus, epidemiologic data for tick bites and associated diseases are based on measured, as well as estimated, values.

Google search analysis is a powerful tool to reflect the German population’s interest in specific topics because of its 94% market share [5]. Additionally, the general public favors search engines like Google over specialized websites when searching for primary health information online [6-9]. Previous studies have already demonstrated that analysis of internet search volume, which is one of the methods of infodemiology and infoveillance, is a valid method for assessing medical topics [10-15]. The internet’s emerging role as a main, or at least primary, source of health advice for the general public has prompted a corresponding increase in its value in the medical field. Huang et al [16], for example, reported a minor association between online cancer-related information searches and skin cancer incidence. Additionally, Wehner et al [17] established that internet search volume positively correlates with the incidence and mortality rates of common cancers in the United States. Regarding infectious diseases, Ginsberg et al [18] showed an accurate estimation of weekly influenza activity in the United States correlated with queries in online search engines. They suggested that internet research could help physicians diagnose influenza earlier to prevent epidemics [18].

Ticks are only active when ambient air temperature is 4-10 °C, so average temperature should be an important factor influencing tick-related queries. Therefore, weather data should provide insight into seasonal patterns [19]. Previous studies have shown that there are seasonal patterns in Google search volumes but have not found significant correlation between mean monthly temperature and internet searches for “tick” [20].

This study aims to investigate the interest of the German population in tick bites and borreliosis by analyzing Google searches. Furthermore, this study aims to explore correlations between searches and whether that could provide information about real life tick bite occurrences, as well as associated diseases.

Methods

Study Design

In this retrospective study, Google AdWords Keyword Planner was used to measure the search volume of terms related to tick bites and borreliosis across Germany from January 2015 to December 2018. The Keyword Planner is often used by advertisers to improve Google marketing campaigns and provides monthly search volumes estimated by Google. The term search volume applies to the number of searches for a topic or search term. To assess search volume within a specific field, words are initially entered into the Keyword Planner; thereupon, the program provides keywords that are most relevant to the topic. This process may be used both to answer scientific questions and for medical research [10,11].

In addition, search terms related to tick bites were identified using a keyword cluster for the German words for “tick bite” (“Zeckenbiss”) and “borreliosis” (“Borreliose”). Based on this cluster, Google AdWords Keyword Planner determined search terms to be analyzed. This data included only Google users with a German internet protocol address who used the German language. Furthermore, the German Climate Data Centre [21] was used to relate Google search volume to weather data by analyzing mean monthly temperature in degrees Celsius. Due to seasonal differences in tick activity as well as tick bite incidence, we defined summer months as April to September and winter months as October to March.

In 9 of 16 federal states in Germany (Bavaria, Berlin, Brandenburg, Mecklenburg-West Pomerania, Rhineland-Palatinate, Saarland, Saxony, Saxony-Anhalt, and Thuringia) covering 42% of the total German population, mandatory notification for the three most common Lyme borreliosis manifestations (erythema migrans, acute neuroborreliosis, and Lyme arthritis) has been achieved since 2013. To assess whether the Google search volume correlates with registered cases of borreliosis, all registered cases from the federal states of Brandenburg, Mecklenburg-West Pomerania, Saxony, and Saxony-Anhalt were considered in the analysis, as complete statistics of registered data were only available for these on the website of the German federal government agency and research institute for disease control and prevention (Robert-Koch Institut).

Statistical Analysis

The search volume data of the identified search terms was assessed using Excel version 15.23 (Microsoft Corporation). To describe the relationship between the investigated variables, we used SPSS version 24.0 (IBM Corp) to calculate the Pearson correlation coefficient (r) [22].

Results

In total, Google AdWords Keyword Planner identified 1999 search terms related to tick bites with a search volume of 26,080,530 in Germany from January 2015 to December 2018. The most frequently searched terms were “tick sting” (“Zeckenstich”; n=2,821,800, 10.82%), “tick” (“Zecke”; n=2,387,500, 9.15%), and “tick bite” (“Zeckenbiss”; n=178,850, 0.69%; Textbox 1).
Every year, an increase in search volume during summer months was observed (Figure 1). The month with the highest overall search volume was June 2018 with 1,571,330 searches. The search volume of tick bite and borreliosis showed similar trends in search volume, with “borreliosis” being more frequently searched. Annual peaks of search volume for tick bite were seen every year in June. Annual peaks of search volume for borreliosis happened in June and July of 2015 and 2016 (n=201,000 searches each), July 2017 (n=246,000 searches), and June and July 2018 (n=246,000 searches each; Figure 2).

Figure 1. Google searches in Germany in summer (April to September) vs winter months (October to March) for the top five tick- and borreliosis-related search terms in 2015-2018.

<table>
<thead>
<tr>
<th>Textbox 1. Top five key terms for tick bite (Zeckenbiss) and borreliosis (Borreliose).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tick bite (Zeckenbiss; German translation in parenthesis)</strong></td>
</tr>
<tr>
<td>• “tick-bite” (“Zeckenbiss”)</td>
</tr>
<tr>
<td>• “tick sting” (“Zeckenstich”)</td>
</tr>
<tr>
<td>• “tick” (“Zecke”)</td>
</tr>
<tr>
<td>• “borreliosis” (“Borreliose”)</td>
</tr>
<tr>
<td>• “borreliosis symptoms” (“Borreliose Symptome”)</td>
</tr>
<tr>
<td><strong>Borreliosis (Borreliose; German translation in parenthesis)</strong></td>
</tr>
<tr>
<td>• “borreliosis” (“Borreliose”)</td>
</tr>
<tr>
<td>• “borreliosis symptoms” (“Borreliose Symptome”)</td>
</tr>
<tr>
<td>• “tick- bite” (“Zeckenbiss”)</td>
</tr>
<tr>
<td>• “tick” (“Zecke”)</td>
</tr>
<tr>
<td>• “symptoms borreliosis” (“Symptome Borreliose”)</td>
</tr>
</tbody>
</table>
The analysis revealed a high correlation between temperature and borreliosis \((r=0.88, P<.001)\) as well as between temperature and tick bite \((r=0.83, P<.001; \text{Figure 3})\). The very high correlation between borreliosis and tick bite \((r=0.94, P<.001)\) depicts the seasonal- and temperature-dependent interest in the key terms.

Furthermore, a high and very high correlation between google searches and registered cases in the referred federal states Brandenburg, Mecklenburg-West Pomerania, Saxony, and Saxony-Anhalt were detected (Figure 4; Table 1). Saxony, the federal state with the largest population, had the highest number of Google searches \((n=273,800 \text{ searches})\), as well as the highest number of registered cases of borreliosis \((n=7387)\). Accordingly, a high correlation was found \((r=0.74, P<.001)\). However, the...
highest correlation was found in Saxony-Anhalt ($r=0.90, \ P<.001$; Table 1 and Figure 4).

**Figure 4.** Number of Google searches for “borreliosis” with registered cases of borreliosis in Brandenburg, Mecklenburg-West Pomerania, Saxony, and Saxony-Anhalt between January 2015 to December 2018.

Table 1. Pearson correlation coefficients for Google searches for borreliosis and registered cases of borreliosis from January 2015 to December 2018 in Brandenburg, Mecklenburg-West Pomerania, Saxony, and Saxony-Anhalt.

<table>
<thead>
<tr>
<th>Federal state</th>
<th>Registered cases, n</th>
<th>Google searches, n</th>
<th>Pearson correlation</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brandenburg</td>
<td>6107</td>
<td>124,000</td>
<td>0.80</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mecklenburg-West Pomerania</td>
<td>3720</td>
<td>82,480</td>
<td>0.77</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Saxony</td>
<td>7387</td>
<td>273,800</td>
<td>0.74</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Saxony-Anhalt</td>
<td>2016</td>
<td>104,700</td>
<td>0.90</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

The analysis of Google search volume related to tick bite and borreliosis identified an annual pattern that people tended to search more frequently during summer months. Therefore, a high correlation with average temperature was observed. Furthermore, a high correlation between registered cases of borreliosis in four German federal states was revealed.

One of the top five key terms of tick bite was borreliosis and vice versa. Therefore, we compared the two most common lay terms, tick bite and borreliosis. Interestingly, the search volume for the latter was higher. Especially in 2017 and 2018, a greater divergence between the keywords was observed, which can be explained by a greater awareness of associated diseases. This might be because of celebrities diagnosed with Lyme disease, such as Bastian Schweinsteiger and Justin Bieber, or because health education programs have taught people to make more accurate searches. Furthermore, media like smartphone apps and video games significantly improve knowledge of the disease and preventive measures [23,24]. However, a Finnish survey showed that, regarding knowledge, attitudes, and practice toward ticks and tick-borne disease, 65% of participants relied on newspapers and magazines as the main source of information [25]. Pharmacy health magazines, radio, or TV shows start media coverage of ticks and tick-borne diseases in late spring when average temperatures rise and ticks begin to appear.
However, we did not find data to support this well-known approach.

Correlating weather data with the Google search volume showed seasonal trends, which were described in previous works concerning pruritus and identified inhabitants’ needs [12]. Especially during the German winter months October 2016 to March 2017 and October 2017 to March 2018, the Google search volume showed a distinctive increase for tick bite and borreliosis compared to data from October 2015 to March 2016. The first hypothesis was that winters get milder in Germany due to climate change so that ticks have a longer active period. Ticks are active when average temperatures are between 4-10 °C (median 7 °C) [19]. However, as during each winter, there were a comparable number of months below this temperature. This does not explain the recognizable increase in search volume that we can see. Potentially, the increase was due to the awareness of tick bites and associated diseases, as well as media campaigns starting earlier in those years.

In some German federal states, it is mandatory to report borreliosis cases. Comparing numbers from Google searches and registered borreliosis cases shows a discrepancy. For example, in Brandenburg, the highest number of registered borreliosis cases in the reviewed years was 1743 in 2017. In comparison, the 2017 Google search volume for “borreliosis” in Brandenburg was 38,200, which is 22 times higher. This might be because the number of tick bites are much greater than the development of borreliosis symptoms. Additionally, not only affected people but also their relatives might search for information online, which explains a considerably higher number of search queries.

Walker [20] posed the question of whether Google trends can be used to study parasitic (i.e., tick-borne) diseases [20]. Their results showed seasonal patterns in search volume but no significant correlation between mean monthly temperature and internet searches for “tick.” Additionally, they tried to use the internet search volume to estimate parasitic occurrence. However, there was no apparent relationship between the annual number of tick-borne encephalitis cases and mean annual internet searches for either tick or tick-borne encephalitis [20]. We found statistically high correlations between registered borreliosis cases and Google search volume in four federal states. Previous studies identified Google data as a predictor of infectious disease outbreaks [26,27]. Nevertheless, to the best of our knowledge, this is the first work that shows a high correlation between incidence of an infectious disease and Google search volume of the implied disease. These results could help estimate incidences of borreliosis in German federal states where registration is not mandatory. Furthermore, Google search volume could be used to estimate incidences of diseases that are not required to be reported.

Limitations
This study has some limitations. In Germany, Google accounts for 95% of search engine use, so Google data can depict the interests of the population as a whole. To transfer our findings to other countries, different market shares of Google over alternative search engines need to be taken into account. Although it is common among the whole population to make health-related searches, younger people tend to use the internet more often [28]. Furthermore, the automatic completion of search terms by Google may influence people’s search behavior. It may promote an understanding of the health problem and the need to seek necessary medical help; however, priming by autocomplete has the potential to make incorrect associations [29]. Another limitation to our study is that we solely used German key terms.

Conclusion
Our study provides insight into terms and fields of interest associated with tick bites and borreliosis, relevant to the German population. We found statistically high correlations between Google searches for borreliosis and registered cases of borreliosis across four German federal states. Accordingly, these results could help to estimate the incidence of borreliosis in the remaining 12 German federal states where it is not mandatory to report borreliosis. Furthermore, this approach could aid in the development and implementation of effective and sustainable awareness campaigns.
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Abstract

Background: Informed consent is one of the key elements in biomedical research. The introduction of electronic informed consent can be a way to overcome many challenges related to paper-based informed consent; however, its novel opportunities remain largely unfulfilled due to several barriers.

Objective: We aimed to provide an overview of the ethical, legal, regulatory, and user interface perspectives of multiple stakeholder groups in order to assist responsible implementation of electronic informed consent in biomedical research.

Methods: We conducted a systematic literature search using Web of Science (Core collection), PubMed, EMBASE, ACM Digital Library, and PsycARTICLES. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines were used for reporting this work. We included empirical full-text studies focusing on the concept of electronic informed consent in biomedical research covering the ethical, legal, regulatory, and user interface domains. Studies written in English and published from January 2010 onward were selected. We explored perspectives of different stakeholder groups, in particular researchers, research participants, health authorities, and ethics committees. We critically appraised literature included in the systematic review using the Newcastle-Ottawa scale for cohort and cross-sectional studies, Critical Appraisal Skills Programme for qualitative studies, Mixed Methods Appraisal Tool for mixed methods studies, and Jadad tool for randomized controlled trials.

Results: A total of 40 studies met our inclusion criteria. Overall, the studies were heterogeneous in the type of study design, population, intervention, research context, and the tools used. Most of the studies’ populations were research participants (ie, patients and healthy volunteers). The majority of studies addressed barriers to achieving adequate understanding when using electronic informed consent. Concerns shared by multiple stakeholder groups were related to the security and legal validity of an electronic informed consent platform and usability for specific groups of research participants.

Conclusions: Electronic informed consent has the potential to improve the informed consent process in biomedical research compared to the current paper-based consent. The ethical, legal, regulatory, and user interface perspectives outlined in this review might serve to enhance the future implementation of electronic informed consent.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42020158979; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=158979

(J Med Internet Res 2020;22(10):e19129) doi:10.2196/19129
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Introduction

Obtaining informed consent is a fundamental ethical practice in biomedical research. It is the process of providing meaningful information to the potential participant in order to enable an autonomous well-informed decision on whether or not they wish to participate in the research study [1-3]. Moreover, informed consent may serve as one of the legal grounds for processing personal data, as described in articles 6 and 9 of the General Data Protection Regulation [4]. The primary goal of informed consent is to truly inform potential research participants or their representatives about different aspects such as the study design, study procedures, the risks and benefits, treatment options, participants’ responsibilities, and the right to withdraw as well as information regarding data processing [1,3,4]. Therefore, information must be available in lay terminology and in a language understandable to the participants [3]. Long and cumbersome paper-based informed consent documents are the result of the increasing complexity of clinical research and the multitude of legal and regulatory requirements to satisfy informed consent needs [5-7]. Regulatory requirements refer to those related to the regulatory approval of medicines [8]. Available evidence has shown that research participants lack understanding of the key concepts of research studies [7,9]. For this reason, many attempts have been made to improve the understanding of research participants [10].

Owing to innovations in information technology, different strategies to consent have been developed, ranging from involving multimedia to the implementation of quizzes [10]. Research on the use of different multimedia formats to present information and improve research participants’ understanding is gaining popularity [10-12]. Recently, the US Food and Drug Administration (FDA), in collaboration with the Office for Human Research Protections, issued guidance [13] concerning electronic informed consent in order to provide a shared and harmonized approach. Electronic informed consent refers to electronic systems which may incorporate multimedia in order to convey information and to obtain informed consent. In this guidance [13], recommendations are described covering several aspects related to electronic informed consent such as the presentation of information, the use of electronic signatures, identity verification, FDA inspections, and the review process by ethics committees. The development of an electronic informed consent platform, enabling participants to give and manage their electronic informed consent, could offer several opportunities. First, it could facilitate long-term interaction with research participants in cases where reconsenting for follow-up studies is required or for providing research results. Second, it may truly inform research participants in an interactive, tailored approach based on the individual’s information needs [14].

Considerable research has been devoted to single aspects important for electronic informed consent; however, rather less attention has been paid to integrating information from several important scientific domains such as ethical, legal, regulatory, and user interface domains. It is vital to balance the relevant domains in order to create an electronic informed consent platform that better informs, empowers, and engages research participants [15,16]. In the field of research, the ethics committee plays an important role as it is responsible for reviewing study protocols to ensure that they meet the ethical, legal, and regulatory requirements of the country where the research is being conducted, paying attention to the applicability of international norms and standards [3]. However, it remains unclear to what extent ethics committees are familiar with electronic informed consent and how they will handle electronic informed consent. Moreover, the involvement of research participants in the design of an electronic informed consent platform is of utmost importance as they fulfill a central role in biomedical research. Personalized human-centered design enables understanding of the participants’ experiences and incorporation of their feedback to facilitate a participant-centered electronic informed consent platform [17].

Despite an increasing number of studies relevant for electronic informed consent, a comprehensive overview of these studies across the ethical, legal, regulatory, and user interface domains is lacking. Hence, the primary outcome of this systematic review was to provide a descriptive overview of the perspectives of different stakeholder groups (ie, researchers, research participants, health authorities, and ethics committee members) in these different domains with regard to electronic informed consent in biomedical research. The secondary outcome aimed to provide recommendations to assist responsible implementation. Insights of this review may serve as the foundation to design an electronic informed consent platform, thereby taking scientific steps forward in view of the international state-of-the-art.

Methods

This systematic review was reported according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [18]. The corresponding review protocol is registered in the International Prospective Register of Systematic Reviews (PROSPERO CRD42020158979).

Search Strategy

The electronic databases of Web of Science (Core collection), PubMed, EMBASE, ACM Digital Library, and PsycARTICLES were searched in order to retrieve potential eligible studies. The searches for all databases were performed November 14, 2019. A search string for PubMed was developed and consisted of Medical Subject Headings terms and free-text words. The search string was adjusted for use in the other electronic databases. All search strings were verified by a health sciences librarian. These search strings consisted of keywords such as electronic (informed) consent, dynamic (informed) consent, e-consent, digital (informed) consent, interactive (informed) consent, online (informed) consent, multimedia, and telemedicine. The search was restricted to studies published in English after January 1, 2010. This timeframe was justified by the fact that electronic informed consent in biomedical research gained popularity only...
in the last decade and that technology has evolved quite rapidly. The full search strategy for all databases can be found in Multimedia Appendix 1.

**Study Selection and Criteria**

All study types (ie, qualitative, quantitative, and mixed methods) that discussed the concept of electronic informed consent in biomedical research covering the ethical, legal, regulatory, and user interface domains were included. Perspectives of stakeholders, in particular research participants (ie, patients and healthy volunteers), researchers, ethics committee members, and health authorities were considered relevant. We excluded nonempirical studies and abstracts. All studies retrieved from the search strategy were imported to EndNote X9 (Clarivate Analytics) and duplicates were removed. The remaining studies were uploaded to Rayyan (Qatar Computing Research Institute) software. Two researchers (EDS and DZ) independently performed the first screening based on titles and abstracts. In a second step, studies with full texts available were carefully reviewed by two researchers (EDS and DZ) and disagreements were resolved by consensus. When the full texts were not available, the corresponding authors were contacted. The reference lists of the included studies were hand searched for additional studies.

**Data Extraction and Analysis**

Data extraction was performed independently by two researchers (EDS and DZ) and was subsequently checked. A dedicated Excel (Microsoft Inc) data extraction form was used retrieving the following information for each eligible study: study identification (first author, title, publication year); study characteristics (study period, country, design, objective, scenario); stakeholder group (research participants, researchers, ethics committee members, health authorities); tool used to collect information (survey, focus groups, interviews); intervention (a description of the electronic informed consent platform); domain being assessed (ethical, legal, regulatory, or user interface); and ethical, legal, regulatory or user interface perspectives regarding electronic informed consent.

Two researchers (EDS and DZ) carried out data analysis together using Excel. A combination of deductive and inductive thematic analysis of the ethical, legal, regulatory, and user interface perspectives was used, reporting different concepts and the main findings associated with them. Thematic analysis was conducted according to the six-phase approach described by Braun and Clarke [19]. During the first phase, notes were created on the ethical, legal, regulatory, or user interface perspectives found in literature. These notes were valuable for the creation of initial codes in the second step. During the third step, we clustered these codes to generate broad concepts. Thereafter, the concepts were thoroughly reviewed and were defined in the fourth and fifth step. In the sixth and last step of this approach, we provided a descriptive overview to summarize the concepts found in literature [19]. Within these concepts, studies reporting similar findings were grouped together in order to provide a concise overview of results.

**Quality Assessment**

Two researchers (EDS and DZ) assessed the quality of all included studies. Based on the study design, the Critical Appraisal Skills Programme (CASP) for qualitative studies [20], Mixed Methods Appraisal Tool (MMAT) for mixed methods studies [21], and Jadad tool for randomized controlled trials [22] were used. MMAT and CASP were used to criticize study aspects such as the aim and the methodology of the study [20,21]. These aspects were evaluated using a categorical scale (yes, indeterminate, or no), and thereafter, we converted the number of positive assessments into percentages. The quality of randomized controlled trials was assessed by considering the randomization, blinding, dropouts, and withdrawals. Randomized controlled trials could receive up to 5 points using the Jadad tool [22]. The Newcastle-Ottawa scale for cohort studies and an adapted version of this scale for cross-sectional studies were applied. Using the Newcastle-Ottawa scale, cohort and cross-sectional studies were evaluated using the following quality parameters: selection of study groups, comparability of study groups, and ascertainment of the outcome. Moreover, this scale also assessed the statistical test used in cross-sectional studies. Scores ranged from 0 to 9 for cohort studies and from 0 to 10 for cross-sectional studies [23,24].

**Results**

**Search Results**

Our search strategy produced a total of 9984 studies. After the screening process (Figure 1), 40 studies were included in the final analysis.
Characteristics of Included Literature
Multimedia Appendix 2 summarizes the main characteristics for each study. The majority of studies were conducted in the United States (27 studies), followed by the United Kingdom (3 studies). There was 1 study each in Ireland, Korea, Canada, Australia, Spain, Germany, and Denmark; 3 studies reported results from several countries. The designs of the studies included 10 randomized controlled trials, 10 mixed methods studies, 10 cross-sectional studies, 9 qualitative studies, and 1 cohort study. Most stakeholder groups involved in the studies were represented by research participants (26 studies), followed by researchers (2 studies), and ethics committee members (1 study). In 11 studies, more than 1 of these categories, including health authorities, were involved. As for the characteristics of the research participants, 22 studies included different age categories (range 18-88 years), 3 studies each were conducted in young and elderly populations, and only 1 study was conducted in children. No information regarding age was reported in 5 studies involving research participants. When the information was provided, we noticed that, in 12 studies, the majority of research participants had a college degree or more, in 8 studies the majority of research participants had less than a college degree, and in 2 studies there was an equal distribution in education level of the research participants. Meanwhile, in 12 studies there was no information regarding the education level of the research participants. Studies were conducted in both female and male populations, except 4 studies that only included either women or men. The tools used to collect relevant information varied, based, also, on the study design. Multimedia Appendix 3 shows an overview of the intervention, scenario, and tools used.

Quality Assessment
The quality of the included studies varied widely. Among the randomized controlled trials, only 3 studies [25-27] received a quality score of 3. Quality scores of 2 and 1 were provided to 1 study [28] and 6 studies [29-34], respectively. The qualitative studies ranged from satisfying 80% or more of the quality criteria (6 studies) [35-40] to satisfying 50% to 60% of the quality criteria (3 studies) [41-43]. Moreover, 3 mixed methods studies met 80% or more of the quality criteria [16,44,45], 6 studies met from 57% to 71% of the quality criteria [15,46-50], while 1 met only 43% of the quality criteria [51]. The only
cohort study had a quality score of 7 [52], while the quality scores of cross-sectional studies were assessed to be 4 [53-56], 5 [57-61], and 6 [62].

**Domain Perspectives**

Perspectives of the ethical, legal, regulatory, and user interface domains were reported using 6 concepts: format, impact on understanding, acceptability, security and trust, storage, and content. Due to the cross-disciplinary nature of these perspectives, they were not reported for each domain individually as each of these concepts touches on 2 or more domains.

**Format**

A range of aspects related to the format were identified in the literature review. The majority of research participants, researchers, members of the ethics committee as well as health authorities believed that the ability to incorporate audio, video, or graphics in electronic informed consent is a distinct benefit, especially for vulnerable groups [15,16,28,33,39,43,45,47-49,57]. Patients who were older adults, for example, expressed the usefulness of graphics and audio [45]. Research participants mentioned in a focus group that video and graphics may be more effective than written text in conveying information [16]. Moreover, patients involved in a study of Simon et al [39] indicated that audio narration could be of help for research participants with poor eyesight or limited literacy. However, participants argued for caution because background music and sound effects could be an added distraction [50]. In contrast, video was considered a multimedia element that might hold participants’ attention more than a paper-based informed consent could [33]. Important to consider is the length of the video, since research participants highlighted that a 5-minute video was too long [33]. The use of graphics, including icons, was appreciated by all involved stakeholder groups [15,16,28,39,43,45,47-49,57]. For instance, the implementation of a progress bar was advised by researchers to indicate the different steps of the electronic informed consent form [43]. A pilot study [48] involving children highlighted the entertainment of graphics, making the electronic informed consent platform a pleasure to use. On the contrary, adult patients with fragile X syndrome, a genetic disorder causing intellectual impairment, had difficulty understanding aspects of clinical research such as blinding and randomization explained by several animations [47].

Furthermore, hyperlinks were identified as an important aspect of the format by participants and researchers [16,43,56]. Hyperlinks could be used as a video link between researchers and participants in order to combine an online with a face-to-face consent process [56]. Moreover, patients engaged in focus groups elicited hyperlinks as an encouraging way to seek additional information [16]. Nevertheless, it should be noted that only 20 out of 491 patients (4.1%) involved in a randomized controlled trial clicked on 1 or more hyperlinks [26]. Members of the ethics committee and health authorities advised avoiding the use of hyperlinks to webpages that may modify their content [15].

Researchers and ethics committee members as well as research participants criticized having extensive content during usability analysis of electronic informed consent platforms [34,54]. Research participants advised using a bullet point format with access to additional information if desired [28,34,50]. Simple, concise language should be used to encourage a sufficient level of understanding [15,28,40,50]. The possibility of marking information that participants did not understand was considered useful and was viewed as an opportunity to enhance the discussion with the research staff [15]. Nonetheless, research participants and researchers emphasized not losing the personal connection between researcher and participant [15,50].

Moreover, electronic informed consent offers the possibility to give information in several languages by using subtitles or translated text. Although many factors influence participant recruitment, researchers and research participants believed that electronic informed consent may facilitate recruitment, particularly in rare disease research [35]. By translating the content of electronic informed consent into different languages, information is available for a large number of individuals regardless of their geographical setting [35,53].

Little information was provided about the choice of the device when using an electronic informed consent platform. Two studies, both of them using touchscreen formats, reported incorrect end user input [51,53]. Researchers entered incorrect medical record numbers and patient names containing spelling errors [53]. A similar case with research participants was reported; in this particular study [51], several participants accidentally removed their signature, which contributed to the majority of errors when using touchscreen devices. Moreover, research participants who were older adults reported that they would need training to be able to use a tablet-based consent process [45].

**Impact on Understanding**

Electronic informed consent may have an impact on the understanding of research participants by implementing a quiz, before signing the consent, to assess the participants’ level of comprehension [28,35,39,44,55]. However, research participants argue for caution (to not make it feel like a test) [50]. In addition, interactive technology and a printed consent form offer the opportunity to review information giving participants the time to learn about the research [15,16,37,39,50]. Patients considered a paper-based form more permanent and suggested implementing a printout option in the electronic informed consent technology [39]. In addition, Vanaken et al [15] reported that some research participants preferred to take a printed version of the informed consent document home. Hence, the pressure to give consent immediately was decreased [16]. An extensive amount of studies investigated barriers related to the use of electronic informed consent which could prevent research participants from achieving a reasonable level of understanding [15,25-28,31-34,39,40,44,45,48,49,52,53,55,60,61]. For the majority of studies, no barriers were reported [25-28,31-34,44,48,52]. For example, patients with mental disorders, of whom the majority had a primary level of education, were able to make well-informed decisions by using electronic informed consent [52]. Moreover, patients with
Schizophrenia had better understanding of disclosed information when using electronic informed consent compared to when using paper-based informed consent [32]. In a few studies, barriers impeding adequate comprehension were reported by research participants, researchers as well as ethics committee members regarding people with limited computer literacy, visual or auditory impairment, and regarding the lack of access to computers or internet [15,39,40,45,53,60,61]. Other reported barriers to achieving adequate understanding were the attitudes of research participants looking for additional information after reading a very concise informed consent and the use of graphics that may be unclear [47,49,55].

Acceptability

Some researchers had concerns regarding approval of electronic informed consent as an alternative consent process by ethics committees [16,61]. In addition, ethics committees themselves expressed uncertainty about the impact of the audio-visual aspects on the ethical review process and the review duration [15,59,61]. The ability to confirm the identity of research participants consenting remotely may be challenging, especially for researchers [57]. In general, varying perceptions were reported regarding the use of electronic signatures. Although the majority of ethics committee chairpersons enrolled in a study by Kane et al [59] did not encounter submissions of informed consent documents containing electronic signatures, a large number of involved chairs would approve it. However, researchers and members of ethics committees were unsure about compliance with local regulations [15,59]. Some representatives of health authorities supported the use of electronic signatures while others were concerned about data privacy [15]. With respect to the research participants, a study by Haussen et al [60], involving legal authorized representatives of whom 21 out of 53 representatives (40%) had a low educational status, stated that for these participants there is an increased chance of preferring a paper-based informed consent.

Security and Trust

Research participants stressed the importance of trust in the authenticity of electronic informed consent to share health data and to agree to take part in the study [36]. This went hand-in-hand with security of the electronic informed consent platform, which was a main concern for all stakeholders [15,34,36,39,40,42,50,61]. A secure platform may enable the transfer of files, which researchers considered an important factor in biomedical research [57]. Chin et al [53] reported that the electronic informed consent platform that they developed could only be accessed by using individual user accounts and passwords. Moreover, researchers mentioned the need for providing sufficient information on privacy aspects to potential research participants [43]. According to research participants, electronic informed consent may enhance trust in research because of the possibility of returning research information by using innovative technology [38]. Nevertheless, Harle et al [26] conducted a randomized controlled trial with patients receiving standard, interactive-only, or interactive trust-enhanced electronic informed consent. Trust-enhanced messages were implemented containing additional information on data protections, regulations, and training of the research staff. They indicated there was no effect from the inclusion of these trust-enhanced messages on data sharing, satisfaction, and understanding [26].

Storage

According to multiple stakeholders, electronic storage of consent details constitutes a notable benefit by enabling researchers to have a trustworthy and traceable overview of the consent status of participants [15,35]. For example, electronic informed consent can support online withdrawal, together with documentation of the reasons for withdrawal [41,46]. Moreover, online storage improves version control which might reduce the number of adverse inspection findings by the health authorities. Nevertheless, health authorities voiced concerns that informed consent forms may be inaccessible during an inspection [15]. An important feature for researchers and the ethics committee is to have the ability to control access for specific consent documents [57]. According to research participants, access to their own health information is a key benefit of participation [46]. Research participants requested more transparency regarding the use of their data [38,58]. They expressed the right to control the sharing and use of their private health information [37,42]. Moreover, electronic informed consent enables researchers to update participants frequently with information about preliminary results, follow-up studies, and main outcomes [35]. Nevertheless, the majority of patients with mental disorders, involved in a study by Sundby et al [62], stated that they would prefer direct contact with the research staff for receiving genomic information concerning serious or life-threatening conditions.

Content

The usefulness of additional content elements such as definitions was articulated in a focus group involving research participants who were older adults [45]. Moreover, exposing research participants to social annotation, such as comments generated by end users on several aspects of the electronic informed consent form, was considered important to feel adequately informed [29]. However, the emotional force communicated in social annotations has an influence on research participants’ perceptions with regard to information given in electronic informed consent. Research participants exposed to positive valence annotations indicated feeling less informed than participants receiving a combination of positive and negative valence annotations [30]. Various studies [15,37,58,62] provided insights into a personalized approach of an electronic informed consent platform. Research participants stated that they would like to receive personalized elements and tailored information such as the display of their name in the electronic informed consent form or the impact of their contribution on a specific research question [15,37]. Moreover, Kim et al [58] conducted a study using an electronic informed consent platform in which research participants were allowed to modify their preferences for data sharing. In this study [58], research participants indicated that a personalized approach could enable participants’ eagerness for data sharing for research purposes. Furthermore, researchers appreciated the possibility of research participants indicating what kind of information they would like to obtain [62].
Discussion

Importance of Understanding in Electronic Informed Consent

The majority of studies paid particular attention to understanding, considering that it is seen as a crucial point in enabling participants to give their informed consent. In some studies [28,33,34,39,44-46,48,55,60,62], the majority of participants had a high level of education. It should also be noted that a number of studies [27,29,51] assessing comprehension did not report the education level of their participants. Therefore, there might be additional barriers for less educated participants to achieving an adequate level of understanding. If research participants are not adequately informed about a research study, they may be disappointed due to misconceptions of the benefits. As a result, researchers may face increased dropout. Moreover, research participants may distrust ethics committees when they do not put the research participant at center when reviewing an electronic informed consent. Literature reported that electronic informed consent could improve understanding through the opportunity to check participants’ level of comprehension by using quizzes before electronically signing the consent form [28,35,39,44,55]. The implementation of a quiz may prevent research participants from immediately agreeing to participate in research, not allowing the consent to be reviewed thoroughly. Nevertheless, meta-analysis of different informed consent interventions conducted by Nishimura et al [10] showed a significant higher understanding for paper-based enhanced consent forms including simplified text and facilitated reading level. A non-significant increase of understanding was observed for multimedia interventions. These enhanced consent forms and multimedia approaches were compared with a control consent process that consisted of a paper-based informed consent or an already enhanced informed consent [10]. It would, therefore, seem that further research is needed to explore the effect on understanding of an electronic informed consent platform including all of these aspects, considering the education level, age, health status, and health literacy of the participant.

Particular Attention to Specific Population Groups

Several studies [15,39,40,45,60,61] included in this review reported concerns about access to electronic informed consent for specific population groups. From an ethical point of view, different population groups need to have the opportunity to be represented in biomedical research. The possibility for several population groups to take part in a research study may, first, broaden their access to treatments, and second, positively impact the generalizability of research results. Adequate support is required for participants with, for example, no or limited computer literacy. Obtaining informed consent in people with mental disorders remains a challenge that may be overcome with electronic informed consent. Health authorities believe that vulnerable populations, which are often underrepresented in clinical research, might benefit [15]. However, it is important to highlight that only a limited number of studies [25,31,32,45,47,48,62] included vulnerable groups who may have particular requirements. In only 1 pilot study, perceptions of children regarding the use of graphics were evaluated [48]. Recommendations cannot be inferred from this pilot study because they require verification in further research. Generally, electronic informed consent platforms are intended to be used by multiple dissimilar target groups. The target population varies in literacy, education, age, health condition, and many other factors. Therefore, preferences for designing a usable interface may deviate across the type of end users. Visual factors, such as the font size or the use of graphics, will differ for research studies involving older adults, children, or visually impaired participants.

Personal Connection

Attention needs to be paid to not losing the personal connection between research participants and research staff. Electronic informed consent has the opportunity to supplement the existing paper-based consent process but is not meant to replace it. For example, research participants may prefer the paper-based consent document or electronic informed consent facilitated by a discussion with the research staff to enable an informed decision. To enhance trust in research or in the authenticity of an electronic informed consent platform, the personal connection may play an important role. Moreover, electronic informed consent has the potential to inform research participants about early findings, but participants involved in a study by Sundby et al [62] preferred having direct contact with the research team if this information was related to life-threatening conditions. In addition, the online consent form should provide participants with a link that they can enter to withdraw their consent any time they desire. Nevertheless, for several types of medication, it is dangerous to abruptly stop [63]. For this reason, the interaction between the research participant and the research team is of utmost importance to prevent withdrawal symptoms by giving all necessary information. In general, a lack of face-to-face communication may lead to misunderstanding with regard to several aspects of a research study.

Guidance Framework

Acceptability of electronic informed consent by the health authorities was unclear [15,59]. Therefore, analysis of the legal framework regarding different aspects of electronic informed consent is required to determine the restrictions in certain jurisdictions. More research is needed to explore the legal aspects related to electronic informed consent across several countries. In addition, uncertainty exists about the review process of electronic informed consent by ethics committees [15,59,61]. Due to the lack of experience, it remains unclear how the evaluation process of ethics committees will be impacted. It would thus be of interest to investigate which aspects of the electronic informed consent process ethics committees would consider for evaluation. General consensus on the review process of ethics committees is required to facilitate harmonized review for multicentric studies in which multiple ethics committees are involved. In addition, researchers need to receive clarification on which materials they need to submit to ethics committees. A guidance framework could reduce the burden of researchers and ethics committees concerning the preparation and review of electronic informed consent.
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consent and could ensure protection of the rights, safety, and welfare of human participants.

**Privacy by Design**

Notable concerns were expressed by several stakeholders regarding security of electronic informed consent platforms, and thus data privacy [15,34,36,39,40,42,50,61]. Because electronic informed consent establishes the opportunity to give consent remotely, capture of an electronic signature and proof of identity are challenging. Researchers and ethics committees raised concerns about low compliance of electronic signature with local regulations. These concerns may strengthen reluctance to implement and use electronic informed consent platforms in biomedical research. In order to secure the platform, potential security threats need to be identified to counter them in security software. It is of utmost importance to implement the highest standards in security and privacy design to prevent fraudulent use of participants’ health data. Moreover, clarifying the integrated security and privacy aspects to the research participants is valuable to reduce these concerns. A breach of privacy could, for research participants, lead to job loss or consequences related to their insurance. Moreover, researchers could be held responsible for misconduct. Ethics committees and health authorities could also be held responsible, as they did not look into the security of the electronic informed consent platform when reviewing or inspecting. In previous years, the failure to obtain and document the consent of research participants was part of frequent FDA inspection failures [64]. Owing to online storage, electronic informed consent may contribute to, for example, better version control and documentation of the consent process [15,35]. Nevertheless, controlled access systems need to be implemented to restrict access for stakeholders for different types of content in order to respect the privacy of the participants.

**Usability**

Noteworthy is the discrepancy between quantitative and qualitative usability testing. Despite the mention of hyperlinks as an important feature of the user interface in a qualitative focus group study [16], this feature was barely used in a randomized controlled trial evaluating different electronic informed consent platforms [26]. These results suggest using an iterative design cycle starting with an evaluation of what participants would consider as useful in the user interface, after which a usability analysis should be performed. It is crucial to involve research participants when designing an electronic informed consent platform to create a user-friendly and acceptable system. This will support researchers in ensuring an adequate number of participants in order to detect possible important clinical findings. Moreover, although research participants indicated preferring concise information in consent forms [15,28,40,50], attention needs to be paid to participants who are not motivated to seek additional information. Specific measures are needed if input of researchers or research participants is required when using electronic informed consent in order to prevent errors. Potential errors are related to devices used by biomedical research stakeholders and the amount of manual input required. The use of touchscreen devices might invoke more inadvertent actions from accidental touches on the display, compared to those from the use of computers. The implementation of a quality assurance procedure is highly recommended in order to avoid incorrect end-user input.

**Inclusivity**

Language aspects may complicate obtaining informed consent, and thus recruitment. It requires additional effort to involve research participants whose primary language is not frequently used in the informed consent process. To make the informed consent process more inclusive, subtitles or translated text can be used in electronic informed consent. Additionally, intercultural mediation can be considered to reduce the adverse outcomes of language barriers. An intercultural mediator can be part of the electronic informed consent process to assist the linguistic interpretation of information in the electronic informed consent [65].

**Toward Personalized Electronic Informed Consent**

An electronic informed consent platform provides an important means for modifying consent preferences. Electronic informed consent can be tailored to participants’ needs to address their preferences. In this way, participants may change different aspects such as which information they would like to receive, how they prefer to be contacted, and how often they wish to be contacted. Research participants indicated that access to their personal health data is an important motivation to participate in research studies. By enabling a personalized approach in the electronic informed consent platform, research participants can indicate whether they would like to receive this information. Moreover, electronic informed consent can be personalized for different kinds of diseases. Patient preferences can vary for disease-specific informed consents. Participants with delicate health conditions may, for example, require additional information related to the study and may not be eager to share their data. Personalization may improve research participants’ engagement and understanding. However, attention needs to be paid to the review process of such personalized electronic informed consent in order to avoid a time-consuming process. Further research that considers several types of end users is recommended, as electronic informed consent must be tailored to different population needs. Moreover, electronic informed consent provides the possibility of updating research participants with information on an ongoing research study. Nevertheless, it needs to be investigated how an electronic informed consent platform can be personalized and how longitudinal interaction can be assured.

**Recommendations**

The ethical, legal, regulatory, and user interface perspectives were converted into recommendations to facilitate implementation of electronic informed consent in biomedical research. The recommendations are based upon the 6 concepts reported in the results and are shown in Table 1.
Table 1. Recommendations to guide implementation of electronic informed consent in biomedical research.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Description</th>
</tr>
</thead>
</table>
| Format                   | • Implement audio, video, graphics (ie, icons, progress bar) and hyperlinks. Note: do not add audio that may distract participants, consider the length of the video, create understandable graphics and avoid hyperlinks to webpages with dynamic content  
  • Use simple, concise language and implement a bullet point format. Note: provide access to additional information if desired  
  • Give the possibility to research participants to highlight information that is difficult to understand in order to facilitate the discussion with the research staff  
  • Depending on the research study, make electronic informed consent available in multiple languages by using subtitles or translated text  
  • Implement a quality assurance process to check the input of the end user  |
| Impact on understanding  | • Pay attention to the personal connection between the research participants and the research staff (also refers to security and trust)  
  • Implement quizzes to assess the participants’ level of comprehension. Note: do not let the quizzes feel like an evaluation  
  • Give the possibility to review information by using interactive technology or the printed electronic informed consent form  
  • Guarantee adequate support for people with limited computer literacy, visual/auditory impairment and people who do not have access to internet or computers  |
| Acceptability            | • Collaborate with health authorities and ethics committees to create a framework for reviewing and implementing electronic informed consent  |
| Security and trust       | • Implement controlled access systems for several stakeholder groups and pay attention to a secured electronic informed consent platform. Note: provide sufficient information to potential research participants about privacy aspects of the platform  
  • Make sure that the secure transfer of files is possible between stakeholder groups  |
| Storage                  | • Provide online storage of the informed consent  
  • Support online withdrawal with documentation of the reasons for withdrawal  
  • Pay attention to transparency regarding the use of participants’ health information and their right to control the sharing and use of this information  
  • Implement the possibility to update research participants frequently with information about preliminary results, follow-up studies and main outcomes  |
| Content                  | • Implement definitions  
  • Implement social annotations but mind the emotional force  
  • Implement a personalized approach (eg, by letting the participants indicate what kind of information they would like to receive)  |

**Limitations**

Our systematic review only included literature published in English. As a consequence, selection bias could have been introduced because it is possible that information specific to the ethical, legal, regulatory, or user interface domain of electronic informed consent in languages other than English was not identified. Another limitation was that the methodological quality of the included studies was rated overall as moderate which needs to be considered when interpreting the reported findings. Most of the studies had small sample sizes, which could be an issue for the generalizability of results. The studies included in the review had a high level of heterogeneity among them, which is the reason why a descriptive analysis was conducted. The differences in study designs, research fields and contexts, populations, and tools used to assess the results may have impacted the findings reported by each study.

**Conclusions**

This systematic review highlights different opportunities and challenges for responsible implementation of electronic informed consent in biomedical research. Electronic informed consent provides the possibility of enforcing a personalized approach and supporting a longitudinal interaction with research participants. Findings suggest that electronic informed consent may have a beneficial impact on the consent process as long as some requirements are fulfilled. Special attention needs to be paid to specific population groups and to personal interaction with research staff. Future high-quality research, especially using randomized controlled trials, is required to provide information that may encourage the use of electronic informed consent for vulnerable groups.
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Abstract

Background: Youth suicide is a global public health issue, and using technology is one strategy to increase participation in preventive interventions. However, there is minimal knowledge on how technology-enhanced interventions for youth correspond to the stages of care, from illness or risk recognition to treatment follow-up.

Objective: This systematic review aims to examine the efficacy of technology-enhanced youth suicide prevention and interventions across the continuum of care.

Methods: Four electronic databases were searched up to spring 2019 for youth suicide preventive interventions that used technology. The review was not restricted by study design and eligible studies could report outcomes on suicidality or related behaviors, such as formal treatment initiation. An adapted version of the Methodological Quality Ratings Scale was used to assess study quality.

Results: A total of 26 studies were identified. The findings support the emerging efficacy of technology-enhanced interventions, including a decline in suicidality and an increase in proactive behaviors. However, evidence suggests that there are gaps in the continuum of care and recent study samples do not represent the diverse identities of vulnerable youth.

Conclusions: The majority of identified studies were conducted in school settings and were universal interventions that aligned with the illness and risk recognition and help-seeking stages of the continuum of care. This field could be strengthened by having future studies target the stages of assessment and treatment initiation, include diverse youth demographics, and examine the varying roles of providers and technological components in emerging interventions.

(J Med Internet Res 2020;22(10):e18672) doi:10.2196/18672
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Introduction

Background
Youth suicide is a global public health crisis. In the United States, suicide is the second leading cause of death for children and youth aged 10-24 years [1]. Globally, suicide is the third leading cause of death for youths aged 15-19 years [2]. In addition to deaths by suicide, suicidality includes suicidal ideation and related behaviors, such as plans to attempt suicide and actual suicide attempts [3]. Thus, research suggests that the risk of youth suicide may even be more pervasive as many youths experience suicidal ideation and nonfatal suicidal behaviors [4]. Universally, adolescence and early adulthood are vulnerable periods for when suicide risk is particularly elevated [5].

Therefore, it is important that youths have access to global systems of mental health care. Mental health services and resources may range from promoting illness recognition (in the
case of suicidality, this may include risk factor recognition) to providing targeted treatment and to offering follow-up services. This range, which spans the levels of intensity in care, is often called the continuum of care [6,7]. Suicidal individuals who are engaged in an integrated continuum of mental health care may experience decreases in suicidality [8]. However, youth engagement in the continuum of mental health care is often complicated as a consequence of developmental changes, the delayed detection of symptoms, and delayed access to treatment [9]. Thus, researchers need to ensure that available interventions are tailored to specifically meet youths’ needs and correspond with the stages of the continuum of care [9].

Technology is one of the identified mediums to bridge gaps in the continuum of suicide preventive interventions [10]. Technology is especially relevant to engaging youths around the world. Research suggests that most young people in the United States and in developed countries have access to smartphones [11,12], whereas access increases among younger cohorts of emerging economies [12]. Therefore, the use of technology may address barriers to face-to-face care, such as access, reach, and stigma [10,13]. Technology-enhanced interventions use technology to solely deliver or serve as a component of an intervention and can include a mobile phone app, text messaging, telephone, videos, and web-based platforms [13]. Previous reviews on this topic have been restricted to gatekeeper interventions [14], including interventions across the lifespan or interventions designed to address broad mental health issues [15], focused on specific technologies [16], or that may be outdated as new interventions have since been developed [17]. No known review has explored how current technology-enhanced suicide interventions for youth correspond to the stages of the continuum of care. Thus, there is an incomplete understanding of the breadth and efficacy of preventive interventions that use technology and serve youth at risk of suicide.

Objectives

To address these gaps in the literature, this systematic review aims to examine the efficacy of technology-enhanced youth suicide prevention and interventions across the continuum of care. The authors evaluated study outcomes in addition to suicidality, including help-seeking behaviors and coping skills, to better assess how the literature supports youth in leading lives worth living. The findings have implications for how suicidology may address identified gaps in the stages of the continuum of technology-enhanced suicide interventions and enhance care for vulnerable youths.

Methods

Search Strategy

The search was conducted in spring 2019, and the systematic review adhered to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines (Figure 1) [18].

Electronic databases were searched (PsycINFO, CINAHL [Cumulated Index to Nursing and Allied Health Literature], Ovid MEDLINE, ClinicalTrials.gov) using search terms specific to youth, suicidality, technology, and interventions (Multimedia Appendix 1). The study selection and data extraction were conducted by 2 assessors (the first and second authors). Eligible studies were required to focus on youths who were at potential risk, at high risk, or struggling with suicidality, be in English, and have the majority of participants between the ages of 12 and 24 years [19,20]. Selected studies adhered to the definition of technology-enhanced interventions (as previously defined) by Kreuze et al [13]. The investigators decided not to exclude studies that had primary outcome variables other than suicidality. This decision was based on a preliminary search of the literature, in which the investigators noticed that studies of technology-enhanced interventions for youth fell into several primary outcome domains (see the Data Extraction section for the outcome domains explored). The intention was to identify studies that may have been overlooked in previous reviews restricted to outcomes of suicidality and that applied to the stages of the continuum of care. Relevant systematic reviews were also cross-checked to adjust initial search terms and to potentially identify studies that had been missed in the final search.

Studies that focused on assisted suicide, nonsuicidal self-injury, postvention, or only gatekeeper outcomes were excluded from the final sample. In addition, the investigators excluded studies that only used technology to collect information about participant characteristics and behaviors, which only provided qualitative results, or only discussed the psychometrics of their assessment tool. No exclusion was placed on the trial design. When multiple publications of the same intervention were identified, the most recent or the most advanced trial was selected. Preliminary searches were organized using Endnote [21], and screening and data extraction were conducted using Covidence [22] and spreadsheets.
Data Extraction

Data were extracted for study characteristics (Tables 1 and 2). As gender bias in peer review and in first author publications exists [23,24], the first author’s gender identity was extracted and determined by searching department profiles. In addition, as suicidology is considered a multidisciplinary field, the investigators decided to document the first author’s field of degree by searching web-based profiles and curriculum vitae. Studies’ stages on the continuum of care were also extracted, and studies could cover more than 1 stage. The continuum of care framework used in this review was based on the literature from various health disciplines [25-27] and included the following stages: illness or suicide risk factor recognition, help seeking, assessment, treatment initiation, treatment module, treatment engagement, and follow-up.

Quality of study design and methodology were assessed using an adapted version of the Methodological Quality Rating Scale (MQRS; see Multimedia Appendix 1 for full scale) [28]. The MQRS was originally developed to review alcohol treatment outcomes and covered 12 domains, such as study design, documentation of quality control of treatments, and reports of participants lost to attrition [28,29]. Each domain is rated by the study’s strategies to decrease bias, with studies reporting more rigorous strategies receiving a higher quality score. The MQRS has been used to review other substance and mental health intervention studies [30,31] and has been adapted to evaluate the inclusion of theoretical frameworks and cultural linguistic adaptations in study development [32,33]. The investigators assessed interrater reliability by calculating the percent agreement for each MQRS domain. For example, there was an 81% agreement on both investigators’ ratings by the domain of study design (see Multimedia Appendix 1 for the percent agreement for all MQRS domains).

The outcome attainment of each selected study was evaluated using a categorization system for statistical significance and outcome direction [33]. Outcomes were grouped into the following domains: suicidality (ie, suicidal ideation, planning suicide attempts, and attempts), co-occurring mental health issues (ie, anxiety, depression), youth’s perceptions and knowledge about suicide, help-seeking behaviors, proactive coping behaviors, and formal treatment initiation, which is the official beginning of participation in outpatient or inpatient mental health treatment.
The investigators documented whether the outcomes related to these domains demonstrated statistically significant changes (at least $P<.05$) and whether the change occurred in the desired direction (ie, a decrease in suicidal ideation) [33]. Differences in coding and ratings during the phases of study screening and data extraction were resolved through consensus between the 2 investigators.

**Results**

**Study Characteristics**

The final sample included 26 studies (Table 1) [34-59]. Although various professional disciplines were represented (ie, social work, medicine, public health), over half (n=16) of the first authors held a doctoral degree in psychology. In total, 16 of the first authors were female; 13 studies were conducted in the United States. Among studies that provided participant ages, the mean or median age ranged from 14.7 to 23 years. Female participants represented the majority of the sample participants. Of the studies that did report youth ethnicity, the majority of participants identified as White; no study reported the sexual or gendered minority identity of the participants. A total of 13 studies were conducted in an educational setting.

The selected studies included a variety of preventive interventions (Table 2); the SOS (Signs of Suicide) model was included in 2 studies: the original model for high schools [34] and the adapted model for middle schools [41]. The modalities of technology most often used were phones and web or web-based platforms. Half of the studies (n=13) described indicated interventions for youth suicidality. A total of 12 studies were randomized controlled trials (RCTs). The outcomes of the adapted MQRS tool ranged from 0 (lowest quality) to 18 (highest quality), with an average score of 10.4 and range of 3 to 16.
<table>
<thead>
<tr>
<th>Authors (reference)</th>
<th>First author’s field</th>
<th>Country</th>
<th>Setting</th>
<th>Sample size, n</th>
<th>Age (years), mean (SD)a</th>
<th>Majority gender of sample</th>
<th>Majority ethnicity of sample</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Universal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aseltine et al [34]</td>
<td>Sociology</td>
<td>United States</td>
<td>High school</td>
<td>2100</td>
<td>Not available</td>
<td>Female</td>
<td>Hispanic, non-White</td>
</tr>
<tr>
<td>Bailey et al [35]</td>
<td>Behavioral health sciences</td>
<td>Australia</td>
<td>High school</td>
<td>129</td>
<td>16.7 (N/Ab)</td>
<td>Male</td>
<td>White</td>
</tr>
<tr>
<td>Freedenthal [36]</td>
<td>Social work</td>
<td>United States</td>
<td>High school</td>
<td>146</td>
<td>15.8 (1.2)</td>
<td>Female</td>
<td>Hispanic, non-White</td>
</tr>
<tr>
<td>Haas et al [37]</td>
<td>Psychology</td>
<td>United States</td>
<td>University; web based</td>
<td>1162</td>
<td>Not available</td>
<td>Female</td>
<td>Not available</td>
</tr>
<tr>
<td>Han et al [38]</td>
<td>Public health</td>
<td>Australia; China</td>
<td>University; web based</td>
<td>257</td>
<td>Subsamples:</td>
<td>Female</td>
<td>Chinese</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• 18.6 (1.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• 20.1 (2.08)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pisani et al [39]</td>
<td>Psychology</td>
<td>United States</td>
<td>Rural high school</td>
<td>42</td>
<td>Not available</td>
<td>Female</td>
<td>White</td>
</tr>
<tr>
<td>Robinson et al [40]</td>
<td>Psychology</td>
<td>Australia</td>
<td>High school</td>
<td>69</td>
<td>16.4 (N/A)</td>
<td>Not available</td>
<td>Not available</td>
</tr>
<tr>
<td>Schilling et al [41]</td>
<td>Public health</td>
<td>United States</td>
<td>Middle school</td>
<td>386</td>
<td>Not available</td>
<td>Female</td>
<td>White</td>
</tr>
<tr>
<td>Wyman et al [42]</td>
<td>Psychology</td>
<td>United States</td>
<td>High school</td>
<td>2675</td>
<td>Not available</td>
<td>Female</td>
<td>White</td>
</tr>
<tr>
<td><strong>Selective</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dickter et al [43]</td>
<td>Psychology</td>
<td>United States</td>
<td>Hospital; web based</td>
<td>83</td>
<td>17.5 (2.04)</td>
<td>Female</td>
<td>White</td>
</tr>
<tr>
<td>Hetrick et al [44]</td>
<td>Psychology</td>
<td>Australia</td>
<td>Community mental health clinic</td>
<td>101</td>
<td>18.7 (2.8)</td>
<td>Female</td>
<td>Not available</td>
</tr>
<tr>
<td>Iorfino et al [45]</td>
<td>Psychology</td>
<td>Australia</td>
<td>Primary mental health clinic; web based</td>
<td>232</td>
<td>20.4 (2.59)</td>
<td>Female</td>
<td>Not available</td>
</tr>
<tr>
<td>King et al [46]</td>
<td>Psychology</td>
<td>United States</td>
<td>University; web based</td>
<td>76</td>
<td>22.9 (5.0)</td>
<td>Female</td>
<td>White</td>
</tr>
<tr>
<td><strong>Indicated</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bertolote et al [47]</td>
<td>Clinical sciences; psychiatry</td>
<td>Brazil, India, Sri Lanka, Iran, China</td>
<td>Emergency department</td>
<td>1867</td>
<td>23c median age</td>
<td>Female</td>
<td>Indian</td>
</tr>
<tr>
<td>Czyz et al [48]</td>
<td>Psychology</td>
<td>United States</td>
<td>Hospital</td>
<td>36</td>
<td>15.4 (1.36)</td>
<td>Female</td>
<td>White</td>
</tr>
<tr>
<td>Hetrick et al [49]</td>
<td>Psychology</td>
<td>Australia</td>
<td>High school; web based</td>
<td>50</td>
<td>14.7 (1.4)</td>
<td>Female</td>
<td>Not available</td>
</tr>
<tr>
<td>King et al [50]</td>
<td>Psychology</td>
<td>United States</td>
<td>Hospital</td>
<td>448</td>
<td>15.6 (1.31)</td>
<td>Female</td>
<td>White</td>
</tr>
<tr>
<td>King et al [51]</td>
<td>Psychology</td>
<td>Australia</td>
<td>Hotline or counseling center</td>
<td>101</td>
<td>Not available</td>
<td>Female</td>
<td>Not available</td>
</tr>
<tr>
<td>Mehlum et al [52]</td>
<td>Medicine or psychology</td>
<td>Norway</td>
<td>Child and adolescent psychiatric outpatient</td>
<td>77</td>
<td>15.6 (1.5)</td>
<td>Female</td>
<td>Norwegian</td>
</tr>
<tr>
<td>Normand et al [53]</td>
<td>Psychiatry</td>
<td>France</td>
<td>Hospital</td>
<td>173</td>
<td>Subsamples:</td>
<td>Female</td>
<td>Not available</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• 17.9 (1.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• 18.4 (1.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Authors (reference)</td>
<td>First author’s field</td>
<td>Country</td>
<td>Setting</td>
<td>Sample size, n</td>
<td>Age (years), mean (SD)a</td>
<td>Majority gender of sample</td>
<td>Majority ethnicity of sample</td>
</tr>
<tr>
<td>---------------------</td>
<td>----------------------</td>
<td>--------------</td>
<td>------------------------------</td>
<td>----------------</td>
<td>--------------------------</td>
<td>---------------------------</td>
<td>----------------------------</td>
</tr>
<tr>
<td>O’Brien et al [54]</td>
<td>Social work</td>
<td>United States</td>
<td>Psychiatric outpatient</td>
<td>20</td>
<td>15.7 (1.6)</td>
<td>Female</td>
<td>White</td>
</tr>
<tr>
<td>Rosenbaum et al [55]</td>
<td>Psychiatry</td>
<td>United States</td>
<td>Emergency department</td>
<td>181</td>
<td>14.7 (2.0)</td>
<td>Female</td>
<td>Hispanic, non-White</td>
</tr>
<tr>
<td>Tan et al [56]</td>
<td>Psychology</td>
<td>China</td>
<td>Web based</td>
<td>725</td>
<td>21.2 (3.69)</td>
<td>Female</td>
<td>Not available</td>
</tr>
<tr>
<td>Yen et al [57]</td>
<td>Psychology</td>
<td>United States</td>
<td>Psychiatry inpatient unit</td>
<td>20</td>
<td>15.9 (1.5)</td>
<td>Female</td>
<td>White</td>
</tr>
<tr>
<td>Yen et al [58]</td>
<td>Psychology</td>
<td>United States</td>
<td>Psychiatry inpatient unit</td>
<td>50</td>
<td>15.7 (1.53)</td>
<td>Female</td>
<td>White</td>
</tr>
<tr>
<td>All tiers</td>
<td></td>
<td></td>
<td></td>
<td>6651</td>
<td>Not available</td>
<td>Female</td>
<td>Not available</td>
</tr>
</tbody>
</table>

aFor mean age, full sample information has been provided; subsample information was reported when the mean and SD of the full sample could not be generated due to insufficient information.

bN/A: not applicable.

cAuthors only provided median age across study sites.
<table>
<thead>
<tr>
<th>Authors (references)</th>
<th>Design</th>
<th>Intervention name</th>
<th>Description</th>
<th>Technology used</th>
<th>MQRS&lt;sup&gt;2&lt;/sup&gt; score (0-18)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aseltine et al [34]</td>
<td>RCT&lt;sup&gt;b&lt;/sup&gt;</td>
<td>SOS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Aims to raise awareness of suicide risk and promote help seeking for youth and peers. Curricula delivered via video and discussion. Participation in program over 2 days.</td>
<td>Video</td>
<td>14</td>
</tr>
<tr>
<td>Bailey et al [35]</td>
<td>Pre, posttest</td>
<td>safeTalk</td>
<td>A 1-time, 3-hour workshop delivered to students by a trainer and school staff. Uses presentations, video, discussion, questions, and role plays. Teaches students about suicide risk, perceptions about suicide, and help-seeking strategies.</td>
<td>Video, phone</td>
<td>10</td>
</tr>
<tr>
<td>Freedenthal [36]</td>
<td>Quasi-experimental trial</td>
<td>Yellow Ribbon</td>
<td>A 60-min student leadership training for students and school staff conducted by program trainers. Training is focused on warnings signs of suicide among youth, myths about suicide, and the importance of seeking help for peers or for oneself. Content is delivered via a slide show and Ask4Help cards.</td>
<td>Digital slide presentation</td>
<td>11</td>
</tr>
<tr>
<td>Haas et al [37]</td>
<td>Prospective cohort study</td>
<td>College screening</td>
<td>An interactive, web-based program for university students officially called the College Screening Project. The web-based screening identified at-risk students, supported them in getting help, and helped to determine the proportion of students who entered treatment.</td>
<td>Web-based screen, email, web-based chat</td>
<td>9</td>
</tr>
<tr>
<td>Han et al [38]</td>
<td>RCT</td>
<td>ProHelp</td>
<td>A brief, 2-module web-based psychoeducational program that aims to teach students about risk factors for suicide, stigmatizing attitudes, and barriers to help seeking.</td>
<td>Web-based platform</td>
<td>12</td>
</tr>
<tr>
<td>Pisani et al [39]</td>
<td>Field test</td>
<td>Text4Strength</td>
<td>An automated, interactive text messaging intervention developed for early adolescents in rural communities. It is an extension of the Sources of Strengths program. Youth received messages over 9 weeks that were related to topics of emotion regulation, social connections, and help seeking.</td>
<td>Video, text messaging</td>
<td>11</td>
</tr>
<tr>
<td>Robinson et al [40]</td>
<td>Pilot study</td>
<td>Social Media Message</td>
<td>A social media message intervention that was developed by youth for at-risk peers. Designed to increase youth awareness about suicide, risk factors, and strategies to help peers and themselves. Participants evaluated 2 social media messages.</td>
<td>Video, phone, tables and computers, web based</td>
<td>3</td>
</tr>
<tr>
<td>Schilling et al [41]</td>
<td>RCT</td>
<td>SOS-Middle School</td>
<td>Similar to the SOS high school version. Features a 17-min DVD that includes 3 age-appropriate vignettes; a group discussion by middle school students about depression, suicide, bullying, self-injury, and getting help; and a student interview with a school-based counselor to model getting help. Delivered by trained school personnel.</td>
<td>DVD or video</td>
<td>13</td>
</tr>
<tr>
<td>Authors (references)</td>
<td>Design</td>
<td>Intervention name</td>
<td>Description</td>
<td>Technology used</td>
<td>MQRS² score (0-18)</td>
</tr>
<tr>
<td>----------------------</td>
<td>--------</td>
<td>-------------------</td>
<td>-------------</td>
<td>-----------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Wyman et al [42]</td>
<td>RCT</td>
<td>Sources of Strength</td>
<td>Aims to improve youth help-seeking behaviors and proactive coping to reduce the risk of suicide. The program has 3 standard phases: (1) school and community preparation, (2) peer leader training, and (3) schoolwide messaging through video and text messaging. Premise is that peer and staff training (varying from 1 to 6 hours) in curriculum encourages sustainability of the program.</td>
<td>Video, text messaging</td>
<td>11</td>
</tr>
</tbody>
</table>

### Selective

<table>
<thead>
<tr>
<th>Authors (references)</th>
<th>Design</th>
<th>Intervention name</th>
<th>Description</th>
<th>Technology used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dickter et al [43]</td>
<td>Nonrandomized trial, 2 treatment groups</td>
<td>CATCH-IT: The Competent Adulthood Transition with Cognitive Behavioral and Interpersonal Training</td>
<td>The Competent Adulthood Transition consists of 14 self-guided, web-based modules that use techniques from CBT and interpersonal psychotherapy. Aims to teach skills for increasing resiliency against depressive disorders and suicidality.</td>
<td>Web-based platform</td>
</tr>
<tr>
<td>Hetrick et al [44]</td>
<td>Prospective cohort study</td>
<td>Monitoring Tool</td>
<td>A web-based tool for self-monitoring of depression and suicidal ideation that tracked changes in symptoms and alerted clinicians. Participating youth completed the tool between 2 and 8 times (duration varying between 4 and 83 days)</td>
<td>Web-based platform</td>
</tr>
<tr>
<td>Iorfino et al [45]</td>
<td>Prospective cohort study</td>
<td>Synergy Online System</td>
<td>An initial clinical assessment on the web before a face-to-face or web-based clinical appointment. The initial clinical assessment assesses a range of mental health outcomes (14 modules, approximately 45 min to complete). At the end of the suicidality module, the algorithms assess current and past suicidality, which alerts clinical staff if the current suicide risk is high</td>
<td>Video, web-based platform</td>
</tr>
<tr>
<td>King et al [46]</td>
<td>RCT</td>
<td>EBridge</td>
<td>The Electronic Bridge to Mental Health Services is a web-based screening and intervention program for college students at risk for suicide. The program provides students with feedback from the screening and information about resources and can link students with web-based counseling services. The program aims to increase help-seeking and eventual use of mental health services. Length of program depended on level of student interaction</td>
<td>Web-based platform</td>
</tr>
</tbody>
</table>

### Indicated

<table>
<thead>
<tr>
<th>Authors (references)</th>
<th>Design</th>
<th>Intervention name</th>
<th>Description</th>
<th>Technology used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bertolote et al [47]</td>
<td>RCT</td>
<td>BIC</td>
<td>A brief educational intervention with periodic follow-up contacts for suicide attempters conducted at global emergency departments and was part of the WHO Multisite Intervention Study on Suicidal Behaviors (SUPRE-MISS). The BIC procedure includes a standard 1-hour individual information session at the time of discharge. Follow-up contacts by health professionals were 1 week; 2, 4, 7, and 11 weeks; and 4, 6, 12, and 18 months after discharge.</td>
<td>Phone</td>
</tr>
<tr>
<td>Authors (references)</td>
<td>Design</td>
<td>Intervention name</td>
<td>Description</td>
<td>Technology used</td>
</tr>
<tr>
<td>----------------------</td>
<td>-------------------------------------</td>
<td>-------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>Czyz et al [48]</td>
<td>RCT</td>
<td>MI-SafeCope</td>
<td>A motivational interview-enhanced safety planning intervention for teens hospitalized because of suicide risk. The intervention includes 3 components: an individual session, a family session, and a 2-week postdischarge booster call by phone (with the intervention counselor). Youth also provided assessments via text message at 1 and 3 months after discharge</td>
<td>Phone, text messaging</td>
</tr>
<tr>
<td>Hetrick et al [49]</td>
<td>RCT</td>
<td>Reframe-IT</td>
<td>An internet-based CBT program that aims to reduce suicide-related behaviors, depression, anxiety, and hopelessness and improve problem solving and cognitive and behavioral issues. The intervention consisted of 8 modules of CBT delivered on the web over 10 weeks</td>
<td>Web-based platform</td>
</tr>
<tr>
<td>King et al [50]</td>
<td>RCT</td>
<td>YST-II</td>
<td>The Youth-Nominated Support Team—Version II for suicidal adolescents provides psychoeducation and ongoing consultation for the parent-approved adult support persons that have been nominated by the adolescent. The support persons maintain regular supportive contact with the adolescents via phone for 3 months following hospitalization</td>
<td>Phone</td>
</tr>
<tr>
<td>King et al [51]</td>
<td>Pre-post tests</td>
<td>Kids Help Line</td>
<td>Trained help line counselors assessed changes in suicidality and mood for youth callers at the beginning of the session and at the conclusion of the phone session. Mean duration of calls was 40 min (range 10-120 min)</td>
<td>Phone</td>
</tr>
<tr>
<td>Mehlum et al [52]</td>
<td>RCT</td>
<td>DBT-A: Dialectical Behavior Therapy-Adolescent</td>
<td>Dialectical behavior therapy for adolescents lasts from 3 to 5 months, includes parents or other caregivers in weekly skills training groups, and has a skills module to support teens with emotion dysregulation and their families. This trial was delivered over 18 weeks and was delivered by trained mental health professionals. Coaching sessions were delivered over the phone</td>
<td>Phone</td>
</tr>
<tr>
<td>Normand et al [53]</td>
<td>Prospective cohort study</td>
<td>4-Phone-Calls</td>
<td>Hospital staff called the youth 1 week, 1 month, 6 months, and 12 months after discharge for a suicide attempt. The interviews during the phone calls included informal and formal assessment of current symptoms and the youth’s safety</td>
<td>Phone</td>
</tr>
<tr>
<td>O’Brien et al [54]</td>
<td>Pilot study</td>
<td>Crisis Care</td>
<td>A smartphone app intervention developed specifically for suicidal adolescents and their parents to use after discharge from the hospital. The app provides access to coping skills and immediate access to help, if needed</td>
<td>Smartphone app</td>
</tr>
<tr>
<td>Rosenbaum et al [55]</td>
<td>RCT</td>
<td>FISP</td>
<td>The Family Intervention for Suicide Prevention is developed for youth admitted to emergency departments post–suicide attempt. Youth and their families participate in a CBT session aimed to increase motivation for follow-up treatment and safety postdischarge. Participants also received structured phone calls 48 hours and often 1, 2, and 4 weeks postdischarge to promote outpatient treatment attendance</td>
<td>Phone</td>
</tr>
<tr>
<td>Authors (references)</td>
<td>Design</td>
<td>Intervention name</td>
<td>Description</td>
<td>Technology used</td>
</tr>
<tr>
<td>----------------------</td>
<td>--------------</td>
<td>-------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------</td>
</tr>
<tr>
<td>Tan et al [56]</td>
<td>Pilot study</td>
<td>Microblog Intervention</td>
<td>An intervention developed for users of the Sina Weibo microblogging platform. Participants received direct messages designed to respond to high suicide risk postings. The intervention aimed to increase help seeking for at-risk users and peers</td>
<td>Web-based platform; Sina Weibo</td>
</tr>
<tr>
<td>Yen et al [57]</td>
<td>Pre-post test</td>
<td>STEP</td>
<td>Includes an in-person phase (4 sessions) and a remote delivery phase (text messaging and phone calls). The inpatient sessions focus on psychoeducation and coping skills. The remote delivery phase consists of weekly phone calls and daily text messages to provide skills practice reminders and to monitor mood</td>
<td>Phone, text messaging</td>
</tr>
<tr>
<td>Yen et al [58]</td>
<td>RCT</td>
<td>CLASP-A</td>
<td>The Coping Long Term with Active Suicide Program for Adolescents program is adapted for adolescents hospitalized for suicidal ideation or a suicide attempt. The program includes 3 individual sessions and 1 family session and a series of outpatient phone calls to adolescent and a designated parent or guardian over 6 months of follow-up post-discharge</td>
<td>Phone</td>
</tr>
<tr>
<td>Silverstone et al [59]</td>
<td>Pre-post and follow-up</td>
<td>EMPATHY</td>
<td>The multimodal program includes repeated data collection, identification of a high-risk group, a rapid intervention for the high-risk group (a supervised web-based CBT program), a universal CBT intervention, interactions with trained staff, and referrals to external medical and psychiatric services</td>
<td>Web-based platform</td>
</tr>
</tbody>
</table>

All tiers

Regarding the continuum of care (Table 3), most studies were targeted to increase illness or risk factor recognition (n=11), to increase help seeking (n=10), and to guide youths through a treatment module (n=10; Table 2). The majority of studies (n=18) addressed >1 stage of the continuum of care. For example, 8 of the 9 universal interventions addressed illness or risk recognition and help seeking; 5 of the 11 indicated interventions focused on the stages (at least) of participating in the treatment module and treatment engagement. As illustrated in Table 4, among the 6 common outcome domains measured, most studies (n=22) reported suicidality (ie, ideation, attempts) as an important study variable, followed by co-occurring mental health issues (n=12; ie, depression, distress, or anxiety).

---

²MQRS: Methodological Quality Rating Scale.
RCT: randomized controlled trial.
SOS: Signs of Suicide.
CBT: cognitive behavioral therapy.
WHO: World Health Organization.
Table 3. Studies and their stages on the continuum of care.

<table>
<thead>
<tr>
<th>Authors (references)</th>
<th>Illness or risk recognition</th>
<th>Help seeking</th>
<th>Assessment</th>
<th>Treatment initiation</th>
<th>Treatment module</th>
<th>Treatment engagement</th>
<th>Follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Universal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aseltine et al [34]</td>
<td>✓</td>
<td>✓</td>
<td>N/A b</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Bailey et al [35]</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Freedenthal [36]</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Haas et al [37]</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Han et al [38]</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Pisani et al [39]</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Robinson et al [40]</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Schilling et al [41]</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Wyman et al [42]</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Selective</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dickter et al [43]</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Hetrick et al [44]</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Iorfino et al [45]</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td></td>
<td>N/A</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>King et al [46]</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Indicated</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bertolote et al [47]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Cryz et al [48]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Hetrick et al [49]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td>King et al [50]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td>King et al [51]</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td>Mehlm et al [52]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td>Normand et al [53]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>O’Brien et al [54]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Rosenbaum et al [55]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Tan et al [56]</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Yen et al [57]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Yen et al [58]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>All tiers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Silverstone et al [59]</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Total, n</td>
<td>11</td>
<td>10</td>
<td>4</td>
<td>3</td>
<td>10</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

a The study addresses that stage of the continuum.
N/A: not applicable.
Table 4. Measured and significant intervention outcomes.

<table>
<thead>
<tr>
<th>Authors (references)</th>
<th>Suicidality</th>
<th>Co-occurring mental health issues</th>
<th>Perceptions and knowledge of suicide</th>
<th>Help seeking</th>
<th>Coping behavior</th>
<th>Treatment initiation</th>
<th>Significant outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Universal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aseltine et al[34]</td>
<td>✓ b</td>
<td>N/A c</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>Suicide attempts, decrease; adaptive attitudes about suicide, increase; knowledge about suicide, increase</td>
</tr>
<tr>
<td>Bailey et al [35]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>Distress, decrease at T1[d] and T2[d]; adaptive attitudes about suicide, increase; knowledge about suicide increase; help seeking for self at T2 and T3[d], increase</td>
</tr>
<tr>
<td>Freedenthal [36]</td>
<td>✓</td>
<td></td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>Help seeking by hotline, increase; help seeking from adult, decrease; help seeking from a peer, decrease</td>
</tr>
<tr>
<td>Haas et al [37]</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>Outpatient treatment initiation for students who received evaluation and dialogue with counselor, increase</td>
</tr>
<tr>
<td>Han et al[38]</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Knowledge of suicide, increase at posttest; attitude about help seeking from a professional, increase</td>
</tr>
<tr>
<td>Pisani et al[39] e</td>
<td>N/A</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>Not reported</td>
</tr>
<tr>
<td>Robinson et al [40]</td>
<td>✓</td>
<td></td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>Not reported</td>
</tr>
<tr>
<td>Schilling et al[41]</td>
<td>✓</td>
<td></td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>Suicidal ideation, planning, or attempts decrease among intervention participants with pretest suicidal ideation; knowledge about suicide, increase</td>
</tr>
<tr>
<td>Wyman et al[42]</td>
<td>✓</td>
<td></td>
<td>N/A</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Perceptions of seeking help from adults, increase; help seeking from nonmental health professional, increase; help seeking from a peer, increase</td>
</tr>
<tr>
<td><strong>Selective</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dickter et al [43]</td>
<td>✓</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Suicidal ideation, decrease</td>
</tr>
<tr>
<td>Hetrick et al [44]</td>
<td>✓</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Suicidal ideation, decrease; depression symptoms, significant decrease</td>
</tr>
<tr>
<td>Iorfino et al [45]</td>
<td>✓</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Not reported</td>
</tr>
</tbody>
</table>
### Significant outcomes

<table>
<thead>
<tr>
<th>Authors (references)</th>
<th>Suicidality</th>
<th>Co-occurring mental health issues</th>
<th>Perceptions and knowledge of suicide</th>
<th>Help seeking</th>
<th>Coping behavior</th>
<th>Treatment initiation</th>
<th>Significant outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>King et al&lt;sup&gt;a&lt;/sup&gt; [46]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
<td>Stigma to seek help for mental health issues, decrease; help seeking from a mental health professional, increase; help seeking from family members, increase; help seeking from a peer, increase; outpatient treatment initiation, increase</td>
</tr>
<tr>
<td>Indicated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bertolote et al&lt;sup&gt;a&lt;/sup&gt; [47]</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>Not reported</td>
</tr>
<tr>
<td>Cryz et al&lt;sup&gt;a&lt;/sup&gt; [48]</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>Coping for suicidal behavior, increase; coping with safety plan, increase</td>
</tr>
<tr>
<td>Hetrick et al&lt;sup&gt;a&lt;/sup&gt; [49]</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>Not reported</td>
</tr>
<tr>
<td>King et al&lt;sup&gt;a&lt;/sup&gt; [50]</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Suicidal ideation, decrease at 6 weeks and 6 months of follow-up among multiple attempters</td>
</tr>
<tr>
<td>King et al [51]</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Suicidal ideation, decrease; distress, decrease</td>
</tr>
<tr>
<td>Mehlum et al&lt;sup&gt;a&lt;/sup&gt; [52]</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>Suicidal ideation, decrease; depression symptoms, decrease</td>
</tr>
<tr>
<td>Normand et al [53]</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>Not reported</td>
</tr>
<tr>
<td>O’Brien et al [54]</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Not reported</td>
</tr>
<tr>
<td>Rosenbaum et al&lt;sup&gt;a&lt;/sup&gt; [55]</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>Outpatient treatment initiation, increase</td>
</tr>
<tr>
<td>Tan et al&lt;sup&gt;a,e&lt;/sup&gt; [56]</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Not reported</td>
</tr>
<tr>
<td>Yen et al [57]</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>Suicidal ideation, decrease</td>
</tr>
<tr>
<td>Yen et al [58]</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>✓</td>
<td>Not reported</td>
</tr>
<tr>
<td>All tiers</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Suicidal ideation, planning, and attempts, decrease among actively suicidal participants; depression symptoms, decrease; anxiety, decrease</td>
</tr>
</tbody>
</table>

<sup>a</sup>Indicates the study was a randomized controlled trial.

<sup>b</sup>The study reports that outcome.

<sup>c</sup>N/A: not applicable.

<sup>d</sup>T1, T2, and T3 indicate the time trials of the larger study.

<sup>e</sup>The study’s purpose was to promote help seeking, but no variables directly reported the help-seeking behaviors of the participants.

In total, 9 of the 12 RCT studies and 8 studies of other designs reported significant changes in study outcomes. A total of 22 studies measured suicidality outcomes and only 9 of those studies reported significant changes (4 of which were RCTs). The next most common outcome domain measured was co-occurring mental health issues, and 5 of the 12 studies reported significant outcomes. In total, 6 of the 9 studies that measured perceptions and knowledge of suicide and 6 of the 8...
studies that measured help-seeking behaviors noted significant findings. Finally, only 1 of the 5 studies that measured coping behaviors and 3 of the 8 studies that measured treatment initiation reported significant results.

**Discussion**

**Principal Findings**

The findings suggest that suicidologists around the world are working to utilize technology to prevent youth suicide. Results demonstrate that 17 interventions of varying study designs reported significant changes in at least one of the outcome domains. In addition, it is promising that the majority of selected studies were conducted in educational settings, which may increase opportunities for youth to learn about suicide risk, seek help, and participate in treatment beyond a formal, clinical setting. On the basis of the findings presented in Tables 1-3, these school-based and university-based interventions were mostly universal interventions and aligned with the illness and risk recognition and help-seeking stages of the continuum of care. In addition, these interventions mainly used videos and web-based platforms and predominately demonstrated efficacy in increasing help-seeking behaviors and youth knowledge and perceptions about suicide.

However, the results from this review also illustrate that efforts are needed to test technology-enhanced interventions across the continuum of care. Among this review’s sample, few studies used technology to assess suicidality or to formally initiate mental health treatment. This gap in the continuum of care is crucial to address as these stages impact participation in treatment modules and, hopefully, prevent future deaths. During the initial search, the investigators noticed that many available electronic assessments were not specific to youth suicidality, had not been incorporated into an intervention trial, or were only in the early stages of development.

Regarding the other intervention tiers, only 4 studies, all using web-based platforms, were determined to be selective interventions and these studies spanned the stages of the continuum of care. Although 3 studies did note significant changes in multiple outcome domains, future research should focus on strategies to use technology to reach youths who are at higher risk of suicide across the continuum of care, as this appears to be an overlooked group in technology-enhanced interventions. It was also not surprising that the majority of indicated interventions addressed the treatment module, treatment engagement, and follow-up stages of care; these interventions also primarily used phones. Although several studies have reported significant improvements in youth suicidal behavior, future trials may extend treatment outcomes beyond suicidality to include coping behaviors (in this review, only 2 studies measured this) and other metrics that mark improvements in youth resiliency.

Although certain tiers of intervention and stages of the continuum of care were associated with specific types of technology, it may be premature to determine whether one modality is better associated with efficacy, acceptability, or feasibility. For example, it would be presumed that studies that use phones would achieve more successful metrics than a study that used a less-established or newer technology, such as a mobile phone app or web-based platform. However, this review suggests that studies with significant findings do not use one specific type of technology and therefore other factors, such as study design, intervention curriculum, and youth sample, may have a greater impact on an intervention’s success.

**Implications for Future Study Design**

This review emphasizes that not all youth interventions that use technology are the same. Some interventions have more human and face-to-face involvement, whereas others are mainly automated or self-directed by the participant. Behavioral intervention technology (BIT) is a term used in other health disciplines to determine the level of human involvement and automation in an intervention [60]. In contrast, the suicidology literature most often evaluates the intervention as a whole and does not provide specific details about the technological components. Understanding the level of provider integration and the technological components of the BIT may also inform how interventions can be implemented in other settings and scaled to reach a broader youth consumer base [61]. For example, the review’s findings confirm that universal interventions that target help seeking, illnesses, and risk recognition are already tested on a larger scale versus selective and indicated interventions. Therefore, incorporating the BIT terminology and models may help suicidologists determine the efficacy and acceptability of specific intervention components, determine which technologies are better suited for specific stages of the continuum of care, and to disseminate other tiers of interventions to mental health systems that service at-risk and suicidal youth.

Scores on the MQRS demonstrated variability in the quality of the studies and may be a consequence of not restricting the study design for this systematic review. For example, several non-RCT studies did not have multiple sessions or have multisite trials for their intervention. However, many studies, regardless of study design, have underdeveloped MQRS domains in common, such as documenting the study’s theoretical foundation, conducting the study at more than 1 site, and reporting inclusion of a collateral data source. The limited inclusion of collateral data sources is problematic as it is considered best practice to supplement youth self-report with parent, guardian, or teacher observations in face-to-face interventions [62-65]. The issue of an incomplete client profile is most likely indicative of the challenges of data collection and digital interventions [66] and may be an issue that suicidologists implementing technology-enhanced interventions can collectively explore and tackle.

The scores on the MQRS also suggested that few studies adapted interventions to the cultural, social, and linguistic needs of their specific demographic. In addition, no study has reported the participants’ sexual identity, although suicide risk is particularly heightened among sexual minority youth [67]. As global research demonstrates that youth suicidality varies across age cohorts and demographics [5], technology-enhanced interventions need to mirror and be tailored for this diversity.

http://www.jmir.org/2020/10/e18672/
Implications for the Profession of Suicidology

Diversity among suicide scholars and professional perspectives may also influence the impact that technology-enhanced interventions have on youths’ mental health [68-70]. It is promising that the first authors of 16 studies identified as female, considering the noted gender bias in peer review and grant funding [23,24,71]. This bias has been noted in suicidology as well, as the American Association of Suicidology has historically bestowed more men than women with its annual research awards [72]. In addition, doctoral training in psychology was most common among the first authors. Although this finding is not reflective of the potential professional diversity of the research team and of nonintervention studies, the subfield of technology-enhanced youth interventions may be mindful of how to mentor students and researchers from other disciplines to be principal investigators. Disciplines may include those who are involved in the frontline (such as nursing) or those who have extensive training in digital health literacy and computational methods (ie, health communication fields).

Limitations

As the study sample was not restricted by research design, the investigators could not compare outcome effect sizes. Preliminary searches demonstrated that the pool of eligible studies that were also RCTs would be small and that the investigators did not want to overlook cutting-edge interventions that were in earlier stages of development. In addition, as this review was restricted to specific search guidelines and because suicide research is ever evolving, relevant studies may not have been included. For example, many studies were ineligible as they did not collect or report participants’ ages or validate that the participants were within the specific age range.

Conclusions

This systematic review emphasizes the need for technology-enhanced interventions that extend beyond illness or risk recognition and help seeking, which are developed for diverse youth populations. Although technology shows promise in its utility to address suicidality and increase proactive behaviors, such as help seeking and coping skills, it is difficult to determine which types of technology are better associated with intervention efficacy, acceptability, and feasibility and better suited for specific stages of the continuum of care. The field of suicidology also faces challenges in capturing youth participants’ demographics on digital platforms, supplementing youth self-reports with collateral information, developing interventions suitable for underserved demographics, and involving researchers from diverse backgrounds and disciplines. Adoption of BIT terminology and frameworks may improve the understanding of both the roles of providers and technological components in technology-enhanced suicide preventive interventions for youth and how these interventions can be successfully implemented across the continuum of care and within mental health care systems.
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Abstract

Background: Unhealthy behaviors, such as physical inactivity, sedentary lifestyle, and unhealthful eating, remain highly prevalent, posing formidable challenges in efforts to improve cardiovascular health. While traditional interventions to promote healthy lifestyles are both costly and effective, wearable trackers, especially Fitbit devices, can provide a low-cost alternative that may effectively help large numbers of individuals become more physically fit and thereby maintain a good health status.

Objective: The objectives of this meta-analysis are (1) to assess the effectiveness of interventions that incorporate a Fitbit device for healthy lifestyle outcomes (eg, steps, moderate-to-vigorous physical activity, and weight) and (2) to identify which additional intervention components or study characteristics are the most effective at improving healthy lifestyle outcomes.

Methods: A systematic review was conducted, searching the following databases from 2007 to 2019: MEDLINE, EMBASE, CINAHL, and CENTRAL (Cochrane). Studies were included if (1) they were randomized controlled trials, (2) the intervention involved the use of a Fitbit device, and (3) the reported outcomes were related to healthy lifestyles. The main outcome measures were related to physical activity, sedentary behavior, and weight. All the studies were assessed for risk of bias using Cochrane criteria. A random-effects meta-analysis was conducted to estimate the treatment effect of interventions that included a Fitbit device compared with a control group. We also conducted subgroup analysis and fuzzy-set qualitative comparative analysis (fsQCA) to further disentangle the effects of intervention components.

Results: Our final sample comprised 41 articles reporting the results of 37 studies. For Fitbit-based interventions, we found a statistically significant increase in daily step count (mean difference [MD] 950.54, 95% CI 475.89-1425.18; \(P<.001\)) and moderate-to-vigorous physical activity (MD 6.16, 95% CI 2.80-9.51; \(P<.001\)), a significant decrease in weight (MD \(-1.48\), 95% CI \(-2.81\) to \(-0.14\); \(P=.03\)), and a nonsignificant decrease in objectively assessed and self-reported sedentary behavior (MD \(-10.62\), 95% CI \(-35.50\) to 14.27; \(P=.40\)) and standardized MD \(-0.11\), 95% CI \(-0.48\) to 0.26; \(P=.56\), respectively). In general, the included studies were at low risk for bias, except for performance bias. Subgroup analysis and fsQCA demonstrated that, in addition to the effects of the Fitbit devices, setting activity goals was the most important intervention component.

Conclusions: The use of Fitbit devices in interventions has the potential to promote healthy lifestyles in terms of physical activity and weight. Fitbit devices may be useful to health professionals for patient monitoring and support.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42019145450; https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42019145450

(J Med Internet Res 2020;22(10):e23954) doi:10.2196/23954
KEYWORDS
Fitbit; wearables; healthy lifestyle; meta-analysis; literature review; fuzzy-set qualitative comparative analysis

Introduction

Unhealthy behaviors, such as physical inactivity, sedentary lifestyle, and unhealthful eating, remain highly prevalent and pose formidable challenges worldwide [1-4]. These public health problems are associated with mental health problems, cardiovascular diseases, and shorter life expectancies [5-8]. Despite this, only a minority of the population leads healthy lifestyles and meets the general recommendations of 10,000 steps and 20 minutes of moderate-to-vigorous physical activity (MVPA) per day [9-11]. This trend toward physical inactivity affects 23% of the world’s population [12], especially adolescents (81%) and adults (23%), according to the World Health Organization [13]. It also contributes to obesity, with over 650 million people affected worldwide [14,15].

To address the lack of physical activity (PA) and resulting health issues, a substantial amount of research has been dedicated to tracker-based interventions [16-18], which may synergize with the growing use of wearable devices by consumers [19-23]. Among several brands of commercial wearables, Fitbit stands out as one of the most popular commercial wearable activity trackers, with more than 63 million devices sold worldwide in the last 10 years [20] and with an active community [21]. Compared with more traditional PA-related interventions, tracker-based interventions are less resource-intensive and time-consuming, enabling health care providers to cover broader groups of patients [22]. In many cases, these interventions combine components such as individual goal setting, the provision of incentives, social support, and social comparison [11,24-27]. In addition, clinical trials of tracker-based interventions differ in terms of the intervention’s characteristics (eg, time of follow-up and theory-based nature of the intervention) and the populations addressed (eg, pre-existing conditions and age) [16,17,28].

Evidence on the effectiveness of tracker-based interventions is inconclusive [29]. Recent systematic literature reviews and meta-analyses have found that wearable-based interventions have small-to-medium-size effects on PA (ie, steps and MVPA) among adults [16,17,30-32], and there is no evidence of such effects among children and adolescents [18,33]. Furthermore, there is inconclusive evidence that wearable-based interventions are effective at achieving healthier lifestyles through decreases in sedentary behavior [16,34] or through weight loss [28,30,32,35]. The practice of pooling studies on different types of advanced wearable tracking devices with studies on uniaxial pedometers is increasingly being singled out as contributing to the inconclusive nature of the available evidence [36]. Another important explanation for the inconclusive evidence is that current reviews applied only a correlational approach, using meta-analysis tools to analyze the increasing complexity of wearable-based interventions, which typically involved multiple components [16,33]. The growing volume of clinical trials suggests that the effectiveness of tracker-based interventions may depend on complex configurations of interacting and equifinal features [16,31,33]. For instance, such configurations could be the combined provision of tracking devices, social comparison, and gamification in an intervention administered to younger participants, or the combined provision of tracking devices and educational material in a theory-based intervention administered to elderly participants. Current meta-analytic techniques are not suitable for assessing the complex and equifinal effects of complex combinations of intervention components on specific outcomes because the core benefit of the meta-analysis is to reveal the importance of individual variables [37,38]. This review attempts to fill this important gap. It proposes a configurational approach that complements meta-analysis findings by assessing what combination of factors works best.

In short, the purpose of this review was to assess the effects of Fitbit-based interventions, compared with nonwearable control groups, on healthy lifestyle outcomes. A further purpose was to assess the most effective intervention components, beside the Fitbit device, and the study characteristics. We therefore conducted a meta-analysis on the effects of Fitbit-based interventions on a range of healthy lifestyle-related outcomes. We focused on Fitbit devices because they are among the most accurate commercially available wearables [39-43] and are, in some cases, comparable to research-grade monitors [44]. The restriction of this review to Fitbit devices is also due to the fact that this brand is by far the most frequently included in interventional studies found in MEDLINE and ClinicalTrials.gov [45]. This stream of research successfully incorporated Fitbit devices into lifestyle interventions to increase PA, reduce overweight or obesity, and manage chronic diseases such as cancer [46-49]. With this study, we also answer the call to assess the effect of wearables on a broader set of healthy lifestyle-related outcomes [28,31,33,50], including PA-related outcomes, which were the exclusive focus of most previous meta-analyses.

Methods

Review Protocol

We conducted and reported this review following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [51,52]. The protocol for this review was registered in the International Prospective Register of Systematic Reviews (PROSPERO; CRD42019145450).

Search Strategy

The following databases were searched on July 13, 2019: MEDLINE, EMBASE, CINAHL, and Cochrane Controlled Register of Trials (CENTRAL). The search was designed to capture studies involving Fitbit activity tracking devices. No language restrictions were applied. The full search strategy is presented in Multimedia Appendix 1. Electronic searches were supplemented with manual screening of the reference lists of the included articles. We also screened the articles retrieved in prior relevant systematic literature reviews.
Study Selection

Studies were included if (1) a randomized controlled trial (RCT) design was used, (2) the intervention involved using a Fitbit device to improve PA and/or other health-related outcomes (e.g., weight loss), and (3) the study reported outcomes related to healthy lifestyle measures (e.g., steps, MVPA, weight, and BMI). Only peer-reviewed journal and conference papers were considered.

Articles were screened in a two-step process. First, all titles and abstracts were examined by one author (MR). Any citations that clearly did not meet the inclusion criteria were excluded. Second, all abstracts and full-text articles were examined independently by two authors (MR and GW). Any disagreements in the selection process were resolved through discussion with a third author (GP or SK).

Data Extraction

Two authors (MR and GW) independently extracted data from each of the included studies. Discrepancies were resolved through discussion and meetings with a third author (SK). The following data were recorded: author; year; country in which the study was conducted; study design; participant characteristics; sample size; intervention description (e.g., intervention duration, model of Fitbit used, intervention components, and theoretical basis); control or comparator group description; primary and secondary outcomes (including method of assessment); and main study results, including relevant subgroup analyses. Within- and between-group quantitative findings (e.g., mean differences and significance) were summarized for each study.

Risk of Bias Assessment

Two authors (MR and SK) assessed each study for risk of bias using the Cochrane Collaboration seven-domain-based criteria as follows [53,54]: sequence generation (selection bias), allocation concealment (selection bias), blinding of participants and personnel (performance bias), blinding of outcome assessment (detection bias), incomplete outcome data (attrition bias), selective outcome reporting (reporting bias), and other (other bias). Each criterion was scored as low, unclear, or high risk. Disagreements were resolved through discussion.

Data Analysis

Because of the variability of the included studies, random-effects meta-analyses [55] were performed on the following most frequently reported outcomes using Review Manager (RevMan) [53]: daily step count, MVPA (min/day), sedentary behavior (min/day), and weight (kg). Data were converted to the same units in order to compare the findings. For instance, weekly step counts were divided by 7, whereas data presented as hours per day were divided by 60 to obtain minutes per day. Studies that included multiple intervention groups (e.g., group A: Fitbit alone; group B: Fitbit + text messages) were entered once in the meta-analysis to avoid double counting the control group. We retained the group with the fewest interventional components (e.g., Fitbit alone) that matched our initial review objectives, and excluded the other intervention group from the analysis [56]. In studies including a control group that received a delayed intervention, we took into consideration the reported outcomes before the control group received the intervention. For instance, Li et al [57] reported PA changes resulting from a 2-month intervention during which the first half of the intervention was exclusively administered to the intervention group. In this case, we considered the reported outcomes at 1 month. Data presented as mean, standard error (SE), or 95% CI were converted to SD using the RevMan calculator. We analyzed objective and self-reported measures separately because self-reported outcomes have a higher risk of over-estimation [58,59]. Although some studies used different actigraph devices, PA measures (e.g., steps and intensity of activity) were reported similarly. In this case, meta-analytic evaluations of the pooled mean difference (MD) in steps/day, min/day of MVPA, min/day of sedentary behavior, and weight (kg) between the intervention and comparison groups for the objective outcome measures were calculated using mean changes or postintervention data, depending on what the authors had reported. When any relevant data were missing, mean or mean changes and corresponding SD were requested from the corresponding author. Authors of studies that presented data in a graphical format were contacted to obtain the exact values. Forest plots for steps were drawn using GraphPad Prism software (GraphPad Software Inc), because the scale in Review Manager has a limit of 1000 points.

In the presence of high statistical heterogeneity in the outcomes reported in the meta-analysis (I² >50%), we conducted subgroup analysis and fuzzy-set qualitative comparative analysis (fsQCA) to explore potential reasons for this heterogeneity and proposed several explanatory hypotheses in our protocol. We assumed that the treatment effect was influenced by (1) a theoretically grounded treatment, (2) the duration of the treatment, and/or (3) the subject’s health condition. We considered these subgroup analyses because there is some evidence that theory-based interventions are more effective [60-62] and that the effects of wearable activity trackers may not be sustainable over time, favoring short interventions. Individuals with chronic conditions may respond to the treatment differently from healthy people because the treatment allows chronic patients to live better with their health conditions, while healthy individuals may consider it as a tool to prevent health problems. We also conducted post-hoc subgroup analyses between studies reporting postintervention values and those reporting mean changes from baseline values to explore whether there are any significant differences between the two reporting methods that may introduce bias in the principal meta-analyses. In addition, we identified a very small number of studies (n=2) that reported significant differences between groups at baseline, and we conducted sensitivity analyses to assess whether these trials made any difference to the results of the principal meta-analyses.

Finally, we assessed publication bias using funnel plot analysis for each outcome included in our meta-analysis. To permit publication bias assessment, funnel plot analysis can be conducted only on outcomes that include 10 or more studies [63].

The fsQCA method can identify complex (i.e., nonlinear and nonadditive) causal patterns [37]. It is especially appropriate when dealing with complex interventions [38]. FsQCA considers the necessity and sufficiency of conditions for an outcome. In
In our case, we included the following two types of conditions: the main intervention components that were present in the included studies and the same study characteristics as in the subgroup analysis (ie, grounded in a theory, length of the intervention, and chronic disease in the subjects). We focused on a range of outcomes (ie, steps, MVPA, sedentary behaviors, and weight) that are important components of a healthy lifestyle [64-66]. FsQCA is an analytical method that allows us to assess which configurations of conditions or factors (ie, intervention components and study characteristics) lead to successful outcomes. Multimedia Appendix 2 provides a detailed explanation of how FsQCA was applied.

Study Selection
In total, 8610 articles were retrieved using the search strategy. A total of 1627 duplicates were removed, and 6983 records were screened by title and abstract, with 6472 records removed after the application of our selection criteria. The remaining 511 articles were retrieved and assessed for eligibility based on the full text. In total, 41 articles were included, reporting the results of 37 RCTs (Figure 1) [48,49,57,67-104]. All 41 articles are described in detail, based on study design and PICO (population, intervention, comparison, outcome) characteristics (Multimedia Appendix 3).

Study Characteristics
The studies were conducted in North America (27/37, 73%), Europe (4/37, 11%), Australia (4/37, 11%), and Asia (2/37, 5%). Approximately two thirds (24/37, 65%) of the studies were conducted in the United States.

The volume of Fitbit-based intervention studies has steadily increased since the first one was published in 2014. The number of articles published per year increased to 12 RCTs in 2018, with most of the studies (25/37, 68%) published in the last 3 years (Figure 2).
Most of the studies (35/37, 95%) were parallel RCTs, while two studies used a factorial design and a cross-over design, respectively [79,101]. Among the parallel RCTs, 27 featured two arms [48,57,67-73,76,78,81,83-85,88-93,95,96,99,102-104], while eight featured multiple intervention arms [49,77,82,86,87,94,97,98]. For instance, Finkelstein et al [82] conducted an RCT with four groups; three groups receiving a Fitbit device and the other receiving interventional components differing in terms of the type of financial incentives.

The follow-up duration ranged from 1 week [79] to 1 year [82,90,95,101], with most studies lasting less than 5 months (20/37, 54%).

To summarize, the majority of the studies were conducted in Western countries, adopted a parallel RCT research design, and lasted less than 5 months.

**Population Characteristics**

A total of 3779 participants were included, with a mean of 102 participants per study (median 68) and range from 16 [98] to 800 participants [82] per study. Virtually all studies focused on individuals over the age of 18 years (36/37, 97%). Only one study included adolescents [93]. Thirteen studies included young adults (age 18-43.9 years) [73,77,79,81-83,86,90,91,94,97,99,102], 17 studies included middle-aged adults (age 44-64.9 years) [48,49,57,67-72,78,84,87-89,96,103,104], and six studies included older adults (age ≥65 years) [76,85,92,95,98,101].

Concerning the main characteristics of the targeted population, most studies (21/37, 57%) reported that their participants had a particular condition or were at risk. This included patients with cardiovascular risks [70,98] and patients having chronic diseases like chronic obstructive pulmonary disease [85] or cardiometabolic diseases [69]. In the remaining studies, participants were selected based on their personal or professional status (eg, employees or students, such as medical students) (8/37, 22%) or their health status (eg, postoperation and cancer survivor) (8/37, 22%). Only one study focused specifically on healthy subjects [81]. Table 1 summarizes the main characteristics of each targeted population.
Table 1. Characteristics of the participants.

<table>
<thead>
<tr>
<th>Main characteristic and specific characteristics</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Having a condition or being at risk</strong></td>
<td></td>
</tr>
<tr>
<td>Overweight/obese</td>
<td>[48,71,83,97,104]</td>
</tr>
<tr>
<td>Sedentary</td>
<td>[68,94,99,101]</td>
</tr>
<tr>
<td>Arthritis</td>
<td>[57,87,89]</td>
</tr>
<tr>
<td>Cardiovascular risks</td>
<td>[70,98]</td>
</tr>
<tr>
<td>Diabetes</td>
<td>[73,88]</td>
</tr>
<tr>
<td>Cardiometabolic diseases</td>
<td>[69]</td>
</tr>
<tr>
<td>Chronic low back pain</td>
<td>[67]</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>[85]</td>
</tr>
<tr>
<td>Prediabetes</td>
<td>[49]</td>
</tr>
<tr>
<td>With low ankle brachial index</td>
<td>[92]</td>
</tr>
<tr>
<td><strong>Personal/professional status</strong></td>
<td></td>
</tr>
<tr>
<td>Students</td>
<td>[77,79,86,90,91,102]</td>
</tr>
<tr>
<td>Community-dwelling people</td>
<td>[95]</td>
</tr>
<tr>
<td>Employees</td>
<td>[82]</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
</tr>
<tr>
<td>Postoperation/posttreatment</td>
<td>[76,78,96,103]</td>
</tr>
<tr>
<td>Cancer survivor</td>
<td>[72,84,93]</td>
</tr>
<tr>
<td>Healthy</td>
<td>[81]</td>
</tr>
</tbody>
</table>

To summarize, the included studies had sample sizes of less than 100 adult subjects, who mainly had a chronic condition or were at risk of having one.

**Intervention Characteristics**

The intervention components were highly heterogeneous (Multimedia Appendix 4). Four studies included at least one interventional arm involving only the use of a Fitbit device [77,79,81,91], while the majority (35/37, 95%) included at least one interventional arm involving a comprehensive program for improving PA and facilitating weight loss. For instance, the components of the intervention in the study by Amorim et al [67] included an information booklet on PA and sedentary behavior, a tailored PA plan, a face-to-face coaching session, 12 phone calls from a health coach, weekly personalized messages to encourage participants to achieve their goals, and a Fitbit device with its web-interfaced IMPACT mobile app. In addition to the wearable device, other intervention components included the use of an app or a website (sometimes different from the app provided by the device manufacturer), goal setting and prescription, messaging, education, counseling and feedback, social support, financial incentives, and the provision of another device (Multimedia Appendix 4). Further details on these intervention components are provided in Multimedia Appendix 5.

As expected, there was a wide variety of Fitbit devices used in the included studies. Most of them (17/37, 46%) used clip-on devices such as Fitbit Zip [76,79,82,83,87,88,90,92,96-98], Fitbit One [48,68,81,84,94], and Fitbit Ultra [85]. Seven studies did not specify which model was used [49,67,69,70,95,101,102]. The remaining studies used wrist-worn devices, such as a Fitbit Flex [57,71,73,77,86,89,91,93,103,104] and Fitbit Charge [72,78,99]. Use patterns with these devices were mentioned in 35% (13/37) of the studies. Beside reporting use or wear durations [49,88,103], the studies indicated Fitbit use as the frequency at which the subjects wore the device [48,67,93,95,96] and the number of subjects having Fitbit measurements [73,82,87,90,92]. This information was mainly assessed using device data or it was self-reported.

In summary, most of the interventions did not rely on theory and used Fitbit Zip or Flex tracking devices for interventional purposes along with several other components commonly related to goal setting and education.

**Control Group Characteristics**

Most studies included some form of PA or other healthy lifestyle education component [49,67,68,70,72,73,82,84,86,87,90,99,103]. Other studies involved usual care [48,76,78,83,85,88,93,96-98], financial incentives [68,82], blinded wearables [94,101], or no intervention at all [77,79,81,91,92]. Participants in some control groups were put on a waiting list to receive the same intervention following a delay [57,69,71,89]. Two studies included a control group to which overlapping intervention components were allocated [102,104]. For example, in the RCT published by Vandelanotte et al [104], the comparison group received the same intervention components as the interventional arm, except for the Fitbit Flex.
Study Outcomes

Taken together, the studies in our sample reported a wide range of outcomes that can be classified into the following several categories: PA-related outcomes (e.g., steps, MVPA, and light PA), weight-related outcomes (e.g., weight and BMI), sedentary behavior outcomes, dietary intake-related outcomes, oxygen uptake outcomes, sleep-related outcomes, quality of life, self-efficacy, and overall health (Multimedia Appendix 6). While steps were usually reported in steps/day, MVPA was reported in different ways, such as min/day, days/week, metabolic equivalent (MET)-min/week, MET-min/week in 10-minute bouts, etc. This was also the case for sedentary behavior outcomes. These behaviors were mostly reported in min/day [68,89,93,103,104], while few studies reported them as prolonged sedentary 30-minute bouts (%/day) [100] or sedentary activity (<5000 steps per day, %) [87].

Furthermore, the studies featured several ways of measuring the reported outcomes, especially steps, MVPA, and sedentary behavior. For steps, eight studies (22%) used the intervention Fitbit device as a measurement tool [77-79,86,88,90,94,102]. This outcome was also frequently (8/37, 22%) assessed using a research-grade accelerometer (i.e., actigraph) [67,68,72,76,82,96,99,103]. Other studies reported measures taken with a SenseWear Mini device [89], a Jawbone Up wearable [87], a Yamax pedometer [73], and a Dynaport MoveMonitor device [85]. One study did not report how the step counts were assessed [91]. MVPA outcomes were mostly measured using a research-grade accelerometer (13/37, 35%) [48,67,68,71,72,76,82,84,93,95,98,99,103], and, less often, they were self-reported (5/37, 14%) [67,79,86,88,104] or relied on the use of a SenseWear Mini device (2/37, 5%) [57,89]. One study used the intervention Fitbit device to measure MVPA [78]. Finally, research-grade accelerometers [68,82,93,98,103] and self-reported measures [82,104] were used to assess sedentary behaviors. Two studies measured sedentary behaviors using a SenseWear Mini device [57,89] and one study used a Jawbone Up wearable [87].

To summarize, the available evidence was primarily based on studies that reported PA outcomes, such as steps and MVPA, mostly measured with an actigraph.

Risk of Bias

Risk-of-bias judgements are presented in Figure 3. Random sequence generation was assessed as being at low risk of bias (23/37, 62%) or unclear (14/37, 38%) in the included studies. Allocation concealment was assessed as being at low risk of bias (20/37, 54.05%) or unclear (17/37, 45.95%) in the included studies. The blinding of participants and personnel was assessed as being at high risk of bias for all the studies because the nature of the intervention and control conditions rendered blinding not feasible. Blinding of outcome assessment was evaluated only in terms of the primary outcome of interest, and was reported as low in cases where it was measured objectively. This was assessed as being at high risk of bias in two studies because of the use of subjective measures [104] and because the authors clearly mentioned that it was an unblinded clinical trial [90]. The management of incomplete outcome data was assessed as being at high risk of bias in four studies [49,73,90,95]. The reasons were high attrition (more than 25%) [95], high imbalance in loss of follow-up between groups [49], limitation of the analysis to subjects who had completed a running event [90], and long periods during the intervention when the activity monitor was not worn [73]. Selective reporting was assessed as being at low risk of bias for all the included studies. Finally, two studies were assessed as having a high risk for other bias because of conflicts of interest declared by the authors [78] and significant differences between the groups at baseline [77]. All the reasons in the risk of bias assessment can be found in Multimedia Appendix 7.
Meta-Analysis Results

We proceed by presenting the main results of the meta-analysis. Detailed information on all subgroup meta-analyses can be found in Multimedia Appendix 8.

Steps

Of the 37 studies included in the review, 23 reported an outcome related to steps [67,68,72,73,76-79,82,85-92,94-96,99,102,103] and 16 reported this outcome in a way we could use in the meta-analysis [67,68,72,73,76,78,82,85,87,89,94-96,99,102,103]. On average, Fitbit-based interventions were associated with a statistically significant increase in the number of daily steps when compared with the control groups (MD 950.54, 95% CI 475.89-1425.18; \( P < .001 \); Figure 4) across most of the studies in the meta-analysis (13/16, 81%). Three studies showed a decrease in the number of steps [85,99,103]. There was high heterogeneity between study results in terms of the magnitude of the effects \( (I^2=51\%) \).
Subgroup analyses showed that the length of the intervention, the subjects’ health condition, and theory-based interventions did not have significant impacts on the number of steps ($P=.97$, $P=.32$, and $P=.86$, respectively). When we categorized studies by reporting method, we found no evidence of clinically or statistically significant ($P=.86$) differences between studies that reported postintervention data and those that reported mean change from baseline data (Multimedia Appendix 8). A sensitivity analysis excluding the study by Van Blarigan et al [103], in which there was an imbalance in steps between the control and intervention groups at baseline, showed similar results ($P=.87$). Funnel plot analysis showed no evidence of publication bias (Multimedia Appendix 9).

**MVPA**

Of the 37 studies included in the review, 21 reported MVPA [48,57,67,68,71-73,76,78,79,82,84,86,88,89,93,95,98,99,103,104] and 14 studies reported this outcome in a way that we could use in the meta-analysis [48,57,67,68,71,72,76,78,82,84,89,93,99,103]. There was a statistically significant increase in minutes per day spent on MVPA in the Fitbit-based interventions compared with the comparison groups (MD 6.16, 95% CI 2.80-9.51; $P<.001$; Figure 5). The study results featured high heterogeneity ($I^2=62\%$).

**Weight**

Of the 37 studies included in the review, 15 reported an outcome related to weight [48,68-71,73,77,82-84,88,89,97,101,102,104] and 11 studies reported this outcome in a way that we could use
in the meta-analysis [48,68,69,71,73,77,82,83,88,97,101]. Weight was measured by the research team. A random-effects meta-analysis using MD performed on the 11 studies showed a significant decrease in weight in the Fitbit-based interventions compared with the control groups (MD \(-1.48, 95\% \text{ CI} \,-2.81 \text{ to } -0.14; P=0.03; \text{Figure 6}). Heterogeneity was high ($I^2=74\%$).

**Figure 6.** Forest plot of mean difference in weight (kg) in studies comparing an intervention that included a Fitbit device with a control group that did not utilize such a device.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Experimental Mean</th>
<th>SD</th>
<th>Total</th>
<th>Control Mean</th>
<th>SD</th>
<th>Total</th>
<th>Weight</th>
<th>Mean Difference IV, Random, 95% CI</th>
<th>Mean Difference IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ashe, 2015</td>
<td>67.33</td>
<td>18.57</td>
<td>12</td>
<td>91.6</td>
<td>19.08</td>
<td>7</td>
<td>0.6%</td>
<td>-24.27 [-41.69, -6.86]</td>
<td></td>
</tr>
<tr>
<td>Azer, 2015</td>
<td>-2.3</td>
<td>5.15</td>
<td>33</td>
<td>-0.2</td>
<td>4.43</td>
<td>38</td>
<td>11.7%</td>
<td>-2.10 [-14.21, 0.01]</td>
<td></td>
</tr>
<tr>
<td>Brown, 2018</td>
<td>-4.6</td>
<td>3.9</td>
<td>23</td>
<td>2</td>
<td>2.2</td>
<td>25</td>
<td>12.8%</td>
<td>-4.80 [-8.68, 3.02]</td>
<td></td>
</tr>
<tr>
<td>Cheung, 2019</td>
<td>-1.7</td>
<td>4.1</td>
<td>40</td>
<td>-1.1</td>
<td>3.3</td>
<td>20</td>
<td>12.3%</td>
<td>-0.60 [-2.53, 1.33]</td>
<td></td>
</tr>
<tr>
<td>DiFrancesco-Denigris, 2018</td>
<td>79.15</td>
<td>15.81</td>
<td>30</td>
<td>90.8</td>
<td>16.24</td>
<td>40</td>
<td>2.9%</td>
<td>0.55 [0.52, 7.52]</td>
<td></td>
</tr>
<tr>
<td>Finkelstein, 2016</td>
<td>0.2</td>
<td>5.53</td>
<td>205</td>
<td>-0.3</td>
<td>4.98</td>
<td>281</td>
<td>15.1%</td>
<td>0.55 [0.52, 5.12]</td>
<td></td>
</tr>
<tr>
<td>Othmer, 2017</td>
<td>-0.1</td>
<td>3.92</td>
<td>19</td>
<td>1.8</td>
<td>3.6</td>
<td>16</td>
<td>10.5%</td>
<td>-1.90 [-4.39, 0.59]</td>
<td></td>
</tr>
<tr>
<td>Hirdman, 2018</td>
<td>92.1</td>
<td>12</td>
<td>33</td>
<td>85.1</td>
<td>13.1</td>
<td>17</td>
<td>3.2%</td>
<td>-3.00 [-5.75, 2.75]</td>
<td></td>
</tr>
<tr>
<td>Kosinski, 2018</td>
<td>-0.1</td>
<td>3.2</td>
<td>38</td>
<td>0.5</td>
<td>2.5</td>
<td>30</td>
<td>14.1%</td>
<td>-0.60 [-1.38, 0.18]</td>
<td></td>
</tr>
<tr>
<td>Gottdanka, 2017</td>
<td>97.1</td>
<td>13.1</td>
<td>19</td>
<td>86.2</td>
<td>10.4</td>
<td>13</td>
<td>2.3%</td>
<td>-5.10 [-13.26, 3.06]</td>
<td></td>
</tr>
<tr>
<td>Thompson, 2014</td>
<td>-1.01</td>
<td>2.34</td>
<td>24</td>
<td>-0.99</td>
<td>1.05</td>
<td>24</td>
<td>14.6%</td>
<td>-0.02 [-2.11, 2.17]</td>
<td></td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td>480</td>
<td>429</td>
<td>100.0%</td>
<td>-1.48 [-2.81, -0.14]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The subgroup analyses showed that only subjects’ health condition had a significant impact on weight ($P=0.009$), in contrast to the findings for length of follow-up and theory-based interventions ($P=0.26$ and $P=0.31$, respectively). When we categorized studies by reporting method, we found no evidence of clinically or statistically significant ($P=0.30$) differences between studies that reported postintervention data and those that reported mean change from baseline data (Multimedia Appendix 8). A sensitivity analysis excluding the study by Ashe et al. [68], in which there was a weight difference between the control and intervention groups at baseline, showed similar results ($P=0.86$). Publication bias was not detected for this outcome (Multimedia Appendix 9).

**Sedentary Behaviors**

Of the 37 studies included in the review, 10 reported an outcome related to sedentary behaviors [57,68,82,87,89,93,98,103,104] and six reported this outcome in a way we could use in the meta-analysis [57,68,82,89,93,104]. Sedentary behavior was measured objectively, except in two studies [82,104] that utilized a self-reported questionnaire to obtain daily sitting time or sedentary behavior. A random-effects meta-analysis was performed on four studies that objectively measured sedentary behavior using MD. The other two were assessed using standardized mean difference (SMD). For objective measures, there was a nonsignificant decrease in sedentary behavior following the intervention compared with the control comparator (MD \(-10.62, 95\% \text{ CI} \,-35.50 \text{ to } 14.27; P=0.40; \text{Figure 7}) across most of the studies in the meta-analysis (3/4, 75\%), with a low level of heterogeneity ($I^2=0\%$). For self-reported measures, there was a nonsignificant decrease in sedentary behavior following the intervention compared with the control comparator (SMD \(-0.11, 95\% \text{ CI} \,-0.48 \text{ to } 0.26; P=0.56; \text{Figure 7}), with a high level of heterogeneity ($I^2=69\%$). Given the small sample size, no subgroup analysis could be conducted.
Figure 7. Forest plot of sedentary behaviors (min/day) in studies comparing an intervention that included a Fitbit device with a control group that did not utilize such a device.

1. Sedentary behaviors (min/day) – objectively measured

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Mean</th>
<th>SD</th>
<th>Total</th>
<th>Mean</th>
<th>SD</th>
<th>Total</th>
<th>Weight</th>
<th>IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ashe, 2015</td>
<td>517.37</td>
<td>54.77</td>
<td>12</td>
<td>522.81</td>
<td>35.77</td>
<td>7</td>
<td>37.2%</td>
<td>-5.44 [-40.21, 35.33]</td>
</tr>
<tr>
<td>Li, 2017 (1)</td>
<td>624.9</td>
<td>192.1</td>
<td>17</td>
<td>402.8</td>
<td>184.8</td>
<td>17</td>
<td>4.3%</td>
<td>22.10 [88.22, 152.42]</td>
</tr>
<tr>
<td>Li, 2018 (2)</td>
<td>437.6</td>
<td>133.9</td>
<td>30</td>
<td>503</td>
<td>183.7</td>
<td>31</td>
<td>11.3%</td>
<td>-65.46 [-139.53, 67.73]</td>
</tr>
<tr>
<td>Mondaca, 2017</td>
<td>-4.5</td>
<td>62.56</td>
<td>20</td>
<td>1</td>
<td>30.61</td>
<td>30</td>
<td>47.2%</td>
<td>-5.50 [41.72, 30.72]</td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td>88</td>
<td>100.0%</td>
<td>85</td>
<td>-10.62 [-35.50, 14.27]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Extractions
(1) reported in bouts $\geq$ 20 minutes
(2) reported in bouts $\geq$ 20 minutes

2. Sedentary behaviors (min/day) – self-reported

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Mean</th>
<th>SD</th>
<th>Total</th>
<th>Mean</th>
<th>SD</th>
<th>Total</th>
<th>Weight</th>
<th>IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finkeleder, 2016 (1)</td>
<td>-652.38</td>
<td>12,004.64</td>
<td>202</td>
<td>-1,529</td>
<td>14,081.1</td>
<td>201</td>
<td>56.7%</td>
<td>0.65 [-0.15, 0.24]</td>
</tr>
<tr>
<td>Vancakenaete, 2016 (2)</td>
<td>-103.72</td>
<td>234.69</td>
<td>76</td>
<td>-31.9</td>
<td>173.15</td>
<td>45</td>
<td>41.3%</td>
<td>-0.33 [-0.78, 0.03]</td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td>291</td>
<td>100.0%</td>
<td>247</td>
<td>-11.1 [0.41, 0.26]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Extractions
(1) assessed with the Global Physical Activity Questionnaire (GPAQ),
(2) assessed with the Workforce Sitting Questionnaire

FsQCA Results

We conducted all our analyses using a frequency cut-off of 2 per relevant configuration and a minimum raw consistency of 0.8, combined with a minimum proportional reduction in consistency (PRI consistency) of 0.6. This is consistent with the report by Rihoux and Ragin [37].

First, we conducted a separate analysis of each condition (intervention components and study characteristics) owing to the lack of cases for joint analyses with all conditions (Multimedia Appendix 2). Configuration analyses by intervention components covered a relatively high number of observed cases (35.14%), whereas the study characteristics did not cover enough cases to analyze them further (no configuration had a high enough raw coverage to conduct an analysis) (Multimedia Appendix 10 and Multimedia Appendix 11). Based on these results and the meta-analysis results, we then combined the following conditions: goal setting, messaging, counseling, length of intervention (named “follow-up duration” below, see details in Multimedia Appendix 2), theory-based interventions, and subjects’ conditions. Figure 8 depicts the fsQCA results using the notation system from Ragin and Fiss [105].
Figure 8. Fuzzy-set qualitative comparative analysis configurations associated with improvements in healthy lifestyle outcomes.

<table>
<thead>
<tr>
<th>Configuration Conditions</th>
<th>H1A</th>
<th>H1B</th>
<th>H2</th>
<th>H3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal-setting</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Messaging</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Counseling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow-up duration</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theory</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Row Coverage</td>
<td>0.300</td>
<td>0.185</td>
<td>0.170</td>
<td>0.059</td>
</tr>
<tr>
<td>Unique Coverage</td>
<td>0.192</td>
<td>0.077</td>
<td>0.062</td>
<td>0.059</td>
</tr>
<tr>
<td>Consistency</td>
<td>0.789</td>
<td>0.920</td>
<td>0.883</td>
<td>0.723</td>
</tr>
<tr>
<td>Overall Solution Coverage</td>
<td>0.498</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Configurations leading to better lifestyle outcomes depending on the intervention length and subjects’ health condition.

<table>
<thead>
<tr>
<th>Intervention length and subjects’ health condition</th>
<th>Follow-up duration (long follow-up duration)(^a,b)</th>
<th>~Follow-up duration (short follow-up duration)(^b,c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition (subjects with a chronic condition)(^a)</td>
<td>H1A</td>
<td>H1A</td>
</tr>
<tr>
<td></td>
<td>H3</td>
<td>H1B</td>
</tr>
<tr>
<td>-Condition (healthy subjects)(^c)</td>
<td>NI/A(^d)</td>
<td>H1B</td>
</tr>
</tbody>
</table>

\(^a\)Configuration element that needs to be present for an improved lifestyle outcome.
\(^b\)HN: Nth configuration that leads to a lifestyle improvement.
\(^c\)Configuration element that needs to be absent for an improved lifestyle outcome.
\(^d\)Configuration absent in our sample.

Figure 8 shows two measures that validated the solutions (consistency and coverage). HN indicates the Nth configuration that leads to a lifestyle improvement. Initially, overall solution consistency measures the degree to which all configurations together consistently result in an improvement in healthy lifestyle outcomes. In our case, overall consistency was 0.819, which is above the usually acceptable level of 0.80 [106]. Raw coverage shows empirical relevance and effectiveness of the solution for the outcome, although higher coverage does not necessarily mean theoretical importance [106]. Thus, there are multiple paths to better outcomes for individuals with pre-existing conditions, but the most effective one (albeit for the short- or long-term interventions) centers on theory-based interventions with goal-setting but without messaging (H1A). In fact, in all but one configuration, goal setting was a condition for better outcomes, with or without either messaging or counselling. To differentiate between the numerous outcomes, Table 2 presents these results according to intervention length and subjects’ health condition.

Table 2 suggests that there are more paths to success for people with pre-existing conditions and none for people without pre-existing conditions who receive long-term interventions. Although it may appear reasonable to assume that the additive effects of more intervention components lead to better outcomes [16], this is not confirmed by our analyses. The configuration with all the intervention components (H3) is not the most effective (it has the lowest raw coverage).
Discussion

Principal Findings

Our review summarizes the results of interventions that included a Fitbit wearable device to improve healthy lifestyle outcomes. Our meta-analysis results showed improvements in two PA outcomes, namely, steps and MVPA. Fitbit-based interventions also resulted in weight loss. However, sedentary behaviors did not improve, regardless of whether they were measured objectively or self-reported. These results are in line with prior reviews on wearables that showed no change in sedentary behaviors [16], and an improvement in PA outcomes [16-18,28,30-32,35,36,107] and weight loss [28,32,35,108]. However, the current evidence is mostly representative for adults and older subjects. The lack of studies focused on vulnerable populations, such as youth and adolescents, may be explained by some of the challenges faced when recruiting subjects from these populations and conducting RCTs (eg, securing consent from the legal guardian).

Considering the overall high heterogeneity in our meta-analysis results, we followed well-established guidelines to investigate them further [109]. We did this by applying the following two different methodologies: subgroup analysis and fsQCA. The former allows us to answer specific questions about a particular aspect of the study (eg, length and theory-based approach) and types of intervention components or patient characteristics (eg, age and condition), whereas the latter emphasizes the configuration of factors (eg, intervention components and study characteristics). Subgroup analyses showed significant (P<.001) improvements in MVPA among nontheory-based interventions. This contradicts the results of McCullough et al [62], who found that theory-based interventions are more effective. We also observed that weight loss was more significant (P=.009) among patients with chronic conditions. Further analyses using fsQCA uncovered additional interesting results. We found that both theory- and nontheory-based interventions contributed, but it would appear that this factor depends on specific conditions in order to lead to effective interventions. In all but one configuration, goal setting was a condition for better outcomes, with or without either messaging or counselling. This is true for lifestyle outcomes and weight outcomes (Multimedia Appendix 12, Multimedia Appendix 13, and Multimedia Appendix 14). Interestingly, neither the presence nor the absence of goal setting improved PA. Instead, the absence of messaging and/or absence of counselling were the most relevant conditions for improving PA. This was not expected, because previous studies have found these two intervention components effective on their own [110-112]. When combining messaging and counselling with other conditions, it appears that they are outweighed by other factors, such as education and subjects’ health conditions. Future research is thus needed to investigate what mitigates the contributions made by messaging and counselling in interventions to improve PA. Of interest is the lack of better outcomes in long-term studies among participants without pre-existing conditions, and the more limited number of paths to success for longer term participants with health conditions (Table 2). This either suggests that there were fewer such studies or that it is difficult for subjects to maintain their focus in order to achieve long-term results. The latter can easily be understood for weight outcomes since early weight loss is rapid and then tends to stall on a plateau for an extended period of time [113].

Moreover, we observed that better results were achieved with a combination of study and intervention components as compared to intervention components alone. In other words, there is complex causality at play, whereby individual and study characteristics are also important criteria to consider when evaluating the effectiveness of an intervention. This is coherent with the idea that technological interventions may not produce similar effects in different individuals [114]. This means that studies that do not adequately consider study characteristics and participant profiles may produce invalid conclusions regarding the effectiveness of an intervention.

Furthermore, we found that goal setting was the most promising intervention component, whereas messaging seemed to be mostly ineffective in complex interventions. These results can be illustrated with two studies from our sample. Amorim et al [67] found that setting goals increased outcomes related to steps and other activities, such as yoga and swimming. In contrast, Cheung et al [73] concluded that “the vast majority (of participants) found that the messages (on PA, nutrition, and general health and motherhood information and education) were helpful, although the reported effects on diet and PA were more modest.” Finally, the length of an intervention does not appear to be relevant, because it was not significant in the subgroup analysis (P=.97 for steps, P=.28 for MVPA, and P=.26 for weight), and the most dominant configuration (H1A) was not affected by this factor.

Strengths and Limitations

Prior systematic literature reviews are limited by the quality and nature of the studies included. To avoid this, we included only studies featuring a Fitbit device as an interventional component. Despite this, and much like other reviews, the studies in our sample involved very heterogeneous interventions, rendering assessments of the effects of Fitbit interventions more difficult. However, a thorough systematic and transparent methodology was followed [115,116], and the use of meta-analysis tools and fsQCA allowed us to interpret the combined effects of Fitbit devices with the other interventional components and subject characteristics. Using these two methodologies enabled us to provide a fine-grained picture of the effectiveness of Fitbit-based interventions. Despite promising findings, applications of QCA in systematic reviews are still relatively new, especially in digital health research [38,117]. We hope that this review will help promote its application in future studies.

The results of our review must be interpreted in light of some limitations. First, even though we included a large range of outcomes, we could not assess the effectiveness of the interventions on each of them. Rather, we limited our analyses to PA outcomes, sedentary behaviors, and weight. While most of the articles in our sample examined well-studied outcomes (eg, steps and MVPA), other studies reported less common ones, such as cognition and dietary intake. Second, we could not assess the effectiveness of the Fitbit device itself on healthy lifestyles.
lifestyle outcomes. This was due to (1) the high complexity and variety of the interventions and (2) the number of studies that did not describe the Fitbit artifact. Indeed, the studies in our sample rarely described the wearable and ignored its specific features. As shown by Lyons et al [118] and Mercer et al [119], each device incorporates different behavioral change techniques that are linked to one or several features of the wearable, so providing a description of the features of the device and the associated app (if used) is essential for future research. Consideration of the features of these devices is also important because James et al [120] found that each set of features does not impact health outcomes equally. This study suggests that only the social interaction and data management features of activity trackers help improve well-being outcomes. Finally, we could not assess the effects of the different behavioral change techniques incorporated in the Fitbit devices as proposed in our protocol owing to high heterogeneity and the lack of information reported in the included studies. This gave us the opportunity to apply a new methodology (fsQCA) that is relevant to complex interventions in order to determine the most important conditions for Fitbit-based interventions.

Conclusions and Future Research

Fitbit devices, included either as the primary component of an intervention or as part of a more comprehensive and complex intervention, have the potential to improve healthy lifestyle behaviors and, in particular, PA. The included studies encompassed mainly adult populations with pre-existing chronic conditions. Although the findings were not significant in all the RCTs, short-term interventions utilizing a Fitbit device generally resulted in improvements in terms of a healthy lifestyle. In addition to these activity trackers, we showed that goal setting is an effective complementary interventional component over the short and long term. Further research would be beneficial to determine the effect of a Fitbit device independent of other interventional components, as would investigations into the cost-effectiveness of Fitbit-based interventions. Given the potential associated with the use of PA trackers, further studies investigating their long-term use would be useful to guide potential clinical applications and future recommendations. Finally, future research could also focus on the effectiveness of such interventions in healthy subjects and consider subjective outcomes, such as psychological health and personal motivation.
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Abstract

Background: The increasing number of internet users presents an opportunity to deliver health interventions to large populations. Despite their potential, many web-based interventions, including those for smoking cessation, face high rates of attrition. Further consideration of how intervention features impact attrition is needed.

Objective: The aim of this systematic review is to investigate whether tailored web-based smoking cessation interventions for smokers are associated with reduced rates of attrition compared with active or passive untailored web-based interventions. The outcomes of interest were dropout attrition at 1-, 3-, 6-, and 12-month follow-ups.

Methods: Literature searches were conducted in May 2018 and updated in May 2020 on MEDLINE (Medical Literature Analysis and Retrieval System Online), PsycINFO (Psychological Information), EMBASE (Excerpta Medica dataBASE), CINAHL (Cumulated Index to Nursing and Allied Health Literature), Scopus, and the Cochrane Tobacco Addiction Group Specialized Register with the following search terms: smoking cessation, tailored, or web- or internet-based. Included studies were published in English before or in May 2020 using a randomized controlled trial design. Studies were restricted to those with web-based delivery, a tailored intervention group, an untailored control group, and a reported outcome of smoking cessation. Studies were assessed for methodological quality using the Cochrane Risk of Bias tool. Two reviewers independently extracted the study characteristics and the number of participants lost to follow-up for each treatment group.

Results: A total of 13 studies were included in the systematic review, of which 11 (85%) were included in the meta-analysis. Tailoring had no statistically significant effect on dropout attrition at 1-month (risk ratio [RR]=1.02, 95% CI 0.95-1.09; \(P=0.58; \chi^2=78\)%), 3-month (RR=0.99, 95% CI 0.95-1.04; \(P=0.80; \chi^2=73\)%), 6-month (RR=1.00, 95% CI 0.95-1.05; \(P=0.90; \chi^2=43\)%), or 12-month (RR=0.97, 95% CI 0.92-1.02; \(P=0.26; \chi^2=28\)%) follow-ups. Subgroup analyses suggested that there was a statistically significant effect of tailoring between the active and passive subgroups at 1-month (\(P=0.03\)), 3-month (\(P<0.001\)), and 6-month (\(P=0.02\)) follow-ups but not at 12-month follow-up (\(P=0.25\)).

Conclusions: The results suggest that tailoring of web-based smoking cessation interventions may not be associated with reduced rates of dropout attrition at 1-, 3-, 6-, or 12-month follow-ups. Significant differences between studies that include untailored active and passive control groups suggest that the role of tailoring may be more prominent when studies include a passive control group. These findings may be because of variability in the presence of additional features, the definition of smokers used, and the duration of smoking abstinence measured. Future studies should incorporate active web-based controls, compare the impact of different tailoring strategies, and include populations outside of the Western countries.

(J Med Internet Res 2020;22(10):e16255) doi:10.2196/16255
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Introduction

Background

Smoking is the leading cause of preventable death [1]. Annually, over 7 million deaths worldwide are attributed to cigarette smoking [2], leading to a global loss of 150 million disability-adjusted life years [3]. The majority of smokers want to quit [4]; however, it can take 30 or more attempts to successfully quit [5]. Although smoking cessation is difficult, the price of not quitting is high—over 50% of long-term smokers die from smoking [6,7]. Fortunately, evidence-based smoking cessation interventions can double or triple the chances that a quit attempt will result in long-term cessation [8]. However, most effective clinical interventions have been found to be more costly and to have lower reach compared with public health interventions [9].

Web-Based Interventions

Interventions delivered over the internet, termed web-based interventions, have the potential to increase the public health impact of smoking cessation interventions because of their widespread use and scalability [10]. Despite their potential, few web-based interventions succeed in delivering the full treatment intended because of high rates of attrition. In a seminal paper, Eysenbach [11] delineated 2 types of attrition in web-based interventions: nonusage and dropout. The former refers to users who do not use the web-based intervention, whereas the latter refers to users who do not complete the follow-up study procedures. Eysenbach [11] hypothesized that both types of attrition are related and may be explained by a common experience of the user losing interest. As such, research that contributes to the science of attrition is recommended to better understand the phenomenon of attrition in the context of trials of web-based interventions [11].

Like many web-based interventions [11], web-based smoking cessation interventions often report high rates of dropout attrition [12], posing threats to the validity of evidence surrounding these interventions. Although studies on smoking cessation often employ intention-to-treat analyses, where those lost to follow-up are assumed to be smokers, high rates of dropout attrition increase the risk of attrition bias, which may lead to the underestimation of the effectiveness of web-based smoking cessation interventions. Such findings have been reported by systematic reviews of web-based smoking cessation interventions that have identified attrition bias as a critical challenge in assessing the effectiveness of these interventions [12-14]. In addition, bias caused by attrition makes it difficult to identify features of web-based smoking cessation interventions that are most effective in promoting smoking cessation. Thus, further consideration of the features that influence dropout attrition is needed to fully understand the impact of web-based smoking cessation interventions, the features that characterize effective interventions, and their mechanisms of action.

Tailoring

Tailoring is one feature that has received significant interest [13]. Tailored print smoking cessation materials have been found to be more effective than untailored materials [15,16], suggesting that this feature may be important for their web-based equivalents. Likewise, systematic reviews of web-based smoking cessation interventions have highlighted the importance of tailoring in promoting smoking cessation [12-14]. For instance, Taylor [12] investigated the effectiveness of interactive, tailored, and combined (tailored and interactive) web-based interventions compared with nonactive and active control interventions. Combined interactive and tailored interventions were found to be moderately more effective than nonactive controls (eg, printed self-help guide) but not more effective than active controls (eg, counseling sessions) [12]. The authors noted that many of the studies had high rates of attrition, making it difficult to assess the effectiveness of tailored web-based smoking cessation interventions [12]. Thus, the ongoing challenge of high dropout attrition presents a need to explore the effect of intervention design features, such as tailoring, on attrition [15,17].

Objectives

This study aims to investigate across randomized controlled trials (RCTs), whether tailored active web-based smoking cessation interventions reduce dropout attrition at 1-, 3-, 6-, and 12-month follow-ups compared with an untailored active or passive control. In the context of this review, we define the terms tailoring, active, and passive as follows.

Tailoring

The term tailoring is often used interchangeably with personalization and targeting; however, important differences exist among these 3 terms [17]. Personalization refers to materials that have been customized using an individual’s name, whereas targeting involves designing materials for a particular subgroup or population with one or more shared characteristics (eg, youth) [17]. In contrast, tailored materials refer to materials that are designed for the characteristics of a particular individual based on individual assessment (eg, quit date, level of motivation, and self-efficacy) [17]. These terms may be viewed as existing on a continuum ranging from generic to individually tailored [17], with each term varying in the level in which they consider and incorporate characteristics of the user into the intervention. Although we recognize the differences among these terms, for simplicity, we operationalize the term tailored as an umbrella term that encompasses personalization, targeting, and tailoring to the individual.

Active

The term active is defined as interventions or control groups that require more than one engagement by the user. The multiple engagements must be part of the intervention and not simply part of the study procedures. For instance, a study with a single tailored email that requires multiple follow-up procedures would not be considered active in the context of this review. The authors chose to focus on active interventions, as attrition is more likely to be an issue for interventions and studies that require multiple engagements over time, rather than a single engagement.
Passive

The term passive is defined as control groups that require a single engagement by the user. The authors chose to compare studies with either an active or passive control group to assess whether the effect of tailoring differs between studies that compare active tailored interventions to control groups that require similar (active) or different (passive) levels of engagement.

Methods

Protocol and Registration

This review is designed and reported in line with the PRISMA (Preferred Reporting Items for Systematic reviews and Meta-Analyses) reporting guidelines (for checklist, see Multimedia Appendix 1) [18]. A protocol was developed to guide this review; however, the protocol was not registered. Details outlined in the protocol included the study rationale, research question, eligibility criteria, study selection process, outcomes of interest, and the processes followed in conducting the meta-analysis. No deviations were made from the protocol from start to the final review [18].

Data Source and Search Strategy

Searches were conducted using the following electronic databases: MEDLINE (Medical Literature Analysis and Retrieval System Online), PsycINFO (Psychological Information), EMBASE (Excerpta Medica dataBASE), CINAHL (Cumulated Index to Nursing and Allied Health Literature), Scopus, and the Cochrane Tobacco Addiction Group Specialized Register. Search strategies for each database were created using synonyms of the 4 main search concepts: (1) smoking cessation (outcome measure), (2) tailoring (intervention feature), (3) web-based or internet-based (technology), and (4) randomized control trial (study design). A sample search strategy for MEDLINE is provided in Multimedia Appendix 2. An initial search was conducted in May 2018 for studies published in or before May 2018. The review was later updated in May 2020 to identify any studies published between May 2018 and May 2020. Search results were exported and managed on EndNote Web.

Study Selection

Two authors (AS and MC) independently reviewed papers retrieved from the search strategy by title and abstract. Rayyan, a web-based application for systematic reviews, was used to facilitate the screening process between the 2 reviewers. The inclusion criteria were that studies (1) employed any type of randomized controlled trial (RCT) design (eg, crossover trials, parallel trials, and factorial trials), (2) included a tailored web-based smoking cessation intervention, (3) had an untailored control intervention (both web-based or nonweb-based were accepted), and (4) assessed smoking cessation through any method (ie, point prevalence estimate, self-report, and biochemical validation) at least 1 month after the start of the intervention. Papers could be published in or before May 2020. Only peer-reviewed articles published in English with a study population of smokers were included in the analysis. Dissertations, poster abstracts, and studies that described lifestyle interventions (interventions that targeted multiple health behaviors) were excluded (Figure 1).

Studies were selected based on the tailored intervention component. If the tailored component was not delivered online (ie, a computer-tailored letter that was printed and mailed to the participant), the study was excluded. Multicomponent interventions were included; however, if the tailored component was not delivered on the web (eg, tailored text messages accompanied by a web page), the study was deemed ineligible. These criteria were used to isolate the impact of tailoring and increase the comparability of the interventions included in the meta-analysis.

Studies that met the exclusion criteria when reviewed by title and abstract were excluded. The remaining studies were moved on to the next stage, where they were assessed using the full text. Full-text assessments of studies were later conducted for eligibility, with reasons for exclusion recorded. Disagreements in study eligibility were resolved through discussions between the two reviewers (AS and MC).
Study Quality
Studies were assessed for methodological quality using the Cochrane Risk of Bias Tool [19], with reasons for risk level recorded (Figure 2). Risk of bias assessment was conducted at the study level. Risk of bias assessments were considered during the data interpretation stage.

Figure 2. Risk of bias graph.
Data Extraction and Analysis

The following details were extracted from the included studies: author, year of publication, study location, sample, population characteristics, intervention, theoretical framework used, tailored components, control group used, follow-up period, and key findings. In addition, the reported number of individuals lost to follow-up for the intervention and control arms were extracted from each study and compared against the original sample of individuals allocated to the intervention and control arms. If missing data were related to the outcome of interest (dropout attrition), the authors were contacted for additional information. Risk ratios (RRs) and 95% CIs were used to measure the difference in attrition between tailored interventions and untailored control groups. All significance tests were 2-tailed, with P<.05 considered statistically significant. A meta-analysis was conducted with the software RevMan 5 (Cochrane Organization) using the Mantel–Haenszel fixed effects model to pool the RRs. A fixed effects model was chosen as the most conservative model with the expectation that there would be some heterogeneity in design. The \( I^2 \) statistic was used to assess statistical heterogeneity at 3 upper limits (low, \( I^2<25\% \); moderate, \( I^2 \) between 25% and 75%; high, \( I^2>75\% \)) [20]. A sensitivity analysis was conducted to examine the effect of potential outliers on the meta-analysis results.

Results

Search Results

The results of the search strategy are summarized in the PRISMA flowchart shown in Figure 1. When the first search was conducted in May 2018, the search strategy yielded a total of 1292 studies, of which 801 (62.0%) were duplicates. Upon screening the remaining 491 studies by title and abstract, 274 (55.8%) studies were excluded. The remaining 217 studies were later screened by the full text, and 204 (94.0%) studies were excluded for not meeting the inclusion criteria. From this initial search, 13 studies were included in the systematic review [21-33]. The search update conducted in May 2020 identified a total of 150 studies. After removing duplicates, 56.7% (85/150) of the studies were screened by their full texts. Within these 85 studies, 4 (31%) studies used an active control intervention, whereas 9 (69%) studies used a passive control intervention.

Study Characteristics

Details of the included studies, such as the author, year of publication, study location, sample, population characteristics, intervention, theoretical framework used, tailored components, control, and key findings, are outlined in Multimedia Appendix 3. The included studies were published from 2008 to 2018 in the following countries: the United States [21,24,26,27,32,33], Switzerland [22], Norway [23], Australia [25], France [28], Spain [29], Denmark [30], and the Netherlands [31]. Of the 13 included studies, 4 (31%) studies used an active control intervention, whereas 9 (69%) studies used a passive control intervention.

The 14 trials included a total of 12,661 participants: 6538 (51.64%) randomized to a tailored intervention and 6123 (48.63%) to an untailored control intervention. Participants were recruited from a variety of settings, including postsecondary institutions [24,29], hospitals or clinics [26,27,31,32], a Quitline [24], and from a website [21,22,28,33]. Follow-up periods ranged from 1 to 18 months. Five studies reported follow-up at 1 month [23,25,30,32,33]; 6 studies at 3 months [21-23,26,28,33], 9 studies at 6 months [21,22,26-31,33], 6 studies at 12 months [21,22,26-31,33], and 1 study at 18 months [21]. One study reported outcomes at 8, 20, and 30 weeks [26] and another at 7 months [27]. Of the 13 studies included in the systematic review, 7 (54%) studies [23-26,28,29,33] reported significant differences in smoking cessation between the tailored intervention and untailored control at one or more follow-up periods.

Study Quality

Most studies included in the analysis were found to have an unclear or high risk of performance bias (Figure 2). Moreover, 4 studies were found to be at high risk of attrition bias as characterized by studies with more than 50% of the sample randomized to a condition lost to attrition.

Attrition

All the 13 included studies reported dropout attrition, whereas only 1 (8%) study [25] reported nonusage attrition. Dropout attrition across the 13 studies ranged from 5% to 67% for tailored interventions and from 3% to 64% for untailored interventions (Table 1). Among the 13 studies that met the inclusion criteria, 2 (15%) studies [24,25] were excluded from the meta-analysis, as they reported dropout attrition at timepoints that could not be compared with any other study included in the analysis. Although Borland [25] included follow-ups at 1 and 7 months, attrition was not reported for the 1-month follow-up, and thus, this study was excluded from the meta-analysis. The exclusion of these 2 studies resulted in a total of 11 studies that were included in the meta-analysis. The results of the meta-analysis with respect to the follow-up periods of interest (1, 3, 6, and 12 months) are described in the following section.
Table 1. Summary of attrition (n=13).

<table>
<thead>
<tr>
<th>1st author, reference</th>
<th>Attrition type reported</th>
<th>Follow-up period</th>
<th>Intervention sample, n</th>
<th>Intervention loss to follow-up, n (%)</th>
<th>Control sample, n</th>
<th>Control loss to follow-up, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>An [24]</td>
<td>Dropout</td>
<td>8 weeks</td>
<td>257</td>
<td>13 (5.1)</td>
<td>260</td>
<td>8 (3.1)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>20 weeks</td>
<td>257</td>
<td>24 (9.3)</td>
<td>260</td>
<td>20 (7.7)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>30 weeks</td>
<td>257</td>
<td>23 (8.9)</td>
<td>260</td>
<td>30 (11.5)</td>
</tr>
<tr>
<td>Borland [25]</td>
<td>Dropout and nonusage</td>
<td>1 month</td>
<td>809</td>
<td>Not reported</td>
<td>422</td>
<td>Not reported</td>
</tr>
<tr>
<td></td>
<td>Dropout and nonusage</td>
<td>7 months</td>
<td>809</td>
<td>104 (12.9)</td>
<td>422</td>
<td>66 (15.6)</td>
</tr>
<tr>
<td>Das [26]</td>
<td>Dropout</td>
<td>3 months</td>
<td>105</td>
<td>16 (15.2)</td>
<td>111</td>
<td>20 (18.0)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>6 months</td>
<td>105</td>
<td>13 (12.4)</td>
<td>111</td>
<td>15 (13.5)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>12 months</td>
<td>105</td>
<td>13 (12.4)</td>
<td>111</td>
<td>14 (12.6)</td>
</tr>
<tr>
<td>Graham [21]</td>
<td>Dropout</td>
<td>3 months</td>
<td>651</td>
<td>151 (23.2)</td>
<td>679</td>
<td>142 (20.9)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>6 months</td>
<td>651</td>
<td>168 (25.8)</td>
<td>679</td>
<td>154 (22.7)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>12 months</td>
<td>651</td>
<td>180 (27.7)</td>
<td>679</td>
<td>187 (27.5)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>18 months</td>
<td>651</td>
<td>201 (30.9)</td>
<td>679</td>
<td>213 (31.4)</td>
</tr>
<tr>
<td>Harrington [27]</td>
<td>Dropout</td>
<td>6 months</td>
<td>748</td>
<td>98 (13.1)</td>
<td>740</td>
<td>89 (12.0)</td>
</tr>
<tr>
<td>Mavrot [22]</td>
<td>Dropout</td>
<td>3 months</td>
<td>580</td>
<td>290 (50.0)</td>
<td>580</td>
<td>251 (43.3)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>6 months</td>
<td>580</td>
<td>353 (60.9)</td>
<td>580</td>
<td>331 (57.1)</td>
</tr>
<tr>
<td>Nyguen [28]</td>
<td>Dropout</td>
<td>3 months</td>
<td>1242</td>
<td>639 (51.4)</td>
<td>1236</td>
<td>720 (58.3)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>6 months</td>
<td>1242</td>
<td>667 (53.7)</td>
<td>1236</td>
<td>729 (59.0)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>12 months</td>
<td>1242</td>
<td>732 (58.9)</td>
<td>1236</td>
<td>793 (64.2)</td>
</tr>
<tr>
<td>Pardavila-Belio [29]</td>
<td>Dropout</td>
<td>6 months</td>
<td>133</td>
<td>19 (14.3)</td>
<td>122</td>
<td>11 (9.0)</td>
</tr>
<tr>
<td>Skov-Ettrup [30]</td>
<td>Dropout</td>
<td>1 month</td>
<td>453</td>
<td>106 (23.4)</td>
<td>452</td>
<td>64 (14.2)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>6 months</td>
<td>453</td>
<td>67 (14.8)</td>
<td>452</td>
<td>75 (16.6)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>12 months</td>
<td>453</td>
<td>84 (18.5)</td>
<td>452</td>
<td>66 (14.6)</td>
</tr>
<tr>
<td>Smit [31]</td>
<td>Dropout</td>
<td>6 months</td>
<td>132</td>
<td>89 (67.4)</td>
<td>119</td>
<td>74 (62.2)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>12 months</td>
<td>132</td>
<td>57 (43.2)</td>
<td>119</td>
<td>55 (46.2)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>2 months</td>
<td>23</td>
<td>9 (39.1)</td>
<td>19</td>
<td>6 (31.6)</td>
</tr>
<tr>
<td>Wangberg [23]</td>
<td>Dropout</td>
<td>1 month</td>
<td>1029</td>
<td>613 (59.6)</td>
<td>1043</td>
<td>640 (64.1)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>3 months</td>
<td>1029</td>
<td>648 (63.0)</td>
<td>1043</td>
<td>644 (61.7)</td>
</tr>
<tr>
<td></td>
<td>Dropout</td>
<td>12 months</td>
<td>1029</td>
<td>303 (29.4)</td>
<td>1043</td>
<td>300 (28.8)</td>
</tr>
<tr>
<td>Westmaas [33]</td>
<td>Dropout</td>
<td>1 month</td>
<td>376</td>
<td>98 (26.1)</td>
<td>340</td>
<td>95 (27.9)</td>
</tr>
</tbody>
</table>
One-Month Follow-Up

Of the 11 studies, 6 (55%) studies were included in the meta-analysis and 4 (36%) studies [23,30,32,33] reported attrition at 1-month follow-up. Only 1 (9%) study [23] compared a tailored active intervention with an untailored active control. There were no significant differences in the risk of attrition between tailored interventions and untailored controls at 1-month follow-up (RR=0.97, 95% CI 0.91-1.04; P=.41). Across the 3 studies [30,32,33] that compared a tailored active intervention with an untailored passive control, the risk of attrition was higher among tailored interventions at 1-month follow-up (RR=1.20, 95% CI 1.00-1.44; P=.04). This estimate was statistically significant, although it had high heterogeneity ($I^2=79\%$). The test for subgroup differences indicated significant differences between studies that included an active control and those that included a passive control at 1-month follow-up ($\chi^2_{1}=4.7; P=.03$).

When the 4 studies [23,30,32,33] were pooled, no significant differences in the risk of attrition between tailored interventions and untailored controls were found at 1-month follow-up (RR=1.02, 95% CI 0.95-1.09; P=.58) with high heterogeneity ($I^2=78\%$ in the estimate (Figure 3). These findings suggest that tailoring had no effect on dropout attrition at 1-month follow-up.

Three-Month Follow-Up

Of the 11 studies included in the meta-analysis, 6 (55%) reported attrition at 3-month follow-up [21-23,26,28,33]. A total of 27% (3/11) of the studies [21-23] compared a tailored active intervention with an untailored active control. When these 3 studies were pooled, tailored interventions were at a significantly higher risk of attrition compared with untailored controls (RR=1.06, 95% CI 1.00-1.13; P=.03) with moderate heterogeneity in the estimate ($I^2=43\%$). Significant differences between the active and passive subgroups were found at 3-month follow-up ($\chi^2_{1}=11.9; P<.001$).

When the 6 studies [23,25,28,30,35] that reported attrition at 3-month follow-up were pooled (Figure 4), no significant differences were found in the risk of attrition between the tailored interventions and their untailored controls (RR=0.99, 95% CI 0.95-1.04; P=.80) with high heterogeneity in the estimate ($I^2=73\%$). This finding suggests that tailoring had no effect on dropout attrition at 3-month follow-up.
Six-Month Follow-Up

Of the 11 studies included in the meta-analysis, 9 (82%) reported attrition at 6-month follow-up [21,22,26-31,33]. Of these 9 studies, 2 compared a tailored active intervention with an untailored active control [21,22]. Differences in the risk of attrition between the tailored and untailored groups for these 2 studies were not significant (RR=1.09, 95% CI 1.00-1.19; P=.06) with no heterogeneity in the estimate (I²=0%). In addition, 7 of the 9 studies (78%) [26-31,33] compared a tailored active intervention with an untailored passive control. Among these 7 studies, there were no significant differences in the risk of attrition between the tailored intervention relative to the untailored control (RR=0.96, 95% CI 0.90-1.02; P=.16) with low heterogeneity in the estimate (I²=22%). The test for subgroup differences suggested that significant differences existed between the active and passive subgroups at 6-month follow-up (χ² =5.4; P=.02).

When the 9 studies [21,22,26-31,33] that reported attrition at 6-month follow-up were pooled, no differences were found in dropout attrition between the tailored interventions and untailored controls (RR=1.00, 95% CI 0.95-1.05; P=.90) with moderate heterogeneity (I²=43%, Figure 5). This suggests that tailoring had no effect on the risk of attrition at 6-month follow-up.
Twelve-Month Follow-Up

Of the 11 studies included in the meta-analysis, 6 (55%) reported attrition at 12-month follow-up [21,23,26,28,30,31]. Of these 6 studies, 2 studies [21,23] compared a tailored active intervention with an untailored active control. The pooled effect of these two studies found that there were no significant differences in the risk of attrition between tailored interventions and untailored controls (RR=1.02, 95% CI 0.91-1.13; P=.77) with no heterogeneity in the estimate (I^2=0%).

Four studies [26,28,30,31] reported attrition at 12-month follow-up that compared a tailored active intervention with an untaiored passive control. The pooled effect of these 4 studies found a lower risk of attrition among the tailored intervention (RR=0.95, 95% CI 0.89-1.00; P=.07). This estimate was not statistically significant and had moderate heterogeneity (I^2=36%). The test for subgroup differences found no significant differences between the active and passive subgroups at 12-month follow-up (X^2=1.3; P=.25).

At 12-month follow-up, the pooled effect of the 6 studies [21,23,26,28,30,31] (Figure 6) demonstrated a lower risk of attrition for the tailored intervention compared with the untailored control (RR=0.97, 95% CI 0.92-1.02; P=.26). This estimate was not statistically significant and had moderate heterogeneity (I^2=28%), suggesting that tailoring had no effect on dropout attrition at 12 months.
Sensitivity Analysis
Given the high heterogeneity of the results found for attrition at 1-, 3-, and 6-month follow-ups, a post hoc sensitivity analysis was conducted. Through visual inspection of the forest plots, the study by Westmaas [33] was suspected to be an outlier, and thus, this study was removed for the sensitivity analysis. Without the study by Westmaas [33] included in the meta-analysis, tailoring was found to have a higher risk of dropout attrition at 1-month follow-up (RR=1.03, 95% CI 0.96-1.11; \( P = .38 \)) with high heterogeneity (\( I^2 = 86\% \)). Tailoring was found to have a lower risk of attrition both at 3-month follow-up (RR=0.99, 95% CI 0.94-1.03; \( P = .62 \)) with high heterogeneity (\( I^2 = 78\% \)) and at 6-month follow-up (RR=0.99, 95% CI 0.94-1.05; \( P = .78 \)) with moderate heterogeneity (\( I^2 = 49\% \), Multimedia Appendix 4). As none of these estimates were statistically significant, the sensitivity analysis suggests that tailoring did not have a statistically significant effect on attrition at 1-, 3-, and 6-month follow-ups.

Discussion
Principal Findings
This study sought to understand the impact of tailoring web-based interventions on attrition among studies using active and passive control groups. Although several reviews have investigated the efficacy of web-based smoking cessation interventions [13-15,36], to our knowledge, this is the first systematic review that compared the rate of attrition of tailored and untailored web-based smoking cessation interventions. Our review found no differences in the likelihood of attrition between tailored web-based interventions and untailored controls at 1, 3, 6, or 12-month follow-ups.

The results of this systematic review align with the findings of previous studies. Strecher [37] conducted a path analysis of tailoring in web-based smoking cessation interventions and found that the relationship between tailoring depth and smoking cessation was weakly mediated by longitudinal engagement. Moreover, in a trial of a web-based smoking cessation program, the number of web pages opened (a measure of engagement) did not predict 12-week cessation [38]. Thus, the results of this review, as well as previous studies, suggest that retention may not mediate the impact of tailoring on smoking cessation in the long term.

When considering the engagement level (active vs passive) of the control intervention, tailoring was found to have no effect early on at 1-month follow-up but increased attrition by the 3-month follow-up for studies with an active control. This increase in attrition, however, was diminished at 12-month follow-up. These results suggest that for studies with an active control group, tailoring had no effect on attrition in the long term at 12-month follow-up. The opposite was found to be true among studies that compared a tailored active intervention with an untailored passive control group, where tailoring was associated with increased attrition at 1-month follow-up and decreased attrition at 3-month follow-up. This effect diminished over time, with no effect of tailoring on attrition at 12-month follow-up. When stratified by the type of control intervention, significant differences in the effect of tailoring were found between the active and passive subgroups at 1-, 3-, and 6-month follow-ups.

A potential explanation for the increased attrition for studies with an active control is that participants in the active tailored intervention group may derive benefits from the intervention early on and, thus, seize their participation before the end of the study. For studies with a passive untailored control, the opposite...
effect may have been observed, as there may be fewer other components to maintain interest in the intervention and in the study. Additional research is needed, however, to investigate this effect.

An important finding of this review was that only a few studies used an active control group (n=4), which suggests a lack of RCTs that compare web-based interventions with active control groups. The lack of active control groups may stem from the application of traditional RCT designs, well suited for investigating drug efficacy, onto digital health interventions [39]. Although robust methods such as the RCT are important, web-based interventions often have multiple active ingredients, including content and technology features. As such, there is a need to consider what the active ingredients of the technology are hypothesized to be to isolate them between the intervention and the control.

Another notable result was that all studies included in the review took place in the Western countries—a finding that has been reported by a previous review [36]. Given that developing countries continue to be targeted by tobacco companies [40], face difficulties in adopting tobacco strategies [41], and are projected to account for 80% of smoking-related deaths in the next century [42], studies are needed to evaluate the effectiveness of web-based smoking cessation interventions in populations outside of the Western countries. Tailoring interventions for these populations may require consideration of different variables (ie, cultural factors) and have unique impacts on attrition and effectiveness.

**Implications for Future Work**

The findings of this review highlight the importance of selecting an appropriate control condition when evaluating the effectiveness of web-based smoking cessation interventions and identifying the important design components of these interventions. Where possible, web-based interventions should be compared with interventions that require the same amount of engagement to isolate the hypothesized active ingredients of the intervention. Without appropriate control interventions, studies may risk misrepresenting the benefits and mechanisms of intervention features, such as tailoring.

In this study, tailoring was intentionally operationalized as a unitary construct [43] to investigate the impact of tailoring on attrition. Although beyond the scope of this review, future research is needed to explore more specific questions related to tailoring, such as the impact of various tailoring strategies on the effectiveness of web-based smoking cessation interventions. The findings of this review suggest, however, that an investigation of specific tailoring strategies may be difficult because of unclear reporting of tailoring among the included studies. Future studies on tailored web-based smoking cessation interventions should more clearly outline the tailored components using the tailoring reporting standards proposed by Harrington [44]. Reporting in accordance with these standards will facilitate more nuanced analyses of the differential impact of various tailoring strategies.

**Limitations**

The findings of this review should be interpreted with caution because of several limitations. First, multiple studies included in the review were found to be of unclear or high risk of performance bias. Second, the high heterogeneity in the intervention type and components, as well as the study design, made it difficult to pool the data on attrition and generalize the results of the study. Indeed, some studies included in this review had interventions that were both tailored and interactive [21-24,27,32]. This is an important limitation of this study, as interactivity can include personalization but not in all cases. Although previous reviews have grouped tailoring and interactivity [14], we sought to isolate the impact of tailoring and, thus, did not include interactivity. Some studies also had features in addition to tailoring and interactivity, such as social support or coaching, which could have impacted attrition. Third, in this review, we focused on dropout attrition and thus our findings may not capture the impact of tailoring on nonusage attrition. As only 1 study included in this review reported nonusage attrition, we anticipate that such analyses may be difficult to perform without improvements in reporting. Fourth, this review did not account for user acceptance and experience of technologies, which may have affected attrition, particularly in the short term. Finally, given that technologies are rapidly being developed both for research and in the consumer market, this review may have missed web-based interventions that were publicly available, especially outside of the Western countries. The restriction on published RCT studies in the English language may have contributed to the lack of interventions delivered internationally.

**Conclusions**

This study aimed to investigate the impact of tailoring on attrition in web-based smoking cessation interventions. A systematic review of the literature yielded 14 RCTs that compared tailored web-based interventions with untailored control interventions, with 4 (29%) of the studies using an active control intervention and 10 (71%) studies using a passive control intervention. A meta-analysis of attrition reported by 86% (12/14) of the included studies found no effects of tailoring on attrition at 1, 3, 6, and 12-month follow-ups. The findings of this review suggest that tailoring may not be associated with reduced rates of attrition in web-based smoking cessation studies in the long term, although the high heterogeneity of effects indicates that the findings should be interpreted with caution. Future studies that incorporate active web-based controls, compare the impact of different tailoring strategies, and include populations outside of the Western countries are needed. Moreover, although beyond the scope of this review, future reviews may consider the impact of other technology features on attrition. It is with a greater understanding of how intervention features impact attrition that technologies may be better designed to retain users who may benefit from web-based smoking cessation interventions.
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Abstract

Background: Telehealth represents an opportunity for Australia to harness the power of technology to redesign the way health care is delivered. The potential benefits of telehealth include increased accessibility to care, productivity gains for health providers and patients through reduced travel, potential for cost savings, and an opportunity to develop culturally appropriate services that are more sensitive to the needs of special populations. The uptake of telehealth has been hindered at times by clinician reluctance and policies that preclude metropolitan populations from accessing telehealth services.

Objective: This study aims to investigate if telehealth reduces health system costs compared with traditional service models and to identify the scenarios in which cost savings can be realized.

Methods: A scoping review was undertaken to meet the study aims. Initially, literature searches were conducted using broad terms for telehealth and economics to identify economic evaluation literature in telehealth. The investigators then conducted an expert focus group to identify domains where telehealth could reduce health system costs, followed by targeted literature searches for corresponding evidence.

Results: The cost analyses reviewed provided evidence that telehealth reduced costs when health system–funded travel was prevented and when telehealth mitigated the need for expensive procedural or specialist follow-up by providing competent care in a more efficient way. The expert focus group identified 4 areas of potential savings from telehealth: productivity gains, reductions in secondary care, alternate funding models, and telementoring. Telehealth demonstrated great potential for productivity gains arising from health system redesign; however, under the Australian activity-based funding, it is unlikely that these gains will result in cost savings. Secondary care use mitigation is an area of promise for telehealth; however, many studies have not demonstrated overall cost savings due to the cost of administering and monitoring telehealth systems. Alternate funding models from telehealth systems have the potential to save the health system money in situations where the consumers pay out of pocket to receive services. Telementoring has had minimal economic evaluation; however, in the long term it is likely to result in inadvertent cost savings through the upskilling of generalist and allied health clinicians.

Conclusions: Health services considering implementing telehealth should be motivated by benefits other than cost reduction. The available evidence has indicated that although telehealth provides overwhelmingly positive patient benefits and increases productivity for many services, current evidence suggests that it does not routinely reduce the cost of care delivery for the health system.

(J Med Internet Res 2020;22(10):e17298) doi:10.2196/17298
INTRODUCTION

The sustainability of health systems is a major concern for governments worldwide. The financial viability of the health system is of particular concern, in light of both increasing costs and the increasing ratio of health expenditure to gross domestic product (GDP). For example, in Australia, in the decade to 2017, health care expenditure nearly doubled and the ratio of health expenditure to GDP increased from 8.75% to 10.28% [1]. Similarly, in the United States during the same time frame, health expenditure grew by 50% and the ratio of health expenditure to GDP increased from 15.9% to 17.9% [2]. This has catalyzed an imperative to reduce the cost of providing health care, as these increases are not sustainable long term.

Telehealth is the delivery of clinical health services using information and communication technologies to bridge the geographic separation of the clinician and consumer. Telehealth could potentially impact costs due to shorter interactions, reduced travel, economies of scale, increased revenues, or moving elements of care from clinicians to technology (eg, monitoring device) or to the patient themselves. The potential to reduce the cost of health care is one of the predominant reasons for the interest in implementing telehealth, followed closely by a desire to improve access to health care. Telehealth is often used to substitute a proportion of in-person encounters, and this substitution raises the question of a relative cost reduction.

Demonstrated cost-effective interventions may not be implemented due to budget constraints [3]. Hence, many health care organizations may be limited to implementing only telehealth interventions where cost reduction can be realized within a budgetary cycle and there is no cost increase associated with implementation. However, these programs are few, and those that start successfully are not always sustainable in the long run, scalable, or transferable to other settings. Although proponents of telehealth often have projected health care savings, there is a dearth of evidence to support this view. Important questions relating to cost and sustainability remain unanswered [4].

Reviews of telehealth cost-effectiveness are often limited to one clinical specialty, service modality, or country [5-8]. Limited research has looked collectively at available evidence, and to our knowledge, none have synthesized it from the perspective of the health system. Despite the differences between international health systems, identifying and collating information regarding the cost-saving potential of telehealth is valuable.

The aims of this scoping review were twofold. First, to investigate if telehealth reduces health system costs compared with traditional service models using international evidence, and second, to identify the scenarios in which cost savings can be realized.

METHODS

Study Design

The Arksey and O’Malley scoping review method was used to achieve the aims of this study [9]. This methodology involved an initial literature review, followed by an expert focus group, and finally targeted literature searches based on the focus group discussion (Figure 1) [9]. A scoping review method was chosen due to the volume of literature [10]. Reporting of the methods and results was performed in accordance with the Preferred Reporting Items for Systematic reviews and Meta-Analyses extension for Scoping Reviews (PRISMA-ScR) Checklist [11].

Figure 1. Scoping review methods.
**Initial Literature Review (Economic Evidence)**

To identify literature reporting the results of economic evaluations in telehealth, initial literature searches were conducted using terms relating to telehealth, telemedicine, and economics. Searches were conducted using the PubMed, EMBASE, and Scopus databases. Search results were restricted to publications available in English, and no restriction was placed on the country of origin or health system model described. The scope of the review was restricted to short- to mid-term (6 months to 3 years) term and cost implications reported from the perspective of the health system payer (ie, health service or hospital). After the completion of database searches, duplicates were removed, titles and abstracts were screened by 2 authors (MT and CS), and a full-text review of articles was conducted by 3 authors (MT, LC, and CS). Included studies were categorized as cost-minimization analysis (CMA), cost-effectiveness analysis (CEA), and cost-utility analysis (CUA) studies [6,12,13]. Further descriptions of these categories are provided in Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMA&lt;sup&gt;a&lt;/sup&gt; [14]</td>
<td>CMA requires either proof or a stated assumption that the two comparators are equally effective, and therefore, the analysis only examines the difference in cost between the comparators. When comparing CMA, it is important to examine the items included for costing for each comparator as well as the final reported result.</td>
</tr>
<tr>
<td>CEA&lt;sup&gt;b&lt;/sup&gt; [12]</td>
<td>CEA quantifies both the costs and a measurable effect (eg, blood pressure in mm Hg or days to diagnosis) from the comparators and presents them as a cost per increment of effectiveness. Due to the variety in measured effects, CEA are not easily comparable unless they use the same measure for effectiveness.</td>
</tr>
<tr>
<td>CUA&lt;sup&gt;c&lt;/sup&gt;</td>
<td>CUA uses measures of cost and health-related quality of life (often expressed as a utility value) to compare interventions with usual care. Although more comparable, it is important to examine not only the cost estimations but also the method of eliciting health-related quality of life within each study.</td>
</tr>
</tbody>
</table>

<sup>a</sup>CMA: cost-minimization analysis.  
<sup>b</sup>CEA: cost-effectiveness analysis.  
<sup>c</sup>CUA: cost-utility analysis.

Data were extracted from the included studies by two investigators, and any disagreements in data extraction were discussed until a consensus was reached. The results were synthesized, and descriptions of systems in which telehealth reduces costs to the health system were identified and reported.

All articles were quality assessed using the Consolidated Health Economic Evaluation Reporting Standards (CHEERS) [15]. CHEERS is a 24-point quality assessment tool for published economic evaluations. It includes domains to assess the reporting of relevant economic principles such as currency, discounting, time horizon, effectiveness measures, choice of outcome, assumptions, and model choice. The CMA studies were assessed according to 20 of the 24 points in the checklist; choice of health outcome, measurement of effectiveness, measurement and valuation of preference-based outcomes, and incremental costs and outcomes were not applicable. All costs were converted to 2019 US $ to allow for ease of comparison. The synthesis of the findings was narrative.

**Expert Panel Focus Group**

Ethics approval to undertake the focus group was received from the University of Queensland’s Human Research Ethics Committee (Approval # 2018002428).

The framework proposed by Arksey and O’Malley [9] identifies that reviews can be enhanced by including a consultation process. To this end, investigators conducted an expert focus group to identify the domains where telehealth could reduce health system costs.

National experts in telehealth and economics were sent an invitation to attend the focus group on “How can telehealth reduce health system costs?”. Experts were identified and recruited through existing relationships between the research team and the Australasian Telehealth Society who assisted with recommending individuals with both health economics and telehealth expertise. A total of 16 experts were invited to participate and 9 agreed to represent 7 different organizations. Participation was via focus group (n=7) or via email and telephone with the investigators (n=2).

Attendees were given the option to attend in person or via videoconference. Before attendance, invitees were emailed a discussion paper. Invitees were asked if they agreed or disagreed with the points in the discussion paper and if any additional factors should be considered. Some invitees who were unable to attend the meeting provided feedback via email or phone.

Open-ended questions on the potential for cost savings arising from telehealth were used to facilitate discussion in the focus group. The discussion was recorded and notes were recorded. Topics suggested by the expert panel were synthesized and categorized under distinct topic headings (domains). These domains were used to direct further literature searches. By including the focus group consultative exercise where participants were given potential domains, it was possible to elicit more ideas on the subject matter, resulting in richer data [9].

**Targeted Literature Searches**

Subsequent to the focus groups, further literature searches were conducted to locate evidence on domains identified by the expert panel. Literature searches were conducted using both broad search terms and domain-specific terms to identify supporting evidence. Searches were conducted in PubMed, EMBASE, Scopus, and gray literature. Additionally, members of the expert panel contributed relevant evidence items (designated as hand searches). No restrictions on publication date were set during
any search process. Searches were conducted from May 2018 to January 2019. Articles were omitted when the telehealth modality referenced telephone only. Search terms included, but were not limited to, telehealth, telemedicine, store-and-forward and other telehealth nomenclature, and domain-specific search terms such as secondary care or productivity. No restrictions were placed on the country of origin or the health system described in the analyses.

The level of evidence was described using the National Health and Medical Research Council guidelines [16], where, for example, I is a systematic review of randomized controlled trials (RCTs), II is an RCT, III is a comparative study with or without controls, and IV is a case series. The results of the subsequent articles identified through the targeted searches were summarized.

**Results**

**CMA**

Searches and screening identified 17 cost-minimization studies that reported their results from the perspective of the health system. Of these 17, 9 studies (53%) reported telehealth to be cost saving compared with conventional care (Figure 2), 6 studies (35%) reported telehealth to be cost saving after a workload threshold was achieved, and 2 studies (12%) reported telehealth to be more expensive than conventional care. The overall quality of reporting was sound, with an average score of 15 out of 20 (Table 2).

**Figure 2.** Proportion of studies identified that saved costs. CEA: cost-effectiveness analysis; CMA: cost-minimization analysis; CUA: cost-utility analysis.
Table 2. Cost-minimization analysis demonstrating lower costs for telehealth from the perspective of the health system.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Telehealth modality and clinical focus</th>
<th>CHEERS score (out of 20)</th>
<th>Findings in US $ 2019</th>
<th>Initial investment in US $ 2019</th>
<th>Reason for lower cost in the telehealth group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kovács et al. (2017) [17], Hungary</td>
<td>Store-and-forward system for screening for retinopathy of prematurity</td>
<td>18</td>
<td>Cost per examination for telehealth was less than in-person examination.</td>
<td>$199,959.03 including equipment and implementation costs</td>
<td>Saved patient transport costs; saved working hours</td>
</tr>
<tr>
<td>Buyssse et al. (2008) [18], Belgium</td>
<td>Remote monitoring for high-risk pregnancy replacing extended hospital admissions</td>
<td>14</td>
<td>Cost reduction for remote monitoring of $233,958 per year.</td>
<td>$15,409.17</td>
<td>Saved admitted days. If an average of 8 patients were suitable for and accepted remote monitoring each month, an average of 14.7 admitted days could be replaced by remote monitoring</td>
</tr>
<tr>
<td>Xu et al. (2008) [19], Australia</td>
<td>Videoconference for ear, nose and throat consultations</td>
<td>19</td>
<td>Costs of $108 per consultation for telehealth versus $155 for in-person consultation when caseload &gt;100 consultations per year; saving realized despite a patient-end pediatrician cost to telehealth.</td>
<td>$31,509.38</td>
<td>Saved patient and family travel</td>
</tr>
<tr>
<td>Armstrong et al. (2007) [20], United States</td>
<td>Store-and-forward system for dermatology screening, diagnosis, and triage</td>
<td>15</td>
<td>Teledermatology practice had an hourly operating cost of $361 versus $456 for conventional care.</td>
<td>Not reported</td>
<td>When the patient-end is in a rural area (cheaper to rent space in those clinics)</td>
</tr>
<tr>
<td>Smith et al. (2007) [21], Australia</td>
<td>Pediatric videoconference service for consultation reducing travel requirements</td>
<td>17</td>
<td>At caseload &gt;774 cases/5 years telehealth is cost savings compared with in-person; $598,203 saved over 5 years.</td>
<td>Not reported</td>
<td>Saved patient transport costs</td>
</tr>
<tr>
<td>Pare et al. (2006) [22], Canada</td>
<td>Remote monitoring for patients with chronic obstructive pulmonary disorder by nurses, in place of regular home visits</td>
<td>13</td>
<td>Telehealth realizes $361 in savings per patient or $8566 total service cost savings compared with traditional in-home care program over 6-months (~$13,713 per annum).</td>
<td>$24,609.38</td>
<td>Reduced home visits by nurses (saved travel) and reduced salary for home-visit nurses (increased productivity) and reduced hospitalizations (secondary care usage)</td>
</tr>
<tr>
<td>Labiris et al. (2005) [23], Greece</td>
<td>Multispecialty videoconference consultations service (mainly orthopedics and dermatology) in place of in-person consultations</td>
<td>13</td>
<td>Cost per consultation for telehealth $327 versus $333 for conventional care.</td>
<td>$34,356.78</td>
<td>Saved transportation costs</td>
</tr>
<tr>
<td>Norum et al. (2005) [24], Norway</td>
<td>Hybrid system for radiotherapy involving store-and-forward simulation planning and remote oncologist supervision via videoconference</td>
<td>15</td>
<td>At workload &gt;9-12 patients, telehealth is less expensive when patient transport by air is required.</td>
<td>$112,115.99</td>
<td>Avoided emergency transfers</td>
</tr>
<tr>
<td>Scuffham et al. (2002) [25], United Kingdom (Scotland)</td>
<td>Generalist dentist videoconference with specialist dentists from a metropoli- tan center reducing the need for travel by patients or specialists</td>
<td>19</td>
<td>Teledentistry ($233) is more expensive compared with outreach ($156) but less expensive when compared in-person care ($662) per patient treated.</td>
<td>Not reported</td>
<td>Saved patient travel costs/subsidy</td>
</tr>
<tr>
<td>Reference</td>
<td>Telehealth modality and clinical focus</td>
<td>CHEERS&lt;sup&gt;a&lt;/sup&gt; score (out of 20)</td>
<td>Findings in US $ 2019</td>
<td>Initial investment in US $ 2019</td>
<td>Reason for lower cost in the telehealth group</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>--------------------------------------------</td>
<td>--------------------------------------</td>
<td>--------------------------------------------------------------------------------------</td>
<td>-------------------------------</td>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>Bjerøvig et al (2002) [26], Norway</td>
<td>Store-and-forward system for diabetic retinopathy screening</td>
<td>17</td>
<td>At caseloads of &gt;110, telehealth is cost saving. At workloads &lt;110, telehealth is more expensive than conventional care; at very low workloads (n=20), telehealth is around 20 times more expensive than conventional care per consultation; at high workloads (n=200), telehealth costs around 67% of conventional care per consultation.</td>
<td>Not reported</td>
<td>Saved patient travel</td>
</tr>
<tr>
<td>Harno et al (2001) [27], Finland</td>
<td>Review and triage of orthopedic cases via videoconference</td>
<td>12</td>
<td>Telehealth was $3954 (total service cost) less expensive than the traditional referral model.</td>
<td>Not reported</td>
<td>Triage by VC&lt;sup&gt;b&lt;/sup&gt; decreased the number of in-person hospital visits</td>
</tr>
<tr>
<td>Bergmo et al (2000) [28], Norway</td>
<td>Store-and-forward system for dermatology screening, diagnosis, and triage</td>
<td>16</td>
<td>At caseload &gt;195 patients per year, telehealth ($96,042.79) costs less than hybrid outreach/patient travel service as a whole ($179,634.98), patient travel ($333,568.03) or locally employed dermatologists ($81,555.24); actual workload was 375 patients.</td>
<td>$81355.24</td>
<td>Saved patient and/or clinician travel</td>
</tr>
<tr>
<td>Harno et al (2000) [29], Finland</td>
<td>Triage of specialist cases via email and/or videoconference</td>
<td>13</td>
<td>Telehealth is less expensive with saving of $10,874 over 8 months for the service.</td>
<td>Not reported</td>
<td>Triage by email and/or VC decreased the number of hospital visits</td>
</tr>
<tr>
<td>McCue et al (1998) [30], United States</td>
<td>Review and triage of specialist cases (HIV, cardiology, and oral surgery) by videoconference</td>
<td>13</td>
<td>Net saving of $22 per consultation using telemedicine.</td>
<td>Not reported</td>
<td>Main saving is from saved transport</td>
</tr>
<tr>
<td>McCue et al (1997) [31], United States</td>
<td>Review and triage of specialist cases (HIV, cardiology, and oral surgery) by videoconference</td>
<td>11</td>
<td>Telehealth was cost saving realizing total service cost saving of $24,352 over the 7-month study period (~$21,700 per annum) or cost per visit for telehealth ($430) versus conventional care ($835).</td>
<td>$251,995.49</td>
<td>Transport savings and medical cost savings</td>
</tr>
</tbody>
</table>

<sup>a</sup>CHEERS: Consolidated Health Economic Evaluation Reporting Standards.

<sup>b</sup>VC: video consultation.

The most common situation where telehealth reduced health system costs reported in these studies was when it offsets patient or clinician travel funded or subsidized by the health system [17,19,21,25,26,28,30,31]. Hence, savings are most likely to be realized in the public health system, as it is unusual that other service models cover patient transport costs with the exception of the Department of Veterans Affairs. It is more likely that savings will be realized when patient travel is substituted with telehealth versus when clinician travel is substituted due to the volume, that is, saved transport cost for one clinician versus saved transport costs for many patients. One of the reviewed studies found telehealth to be less expensive than subsidized patient travel but more expensive than outreach clinics (where clinicians travel to outlying areas to provide consults) [25]. Prevention of emergency transfers was another way in which telehealth could contribute to reduced travel costs [24]. Other scenarios where potential savings can be realized include remote monitoring of high-risk pregnancies, reducing the need for in-hospital monitoring [18]. Remote monitoring in lieu of in-home visits also realized savings due to saved staff travel costs, the reduced salary of home-visit nurses, and the reduced number of hospitalizations that resulted from continual monitoring [22]. Teletriage, such as when a nurse screens a patient to determine if tertiary care is necessary, was also shown to save costs by reducing the number of hospital visits [30,31]. The two services that found telehealth to be more expensive than conventional care were due to the additional salary of a patient-end clinician (eg, general practitioner) attending a specialist consultation via videoconference [32,33].

In a number of CMA studies, telehealth was found to be cost saving as compared with standard care models only after a certain caseload was exceeded, known as a threshold or
The break-even point was when the initial investment (typically in equipment setup and staff training) was offset by realized savings later on. Many studies calculated a break-even point; however, only one study reported the payback period [17]. The payback period ranged from near immediate to 9 years after implementation [34]. The payback period could be reduced if the activity was higher and the service had the capacity for increased activity [23,31]. Cost savings for telehealth have been slow to materialize for many early adopters due to the time lag between capital investments and the broader adoption of telehealth [35]. The marginal costs of a teleconsultation were found to be less than the marginal costs of conventional consultations, indicating that telehealth is likely to benefit from economies of scale [21].

Moreover, 3 of the 4 cost-effectiveness studies in quartile 1 scored highly on quality as assessed using the CHEERS checklist [15], indicating comprehensive reporting of study results.

The telehealth services that were shown to reduce direct health system costs and be equally or more effective than their comparators were in smoking cessation [43], cardiovascular remote monitoring [36,42], and physiotherapy telerehabilitation after orthopedic surgery [41] (Table 3). Telehealth interventions for cardiovascular remote monitoring [36,42] and postdischarge monitoring for neonates [44] have been shown to reduce hospital admissions, readmissions, and emergency department (ED) presentations, which have the potential to reduce overall costs to the health system [36,42,44]. In these studies, hospital events were used as a measure of the effectiveness of the telehealth intervention. The premise being that preventing hospital events would reduce costs for the health system if it was translated into a dollar value.
Table 3. Summary of cost-effectiveness studies that demonstrated lower health system costs in the telehealth model.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Telehealth modality and clinical focus</th>
<th>CHEERS³ score</th>
<th>Effect measure</th>
<th>Effect improvement with telehealth?</th>
<th>Reason for lower cost in the telehealth group</th>
<th>Payback period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen et al (2013) [36],</td>
<td>Remote biometric monitoring of patients with cardiovascular disease; out-of-range values trigger contact via phone from the clinical unit.</td>
<td>13</td>
<td>Hospital event rate</td>
<td>Yes</td>
<td>Reduced hospitalization, length of stay, and general medical costs to the health system when compared with similar patients without clinical monitoring and support.</td>
<td>Not calculable</td>
</tr>
<tr>
<td>Taiwan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ho et al (2014) [42],</td>
<td>Remote biometric monitoring of patients with cardiovascular disease; out-of-range values trigger contact via phone from the clinical unit.</td>
<td>21</td>
<td>Hospital event rate</td>
<td>Yes</td>
<td>Reduced hospitalization, length of stay, and general medical costs to the health system when compared with similar patients without clinical monitoring and support.</td>
<td>&lt;1 year; however, due to the ongoing cost of remote monitoring, savings would need to continue at the same rate.</td>
</tr>
<tr>
<td>Taiwan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Not calculable</td>
</tr>
<tr>
<td>Fusco et al (2016) [41],</td>
<td>Physiotherapy rehabilitation sessions delivered via videoconference to patients after orthopedic surgery.</td>
<td>24</td>
<td>Range of motion for relevant joints</td>
<td>Yes</td>
<td>Cost savings primarily due to reduced need for ambulatory government-funded travel when compared with in-person physiotherapy.</td>
<td>Not calculable</td>
</tr>
<tr>
<td>Italy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Richter et al (2015) [43],</td>
<td>Videoconference counselling sessions to support smoking cessation provided by primary care clinics.</td>
<td>17</td>
<td>Smoking cessation abstinence at 12 months</td>
<td>Equivalent</td>
<td>Compared with counselling provided over the phone, videoconference sessions were shorter and therefore cost less in staff wages.</td>
<td>Not calculable</td>
</tr>
<tr>
<td>United States</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

³CHEERS: Consolidated Health Economic Evaluation Reporting Standards.

CEA studies use measures of effectiveness that reflect expected outcomes from the intervention. Many of these effects represent positive health gains and potentially medium- to long-term cost savings for the health system, such as avoided treatment of smoking-related diseases. However, the studies in which these effects have been demonstrated have not valued these gains in terms of cost.

CUA

A total of 25 cost-utility studies from the past 5 years that reported costs from the perspective of the health system and changes in health-related quality of life (HRQoL) were identified [37,40,45-65]. Of these 25 studies, 8 (32%) studies were in quartile 2 of the health economics plane (Figures 2 and 4), as they demonstrated costs savings and increased or equivalent changes in effect as measured by HRQoL [45,47,49,50,57,60,65,66].

Telehealth interventions that save money and increase quality-adjusted life years (QALYs) should be considered for implementation. As shown in Figure 5, studies in the lower right quadrant of the plane (Q2) represent telehealth interventions that, when compared with usual care, represent a decrease in health care costs and a gain in QALYs. Each of these studies describes an intervention that, if implemented, could potentially save money for the health system.

The remaining studies (17.25, 68%) represent telehealth interventions that, when compared with usual care, represent an increase in health care costs and a gain in QALYs (quartile 1; Figure 4). Therefore, these interventions would only be implemented by decision makers if they were willing to pay for the relative increase in HRQoL.

All the cost-utility studies scored highly on quality as assessed using the CHEERS checklist [15], indicating the comprehensive reporting of study results.

An incidental finding of the review was that most telehealth interventions examined provided a small marginal improvement in the number of QALYs [37,40,45,46,48-68]. This small marginal change is likely due to the sensitivity of the instruments used to measure the quality of life and their ability to respond to the changes resulting from changing the service delivery model. Increases in QALYs for telehealth interventions compared with usual care were between 0.0006 and 0.12, irrespective of the clinical area or telehealth intervention type [37,40,45,46,48-68]. This is below what is considered clinically meaningful. Studies conducted from a health system perspective reported cost savings between US $32 and US $3523. All studies were located in the dominant quadrant, demonstrating that the studies that reduced costs for the health system also demonstrated either equal or increased QALYs (Figure 5; Table 4).
Figure 4. Cost-utility studies mapped on cost-effectiveness plane.

Figure 5. Quartile 2 incremental cost-utility values in 2019 US$. 
Table 4. Cost-utility analysis articles demonstrating lower cost from the perspective of the health system.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Telehealth modality and clinical focus</th>
<th>CHEERS® score</th>
<th>Cost (telehealth minus usual)</th>
<th>Utility (telehealth minus usual)</th>
<th>Cost (2019 US $)</th>
<th>Health-related quality of life tool</th>
<th>Reason for lower cost in the telehealth group</th>
<th>Payback period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boyne et al (2013) [45], Netherlands</td>
<td>In-home remote patient monitoring by a nurse. Patient’s response to clinical questions aimed at identifying exacerbation of heart failure.</td>
<td>22</td>
<td>–31 (US $, 2018)</td>
<td>0.0031</td>
<td>–31.71</td>
<td>EQ5D&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Reduction in in-person appointments and reduction in the use of physiotherapy services.</td>
<td>Not calculable</td>
</tr>
<tr>
<td>Frederix et al (2016) [49], Belgium</td>
<td>Remote monitoring for cardiovascular disease. Patients wear an accelerometer and receive feedback on their activity via email or SMS.</td>
<td>20</td>
<td>–564.4 (Euro, 2015)</td>
<td>0.026</td>
<td>–676.79</td>
<td>EQ5D</td>
<td>Reduction in rehospitalization costs.</td>
<td>Not calculable</td>
</tr>
<tr>
<td>Greving et al (2015) [50], Netherlands</td>
<td>Remote monitoring of vascular disease using patient-collected biometric information, with feedback from a remote nurse monitoring their data.</td>
<td>22</td>
<td>–219 (Euro, 2009)</td>
<td>0.01</td>
<td>–366.54</td>
<td>EQ5D</td>
<td>Reduction in paramedic support and hospital admissions.</td>
<td>Not calculable</td>
</tr>
<tr>
<td>Mistry et al (2013) [57], United Kingdom</td>
<td>Prenatal screening for congenital heart disease: store-and-forward images and videoconference consultations</td>
<td>23</td>
<td>–30 (UK £, 2009-10)</td>
<td>0.042</td>
<td>–60.1</td>
<td>Multiple literature sources</td>
<td>Economies of scale in telehealth screening compared with in-person screening.</td>
<td>Not calculable</td>
</tr>
<tr>
<td>Nguyen et al (2016) [60], Singapore</td>
<td>Store-and-forward diabetic retinopathy screening. Images captured by a nurse reviewed off-site, and the report is sent to the doctor.</td>
<td>20</td>
<td>–144 (Singapore $, not specified)</td>
<td>0.0006</td>
<td>–114.65</td>
<td>Time trade off</td>
<td>Centralized image examination was lower cost when compared with distributed image examination. Additionally, the triage process reduced unnecessary referrals for appointments and procedures.</td>
<td>Not calculable</td>
</tr>
<tr>
<td>Thomas et al (2015) [66], United Kingdom</td>
<td>Store-and-forward ophthalmic images for glaucoma screening.</td>
<td>22</td>
<td>–3569.88 (Can $, 2014)</td>
<td>0.12</td>
<td>–3523.28</td>
<td>Literature sources [69]</td>
<td>Reduction in travel and associated costs associated with travel (direct costs and staff time) and staff wages due to shorter appointments.</td>
<td>1-2 years for one site (saving per patient is $3570 and current annual workload is 300 patients).</td>
</tr>
<tr>
<td>Zanaboni et al (2013) [65], Italy</td>
<td>Remote monitoring of biometric data from an implanted device to identify heart failure exacerbations.</td>
<td>19</td>
<td>–888.1 (Euro, 2010)</td>
<td>0.065</td>
<td>–1280.46</td>
<td>EQ-5D&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Substituting in-person clinic visits with lower cost virtual consults, and reduction in the emergency department and urgent clinic visits.</td>
<td>1-2 years</td>
</tr>
</tbody>
</table>
Table 5. Domains identified from expert feedback.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Description</th>
<th>Level of evidence [16]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Productivity gains</td>
<td>Optimization of staff time leading to productivity gains.</td>
<td>Level II-IV</td>
</tr>
<tr>
<td>Secondary care resource use</td>
<td>There is potential for telehealth to reduce secondary care resource (eg, emergency department presentation, hospitalization, and medical imaging) use with associated costs savings.</td>
<td>Level I-III</td>
</tr>
<tr>
<td>Alternative funding models</td>
<td>The commercialization of telehealth has resulted in direct-to-consumer models of care where patients pay for their services directly, rather than accessing subsidized care.</td>
<td>Evidence in this emerging field does not map to any NHMRC levels</td>
</tr>
<tr>
<td>Telementoring</td>
<td>Telementoring of primary care can increase the skill level of clinicians, thereby reducing future referrals to specialists for similar cases.</td>
<td>Evidence in this emerging field does not map to any NHMRC levels</td>
</tr>
</tbody>
</table>

aNHMRC: National Health and Medical Research Council.

Focus Group

The expert panel focus group ran for 1 hour, and 7 experts attended from 5 institutions. Two further experts from 2 different organizations were unable to attend and provided input via email or telephone instead. They covered telehealth expertise in academic research, health service provision, and economics.

Seven experts who were contacted did not respond. The videoconference session was recorded so that the investigators could review the comments during the writing of this report.

At the conclusion of the expert panel, the telehealth domains where health system costs could potentially be reduced were finalized. These domains are listed in Table 5.

Productivity Gains

The first domain identified by the expert focus group was productivity gains, which is when the productivity of a system is increased, cost savings can be realized due to the increased capacity of the system. In the case of telehealth, it is possible that a greater volume of patients can be managed with similar resources, which increases the productivity of the health system and reduces the marginal cost per patient. Evidence of increasing physician productivity with the use of telehealth exists in various other forms, including case control, RCT, CMA, and case series. Telehealth has the potential to increase health system productivity through a number of mechanisms, including reducing travel, reducing consultation time, and substituting for in-person service modalities.

Reduction in Travel

When telehealth reduces or eliminates clinician travel time because service delivery occurs through videoconference, the clinicians’ productivity is increased because they can see more patients in the same time frame. One program in the United States that implemented a videoconference telehealth model to replace home visits found that nurses’ caseload capacity more than doubled and over 14 months, 43,560 driving minutes were saved [70]. Similarly, an economic evaluation of The Northern Health Authority in Canada found that telehealth sessions replacing in-person sessions saved the health service Can $65,520 (US $49,584.14) in annual travel costs associated with clinical sessions [71].

Change in Consultation Time

When in-person consultations are substituted for a video consultation of a shorter duration, the clinic has an increased capacity to see more patients in the same amount of time. Studies that compared videoconference consultation time with in-person consultation time reported disparate results, finding that videoconference was less time efficient, equally time
efficient, and more time efficient. One study reported that teleconsultations may take more time than in-person appointments in cases such as assessing injuries by video as opposed to on-site [72]. Four studies reported that videoconference was equally as time efficient as in-person consultations. These included studies reporting results from studies examining services in dermatology [73], prostate cancer [74], pulmonary medicine [75], and orthopedics [76]. However, there is also evidence to suggest that videoconference consultations were more time efficient, as shown in a dermatology service from Norway [76,77] and a diabetes, antenatal, and cancer care service by Greenhalgh et al [77,78]. The small gains in clinician efficiency may be offset by increased administrative overhead associated with telehealth compared with in-person consultations [79].

**Consultation Mode Substitution**

If in-person consultations are substituted for alternate consultation modalities such as asynchronous consultations (store-and-forward or virtual), productivity is often increased as more patients are able to be managed simultaneously [5,27,80-83]. Asynchronous consultations are when the patient and clinician are not localized to the same time point. Asynchronous consultations, therefore, represent a mechanism by which the overall productivity of the health system can be improved. For instance, a specialist may be able to review clinical notes and images for a large group of patients in lesser time than it would take them to see all the patients in person [29]. Such services include dermatology consultations where either a patient or primary carer sends clinical information and dermoscopic or regular images for review; patients are then either returned to their primary care, discharged from care, or scheduled for an in-person dermatologist appointment [5,80,81,84]. Consultations are typically quicker when they are asynchronous, for example, one study found that an asynchronous dermatology consultation takes 4 min, which is one tenth of the time for a traditional consultation [85]. This increases the system throughput and can optimize both waitlists and patient prioritization. Similarly, a case-control study showed that clinicians who used a web-based messaging platform to manage patients had a 10% increase in productivity compared with those who conducted in-person consultations and followed up with phone calls [86]. The increase in productivity resulted in an additional 2.54 patients per day being seen, which in a fixed funding model would lead to a reduction in marginal cost per patient.

A study by Liddy et al [82] demonstrated that when community clinicians could send asynchronous consultations to specialists, compared with the previous system where 50% of these cases would have resulted in the referral of the patient for an in-person consultation, only 18% of cases required an in-person consultation. Another recent study showed that 68% of in-person appointments were unnecessary when an asynchronous teledermatology triage model was used [86,87].

**Failure to Attend**

When patients fail to attend appointments, it costs the health system money by increasing the marginal cost of all appointments in that service. Additionally, it represents an opportunity cost as an alternative patient has to forego an appointment. One study postulated that when patients are treated by primary care providers in their own community, the chance of them missing the appointment may be less likely than if they were traveling to a hub site further from where they live [88].

**Payment Model**

The reimbursement model needs to be considered when examining the reported productivity increases, as the marginal cost per patient will only decrease if the service provision costs remain constant as patient volume increases. A more productive clinician who is able to manage a larger number of patients will increase the cost to the health system under activity-based funding, fee-for-service, or a capitation reimbursement model. However, when clinician costs are fixed (eg, salaried), increased productivity will reduce the marginal cost per patient.

**Summary**

Telehealth can increase clinician productivity, thereby increasing the volume of patients that can be managed by a health service. Assuming fixed costs, this can result in a reduced marginal cost per patient overall. Telehealth can enable a clinician to convert travel time to clinical time, thereby improving productivity. However, when a clinician does not have to travel, substituting in-person consultations with video consultations is unlikely to have a major impact on consultation time and resultant productivity and savings. Furthermore, the increased administrative overhead for scheduling video consultations may counteract any gains. Increased productivity is more likely to be achieved in store-and-forward and virtual consultations. Realizing savings from productivity gains is dependent on the funding model. Increased productivity under activity-based funding, fee-for-service, or a capitation reimbursement model will increase the cost for the health system.

**Secondary Care Resource Use**

Secondary care involves services provided by specialist or tertiary centers and includes hospital admissions, specialist outpatient visits, and ED presentations. Avoidance of secondary care in favor of other methods of care has the potential to reduce health system costs [89]. The evidence was from RCTs, case-control prospective and observational studies, and reviews of health services. Most of the studies, except the CMA conducted by Pare et al [22], reported economic findings as a secondary result. This resulted in moderate quality studies examining changes in secondary care usage related to telehealth, but a level of extrapolation from the results was needed to interpret cost savings. The use of telehealth to reduce secondary care may be realized through a number of scenarios, including remote monitoring, hospital avoidance, and triage.

**Remote Monitoring**

Remote monitoring, or telemonitoring, is an established modality of telehealth where patients are monitored from a distance. Remote monitoring is used most often to monitor chronic diseases (eg, hypertension, cardiac disease, pulmonary disease, and diabetes). Remote monitoring involves the continual in-home recording of targeted biometric readings (eg, blood pressure, glucose levels, weight, and spirometry) and in some services, patient-reported measures (eg, level of breathlessness).
The readings are subsequently transmitted to a clinician for review. Remote monitoring may be performed in conjunction with in-person consults [7] or video or audio conference consults [90]. The aim of remote monitoring is the early detection and management of exacerbations, which may obviate an ED presentation or hospital admission.

Findings on secondary care usage resulting from remote monitoring usage are mixed. Telemonitoring in France, the United Kingdom, the United States, and Australia have demonstrated a reduction in hospitalization resulting directly from the use of remote monitoring compared with patients who were not monitored remotely [91-94]. In the UK trial, remote monitoring of patients with chronic disease (eg chronic obstructive pulmonary disorder, diabetes, or heart failure) was associated with an overall reduction in hospital admissions [93]. These results were consistent at three trial sites using a variety of remote monitoring technologies, such as pulse oximeters, glucometers, and weighing scales [93]. Similarly, in the United States, when patient vital signs were transmitted to a nurse for review and intervention, rates of acute care hospitalization (1.7 vs 4.4 per 1000 home health days) and ED presentations (1.9 vs 5.3 per 1000 patient days) reduced [94]. In Australia, the study by Celler et al [92] found that when using remote monitoring, clinicians were able to predict and avoid 53% of admissions by conducting a low-cost intervention in a timely manner. Remote monitoring has been shown to reduce not only a patient’s presentation to the hospital but also their length of stay once admitted. This may be due to the confidence remote monitoring gives clinicians, that when they discharge a patient, the patient is still under observation should any acute needs arise. For example, a hospital in Belgium monitored high-risk mothers at home instead of keeping them in the hospital [18]. There are, however, some studies that demonstrate in certain scenarios telemonitoring does not reduce secondary care use but, in fact, can increase secondary care usage [83,95].

When reduced secondary care usage is achieved, it would logically convert into the reduced cost for the health system. However, the economic analysis of remote monitoring does not conclusively report savings. Some studies report significant cost savings [18,22,90,96]. Other studies have found very small savings. Lew et al [97] found that for some patient groups, admission costs only reduced from US $10,835 to US $10,678. In the Whole System Demonstrator trial, cost savings amounted to a modest £188 per person per year [93]. Other studies report that remote monitoring resulted in equivalent or greater costs [97,98]. Many economic analyses of remote monitoring only report direct health care costs and do not report overall program costs such as amortization of equipment costs or the cost of running the service [7]. Other contextual factors may also influence the findings. For example, monitoring a single vital sign is less costly than monitoring multiple signs, and remote monitoring of hypertension and congestive cardiac failure is less costly than remote monitoring of respiratory diseases [7].

Hospital Avoidance
Telehealth can be used to facilitate hospital avoidance, which can potentially reduce costs, particularly in reducing ED presentations. Emergency Medical Services in Houston, United States, implemented a system where after an ambulance was dispatched and before the patient was transported to the ED, they conducted a videoconference with a physician [99]. Where appropriate, the patient was directed to primary care, the ED via a taxi or personal travel means or via ambulance as necessary [99]. Transports to the ED by ambulance were significantly reduced by over 50%, and the team was back in service for the next call 44 min faster [99]. A similar service in the context of residential aged care reported that the use of telehealth before transportation reduced ED presentations by 28% [100]. However, neither of these studies quantified savings.

Triage
Similar to findings (previously described) from the economic analyses reviewed, a recent review identified that teletriage could reduce a substantial number of unnecessary specialist outpatient appointments. The review found that for dermatology, the reported rate of avoided in-person appointments ranged from 38% to 88% and for ophthalmology ranged from 16% to 48%. Single studies for ear, nose, and throat and vascular surgery/wound care reported an 89% and 18% reduction in in-person appointments, respectively [101]. However, no study has quantified the potential cost savings.

Summary
Telehealth appears to have the potential to reduce secondary health care usage. However, while many studies demonstrate a reduction in secondary care, there are limited studies that quantify cost savings for the health system payer. Cost analyses do not always consider the overall costs of telehealth interventions and instead only compare the costs associated with direct health care utilization. A more accurate assessment would include program costs such as amortization of equipment costs or the cost of running the service. The use of telehealth for triage can reduce unnecessary specialist outpatient appointments. Although this would logically reduce costs for a health care provider, no study has quantified cost savings.

Alternative Funding Models
Direct-to-consumer telehealth services are often funded by consumer payments. User pays funding models can potentially reduce costs, particularly if they substitute for government-funded or government-subsidized health services. Hence, savings to the health system are based on the assumption that individuals who access direct-to-consumer services would have otherwise accessed an equivalent health system service if the telehealth option was unavailable to them. In Australia, very few direct-to-consumer services are eligible for reimbursement from the Medicare Benefits Scheme. Consumers accessing these services are required to pay the full service fee as an out-of-pocket cost. This leads to cost savings for the government when consumers access these services instead of Medicare-funded services. Users may be willing to pay a higher out-of-pocket cost for these services because they offer elements that they value, for instance, either convenience or timely specialist access. However, due to the convenience of telehealth services, there is a risk that direct-to-consumer services may not reduce health system usage, but rather may increase overall health service utilization and costs to the health system [102].
That is, individuals who would not normally use health services may begin accessing telehealth services because of the convenience provided by the direct-to-consumer model. When these individuals are referred to a health system service provider or given a Pharmaceutical Benefits Scheme reimbursed prescription, they increase service utilization and costs to the overall health system.

There is limited academic literature that reports on savings to the health system from direct-to-consumer telehealth. Examples of commercial direct-to-consumer telehealth models include Qoctor (previously called DrSicknote), which is an Australian web-based general practitioner service. Qoctor provides a range of general practitioner services through their website, including medical certificates, prescriptions, and specialist referral letters. In January 2019, Qoctor reported $1,040,566 in saved costs to Medicare to date by diverting appropriate patients from standard general practitioner clinics [103]. A further example is iDoc24, where consumers capture images of skin lesions (eg, a mole), transmit the image to a dermatologist, and receive a diagnosis within 24 hours [104].

**Summary**

At this stage, it is difficult to quantify the cost outcomes of funding models where a consumer pays out of pocket for a commercial telehealth service. Most information is reported by the companies themselves and not through research studies. Assuming that individuals who choose to access commercial telehealth services would have instead accessed government-funded services, commercial services can reduce health system costs. As these funding models are still new, it is difficult to quantify the effect or anticipate all consequences.

**Telementoring**

Deferring treatment to less qualified and, therefore, less expensive staff could potentially result in reduced health system costs. This can be facilitated by telementoring. Arguably, the most well-known telementoring program is the Project Extension for Community Healthcare Outcomes (Project ECHO), a model that was started in the United States but has been adopted and practiced internationally [105]. Using this model, primary care staff are upskilled using videoconference sessions with specialists in the form of weekly telementoring sessions. During these sessions, primary care providers can present cases and receive specialist advice on diagnosis, management, and treatment for their patients.

Although telementoring was identified by the focus group as a way to potentially reduce costs, limited evidence was found to support this view. A pre- and poststudy found that telementoring in the context of geriatric mental health resulted in a small reduction in per-patient cost when medication, specialist outpatient visits, hospitalization, and ED visits were quantified from insurance claim data [106]. Although overall costs were reduced, a subanalysis did reveal increased costs resulting from an increase in antipsychotic medication prescriptions. The time horizon for reported cost reduction was 6 months. The cost of setting up and running the telementoring was not considered in this analysis.

**Discussion**

**Principal Findings**

Telehealth was shown to reduce costs to the health system in the short to medium term in 53% of CMA, 50% of CEA, and 32% of CUA studies reviewed. The predominant reason for reduced costs was when the health system funded travel and either patient or clinician travel was reduced or avoided. In the remaining studies (not reviewed in detail here), telehealth increased costs but was also shown to improve care [37-40,42-44,46,48,51,52,54-56,58,59,61-64]. For example, evidence indicates that remote patient monitoring is currently a poor cost minimizer; however, it is very effective for improving overall health and reducing morbidity and hospitalization.

The models of the care and the contexts in which telehealth is used are heterogeneous. The question as to whether telehealth decreases the cost of health care delivery is complex, as are all economic evaluations in telehealth [7]. There are many compounding factors to consider, for example, the modality (real-time videoconferencing, remote patient monitoring, and store-and-forward) of telehealth used or the way telehealth consultations are remunerated. In Australia, Medicare reimburses provider telehealth consultations at 150% of an equivalent in-person consultation [108]. Furthermore, reimbursement for telehealth in Australia under Medicare and activity-based funding have both provider and patient-end payments, automatically making telehealth more expensive than conventional care. Although in the United States, state-by-state reimbursement under Medicaid means a telehealth consultation may be reimbursed at a lower or equal rate to an equivalent in-person consultation.

By improving accessibility, telehealth may also increase the cost of providing health care as populations served by traditional models of care who had limited or no access to care can now access services. Further, by improving the convenience of access, there is potential for excess use [109,110]. Furthermore, the potential for telehealth to become adjunctive to traditional in-person care (rather than substitutive) also increases the potential for increasing use and associated costs.
Telehealth is not implemented at scale in some jurisdictions (eg, Australia) [79,111], which may impact the ability to reduce costs. The marginal cost or average cost of a telehealth consultation was found to be less than an equivalent in-person consultation in a number of studies [19,32]. However, costs of running the telehealth service remained higher than the equivalent in-person service until a threshold number of consultations was reached. A threshold number of examinations required is necessary to counteract the implementation costs of telehealth, including technology and project costs. Telehealth technology costs are decreasing. Video conference equipment costs are reducing with a move from room-based systems to consumer videoconferencing platforms. A similar cost decrease of remote monitoring equipment and resultant cost decrease in remote monitoring costs per patient per year has also been reported [7]. Future studies may find a reduction in both the threshold number of examinations and the payback period resulting from a decrease in technology costs.

**Implications for Practice**

Many telehealth services do not result in short- to medium-term savings. For this reason, health services considering implementing telehealth should be motivated by the benefits of telehealth other than cost reduction and recognize that implementing telehealth will require recurrent investment costs.

Asynchronous consultations are likely to reduce consultation time compared with equivalent in-person consultations, thereby improving clinician productivity. There is potential to increase the cost to the health system under fee-for-service models; hence, reimbursement for consultations where the patient is not present needs to account for increased productivity. One such example is a recent application from the Australasian College of Dermatologists for Medicare funding for store-and-forward dermatology, which sought a lower reimbursement than in-person consultations [112].

**Implications for Research**

This study has identified a number of opportunities for future research. Many of the reviewed economic analyses of telehealth are older than 10 years. Contemporary economic analysis of telehealth is needed to consider changes in technology costs. Our study has also identified a gap in economic analyses related to telementoring. Furthermore, the use of telehealth to triage referrals in dermatology, wound care, otolaryngology, and ophthalmology can be effective in reducing unnecessary specialist outpatient appointments; however, there are no published cost analyses. Additionally, the use of remote patient monitoring has been shown to reduce costs and increase costs in different contexts. Many remote monitoring studies did not report overall cost savings (eg, the cost of implementing and running the service). Analyses of remote monitoring services need to include overall costs rather than direct health costs alone to determine if remote patient monitoring reduces system costs.

**Limitations**

Positive reporting bias is likely to result in an increased number of studies reporting cost-effectiveness and cost-minimization of telehealth. Savings on travel resulting from telehealth are more beneficial to the health system in countries such as Australia. The large geographical areas and a public health system that funds travel favor such contexts. For this reason, the findings of cost savings are rarely generalizable. Additionally, it is unlikely that the studies examined were statistically powered for economic findings, as it is routine practice to power for the primary clinical outcome, meaning economic outcomes may not be precise. The aim of this study was to identify short- to medium-term cost savings; therefore, a further limitation of this study is that studies examining the long-term cost impact of telehealth interventions were not included.

**Conclusions**

This study aimed to determine whether telehealth has the potential to improve the sustainability of health systems by reducing costs. Telehealth was shown to reduce costs to the health system in the short to medium term in 53%, 50%, and 32% of the cost-minimization, cost-effectiveness, and cost-utility studies reviewed, respectively. The predominant reason for reduced costs was when the health system–funded travel (patient or clinician) was reduced or avoided. In the remaining studies, telehealth increased costs, albeit with improved care.

The expert focus group identified 4 areas of potential savings from telehealth: productivity gains, reductions in secondary care use, emerging alternate funding models for care provision, and savings resulting from telementoring effects. Telehealth can increase clinician productivity when it is used to convert travel time to clinical time. In terms of consultation time, there are unlikely to be productivity gains when substituting an in-person consultation with a video consultation. The use of asynchronous consultations as a substitute for in-person consultations is more likely to increase productivity by reducing consultation time. However, under activity-based funding mechanisms, there is a likelihood that these productivity gains could result in cost increases.

Mitigation of secondary care through remote patient monitoring, teletriage, and hospital avoidance has the potential to reduce costs to the provider. However, there is currently a lack of economic evidence to support this. Similarly, telementoring has scant economic evaluations to demonstrate cost savings.

Alternate funding models from telehealth systems have the potential to save the health system money in situations where the consumers pay fully out of pocket to receive services, thereby mitigating the cost to the health system. The convenience of telehealth may influence consumers to pay out-of-pocket fees. This may be considered cost-shifting as opposed to cost saving.

The available evidence has indicated that telehealth does not always reduce the cost of care from the perspective of the health system in the short to medium term. Health services considering implementing telehealth should be motivated by benefits other than cost reduction.
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Abstract

Background: The accurate assessment and acquisition of facial anatomical information significantly contributes to enhancing the reliability of treatments in dental and medical fields, and has applications in fields such as craniomaxillofacial surgery, orthodontics, prosthodontics, orthopedics, and forensic medicine. Mobile device–compatible 3D facial scanners have been reported to be an effective tool for clinical use, but the accuracy of digital facial impressions obtained with the scanners has not been explored.

Objective: We aimed to review comparisons of the accuracy of mobile device–compatible face scanners for facial digitization with that of systems for professional 3D facial scanning.

Methods: Individual search strategies were employed in PubMed (MEDLINE), Scopus, Science Direct, and Cochrane Library databases to search for articles published up to May 27, 2020. Peer-reviewed journal articles evaluating the accuracy of 3D facial models generated by mobile device–compatible face scanners were included. Cohen d effect size estimates and confidence intervals of standardized mean difference (SMD) data sets were used for meta-analysis.

Results: By automatic database searching, 3942 articles were identified, of which 11 articles were considered eligible for narrative review, with 6 studies included in the meta-analysis. Overall, the accuracy of face models obtained using mobile device–compatible face scanners was significantly lower than that of face models obtained using professional 3D facial scanners (SMD 3.96 mm, 95% CI 2.81-5.10 mm; z=6.78; P<.001). The difference between face scanning when performed on inanimate facial models was significantly higher (SMD 10.53 mm, 95% CI 6.29-14.77 mm) than that when performed on living participants (SMD 2.58 mm, 95% CI 1.70-3.47 mm, P<.001, df=12.94).

Conclusions: Overall, mobile device–compatible face scanners did not perform as well as professional scanning systems in 3D facial acquisition, but the deviations were within the clinically acceptable range of <1.5 mm. Significant differences between results when 3D facial scans were performed on inanimate facial objects and when performed on the faces of living participants were found; thus, caution should be exercised when interpreting results from studies conducted on inanimate objects.

(keywords: accuracy; facial digitization; facial scanners; systematic review; meta-analysis)

Introduction

Oral and facial rehabilitation involves comprehensive diagnosis and treatment planning [1,2]. Facial morphology assessment is vital for the diagnosis of maxillofacial anomalies, surgery, fabrication of prostheses, and postoperative evaluation [2,3]. Esthetics and prognosis of treatment outcomes can be improved through simulation performed on the 3D facial models of...
The purpose of this systematic review and meta-analysis was to investigate the accuracy of mobile device–compatible face scanners for facial digitization.

Methods

Study Design

This study was designed based on PRISMA guidelines (Preferred Reporting Items For Systematic Reviews and Meta-Analyses) [34]. This review was not preregistered on PROSPERO. Accuracy was defined as a dimensional discrepancy between the digital facial impression made by a mobile device–compatible face scanning camera and reference image data set. The PICO (population, intervention, comparison, and outcomes) question was as follows: Are digital facial impressions (population) obtained with mobile device–compatible 3D facial scanning cameras (intervention) equivalent to those of professional handheld face scanners (comparison) in terms of accuracy (outcomes)?

Search Strategy

Peer-reviewed studies published until May 27, 2020 were searched using the following formulated Boolean operator: (digital facial impression OR 3D virtual face OR digital face) AND (optical scanner OR 3D scanner OR stereophotogrammetry OR structured light OR laser scanner OR depth sensor cameras OR depth-sensing cameras) AND (smart device OR mobile OR smartphone OR tablet OR notebook OR laptop) AND (validation OR comparison OR accuracy OR agreement OR reliability OR precision OR reproducibility). The Boolean operator was applied in major electronic databases including PubMed (MEDLINE), Scopus, Science Direct, and Cochrane Library. The Google Scholar search engine was used to find additional articles by combining the related MeSH (Medical Subject Headings) terms and text words. No automatic limiter setting was used during the searches to prevent unwanted filtering of related articles. EndNote software (version 9.2, Clarivate Analytics Inc) was used to manage the articles’ references.

Inclusion and Exclusion Criteria

Inclusion and exclusion criteria were set based on the study design, objectives, interventions, and measurement results. The search was limited to articles published in English only. The inclusion criteria for meta-analysis were low risk of bias, low concern for applicability, and relevant numeric data for pool-weighted estimation using the Cohen $d$ statistical method. Accordingly, randomized and nonrandomized controlled trials, cohort studies, case-control studies, and cross-sectional studies that were performed with human participants and on inanimate objects, reporting quantitative assessments of digital facial models obtained with 3D facial scanners and mobile device–compatible 3D facial scan cameras were included in this review. Conversely, conference papers, case reports, case letters, epidemiologic studies, and author or editorial opinion articles were excluded. Original studies that used only 2D images or did not include mobile device–compatible 3D facial scanners were not reviewed, and studies in which the accuracy could not be quantitatively determined were not considered for analysis.

Patients [4]. The conventional method for generating facial models of patients is physical facial impression, in which a replica of the face is fabricated using elastomeric materials and a gypsum cast [5,6]. However, the method is uncomfortable for patients because their face is covered with materials during the impression-taking process [6]. In addition, the dimensional accuracy of the physical facial impression model is affected by several factors, including the viscosity of the impression materials, setting time, storage conditions, and time interval from material mixing to stone pouring of the casts [7,8]. Furthermore, the human face is made up of complex anatomical structures with complicated skin textures and colors, which makes realistic replication of the face challenging.

Modern digital technologies have revolutionized the facial impression method by enabling 3D facial morphology to be captured using noncontact optical facial scanning devices [9,10]. Digital impression does not require conventional laboratory work or the use of impression materials, thus reducing the discomfort and chair time of the patients. Compared with facial stone casts, wherein only direct anthropometric measurements of the faces can be performed for facial analyses, virtually reconstructed models of the face can be utilized for multidisciplinary purposes [11-13]. Facial landmarks can easily be extracted from a digital facial model, and the digitized data format enables image merging and advanced dimensional analyses, such as surface-to-surface distance measurements and volume misfit evaluations, using analytical computer software [3,14-17]. In addition, digital facial scanning provides an efficient basis for dental education and facial recognition [18-20].

Stationary facial scanning systems based on stereophotogrammetry technology were first introduced in dentistry [21]. However, because of the encumbrance and high cost of this technology, handheld scanning systems using laser or structured-light technology were developed [21-23]. Although most professional handheld scanners are considered acceptable in terms of their scan image quality, they are expensive and often require considerable training time to learn their complex scanning protocols [3,24,25]. Alternatively, 3D sensor cameras based on structured-light technology have been developed for smartphone and tablet devices [15,26-28]. An advantage of using mobile devices for face scanning is their user-friendly operation; this reduces the training time for users [15,29]. Apps can be developed and customized for specific purposes by using open source scripts and software coding [15,29]. Moreover, when an external attachment-type 3D sensor camera is used, the position of the camera is controllable in the mobile-device system [27,29].

Facial scanning using a mobile device 3D sensor camera has been attracting a lot of interest in recent years because it is highly portable and cost-effective and because of the popularity of mobile devices [29]. Smartphone- and tablet-compatible 3D facial scanners have been reported to be an effective tool for clinical use in prosthodontic treatment [27,30-33]. However, the accuracy of the digital facial impression obtained with mobile device–compatible face scanners has not been explored. The purpose of this systematic review and meta-analysis was to investigate the accuracy of mobile device–compatible face scanners for facial digitization.
Data Collection

Two reviewers (H-NM and D-HL) independently participated in collecting, screening, and selecting the potential studies based on the information provided by the titles and abstracts. The full texts of relevant articles were assessed and reviewed by both reviewers. The papers that satisfied all the inclusion criteria were considered eligible for review. The following information was collected from full-text papers and recorded on an electronic spreadsheet (Office Excel, Microsoft Inc): authors, year of publication, study purpose, participant information (sample size, mean age, age range, and gender proportion), scanning methods (scanning device, capture technology, working condition, and scanning process), reference standard for validation (direct anthropometry or another 3D scanning device), types of measurement performed (linear distances or surface-to-surface deviation), number of measurements (number of landmarks, measurement times, and raters), measurement results (mean, estimation errors, and types of statistical analysis), and major conclusions. Articles with missing data or unreliable data were excluded from the meta-analysis. The agreement (κ) between the 2 reviewers was calculated. In case of disagreement, a discussion between the 2 reviewers was conducted to resolve the issues.

Quality Assessment and Meta-Analysis

The risk of bias and concern for applicability based on 4 bias domains—patient selection, index test, reference standard, and flow and timing—were assessed by the 2 reviewers using the Quality Assessment Tool for Diagnostic Accuracy Studies-2 (QUADAS-2) [35].

The random- or fixed-effects model was used to analyze the standardized mean difference (SMD) between the experimental and reference data sets to investigate the effect size estimate and the confidence intervals of SMDs using Cohen d [36]. Heterogeneity was evaluated using the Cochran Q test based on the Higgins I² statistic [37], where a higher I² value indicated a stronger heterogeneity. When the Q test indicated high heterogeneity across studies (P<.05) or I²>50%, the random-effects model was selected, and subgroup analysis was performed [38]. The subgroup was defined based on the participants or inanimate objects investigated.

Publication bias was assessed using the Egger linear regression statistical test and visually inspected using funnel plots. Meta-analyses were performed using the meta package for R software (version 3.6.0, R Foundation for Statistical Computing Platform); the significance level was set at .05. The robvis package (version 0.3.0) was used to visualize the risk-of-bias assessment results [39].

Results

Search Results

The search resulted in a total of 3942 articles, which were reduced to 3726 articles after removing 216 duplicates. In the title screening process, 3674 articles that were outside the scope of this review were excluded, thereby leaving 52 articles for abstract screening. After the exclusion of 24 articles with irrelevant abstracts, the full texts of 28 articles were read and assessed, and 11 articles were considered eligible for this review. Of these, 6 articles were included in the global meta-analysis, 4 articles were included in the living person face subgroup analysis, and 3 articles in the inanimate face subgroup analysis. The results of the searching and screening process are summarized in Figure 1. There was substantial interrater agreement (κ=0.90).
Quality Assessment and Applicability Concerns

The quality assessment results from the Quality Assessment Tool for Diagnostic Accuracy Studies-2 showed that among the 11 studies included, one study [40] had a high risk of bias, and another study [41] had a high concern for applicability (Figure 2). There were 2 studies [41,42] showing some risk of bias, and there were 2 studies [40,42] for which there were some concerns for applicability. The patient selection and index test had a higher risk of bias than those of other domains in some studies because of unclear statements regarding the methods employed for random sampling [28,43] or the small number of participants included [5,15]. For applicability, the major concerns arose in the index test domain because several studies did not describe the scanning procedures in detail or did not provide sufficient information about the scanning devices [27,28,40,41].
Study Characteristics

Extracted data were organized according to the characteristics of the studies (Table 1). The characteristics of the mobile device-compatible face scanners that were investigated are summarized in Multimedia Appendix 1.
Table 1. Characteristics of the included studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Participant or specimen</th>
<th>Mobile device, face scanner</th>
<th>Reference</th>
<th>Landmark, measurement</th>
<th>Measurement</th>
<th>Major findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amorvit (2019)</td>
<td>1 mannequin head</td>
<td>iPhone X (Apple Inc), FaceApp (Bellus3D Inc)</td>
<td>Manual measurement</td>
<td>N/A</td>
<td>Δx, Δy, and Δz</td>
<td>The most accurate noncontact 3D digitizer for maxillofacial defects was Vivid 910 (Minolta Corp), followed by Danae (NEC Engineering), 3dMD (3dMD LLC), and Scanify (P&lt;.001).</td>
</tr>
<tr>
<td>Aswehlee (2018)</td>
<td>1 impression cast</td>
<td>Scanify (Fuel 3D Technologies Ltd)</td>
<td>CT</td>
<td>3D point clouds</td>
<td>RMSE</td>
<td>Smartphone 3D modeling was not as accurate as that of the commercially available laser scanning, with higher RMSE values in the defect area representing the depth of the defect.</td>
</tr>
<tr>
<td>Elbashiti (2019)</td>
<td>1 impression cast</td>
<td>iPhone 6 (Apple Inc), 123D Catch App (Autodesk Inc)</td>
<td>CT</td>
<td>3D point clouds</td>
<td>RMSE</td>
<td>RMSE of the Structure Sensor was significantly higher than that of M4D Scan (Rodin4D) (P=.008). Structure Sensor lacks hardware and software to accurately characterize areas with complex shape and high curvature but is good at describing general facial forms.</td>
</tr>
<tr>
<td>Knoops (2017)</td>
<td>8 (4 male, 4 female)</td>
<td>Structure Sensor (Occipital head)</td>
<td>SP</td>
<td>3D point clouds; 4</td>
<td>RMSE</td>
<td>Artec Eva (Artec Group) provided significantly more accurate results than those of the Sense (P&lt;.001) and the iSense devices (P&lt;.001). The Sense was more accurate than the iSense scanner; however, the difference was not significant (P=.12).</td>
</tr>
<tr>
<td>Koban (2019)</td>
<td>4 cadaver heads (N/A)</td>
<td>Sense (3D Systems Inc), iSense (3D Systems Inc)</td>
<td>N/A</td>
<td>3D point clouds</td>
<td>RMSE</td>
<td>Whole face &lt;1.0 mm (RMSE 0.516, SD 0.109 mm).</td>
</tr>
<tr>
<td>Koban (2020)</td>
<td>30 (15 male, 15 female), 1 mannequin head</td>
<td>Sense (3D Systems Inc)</td>
<td>SP</td>
<td>3D point clouds</td>
<td>RMSE</td>
<td></td>
</tr>
<tr>
<td>Liu (2019)</td>
<td>2 impression cast (male)</td>
<td>Scanify (Fuel 3D Technologies Ltd)</td>
<td>CT</td>
<td>13</td>
<td>11 linear deviations (Δx, Δy, and Δz)</td>
<td>Overall, linear deviations &lt;1 mm for Scanify. The mean overall difference &lt;0.3 mm between Scanify (mean 0.74, SD 0.089 mm) and Vectra (mean 0.15, SD 0.015 mm) images.</td>
</tr>
<tr>
<td>Maues (2018)</td>
<td>10 (5 male, 5 female)</td>
<td>Kinect (Microsoft Inc)</td>
<td>SP</td>
<td>10</td>
<td>7 linear distances (mean difference)</td>
<td>Mean difference between scanning methods was 0.3 (SD 2.03 mm), showing reasonable accuracy. The mean difference between the images taken with Kinect was 0.1 (SD 0.6 mm; P&lt;.05) showing good accuracy. Kinect appears to be an interesting and promising resource for facial analysis.</td>
</tr>
<tr>
<td>Piedra-Cascón (2020)</td>
<td>10 (2 male, 8 female)</td>
<td>Face Camera Pro (Bellus3D Inc)</td>
<td>Manual measurement</td>
<td>6</td>
<td>RMSE</td>
<td>Face Camera Pro exhibited a trueness RMSE of 0.91 mm and a precision RMSE of 0.32 mm.</td>
</tr>
<tr>
<td>Ross (2018)</td>
<td>16 (8 male, 8 female)</td>
<td>iPhone 7 (Apple Inc), Camera+ app (tap tap tap LLC), RealSense (Intel Corp)</td>
<td>Structured light</td>
<td>3D point clouds</td>
<td>RMSE</td>
<td>No significant differences in RMSE values between iPhone scans with 90 photographs (RMSE 1.4, SD 0.6 mm), 60 photographs (RMSE 1.2, SD 0.2 mm), or 30 photographs (RMSE 1.2, SD 0.3 mm); RealSense had significantly higher RMSE than the iPhone experimental groups (P&lt;.001).</td>
</tr>
<tr>
<td>Ten Harkel (2017)</td>
<td>34 (10 male, 24 female)</td>
<td>RealSense (Intel Corp)</td>
<td>SP</td>
<td>3D point clouds</td>
<td>RMSE</td>
<td>RealSense depth accuracy was not affected by facial palsy (RMSE 1.48, SD 0.28 mm) compared to a healthy face (RMSE 1.46, SD 0.26 mm) or Sunnybrook poses (P=.76). However, distance of the patients to the RealSense device was shown to affect accuracy, where the highest depth accuracy (1.07 mm) was measured at a distance of 35 cm.</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

bCT: computed tomography.

cRMSE: root-mean-square error (surface-to-surface).

dSP: stereophotogrammetry.

eSunnybrook poses are a facial grading system for evaluating facial movement outcomes, both at rest and through 5 facial expressions based on voluntary movements (forehead wrinkle, gentle eye closure, open mouth smile, snarl, and lip pucker) [42].
Among the 11 studies included, 6 were conducted on adult volunteers or patients [27,29,41,42,44,45] with a mean age of 35.50 years (SD 8.50; range 24-59). The number of participants in these studies ranged from 8 to 34, with 2 to 15 male and 4 to 15 female participants. The other 5 studies were conducted using inanimate objects such as impression casts of the face [5,15,43] or mannequin heads [28,44], and 1 study [40] was conducted on human cadaver heads. Stereophotogrammetry [29,41,42,44], computed tomography [5,15,43], and high-resolution structured-light handheld scanning [40,45] were used as the reference measurements for comparison, and 2 studies [27,28] used manual interlandmark distance as the reference measurement.

For the evaluation, most studies [5,15,27,29,40-42,44,45] measured the global surface-to-surface deviation between the reference and test images by calculating the root-mean-square error (RMSE) of the superimposed 3D images using analytical computer software, with a higher RMSE value indicating a higher surface deviation; however, 3 studies [28,41,43] compared the distances between facial landmarks on a digitized face with those between respective landmarks on a physical model obtained using the manual measurement method. Among them, 1 study [41] evaluated both the global surface-to-surface deviation and interlandmark linear distances, and the deviation was assessed along the x-axis (horizontal length), y-axis (vertical length), and z-axis (depth) in another study [28].

### Meta-Analysis

The global analysis revealed heterogeneity ($\hat{I}^2=91\%, P<.001$). Random-effects models were selected for both global and subgroup meta-analyses based on the heterogeneity among the studies. In general, the accuracy of facial models obtained with mobile device–compatible face scanners was significantly lower than that of facial models obtained using professional face scanners (SMD 3.96 mm, 95% CI 2.81-5.10 mm, $z=6.78$, $P<.001$; Figure 3). Results from the subgroup analysis revealed a significant difference between the subgroups (Figure 4). The difference between the mobile device–compatible and professional face scanners was significantly higher for the face scans of inanimate facial objects (SMD 10.53 mm, 95% CI 6.29-14.77 mm) than for those of living participants (SMD 2.58 mm, 95% CI 1.70-3.47 mm, $P<.001$, $df=12.94$).

The funnel plot showed asymmetry arising from 3 distinct points with different effect estimates (Figure 5). Regarding publication bias, Egger test results showed an intercept of 3.9 (95% CI 1.94-5.86, $t=3.792$, $P=.004$).

**Figure 3.** Global meta-analysis results of comparison of facial models obtained using mobile device–compatible face scanners versus professional face scanners.

<table>
<thead>
<tr>
<th>Study</th>
<th>Mobile-device compatible 3D face scanners</th>
<th>Professional 3D scanner</th>
<th>Standardized Mean Difference (Random effects model)</th>
<th>SMD</th>
<th>95% CI</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aswhelee (2018)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scanify vs Vivid 910</td>
<td>5 0.85 0.046</td>
<td>5 0.07 0.001</td>
<td></td>
<td>21.70</td>
<td>[9.42; 33.99]</td>
<td>0.8%</td>
</tr>
<tr>
<td>Scanify vs Dace</td>
<td>5 0.85 0.046</td>
<td>5 0.06 0.002</td>
<td></td>
<td>21.15</td>
<td>[9.18; 33.11]</td>
<td>0.9%</td>
</tr>
<tr>
<td>Scanify vs 3MMD</td>
<td>5 0.85 0.046</td>
<td>5 0.12 0.007</td>
<td></td>
<td>19.95</td>
<td>[8.65; 31.25]</td>
<td>1.0%</td>
</tr>
<tr>
<td>Elbashshi (2019)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone 6 vs Vivid 910</td>
<td>5 0.60 0.124</td>
<td>5 0.07 0.005</td>
<td></td>
<td>5.33</td>
<td>[2.18; 8.88]</td>
<td>6.3%</td>
</tr>
<tr>
<td>Knoopsa (2017)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structure Sensor vs M4D Scan</td>
<td>32 1.33 0.460</td>
<td>32 0.71 0.280</td>
<td></td>
<td>1.61</td>
<td>[1.04; 2.18]</td>
<td>13.3%</td>
</tr>
<tr>
<td>Koban (2020)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sense vs Artic Eva (volunteers)</td>
<td>30 0.52 0.109</td>
<td>30 0.40 0.075</td>
<td></td>
<td>1.21</td>
<td>[0.66; 1.77]</td>
<td>13.3%</td>
</tr>
<tr>
<td>Sense vs Artic Eva (mannequin)</td>
<td>3 0.34 0.045</td>
<td>3 0.13 0.013</td>
<td></td>
<td>5.07</td>
<td>[0.08; 10.22]</td>
<td>3.6%</td>
</tr>
<tr>
<td>Liu (2019)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scanify vs Vectra H1</td>
<td>20 0.74 0.089</td>
<td>20 0.15 0.015</td>
<td></td>
<td>9.06</td>
<td>[6.88; 11.24]</td>
<td>9.2%</td>
</tr>
<tr>
<td>Ross (2018)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intel RealSense vs Artic Spider</td>
<td>32 1.40 0.500</td>
<td>32 0.50 0.100</td>
<td></td>
<td>2.47</td>
<td>[1.81; 3.13]</td>
<td>13.1%</td>
</tr>
<tr>
<td>iPhone 7 vs Artic Spider (65 photos)</td>
<td>32 1.00 0.100</td>
<td>32 0.50 0.100</td>
<td></td>
<td>4.94</td>
<td>[3.93; 5.95]</td>
<td>12.4%</td>
</tr>
<tr>
<td>iPhone 7 vs Artic Spider (65 photos)</td>
<td>32 0.90 0.200</td>
<td>32 0.50 0.100</td>
<td></td>
<td>2.50</td>
<td>[1.84; 3.16]</td>
<td>13.1%</td>
</tr>
<tr>
<td>iPhone 7 vs Artic Spider (36 photos)</td>
<td>32 1.00 0.200</td>
<td>32 0.50 0.100</td>
<td></td>
<td>3.12</td>
<td>[2.38; 3.87]</td>
<td>13.0%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI Random effect model</td>
<td>233</td>
<td>233</td>
<td></td>
<td>3.96</td>
<td>[2.81; 5.10]</td>
<td>100.0%</td>
</tr>
<tr>
<td>95% Prediction interval</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[0.22; 7.70]</td>
<td></td>
</tr>
</tbody>
</table>

Heterogeneity: $\hat{I}^2=91\%$, $t^2=2.4907$, $P<.001$

Test for overall effect: $Z=6.78$, $Q=121.54$, $df=11$
Figure 4. Subgroup meta-analysis results of comparison of facial models obtained using mobile device–compatible face scanners versus professional face scanners. (a) 3D facial scans performed on inanimate objects, (b) 3D facial scans performed on living persons.

<table>
<thead>
<tr>
<th>Study</th>
<th>Mobile-device compatible 3D face scanners</th>
<th>Professional 3D scanner</th>
<th>Standardized Mean Difference (Random effects model)</th>
<th>SMD</th>
<th>95% CI</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Inanimate face</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aswehle (2018)</td>
<td>5 0.85 0.046</td>
<td>5 0.07 0.001</td>
<td>21.70 [9.42; 33.99]</td>
<td>0.8%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scansify vs Vivid 910</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scansify vs Danux</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scansify vs 3DMD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elbasihi (2018)</td>
<td>5 0.60 0.124</td>
<td>5 0.07 0.005</td>
<td>5.53 [2.18; 8.88]</td>
<td>6.3%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone 6 vs Vivid 910</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Koban (2020)</td>
<td>3 0.34 0.045</td>
<td>3 0.13 0.013</td>
<td>5.07 [−0.08; 10.22]</td>
<td>3.6%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sense vs Arttec Eva</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liu (2019)</td>
<td>20 0.74 0.089</td>
<td>20 0.15 0.015</td>
<td>9.06 [6.88; 11.24]</td>
<td>9.2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scansify vs Vectra H1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>43 0.74 0.089</td>
<td>43 0.15 0.015</td>
<td>10.53 [8.29; 14.77]</td>
<td>21.7%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterogeneity: $I^2 = 72%$, $t^2 = 15.7649$, $P &lt; .001$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b) Living face</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kniazi (2017)</td>
<td>32 1.33 0.460</td>
<td>32 0.71 0.280</td>
<td>1.61 [1.04; 2.18]</td>
<td>13.3%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structure Sensor vs M4D Scan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Koban (2020)</td>
<td>30 0.52 0.109</td>
<td>30 0.40 0.075</td>
<td>1.21 [0.66; 1.77]</td>
<td>13.3%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sense vs Arttec Eva</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ross (2018)</td>
<td>32 1.40 0.500</td>
<td>32 0.50 0.100</td>
<td>2.47 [1.81; 3.13]</td>
<td>13.1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intel Realsense vs Arttec Spider</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone 7 vs Arttec Spider (90 photos)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone 7 vs Arttec Spider (60 photos)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone 7 vs Arttec Spider (30 photos)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>190 1.00 0.200</td>
<td>190 0.50 0.100</td>
<td>3.12 [2.38; 3.87]</td>
<td>13.0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterogeneity: $I^2 = 90%$, $t^2 = 1.001$, $P &lt; .001$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>233 1.00 0.200</td>
<td>233 0.50 0.100</td>
<td>3.96 [2.81; 5.10]</td>
<td>100.0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI Random effect model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% Prediction interval</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. Funnel plot showing of publication bias assessment.
Discussion

Principal Findings

We aimed to investigate the accuracy of mobile device–compatible face scanners in facial digitization. Mean discrepancy values of the digitized face obtained using mobile device–compatible 3D facial scanners ranged from 0.34 to 1.40 mm in articles included in this systematic review. The meta-analysis revealed that mobile device–compatible 3D facial scanners were less accurate than their professional 3D counterparts. The reliability of a digital face scanner can be classified into 4 categories: highly reliable (deviation <1.0 mm), reliable (deviation 1.0 mm-1.5 mm), moderately reliable (deviation 1.5 mm-2.0 mm), and unreliable (deviation >2.0 mm) [46]. For clinical application, deviations <1.5 mm were considered acceptable [3,47,48]. Based on the classifications, mobile device–compatible 3D facial scanners were considered acceptable for clinical use even though their accuracies were lower than those of the professional 3D facial scanners. Amornvit et al [28] and Liu et al [43] reported that mobile device–compatible face scanners are comparable to professional 3D facial scanners when scanning simple and flat areas of the face such as the forehead, cheeks, and chin. However, scanning accuracy was relatively low when mobile device–compatible face scanners were used to capture complex facial regions, such as the external ears, eyelids, nostril, and teeth [28,44,45]. Higher inaccuracy was found in the facial areas with defects, depending on the depth of the defect [15]. Thus, careful consideration in accordance with the purpose and the person might be needed when using mobile device–compatible face scanners.

In the preliminary stages, smartphone-based 3D scanners used a multiphotogrammetry approach that captured several photographs of the object from different views and matched common features in the photographs to establish a 3D model of the object by using dedicated smartphone software apps [15,45]. The resolution of a 3D image depended on the number of reconstructed polygons that were calculated by the software algorithm based on the resolution of the captured images [49]. The working principle is similar to that of professional stereophotogrammetry facial scanning systems; however, professional systems usually use digital single-lens reflex cameras that have higher pixel densities with better noise reduction software and higher ISO settings compared with those of smartphone cameras [50]. The accuracy of smartphone multiphotogrammetry in facial data acquisition was reported as 0.605 (SD 0.124) mm by Elbashiti et al [15]. In another study by Ross et al [45], the mean discrepancy of scan data obtained using smartphones ranged from 0.9 mm to 1.0 mm, depending on the number of photographs taken during scanning. In recent years, infrared structured-light depth-sensing cameras have been incorporated in mobile devices to facilitate 3D optical scans [51]. 3D depth-sensing cameras work by the time-of-flight principle, measuring the time taken for light emitted by an illumination unit to travel to an object and back to the sensor array [52,53]. The 3D images are then reconstructed based on a depth map of the object and surroundings [54]. Although smartphone depth-sensing cameras share similar working principles with professional laser scanning systems, laser systems are more sensitive to depths because they are built with higher sensitivity sensors [15,23]. Amornvit et al [28] reported that the 3D depth-sensing sensor scanner of a smartphone is reliable in linear measurement at the frontal plane, but it has less accuracy in depth measurement compared with that of professional face scanners. Depth-sensing cameras can also be used separately and attached or plugged into smartphones, tablets, or laptop computers to acquire 3D scans [27,29,40-42,44]. Because the quality of facial scanning is also affected by the performance of compatible mobile devices when external depth-sensing cameras are used, the resulting accuracy might vary widely and should be evaluated for each combination of depth-sensing camera and mobile device.

Subgroup meta-analysis showed that the accuracy of 3D facial scans performed on living persons was significantly different compared with those performed on inanimate objects. This result implies that the outcomes of in vitro or laboratory studies could be different from those obtained from people. Thus, based on the findings of this review, we recommend using living persons for related research on mobile device–compatible face scanning. Caution should be exercised when scanning the orbital, nasolabial, and oral regions on the face of a living person to minimize the discrepancies caused by motion artifacts [16,24]. Subconscious nose breathing, eye blinking, and lip twitching should also be carefully considered as these are the main sources of involuntary facial movements [16]. Ozsoy et al [17] reported that changes in facial expressions could affect the reproducibility and reliability of a scan, with the highest error values observed for a frightened facial expression and the lowest value observed for neutral facial expression. To reduce motion artifacts, the person should be instructed to maintain a neutral facial expression and avoid any head movement during image acquisition [55]. Another concern is that human faces contain complex skin textures, pores, freckles, scars, and wrinkles. Some artifacts or missing scan data appear as holes, originating from surfaces that are difficult to capture, such as eyebrows, eyelashes, and hairlines [29]. Small empty holes can be repaired using image processing software that uses neighboring areas that are morphologically similar; however, large defects can cause difficulties in the stitching process because of the lack of reference [24]. In addition, human faces vary in shape and are not perfectly symmetric, thus may appear different in different angles of view [56]. This phenomenon might cause some artifacts when the multiphotogrammetry approach is used because the 3D model of an object is reconstructed by matching common facial features in the captured photographs.

A limitation of this review is that the review protocol was not preregistered on PROSPERO. Most included studies are not directly correlated with clinical treatment outcomes due to the difficulty of performing clinical studies to assess the accuracy of scanners. However, the findings of this review show great promise for the clinical use of mobile device–compatible face scanners. Another limitation of this systematic review is the small number of included studies. The limited number of studies show high heterogeneity and funnel plot asymmetry. Regarding publication bias, the Egger test result was significant (P=0.004). Heterogeneity can cause funnel plot asymmetry when a correlation between intervention effects and study sizes is...
present [57]. Further examination was performed on the eligibility of a study that showed distinctly larger effect estimates [5], and we included the study [5] in the meta-analysis because it was conducted in an environment of a scanning intervention and was methodologically scientific. Although the inclusion of this study [5] increased the heterogeneity among studies and funnel plot asymmetry, the results were fundamentally attributed to a small number of articles [58]. All eligible papers included in the review were published between 2017 and 2020 due to the novelty of the research topic. A random-effects model is often used in meta-analyses for studies with heterogeneity. Random effects meta-analyses weigh studies more equally than fixed-effect analyses by incorporating the variance between studies [58]. Therefore, in this review, based on heterogeneity and funnel plot asymmetry, random-effects models were selected for global and subgroup analyses. Additional controlled in vitro and randomized clinical trials will be needed to reinforce the impact of review articles. Moreover, considering the rapid development of face scanning in the medical field, diverse investigations with newly developed devices and systems need to be continuously performed.

**Conclusions**

Overall, the accuracy of mobile device–compatible face scanners in 3D facial acquisition was not comparable to that of professional optical scanning systems, but it was still within the clinically acceptable range of <1.5 mm in dimensional deviation. There were significant differences between 3D facial scans performed on inanimate objects and living persons; thus, caution should be exercised when interpreting the results from studies conducted on inanimate objects.
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Abstract

Background: Digital interventions are effective for health behavior change, as they enable the self-management of chronic, noncommunicable diseases (NCDs). However, they often fail to facilitate the specific or current needs and preferences of the individual. A proposed alternative is a digital platform that hosts a suite of discrete, already existing digital health interventions. A platform architecture would allow users to explore a range of evidence-based solutions over time to optimize their self-management and health behavior change.

Objective: This review aims to identify digital platform-like interventions and examine their potential for supporting self-management of NCDs and health behavior change.

Methods: A literature search was conducted in January 2020 using EBSCOhost, PubMed, Scopus, and EMBASE. No digital platforms were identified, so criteria were broadened to include digital platform-like interventions. Eligible platform-like interventions offered a suite of discrete, evidence-based health behavior change features to optimize self-management of NCDs in an adult population and provided digitally supported guidance for the user toward the features best suited to their needs and preferences. Data collected on interventions were guided by the CONSORT-EHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online Telehealth) checklist, including evaluation data on effectiveness and process outcomes. The quality of the included literature was assessed using the Mixed Methods Appraisal Tool.

Results: A total of 7 studies were included for review. Targeted NCDs included cardiovascular diseases (CVD; n=3), diabetes (n=3), and chronic obstructive pulmonary disease (n=1). The mean adherence (based on the number of follow-up responders) was 69% (SD 20%). Of the 7 studies, 4 with the highest adherence rates (80%) were also guided by behavior change theories and took an iterative, user-centered approach to development, optimizing intervention relevance. All 7 interventions presented algorithm-supported user guidance tools, including electronic decision support, smart features that interact with patterns of use, and behavior change stage-matching tools. Of the 7 studies, 6 assessed changes in behavior. Significant effects in moderate-to-vigorous physical activity were reported, but for no other specific health behaviors. However, positive behavior change was observed in studies that focused on comprehensive behavior change measures, such as self-care and self-management, each of which addresses several key lifestyle risk factors (eg, medication adherence). No significant difference was found for psychosocial outcomes (eg, quality of life). Significant changes in clinical outcomes were predominately related to disease-specific, multifaceted measures such as clinical disease control and cardiovascular risk score.

Conclusions: Iterative, user-centered development of digital platform structures could optimize user engagement with self-management support through existing, evidence-based digital interventions. Offering a palette of interventions with an
appropriate degree of guidance has the potential to facilitate disease-specific health behavior change and effective self-management among a myriad of users, conditions, or stages of care.

(J Med Internet Res 2020;22(10):e16774) doi:10.2196/16774
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Introduction

Background
Noncommunicable diseases (NCDs) are the leading cause of death and disability worldwide [1,2]. Although complex [3-5], approximately 80% of NCDs can be accounted for by modifiable risk behaviors, such as physical inactivity, unhealthy diets, smoking, harmful alcohol consumption, and stress management [3,6,7]. The comprehensive management of risk behaviors [8,9] through the implementation of self-management strategies [10-12] is critical to fostering a life-long approach to secondary prevention [13]. According to Bandura [14], to achieve successful and sustainable self-management, people have to learn to monitor their health behavior and the circumstances under which it occurs.

Secondary prevention in an NCD context usually involves referral to a structured hospital or community-based programs, such as cardiac rehabilitation [13,15,16], pulmonary rehabilitation [17], or diabetes education [18-21]. Participation in center-based programs improves health-related quality of life [12,22-24] and clinical outcomes [23] and lowers the risk of hospitalization [12,22,24], recurring adverse health-related events, and all-cause mortality [9], compared with usual care.

Despite the proven effectiveness of secondary prevention [12,22-24], uptake and adherence to structured face-to-face programs is suboptimal [25-29]. Personal factors associated with low attendance include cultural, financial, and psychological barriers (eg, readiness or willingness to attend) [17,27,30]. Key operational barriers to active participation relate to availability of program resources, including limited program enrollment capacity [29,31], restrictive hours of operation [27], and limitations in program suitability (eg, for people self-managing multiple NCDs). Accessibility barriers include inadequate transportation and a lack of services within remote rural areas [17,27,29,30,32-36]. In response, there has been a necessary shift toward flexible and convenient home-based services [32,37-41], offering an evidence-based alternative to nonattendance and reducing the distance of care [42].

Digital health is a contemporary advancement in home-based self-management of NCDs. Widespread internet connectivity to at least 55% of the global population [43], over 5 billion mobile phone users [44] and the availability of thousands of mobile health applications [45] has provided unprecedented access to the digital delivery of home-based support. Content, structures, and modes of delivery for these digital interventions are wide ranging, and their potential effects are well documented.

A systematic review and meta-analysis of internet-based interventions targeting health behavior change in NCD groups (n=43,236) showed significant improvements in risk-related behavior, such as physical activity (effect size 0.24; 95% CI 0.09-0.38), dietary behavior (effect size 0.20; 95% CI 0.02-0.37), and alcohol consumption (effect size 0.14; 95% CI 0.00-0.27) [46]. The findings showed that offering multiple modes of delivery within an intervention (eg, internet-based plus text messaging) had a greater effect on behavior (effect size 0.81; 95% CI 0.14-1.49) [46].

Reviews of communication technologies used to deliver health services and facilitate patient and health care professional interaction [47] have reported that improvements in self-management of NCDs are not inferior to the positive changes produced by structured center-based programs or usual care [42,48]. Similarly, reviews of mobile-based text messaging interventions have shown sustained health behavior change [49-53] and the potential to overcome barriers associated with traditional center-based models via simple to use, flexible, cost-effective digital health [52,53].

Collectively, the literature indicates that evidence-based digital health interventions have the potential to discretely impact the self-management of NCDs while also complementing one another. Despite the advantages of these discrete interventions, no single program meets the needs of all users, as self-management of NCDs and user preferences are complex and multifaceted in nature. Discrete digital health solutions could be complimentary when combined for use. The REMOTE-CR program [54] and CAP-CR program [55] draw on combinations of web-based and mobile-based features through smartphone-enabled software to facilitate digitally assisted self-management. Outcomes from a randomized control trial of the CAP-CR intervention (n=120) indicated that uptake, adherence, and completion rates at 6 months were significantly higher than those of center-based cardiac rehabilitation programs [55]. REMOTE-CR integrates the use of smartphones, wearable sensors, and web apps to provide real-time remote exercise monitoring. A randomized control trial (n=162) found REMOTE-CR to be an effective and cost-efficient alternative to center-based programs [54].

The constraints of disparate digital health interventions mean that an undue amount of time is required to seek out interventions offering the content, features, or delivery mode best suited to the current preferences of the individual user. Moreover, when a person’s health status or general lifestyle habits change, seeking practices would have to be repeated, which may reduce the sustainability of a discrete digital program intervention and long-term user adherence [56].
Therefore, we need flexible and versatile solutions in the digital health space. This requires a shift away from the creation of restrictive digital interventions toward a paradigm that facilitates optimal engagement through centralized choice.

**Objective**

We propose a digital platform that would capitalize on existing digital self-management interventions that have been evaluated for effectiveness in a specific context (eg, NCDs) through a comprehensive experimental design [57]. The platform would host a digitally supported palette of discrete, evidence-based digital health interventions and incorporate a digital guidance tool to direct users to the intervention best suited to their current individual needs and preferences, optimizing personal relevance and user experience [47].

Existing disparate digital health interventions may offer modest positive effects, but engagement can be varied. Thus, a digital platform could potentially optimize engagement while also lessening the burden of care associated with irrelevant content, user ambivalence, and time-consuming seeking processes. Such an approach not only facilitates personalization but also encourages user autonomy through the self-selection of a combination of program components, which is associated with long-lasting positive effects on disease management and patient empowerment [37,58,59]. There is significant potential for this body of work, as a plethora of underutilized evidence-based digital health interventions exists, involving rigorous development processes and gold standard evaluations.

**Methods**

**Identifying Digital Platforms**

A preliminary pilot of this review was conducted in August 2018, but no digital platforms that matched our criteria were identified. Therefore, the focus of this review was extended to include digital *platform-like* interventions. Details of the protocol for this review were registered on PROSPERO (International Prospective Register of Systematic Reviews) in 2018 (PROSPERO 2018, Registration Number: CRD42018102095). A follow-up literature search was conducted in January 2020.

For this review, a digital platform-like intervention was defined as a *digital solution that allows users to choose from a suite of discrete, evidence-based health behavior change features to support NCD self-management*. Offers a digital tool for guidance toward intervention features that are most suited to the user’s needs and preferences. This broadened definition allowed us to best provide an assessment of the potential of digital platforms in self-management of NCDs, despite the absence of existing literature.

**Aims**

The aims of this study were to identify digital platform-like interventions for the self-management of NCDs and to examine the potential for digital platform-like interventions to support self-management of NCDs through effectiveness and process outcome measures.

**Eligibility Criteria**

The eligibility criteria are outlined in Table 1 according to an adapted version of the *Population, Intervention, Context, Outcome* approach [60,61]. Studies eligible for inclusion were published in English between January 1990 and January 2020; this period coincides with the activation of commercial internet service providers. All study designs were eligible for inclusion because of the emergent nature of the research topic.
Table 1. Framing the review aims according to an adapted Population, Intervention, Context, Outcome approach.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Population</strong></td>
<td></td>
</tr>
<tr>
<td>Adults</td>
<td>Aged ≥18 years</td>
</tr>
<tr>
<td>Noncommunicable chronic disease</td>
<td>Intervention supported participants in self-management of at least one lifestyle-related, noncommunicable, chronic disease (eg, cardiovascular disease, chronic obstructive pulmonary disease, and type 2 diabetes)</td>
</tr>
<tr>
<td><strong>Intervention</strong></td>
<td></td>
</tr>
<tr>
<td>Health behavior</td>
<td>Intervention targeted at least one health behavior (eg, physical activity or diet)</td>
</tr>
<tr>
<td>Discrete behavior change components</td>
<td>Offered at least two evidence-based BC components or features (eg, self-monitoring, goal setting, or feedback)</td>
</tr>
<tr>
<td>Digital delivery</td>
<td>Compatible with any modern computing devices (eg, web based or mobile based)</td>
</tr>
<tr>
<td>Guidance</td>
<td>Offered a choice between BC components. Provided users with a digitally assisted guidance tool to assist with feature selection.</td>
</tr>
<tr>
<td><strong>Context</strong></td>
<td></td>
</tr>
<tr>
<td>Secondary prevention and self-management</td>
<td>Primarily facilitating outpatient, home-based stages of NCD care. Focus on participants' own self-management of NCD.</td>
</tr>
<tr>
<td><strong>Outcomes</strong></td>
<td></td>
</tr>
<tr>
<td>Intervention description</td>
<td>Mode of delivery, participant information, comparators, intervention features and components, theoretical frameworks or tools, development processes.</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>Significant improvements in health behavior, clinical outcomes, or evidence-based psychosocial outcomes.</td>
</tr>
<tr>
<td>Process</td>
<td>Intervention use (log-in data), adherence (completion of follow-up data collection), and user satisfaction (quantitative or qualitative follow-up).</td>
</tr>
</tbody>
</table>

BC: behavior change.  
NCD: noncommunicable disease.

Information Sources and Search Strategy
A systematic literature search of 9 electronic databases was conducted in January 2020: EBSCOhost (Academic Search Complete, Applied Science & Technology Source, Cumulative Index to Nursing and Allied Health Literature Complete, Global Health, Health Business Elite, and PsycINFO), PubMed (MEDLINE), Scopus, and EMBASE. Reference lists of included study publications and related conference proceedings were hand searched to identify additional publications that may not have appeared in database searches. Peer-reviewed systematic reviews and meta-analyses, in which the included studies were cited, were explored to identify any similar studies that did not appear in database searches.

Individual search strategies were developed for each database (example shown in Multimedia Appendix 1) and included search terms derived from 3 main categories of interest: chronic disease, digital technology, and self-management of health behavior.

Screening and Selection
All results were exported to a reference manager (EndNote X9, Clarivate Analytics), where duplicates were removed before screening for eligibility. Search results have been reported using the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [62]. Each stage of the screening process is presented in Figure 1. Titles, abstracts, and full texts were independently assessed by 2 reviewers (ST and JR), whereas the third and fourth reviewers (KB and RM) were consulted to collectively reach a consensus on studies with questionable eligibility.
Data Collection

Quality
Methodological quality of the included literature was assessed using the Mixed Methods Appraisal Tool (MMAT; version 18) [63]. The MMAT allows for the simultaneous evaluation of qualitative, quantitative, and mixed-method research, which makes it an appropriate critical appraisal tool for this review.

Data were extracted from the publications using a specifically designed MMAT tool. Publications were not excluded based on quality assessment because of little empirical evidence to support this practice [63]. Instead, we decided to report on the quality of the reviewed studies.

The quality of each eligible study was rated according to 7 quality criteria. To determine the overall quality score for each study, the number of criteria met was divided by the total number of criteria (7) and expressed as a percentage. It is discouraged to simply calculate an overall score [63]; thus, a more detailed report of the criteria was included to better inform the quality assessment of the included studies.

Digital Platform-Like Interventions
The extraction of intervention data was guided by the CONSORT-EHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online TeleHealth) checklist [64], which outlines reporting guidelines for digital health interventions. Data on mode of delivery, participant information, comparators, intervention features and components, and theoretical frameworks or tools were collected. Data were also collected on the development processes of the digital platforms.
**Evaluation**

According to highly regarded reports on monitoring and evaluation frameworks for digital health interventions [57,65-67], summative and process evaluations are typically carried out in line with the stage of maturity or specific characterization of a digital platform.

For this review, impact measures for effectiveness were classified as significant improvements in health behavior, clinical outcomes, or evidence-based psychosocial outcomes. Outcome measures for process evaluations were intervention use [68] (log-in data), adherence [68] (completion of follow-up data collection), and user satisfaction (quantitative or qualitative follow-up).

### Results

#### Study Selection

The combined search strategy identified 1582 records, of which 1568 were identified through electronic database searching and 14 through other sources. Duplicates were removed, and the remaining 507 records were screened for eligibility through titles and abstracts. Full-text was obtained for the 85 remaining records, of which 29 publications outlining 7 digital platform-like interventions met the inclusion criteria (Table 2) [38,69-95]. The primary reasons for the exclusion of full-text records are shown in Figure 1. Table 2 shows how the 29 publications were related to each of the 7 studies, sorted according to the evaluation stage [57]. Owing to the heterogeneous nature of the included studies, a meta-analysis was not possible.

#### Table 2. Overview of included publications (n=29).

<table>
<thead>
<tr>
<th>Study name</th>
<th>Proposal or protocol (n=7)</th>
<th>Formative evaluation</th>
<th>Summative evaluation</th>
<th>Trial</th>
<th>Process evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Alkalidi) [87]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2018 (Li) [89]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2018 (Podulval)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Alkalidi) [87]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Alkalidi) [87]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2015 [77]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Alkalidi) [87]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Alkalidi) [87]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2014b [85]</td>
</tr>
</tbody>
</table>

[a]Publication type not applicable to this study
[b]Parent publication for the study.

#### Study Characteristics

This review identified 7 diverse digital platform-like interventions [38,69-95]. Of the 7 interventions, 3 targeted diabetes [85,88,93], 3 were intended for cardiovascular diseases (CVDs) [71,82,94], and only one intervention supported people with chronic obstructive pulmonary disease (COPD) [77].

Of the 7 studies, 4 evaluated the effectiveness of their interventions [71,77,85,88], including 3 randomized control trials and 1 single-arm pre-post cohort design [85]. Sample sizes...
ranged from 69 to 1325, and mean participant ages ranged from 57 to 65 years. Of the 4 studies, 2 reported gender imbalance within participant groups (23% [71] and 31% [88] female participants). Trial periods ranged from 3 to 12 months, and the control groups in the 3 randomized control designs received the usual care [77], accessed simple web-based information [88], or a variation of the described intervention [71].

Of the 7 studies, 3 had not evaluated effectiveness at the time of this review [82,93,94], but all 3 had completed a pilot evaluation of their intervention. Pilot sample sizes ranged from 35 to 120 and had relatively shorter trial periods of 5 weeks [93], 10 weeks [94], and 6 months [82]. One of the studies subsequently published a protocol for a planned randomized control trial [95] to be completed by December 2020 (clinical trial registration: NCT03159325; international registered report identifier: DERR1-10.2196/12322).

**Quality Appraisal**

Parent publications for each study [71,77,82,85,88,93,94] were quality assessed; thus, the MMAT was completed once per study and not for each publication. Companion publications were assessed where a *Can’t Tell* response was coded [38,69-96]. Overall, 6 of the digital platform-like interventions were intended to be used ad libitum. Therefore, the criterion “2.5. Did the participants adhere to the assigned intervention?” was not appropriate. This section was alternatively appraised based on the participants’ completion of follow-up data collection.

The details of the assessment criteria can be found in Multimedia Appendix 2 [71,77,82,85,88,93,94]. Overall, the scores for the included studies ranged from 3 to 7 out of a possible maximum of 7. This translates to a varied methodological quality range of 2 to 4 stars. The mixed-method studies were of the highest quality, achieving 3 [94] and 4 stars [85]. The most frequent limitations were incomplete outcome data sets [71,77,82,88,93], poor follow-up response rates, [71,77,82,88,93], and insufficient integration of quantitative and qualitative components in mixed-method studies [94].

**Digital Platform-Like Interventions**

The key characteristics of the included interventions are outlined in Table 3. All interventions included an intermediary user interface, which allowed participants to explore and self-select optional components based on their individual needs and preferences. All 7 delivered a choice of at least two evidence-based behavior change techniques or strategies (eg, self-monitoring and goal setting) [97] targeting a lifestyle-related behavior (eg, physical inactivity and smoking). Physical activity was the most frequently targeted health behavior, addressed in 6 of the 7 digital health interventions [71,77,82,85,88,93]. Of the 7 interventions, 2 focused on disease-specific self-care as their key targeted behavior, which incorporates a wide range of health behaviors [85,94].

All 7 interventions presented algorithm-supported interventions that facilitated user guidance [71,77,82,85,88,93,94]. Specific features were included to optimize the sustainability of this automated approach, such as providing recommendations to users through computer-generated responses to questionnaires or self-reported data (ie, eDecision support tools) [73,77,82,88,93,94], smart recommendation widgets that offered advice based on individual patterns of use [85], and application of the transtheoretical model (TTM) of behavior change to select stage-matched intervention features [71].

Support from a health care professional was described in all 7 interventions: typically, cardiac rehabilitation nurse practitioners, exercise specialists, or a member of the research team. The primary role of health care professionals was to facilitate trial and data collection [71,77,82,85,88,93,94] or conduct initial familiarization sessions [71,82,88]. Overall, health care professionals did not provide digital support or enhance existing intervention features, as this approach was not considered sustainable [71,83].
<table>
<thead>
<tr>
<th>Intervention name</th>
<th>Country</th>
<th>Mode of delivery</th>
<th>Target NCD</th>
<th>Targeted health behaviors</th>
<th>Intended use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antypas and Wangberg [69-71]</td>
<td>Norway</td>
<td>Web based and mobile based</td>
<td>CVDb</td>
<td>Physical activity, medication adherence, diet/nutrition, and smoking cessation</td>
<td>Ad libitum</td>
</tr>
<tr>
<td>Murray et al [38,86-91,96]</td>
<td>England</td>
<td>Web based and mobile based</td>
<td>T2Dc</td>
<td>Physical activity, medication adherence, diet/nutrition, and smoking cessation</td>
<td>Ad libitum</td>
</tr>
<tr>
<td>Poppe et al [72,73,92,93]</td>
<td>The Netherlands</td>
<td>Web based and mobile based</td>
<td>T2D</td>
<td>Physical activity and sedentary behavior</td>
<td>1 session per week</td>
</tr>
<tr>
<td>Sakakibara et al [94,95]</td>
<td>Canada</td>
<td>Web based and mobile based</td>
<td>CVD</td>
<td>Multiple, unspecified: related to CVDa</td>
<td>Ad libitum</td>
</tr>
<tr>
<td>Voncken-Brewster et al [74-78]</td>
<td>The Netherlands</td>
<td>Web based</td>
<td>Chronic obstructive pulmonary disease</td>
<td>Physical activity, smoking cessation</td>
<td>Ad libitum</td>
</tr>
<tr>
<td>Walsh et al [79-82]</td>
<td>Ireland, Belgium</td>
<td>Web based and sensor based</td>
<td>CVD</td>
<td>Physical activity (primary) and other CVD-related</td>
<td>Ad libitum</td>
</tr>
<tr>
<td>Yu et al [83-85]</td>
<td>Canada</td>
<td>Web based</td>
<td>T2D</td>
<td>Multiple, unspecified: related to T2D</td>
<td>Ad libitum</td>
</tr>
</tbody>
</table>

aNCD: noncommunicable disease
bCVD: cardiovascular disease.
cT2D: type 2 diabetes.

**Development Processes**

Of the 7 interventions, 6 had a clear theoretical basis to support the concept and development, including behavior change theories such as social cognitive theory (SCT) [81,83,88], social ecological model [88], the Health Action Process Approach (HAPA) [69,73], and the wide-ranging integrated change model (iChange) [69,74]. Of the 7 interventions, 1 was not explicit about the theoretical underpinning but was influenced by aspects of SCT [95]. Of the 7 studies, 3 [82,88,93] outlined platform-like intervention components according to the behavior change technique taxonomy of Michie et al [97].

Of the 7 studies, 4 conducted an early stage needs assessment before commencing development [38,70,72,80] to verify the unmet requirements of their target NCD population [38,70,80] and validate their intervention concept [72]. These needs assessments took the form of focus groups [38,70], semistructured interviews [80], or think-aloud sessions with existing digital infrastructures [72].

Of the 7 digital interventions, 4 took an iterative development approach [75,81,84,91], which involved target participants with NCD throughout the design process of the digital platform-like intervention. This approach included at least three iterative cycles [75,81,84,91], and in some cases, the process was guided by participatory design principles [81,91].

In contrast, just one of the 7 interventions did not involve participants in the development process [94], choosing to focus on key theories and researcher expertise to conceptualize and create the Healing Circles intervention.

**Evaluation**

All 7 digital platform-like interventions were evaluated (Multimedia Appendix 3; [71,77,82,85,88,93,94]) through either preliminary pilot investigations [82,93,94] or effectiveness trials [71,77,85,88]. Of the 7 interventions, 2 used evidence-based self-report measures for data collection [71,77]; 2 other studies collected data during researcher visits to participants [82,93] and from hip-worn ActiGraph accelerometers; and 3 collected data through a combination of existing medical records [85,94], self-report measures [85,88,94], and researcher visits to participants [85,88].

**Behavioral Outcome Measures**

Of the 7 studies, 4 reported on physical activity behavior change [71,77,82,93], one of which demonstrated significant improvements in overall physical activity (median 5613 metabolic equivalents of task-minutes [MET-min] per week,
IQR 2828) compared with the control group at 3 months (median 1356 MET-min per week, IQR 2937) [71]. For specific intensities, changes in physical activity behavior for the intervention group were significantly better than that for the control for walking only (+453.8 MET-min per week; \( P=0.05 \)) [71]. Accelerometer-assessed moderate-to-vigorous physical activity (MVPA) behavior was significantly improved from baseline in 2 of the digital platform-like interventions [82,93]. PATHway reported an increase of approximately 14 min MVPA per day (\( P=.04 \)) at 6 months [82], and the My Plan 2.0 intervention group increased MVPA from baseline by approximately 8 min per day [93]. Both interventions resulted in medium-to-large-interaction effects between the intervention and control groups [82,93].

Change in self-care behavior was the primary outcome for one of the studies that targeted diabetes [85]. The Summary of Diabetes Self-Care Activities measure [98] indicated that significant improvements in diabetes self-care behavior and sustained changes (9 months from baseline) were positively correlated with age (+0.04 per year, 95% CI 0.02-0.06; \( P<.001 \)) [85].

Improvements in self-monitoring behavior were observed in 2 of the 7 interventions [93,94]. My Plan 2.0 found a significant time-group intervention effect favoring the intervention group for self-monitoring (effect size 0.54; \( P=.008 \)) [93]. At 10 weeks, the Healing Circles intervention also reported a time effect for the intervention group (\( z=-2.04 \); \( P=.04 \)) [94]. The effect of Healing Circles on self-monitoring behavior was emulated by the self-management domains of health behaviors (\( z=-2.11 \); \( P=.04 \)) and social support (\( z=-2.58 \); \( P=.01 \)), all 3 of which were assessed through the Health Education Impact Questionnaire to measure the changes in self-management behavior [99].

Smoking cessation [77], dietary changes [82], medication adherence [82], alcohol use [82], and stages and mediators of health behavior change [71,77,82] were examined in 3 of the 7 studies, but no significant effects were found.

**Clinical Outcome Measures**

Disease-specific clinical outcomes were reported in 4 studies at 6 months [77,82], 9 months [85], and 12 months [88]. One of the publications demonstrated significant improvements in clinical disease control (\(-0.06, 95\% \text{ CI } -0.11 \text{ to } -0.01; P=.01\)) using the 10-item Clinical COPD Questionnaire [100]; however, this effect was not maintained when corrected for participant baseline characteristics, such as age, sex, and disease status [77]. At 6 months, a CVD-focused study [82] reported medium-sized group interactions in favor of the intervention for diastolic blood pressure (effect size=\(-0.49 \); \( P=.004 \)) and cardiovascular risk (effect size=\(-0.36 \); \( P=.03 \); Framingham Risk Score [101]). One platform-like intervention for diabetes reported lowered glycated hemoglobin (HbA1c) in the intervention group at 12 months compared with the control group who had access to web-based information [88]. Further causal analyses of high-usage participants within the intervention group indicated that intervention use for greater than or equal to a median of 4 days could potentially reduce HbA1c levels by 0.44% over 12 months [88]. Another study measured weight, diabetes-related blood markers, and blood pressure, but no overall positive effects were identified [85].

**Psychosocial Outcome Measures**

Health-related quality of life, disease-related quality of life [77,82,85,94], and self-efficacy [71,82,85,88,93] were the most prevalent psychosocial outcomes collected across the 7 studies, but 6 of the 7 reported no significant change. Significant improvements were recorded for disease-related quality of life (using Diabetes Distress Scale [102]) in the diabetes companion intervention group [85] when comparing users (n=70) with nonusers (n=11) at 9 months (\( -4.7 \text{ vs } -0.9; P<.001 \)).

**Process Evaluation**

Log-in data were measured in 6 of the 7 interventions [71,73,78,82,85,88], and adherence (completion of follow-up data collection) was measured in all 7 interventions [71,77,82,85,88,93,94]. One of the 7 interventions reported that 86% of participants logged in to the intervention at least once over 9 months [85]. Of these participants, 75% were classified as infrequent users (<2 log-ins per month) with an average of one log in per user per month [85] and an average time of 6 min spent per log in. One of the 7 interventions explained that although participant log-in rates averaged 8 sessions per month (range 0.6-3.6 sessions per week) [82], usage dropped significantly in the final 2 months of the 6-month trial (\( P=.001 \)). Another one of the 7 interventions [78] recorded a baseline log-in of 59.5% for the intervention group, which was significantly higher than the initiation rates for the control group program (12.8%). This disparity between the intervention and control groups was also reported in another intervention [88]. Mean log-in values were significantly higher in the intervention group (18.7 vs 4.8; \( P<.001 \)), averaging about 1.5 log-ins per month over the 12-month trial [88]. One of the intervention protocols required users to log in 5 times over 5 weeks [73]. Overall, 92% of the participants logged in at least once, and the average total time spent using the intervention was about 49 min [73]. One of the 7 interventions intended to measure log-in rates [71], but unforeseen technical issues meant that some data were unreliable.

Overall, the mean adherence to intervention trials at follow-up was 69% (SD 20%). In 4 of the 7 interventions, approximately 80% of participants successfully completed follow-up data collection at 6 months [77,82], 9 months [85], and 12 months [88]. For 2 shorter trial periods, over 60% of participants adhered to data collection following a 5-week [93] and 10-week [94] intervention. In contrast, another intervention demonstrated a low responder rate of just 27% 3 months from baseline [71]. Of the 7 studies, 4 used email and SMS reminders to secure follow-up data [71,77,88,94], 3 of which reported adherence rates of over 60% [77,88,94].

Of the 7 interventions, 6 reported on user satisfaction, which was evaluated through both qualitative and quantitative measures [71,73,78,85,88,94]. Of the 7 studies, 4 used semistructured exit interviews to gauge user satisfaction [73,78,85,94] and conducted a quantitative follow-up for satisfaction at the end of the trial by asking the user if they would recommend the intervention to a friend.
participants commented that they were satisfied with the intervention layout, navigation, and ease of use [73,78,85]. The interventions were seen as evidence-based, authoritative sources [78,85], which enhanced users’ accountability for their self-management and behavior change goals [73,85]. One participant group noted that accountability could have been further enhanced by including more social support (eg, intervention access for family members or friends) [73], which was supported by user satisfaction for a social support component of another intervention (peer-to-peer web-based interaction) [85]. The personal relevance of the platform-like interventions was noted as a key contributor to overall user satisfaction [73,78,85], driven by users’ individual contexts and circumstances. Moreover, users were also satisfied with the interventions’ ability to accommodate a broad range of user needs [73,85]. Although users valued the personal relevance of the interventions, there was some dissatisfaction with the burden of a high volume of questions associated with digital guidance tools [73,78]. User dissatisfaction was also reported for interventions that did not offer a mobile delivery option [78,85] and by users who were self-managing more than one chronic condition [78,85]. User satisfaction outcomes were mixed for the 3 quantitative evaluations. Overall, 57% [78] and 68% [71] of participants would reportedly recommend the intervention to a friend, but the HeLP-Diabetes intervention [88] reported no significant difference between intervention and control group satisfaction outcomes.

Discussion

Principal Findings

This review is the first of its kind to systematically examine the literature on digital platform-like interventions for the self-management of NCDs and health behavior change. Although no digital platforms were identified, an examination of digital platform-like interventions has contributed knowledge to the conceptualization and potential value of using digital platform architectures to support self-management of NCDs.

A total of 7 digital platform-like interventions were included in the review. Evaluations for effectiveness were disparate, and so a consensus on the overall effect could not be reached. Nevertheless, positive effects were reported for physical activity, disease-specific self-care, and self-monitoring behaviors, which is a promising finding in support of digital platform use for the self-management of NCDs. As a result of the findings mentioned earlier, 3 dominant themes emerged: development, optimizing change, and support and guidance for users.

Development

This review found that comprehensive and systematic development processes were implemented for most platform-like interventions. Iterative, user-centered approaches are highly regarded in the field of digital health research because the proactive engagement of patients can be beneficial in the development of digital interventions [103,104]. It allows researchers to gain an in-depth understanding of the psychosocial context of the potential end users of the intervention [105] and shortens the communicative distance between the researcher and the user [106]. In this review, 4 of the 7 interventions [75,81,84,91] adopted an iterative, user-centered approach. Reporting methods across the included interventions were varied, so it was difficult to determine whether incorporating user-centered development was associated with greater effectiveness. However, research suggests that such development methodologies have the most potential for developing a sustainable solution [107]. An average of 80% adherence at follow-up stages was found in the same 4 studies [77,82,85,88], which could be attributed to the comprehensive iterative development approaches used in all 4 of the interventions. The level of user engagement with digital health technology tends to wane over time [56,108,109], which has been associated with a lack of perceived value by the user and increased burden because of irrelevant material [110,111]. Placing the user at the center of development considerations and including them in decision-making processes may have affected the creation of fitting platform-like structures, appropriate for those living with NCDs and delivering relevant, usable content or features.

All 4 of the aforementioned interventions [75,81,84,91] also specified a clear theoretical underpinning to their development (eg, TTM), which is consistent with research recommendations that intervention content and features associated with a solid theoretical base are more likely to be effective in changing behavior [46]. A strong theoretical framework may also have affected the generalizability and adaptability of the platform-like interventions, further adding to the potential for efficacy and longevity [66,112,113] as seen through high adherence rates. Only 3 of the studies outlined platform-like intervention components according to a taxonomy [82,88,93], which made identifying behavior change features difficult because of vague reporting. We anticipate that digital platform content would have superior clarity for users and health care professionals alike because of the stand-alone, discrete digital interventions offered.

Optimizing Change

The results presented in this review indicate the potential for digital platforms to affect behavior change, such as disease-specific self-care behavior. Significant differences were reported for sustained diabetes self-care behavior between users and nonusers of the Diabetes Online Companion intervention [85]. The self-care outcome measure covers a range of health behaviors, which address several key lifestyle risk factors (eg, dietary behavior, physical activity, glucose monitoring, and smoking) [98]. Thus, our findings suggest that modest changes in multiple health behaviors (ie, changes in self-care) may have a better overall and sustained effect on the self-management of NCDs than larger effects in one single health behavior. This suggestion supports the opinion that affecting comprehensive lifestyle change may be a better approach to the self-management of NCDs, as NCDs are complex conditions influenced by several interconnected lifestyle risk factors.
Similar to self-care, improvements in self-monitoring behavior were identified through the HAPA, which incorporates six personal determinants of behavior change.

Lifestyle-related risk factors and their corresponding health behaviors are heavily influenced by one another, and thus modifying one health behavior using a digital platform may not necessarily generate sustainable improvements in the self-management of NCDs. For example, smoking behavior has been inversely linked to physical activity behavior, meaning that a lack of engagement with smoking cessation may inhibit physical activity progress [115-117]. Similarly, poor stress management may have a negative effect on engagement with healthy behaviors, such as smoking cessation [118], physical activity [119,120], and maintaining a healthy diet [121]. Single interventions that independently target diet and physical activity behavior may improve those isolated behaviors, but sustained changes in associated risk factors (eg, weight loss and maintenance) are more probable when interventions simultaneously target both health behaviors [114]. The results of our review showed limited to no changes in isolated behaviors (eg, overall physical activity and smoking) [77,82], but modest improvements were apparent in overall disease-specific self-care and multiple self-management domains [85,93,94].

Focusing on modest overall improvements in health behavior change may produce further consequential effects on sustained NCD self-management. Self-regulatory and self-efficacy theories for promoting self-management suggest that the greatest improvements in self-care of chronic conditions typically occur following some initial success in changing behavior (ie, mastery experience) [14]. Thus, seeking a modest change in a more comprehensive and generalizable outcome measure such as disease-specific self-care may generate a cascade of behavior change improvements moving forward.

A comprehensive approach could also provide a greater scope for successful self-management throughout the unpredictable health trajectories of NCDs, which are relatively unique to each individual [122]. This hypothesis is in line with primary care digital health frameworks that dynamically adapt services to the clinical care pathway of the individual, which cannot be predetermined and changes regularly [123]. This approach supports our hypothesis that overly specific digital health interventions may not be the most appropriate solutions to comprehensive self-management of NCDs. A digital platform could accommodate not only the stage of NCD but also the current health state of the person living with that NCD, by providing the self-management tools required to suit individual circumstances. It would create an opportunity for users to experiment and tinker with evidence-based interventions [124], and experience successes and failures on their path to successful self-management, leading to new insights and skills in self-care. The evaluation of a digital platform should extend further than simply adhering to the discrete digital interventions hosted within the platform and should explore how they are used and actively incorporated into everyday life [104]. Longer evaluation trial periods may better facilitate these dynamic user health trajectories to accommodate periods of exploration and changing mindsets.

### Support and Guidance

The digital platform-like interventions included in this review had good adherence for up to 9 months, which could be attributed to the freedom for users to explore an array of digital features and identify the most relevant components for them as an individual. However, given that a digital platform would provide access to an extensive choice of discrete digital health interventions, it is important to note that the intention is not to overburden users [125]. It is possible that free navigation through a platform with various features to negotiate could be a cumbersome process [110].

Research indicates that using all available components is not necessarily more effective [56], and presenting a platform not matched to user needs could be detrimental to the overall success of the platform [126]. Thus, evidence suggests that the addition of human support in digital health can enhance user engagement, as users value reassurance and expert knowledge to guide their decision making [66,127,128]. Human support is resource intensive and can increase the overall cost and burden on health care systems, which may not be a feasible solution. Therefore, it is important to establish the extent to which further value can be added to a multicomponent digital health intervention by supplementing it with human support [127].

In view of this, our review has recognized the potential of applying existing theories and knowledge to create efficient, cost-effective automated guidance for users to make informed choices about their engagement. The digitally supported guidance offered to participants within the 7 interventions provided them with a supported pathway to choose behavior change components. This is in line with behavioral research that indicates that actively engaging participants in decision-making pathways for care can improve health outcomes [129] through factors such as improved autonomy [37], empowerment, and mastery [130]. These factors are critical in supporting people to self-manage their disease and in promoting a more digitally engaged patient [104].

One reason that people value human support is a sense of accountability [127]. However, this review showed that a sense of accountability was successfully acquired by several participants using automated platform-like interventions. Providing clear associations between a digital platform and expert health care professional advice may be enough to satisfy the desire for accountability. This is reinforced by research that suggests a key factor in promoting engagement with digital health interventions is clear endorsement by respected clinicians or expert organizations [110,127]. A digital platform would seek to use existing, evidence-based digital health interventions that could be put through a rigorous selection process before inclusion, driven by an extensive list of key stakeholders (eg, health care professionals, potential end users, and family members) to further endorse the trustworthiness of the platform [110].

The comprehensive development of these evidence-based, automated guiding decision pathways is another way to incorporate expert advice and guidance to support the trustworthiness of a digital platform. Automated eDecision support tools are currently being developed and validated to support tools are currently being developed and validated to
assist with meaningful adherence to interventions and health behavior by providing individualized, real-time assistance [81,131]; however, no validated tools have been described in the included literature to support navigation through complex digital platforms. This may have an impact on the usability or trustworthiness of the included digital platform-like interventions. The variation in guidance systems presented in this review points to a requirement for more research on an operative level of support to optimize engagement and create a user-centered experience for the individual.

In summary, the adaptive nature of a digital platform accommodates the requirement for flexibility in self-management support, which could facilitate a diverse range of users and life circumstances [66,132]. Longitudinal and detailed evaluations of digital platforms must be carried out to influence the lifetime of positive health-related choices and behaviors. It is important not only to evaluate the longevity of participating in such an intervention but also to explore the diverse patterns of engagement by a wide range of users.

Limitations
This review was prospectively registered, used comprehensive search strategies across multiple databases, and reported according to PRISMA. Searches and publication of results have been conducted in an up-to-date and timely fashion. The inclusive nature of this review accommodated a broad range of NCDs, which enhances the generalizability of the findings among a wider population.

This review was not without limitations. The novel concept of a digital platform was introduced for the first time, which made it difficult to identify relevant literature. Having broadened the inclusion criterion, discrepancies in terminologies could still have led to key studies being omitted from this literature search or the misinterpretation of intervention content. Current research is focused on the development of a comprehensive eHealth taxonomy, but this is not yet wide ranging enough [133]. In response to this, a systematic approach and extensive use of terminology in search strategies were implemented to ensure that pertinent literature was included for review.

Another limitation was that none of the interventions included in this review were readily available on the web to the reviewer, none provided a digital preservation URL, and intervention descriptions were not always sufficient to identify key features. There has been a call for improved reporting of digital health interventions to improve examination and evaluation of intervention characteristics. This limitation is an important reminder that future developments should use reputable reporting frameworks and guidelines to outline their work [64,134].

Conclusions
We have identified a gap in the research on comprehensive and flexible digital health for the self-management of NCDs. Thus, we proposed the contemporary concept of a digital platform, which supports the innovative use of already existing digital interventions for health behavior change. Initial searches indicated that no such digital platforms currently exist, which may indicate a missed opportunity to optimize user engagement with already developed, evidence-based digital interventions. In response, this review focused on digital platform-like interventions to provide an understanding of the development and contextual considerations required to optimally construct a digital platform.

Iterative, user-centered development may be associated with improved adherence and sustained use. Offering a palette of evidence-based interventions with an appropriate degree of guidance has the potential to facilitate disease-specific health behavior change and effective self-management among a myriad of users, conditions, or stages of care. This review and the novel concept of digital platform-like interventions contribute new knowledge to the rhetoric of digital health for the self-management of NCDs.
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Abstract

Background: There is a disconnect between the ability to swiftly develop e-therapies for the treatment of depression, anxiety, and stress, and the scrupulous evaluation of their clinical utility. This creates a risk that the e-therapies routinely provided within publicly funded psychological health care have evaded appropriate rigorous evaluation in their development.

Objective: This study aims to conduct a meta-analytic review of the gold standard evidence of the acceptability and clinical effectiveness of e-therapies recommended for use in the National Health Service (NHS) in the United Kingdom.

Methods: Systematic searches identified appropriate randomized controlled trials (RCTs). Depression, anxiety, and stress outcomes at the end of treatment and follow-up were synthesized using a random-effects meta-analysis. The grading of recommendations assessment, development, and evaluation approach was used to assess the quality of each meta-analytic comparison. Moderators of treatment effect were examined using subgroup and meta-regression analysis. Dropout rates for e-therapies (as a proxy for acceptability) were compared against controls.

Results: A total of 24 studies evaluating 7 of 48 NHS-recommended e-therapies were qualitatively and quantitatively synthesized. Depression, anxiety, and stress outcomes for e-therapies were superior to controls (depression: standardized mean difference [SMD] 0.38, 95% CI 0.24 to 0.52, N=7075; anxiety and stress: SMD 0.43, 95% CI 0.24 to 0.63, n=4863), and these small effects were maintained at follow-up. Average dropout rates for e-therapies (31%, SD 17.31) were significantly higher than those of controls (17%, SD 13.31). Limited moderators of the treatment effect were found.

Conclusions: Many NHS-recommended e-therapies have not been through an RCT-style evaluation. The e-therapies that have been appropriately evaluated generate small but significant, durable, beneficial treatment effects.

Trial Registration: International Prospective Register of Systematic Reviews (PROSPERO) registration CRD42019130184; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=130184

(J Med Internet Res 2020;22(10):e17049) doi:10.2196/17049
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Introduction

The potential contribution of digital technology in enabling access to evidenced-based psychological care for mental health problems is high on national and international research, policy, commissioning, and service management agendas [1]. In modern life, as digital tools (eg, mobile phones, tablets, laptops, and wearable devices) have become ubiquitous, psychological interventions delivered by such devices (ie, e-therapies) offer greater convenience and enable constant access to treatment compared with traditional face-to-face therapy with health professionals [2]. The increasing demand for primary care psychological services globally has provided the context within which e-therapies have been integrated into the offer of a suite of low-intensity (LI) psychological interventions [3], often delivered within stepped-care systems [4,5]. Although technological innovation in methods of treatment delivery usefully expands availability, it also creates the risk of commercial promotion and availability of ineffective or possibly harmful psychological interventions [6]. Therefore, commissioners, clinicians, and patients need access to reliable and contemporary guidance regarding the empirical status and clinical utility of e-therapies.

The potential organizational, therapeutic, and health economic benefits of e-therapies initially triggered a global wave of investment and interest [7]. In the United Kingdom, for example, the National Health Service (NHS) Commissioning Board launched the NHS Health Apps Library in March 2013 and NHS Mental Health Apps Library in March 2015. However, the libraries were removed in 2015 after questions were raised concerning e-therapy data security governance [8] and clinical effectiveness [9]. NHS England launched 2 new digital platforms in April 2017, a new beta of the NHS Digital Apps Library and a mobile health space, in an effort to close the gap between e-therapy development and thorough evaluation. Before the removal of the initial NHS App Libraries, a list of 48 NHS-recommended e-therapies was compiled for the National Institute for Health and Care Excellence (NICE) assessment of digitally enabled psychological therapies for use in Improving Access to Psychological Therapies (IAPT) services [10]. A recent quality assessment of the development process of NHS-recommended e-therapies strongly advocated developers to routinely adopt clinical trial methods to test acceptability and efficacy of e-therapies before wider dissemination [11]. NICE has also recently published an evidence standards framework for e-therapies providing guidance concerning efficacy and effectiveness standards [12].

This review aims to quantitatively synthesize the evidence base of e-therapies recommended for use in the NHS for depression, anxiety, and stress in adults to better inform the commissioning and use of e-therapies in clinical services. It was relevant to restrict this review to adults as the NHS-recommended e-therapies have been integrated into the offer of a suite of low-intensity (LI) psychological interventions [3], often delivered within stepped-care systems [4,5]. Although technological innovation in methods of treatment delivery usefully expands availability, it also creates the risk of commercial promotion and availability of ineffective or possibly harmful psychological interventions [6]. Therefore, commissioners, clinicians, and patients need access to reliable and contemporary guidance regarding the empirical status and clinical utility of e-therapies.

The review was registered on the International Prospective Register of Systematic Reviews (PROSPERO; CRD42019130184). The PRISMA (Preferred Reporting Guidelines for Systematic Reviews and Meta-Analyses) are used throughout [17].

Study Selection

A 3-stage search strategy was developed to identify RCTs evaluating all of the e-therapies recommended by the NHS for the treatment of depression, anxiety, and stress. First, each of the 48 NHS-recommended e-therapies identified by Bennion et al [10] was used to determine those e-therapies to be included in the search strategy. The name of each e-therapy and its platform type (website or app) were combined to develop a series of search terms (eg, “Beating the Blues” AND “Website”) [18]. Electronic searches were conducted using PsycINFO, Web of Science, and PubMed databases to identify relevant e-therapy outcome studies published up until April 2019 (date of final search was April 11, 2019; see Multimedia Appendix 1 for an example search strategy). Second, reference lists of identified studies and previous e-therapy reviews were also searched. Third, as many e-therapies are not developed under their commercial name, a survey was disseminated to the 48 app developers of the identified NHS-recommended e-therapies to identify additional gray literature not captured by the terms used in the database searches [11]. This process was to supplement the identification of all studies associated with any one e-therapy, even when the commercial name was not used in the reporting. A total of 36 out of 48 (75%) app developers responded to the survey, and the full process was reported by Bennion et al [11]. Titles and abstracts were screened initially (MB), with the full texts of identified studies then screened against inclusion and exclusion eligibility criteria (MB). Queries regarding study eligibility were resolved through discussion among reviewers (MB, SK, and AM).

Eligibility Criteria

Studies were included if the web-based or smartphone app intervention used was one of the 48 NHS-recommended e-therapies [10] for depression, anxiety, and stress; therefore, all studies of other types of e-therapies and for other clinical conditions were excluded. Studies were eligible for inclusion if, and only if, they used an RCT design to examine the efficacy
of e-therapy with an adult population (ie, aged >18 years). To be included, the developer of the e-therapy had to be locatable via a Google search when entering the app name as the search term, and the app had to reference the targeted condition (ie, depression, anxiety, or stress) in its marketing literature or be based on a therapeutic tool known to benefit the targeted condition. Posttreatment outcomes were required to have been assessed using a validated measure of anxiety and/or depression symptoms. Comparators included any control condition, comprising a wait list or no treatment, placebo or attention-control activity, or treatment as usual (TAU). Only English language articles were included.

Outcomes
The 2 main outcomes of interest were participant-reported outcomes of (1) depression and/or (2) anxiety and stress taken at posttreatment and at follow-up (where available, to assess the durability of e-therapy effectiveness). Where multiple measures of one outcome were used (ie, 2 measures of depression), the most frequently used measure across the included studies was prioritized. Therefore, each study only contributed one effect size per outcome. Dropout (as a proxy for acceptability) was classified as the percentage of e-therapy and comparator condition noncompleters, as determined by the definition applied in the original study.

Data Extraction
A priority data extraction tool was designed for the purpose of the review. MB extracted data from the original studies and then reviewers (SK and AM) independently verified the findings. Data were coded according to the following criteria: (1) study information—sample size, trial design, context, comparator type, study length, analytic approach (intention to treat [ITT] or completers), and trial quality; (2) participant characteristics—mean age, percentage of males, population sample, presenting problem, and diagnostic information or relevant inclusion criteria; (3) outcome characteristics—outcome measure and, if applicable, length of follow-up; and (4) intervention features—e-therapy program, regularity of instructed use, duration, intervention component details of the comparator condition, and self-help typology. The self-help typology for each e-therapy was coded based on the framework by Newman et al [19]: minimal contact therapy, predominantly self-help, predominantly therapist-administered treatment, or self-administered therapy. This was selected to provide an assessment of the level and extent of therapist support within the e-therapies. Outcome data on depression, anxiety, and stress symptoms and dropout rates were extracted at treatment completion and follow-up (ie, at 6 months or the closest assessment point available).

Study and Evidence Quality
The Cochrane risk of bias tool [20] was used to assess the methodological quality of the original studies using the Cochrane Review Manager (RevMan) program [21]. All included studies were assessed on 7 elements: (1) randomization, (2) allocation concealment, (3) blinding of participants and personnel, (4) blinding of outcome assessment, (5) data attrition, (6) selective outcome reporting, and (7) other threats to validity. Elements were rated as having low risk, unclear, or high risk of bias. One rater assessed all the included studies, with all studies double rated by 2 other raters (rater 1 assessed 63% [15/24] and rater 2 assessed 37% [9/24]). Cohen kappa coefficient (k) was used to assess the interrater agreement on risk of bias overall scores between the primary rater and 2 second raters [22], and these were interpreted using the Landis and Koch [23] categories: <0 as indicating no agreement, 0 to 0.20 as slight, 0.21 to 0.40 as fair, 0.41 to 0.60 as moderate, 0.61 to 0.80 as substantial, and 0.81 to 1 as almost perfect agreement. There was substantial agreement between the primary rater and rater 1 (k=0.63) and moderate agreement between the primary rater and rater 2 (k=0.54). Any differences in rating were discussed by the raters to reach a consensus on the overall risk of bias rating for each included study. The grading of recommendations assessment, development, and evaluation (GRADE) approach was used to rate the quality of the evidence included in each meta-analysis conducted [24]. The quality of evidence was assessed on 5 domains: (1) risk of bias in the individual included studies, (2) publication bias, (3) inconsistency, (4) imprecision, and (5) indirectness of treatment estimate effects. The meta-analysis was graded by 2 reviewers (SK and MS) and a consensus agreed (rated as high, moderate, low, or very low quality).

Effect Sizes
Standardized mean differences (SMDs) were used to assess differences in outcome between e-therapy and the comparator conditions at posttreatment and follow-up. SMDs were computed by calculating Cohen d (mean outcome score of the comparator condition subtracted from the mean outcome score of the e-therapy and dividing by the pooled standard deviation). Where available, effect sizes were computed using ITT outcome data. To account for potential biases in studies with small sample sizes, SMDs were converted to Hedges g using the J adjustment [25]. Effect sizes were calculated so that a beneficial effect of e-therapy was represented by a positive SMD and vice versa. Interpretations of effect size magnitude were classified as 0.20 to 0.49=small, 0.50 to 0.79 = medium, and >0.80=large [26]. When studies had multiple treatment arms delivering e-therapies that could be considered comparable (ie, the same e-therapy with different component combinations, such as reminders and telephone support), the data were collapsed into a single group using Cochrane guidelines [20]. When studies had multiple treatment arms that could not be collapsed (ie, three-arm trial comparing 2 different types of recommended e-therapy to a control), the treatment arms were included independently. The sample size of the shared comparator condition was split evenly across independent treatment arm comparisons to avoid participant data being included twice.

Data Synthesis
Meta-Essentials workbooks were used to synthesize e-therapy treatment effects in a random-effects meta-analysis to account for the extent of expected study heterogeneity [27]. Individual study effect sizes were weighted using the inverse of the variance to produce overall pooled treatment effect estimates and 95% CIs. The threshold for statistical significance was set at a p value of .05. The I² statistic was employed as an indicator...
of the percentage of between-study heterogeneity, whereas the Q statistic provided a test of the statistical significance of the presence of study variation. Thresholds of heterogeneity were interpreted as <40% may not be relevant, 30% to 60% representing moderate heterogeneity, 50% to 90% representing substantial heterogeneity, and 75% to 100% representing considerable heterogeneity [28]. As recommended by Cochrane, the magnitude and direction of effect sizes were used to interpret the implications of I^2 percentages. The overall pooled effect sizes of e-therapy were translated into numbers needed to treat (NNTs) [29]. NNT is an approximation of how many patients would need treatment with e-therapy to generate an additional outcome of benefit when compared with another intervention (ie, the comparator condition). A Mann-Whitney U test was used to assess for differences in dropout rates between e-therapy and controls.

**Moderator and Sensitivity Analyses**

Preplanned random-effects moderator analyses were performed using the Meta-Essentials workbooks to evaluate between-study variation in treatment effects in posttreatment comparisons with a minimum of 10 studies [20]. Moderators were selected based on methodological, clinical, and intervention features that were likely to vary between studies. Meta-regressions were applied to 5 continuous variables: mean age, mean number of sessions completed, percentage of males, baseline symptom severity (standardized Z scores), and risk of bias (number of items meeting criteria for low risk of bias: 0-7). Subgroup analyses were applied to 6 categorical variables: 4 of them were specified a priori (control type, e-therapy type, self-help typology, and recruitment setting) and 2 were conducted post hoc (focus problem and analysis method). Owing to multiple testing, the threshold for significance of the meta-regression beta-coefficients and the between-subgroup differences was lowered to P<.01. A series of sensitivity analyses were performed to assess the impact of outliers on the pooled effect sizes (with extreme outliers removed) and to further explore treatment effect durability (comparisons of follow-up effects separately at short-term [1-2 months], medium-term [6 months], and long-term [>8 months] follow-up).

**Publication Bias**

Several methods were employed to assess for the presence of publication bias in the posttreatment comparisons that had a sufficient number of studies (k>10). Visual inspection of the asymmetry of a funnel plot (SE plotted against effect sizes) gave an indication of the extent of potential publication bias, whereas the accompanying Trim and Fill imputation [30] accounted for any reporting bias to provide an adjusted treatment estimate. Finally, additional statistical testing of asymmetrical study distribution was undertaken using Egger regression [31].

**Results**

**Study Selection**

The electronic searches returned a total of 944 records. This was combined with the 152 records collected by surveying app developers and 7 records from a manual reference list and review searches, giving a combined total of 1103 records (Figure 1). Duplicates were removed, leaving a total of 910 records to be screened. After excluding records that did not meet the inclusion criteria based on abstracts, 159 full-text articles were retrieved and assessed. Overall, 26 trials were considered eligible, and 2 were excluded because they contained duplicate data from another trial. Thus, a total of 24 studies that tested the efficacy of 7 of the 48 NHS-recommended e-therapies (Beating the Blues, FearFighter, MoodGYM, IESO, Headspace, Silver Cloud, and Work Guru) in an RCT design were included in the meta-analysis. Details of the included studies can be found in Multimedia Appendix 2 [32-55].
The risk of bias ratings are presented in Table 1. Of the 24 included studies, quality ranged between 1 and 7 quality items meeting low risk of bias criteria (maximum of 7). The overall study quality was moderate to good, with 13 studies meeting low risk of bias criteria on at least five items. A lack of or unclear blinding of participants and personnel or outcome assessment and incomplete outcome data were the most common reasons for risk of bias. For the most poorly rated item across studies, only 3 trials demonstrated suitable blinding of participants and personnel.
Table 1. Risk of bias assessment of the included studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Risk of bias items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1(^a)</td>
</tr>
<tr>
<td>Proudfoot et al (2003) [32]</td>
<td>+(^h)</td>
</tr>
<tr>
<td>Proudfoot et al (2004) [34]</td>
<td>+</td>
</tr>
<tr>
<td>Schneider et al (2005) [36]</td>
<td>+</td>
</tr>
<tr>
<td>Kessler et al (2009) [38]</td>
<td>+</td>
</tr>
<tr>
<td>Farrer et al (2011) [40]</td>
<td>+</td>
</tr>
<tr>
<td>Høifødt et al (2013) [41]</td>
<td>+</td>
</tr>
<tr>
<td>Lintvedt et al (2013) [42]</td>
<td>+</td>
</tr>
<tr>
<td>Powell et al (2013) [43]</td>
<td>+</td>
</tr>
<tr>
<td>Sethi (2013) [44]</td>
<td>+</td>
</tr>
<tr>
<td>Phillips et al (2014) [46]</td>
<td>+</td>
</tr>
<tr>
<td>Twomey et al (2014) [47]</td>
<td>+</td>
</tr>
<tr>
<td>Gilbody et al (2015) [48]</td>
<td>+</td>
</tr>
<tr>
<td>Richards et al (2016) [50]</td>
<td>+</td>
</tr>
<tr>
<td>Carolan et al (2017) [51]</td>
<td>+</td>
</tr>
<tr>
<td>Forand et al (2018) [53]</td>
<td>+</td>
</tr>
</tbody>
</table>

\(^a\)Random sequence generation (selection bias).
\(^b\)Allocation concealment (selection bias).
\(^c\)Blinding of participants and personnel (performance bias).
\(^d\)Blinding of outcome assessment (performance bias).
\(^e\)Incomplete outcome data (attrition bias).
\(^f\)Selective outcome reporting.
\(^g\)Other potential threats to validity.
\(^h\)=low risk; −=high risk; ?=unclear risk.

**Study Characteristics**

Out of the 48 NHS e-therapies identified by Bennion et al [10], a total of 7 (15%) were based on RCT evidence of efficacy, which comprised 6 web-based e-therapies and 1 smartphone-based e-therapy (Table 2). MoodGYM was the e-therapy with the greatest degree of evaluation (k=11 studies), with 2 of the e-therapies having a single RCT evaluation (ie, Ieso and WorkGuru). All 6 web-based e-therapies had both clinical and academic personnel adding expertise during technological development, but the smartphone-based e-therapy had no clinical or academic personnel being involved in its technological development phase [11]. A summary of e-therapy version numbers used in each study and whether a CONSORT-EHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online Telehealth) checklist [56] was provided (for studies published post-2011 after the checklist was developed) is reported in Multimedia Appendix 3 [32-55]. Reporting of version numbers was generally inconsistent, meaning establishing whether the e-therapies had been updated between studies was difficult. Beating the Blues had been updated between studies, with version 1.0 used in the early studies (2003-2004) [32,34] and version 2.5 used in the most recent study (2018) [53]. Updates to MoodGYM were unable to be established because of inconsistent reporting of version numbers, but there was an
indication that the studies between 2011 and 2018 used version III [41,42,55]. It appeared that Headspace was updated from version 1.0 or above in 2014 to a version equal to or above 2.0 in studies from 2019. Studies of FearFighter, SilverCloud, IESO, and WorkGuru either did not refer to version numbers or were only evaluated in 1 RCT, so updates could not be conclusively determined.

All but one of the-therapies were based on the cognitive behavioral theory (CBT) [11]. E-therapy treatments lasted between 10 and 70 days (mean 44.21, SD 15.26). The majority of e-therapies were administered weekly (k=19), whereas 3 of the trials required daily e-therapy usage (2 trials did not report the instructed frequency of usage). Self-help typology was characterized as self-administered therapy (k=7 studies), predominantly self-help (k=11 studies), minimal contact therapy (k=5 studies), and predominantly therapist-delivered treatment (k=1 study).

The control conditions employed in the studies were waitlist or no treatment (k=13), TAU (k=5), and placebo or attention-control tasks (k=9; note: k=3 studies had multiple control conditions). TAU comprised usual general practitioner (GP) care, allowing access to any treatment prescribed or referred to by a GP. Placebo or attention-control conditions included depression information websites (eg, Bluepages; k=2), online peer support forums (eg, MoodGarden; k=1), tracking or structured weekly phone calls (k=2), neutral tasks or note-taking organization apps (eg, Catch notes software or Evernote; k=2), or online self-relaxation (without exposure, ie, a sham treatment; eg, managing anxiety or de-STRESS; k=2). In k=12 trials, clinical participants were recruited from primary care (k=7), psychiatric outpatients (k=2), a university counseling center (k=1), public sector employees (k=1), and a telephone counseling service (k=1). In the remaining 12 trials, community participants were recruited from university students (k=3), occupational health attendees (k=3), the internet (k=2), electoral role (k =1), youth center (k=1), charity users (k =1), and treatment-seeking adults (k=1). Mean ages across the samples ranged from 20 to 45 years (mean 35.71, SD 7.76).

E-therapies were delivered for symptoms of depression (k=10), anxiety or panic and phobia (k=3), stress (k=2), or a combination of anxiety and depression symptoms (k=6). Three of the trials did not require participants to have any symptoms or indicators of poor mental health. The Beck Depression Inventory (I or II) was the most commonly used depression outcome measure (k=7), followed by the Centre for Epidemiologic Studies Depression Scale (k=6). The most commonly employed anxiety outcome measures were the Generalized Anxiety Disorder-7 (k=4) and the Depression Anxiety Stress Scales—anxiety subscale (k=4). Follow-up assessments were conducted in 18 trials (k=2 had insufficient data to be included in the follow-up analysis). The duration of follow-up ranged between 1 and 20 months (mean 5 months). Dropout rates ranged from 0% to 64%. The average e-therapy dropout rate was 31% (SD 17.35), and the average dropout rate for controls was 17% (SD 13.31). Therefore, significantly more participants dropped out during e-therapies compared with controls (U=181.000; Z=−3.026; P=.002).

### Table 2. Types of e-therapies used in included studies.

<table>
<thead>
<tr>
<th>E-therapy</th>
<th>Number of trialsa</th>
<th>Delivery platform</th>
<th>Clinical involve-ment</th>
<th>Academic involve-ment</th>
<th>Psychological theory or clinical approach used</th>
<th>Evidence of updates between studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beating the Blues</td>
<td>5</td>
<td>Web-based</td>
<td>Year</td>
<td>Y</td>
<td>CBTc</td>
<td>Yes</td>
</tr>
<tr>
<td>Fear Fighter</td>
<td>2</td>
<td>Web-based</td>
<td>Y</td>
<td>Y</td>
<td>CBT</td>
<td>Could not be determined</td>
</tr>
<tr>
<td>Headspace</td>
<td>3</td>
<td>Phone-based</td>
<td>Year</td>
<td>N</td>
<td>Mindfulness</td>
<td>Yes</td>
</tr>
<tr>
<td>IESO</td>
<td>1</td>
<td>Web-based</td>
<td>Y</td>
<td>Y</td>
<td>CBT</td>
<td>N/Ae</td>
</tr>
<tr>
<td>MoodGYM</td>
<td>11</td>
<td>Web-based</td>
<td>Y</td>
<td>Y</td>
<td>CBT</td>
<td>N/Af</td>
</tr>
<tr>
<td>SilverCloud Health</td>
<td>2</td>
<td>Web-based</td>
<td>Y</td>
<td>Y</td>
<td>CBT</td>
<td>Could not be determined</td>
</tr>
<tr>
<td>WorkGuru</td>
<td>1</td>
<td>Web-based</td>
<td>Y</td>
<td>Y</td>
<td>CBT, mindfulness, and Ppf</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*a A total of 2 e-therapies were evaluated in one trial; therefore, the total number of trials exceeded the overall number of included studies.

bY: yes.

cCBT: cognitive behavioral therapy.

dN: no.

eN/A: not applicable, as e-therapy content was not assessed in multiple studies.

fPP: positive psychology.

### Meta-Analysis of E-Therapy Versus Controls

Meta-analytic comparisons were performed to aggregate the effect of e-therapy vs controls on (1) depression and (2) anxiety and stress symptoms at posttreatment and follow-up. GRADE assessments are reported for each comparison, indicating the quality of evidence. All comparisons were based on RCT evidence so they started as high-quality evidence. Across the meta-analyses, limited issues were found in terms of study limitations or publication bias, but some limitations were found for heterogeneity, treatment comparisons, and imprecision. As a result, the level of evidence was downgraded for all comparisons, with the majority demonstrating moderate quality. Comparisons were downgraded one level specifically due to...
significant and considerable $I^2$ statistic indicating marked heterogeneity in the original studies, variability in primary outcome measure, differing control groups, and varied effects based on lower and upper bounds of confidence intervals. One comparison was downgraded 2 levels to low-quality evidence because of additional limitations created by the small number of studies restricting subsequent moderator analyses and variability in follow-up time.

**Effect of E-Therapy on Depression Outcomes**

**Posttreatment and Follow-Up Comparisons**

Overall, 26 treatment arm comparisons (extracted from 22 studies) totaling 7075 participants evaluated posttreatment e-therapy depression outcomes in comparison with a control condition (e-therapy, n=3545; control, n=3530). The pooled SMD presented in Figure 2 signified a small, significant treatment effect in favor of greater depression reductions following e-therapy (SMD 0.38; 95% CI 0.24 to 0.52; $Z=5.78; P<.001$; GRADE=moderate). The NNT was 4.72, indicating that for every 5 patients who received e-therapy, there was one additional beneficial depression outcome compared with if they had received a control condition. Between-study variation was significant, indicating substantial heterogeneity between studies ($I^2=73%$; 95% CI 60% to 82%; $Q=92.30; P<.001$). Furthermore, 16 follow-up treatment arm comparisons (extracted from 13 studies) provided follow-up data on depression outcomes for e-therapies versus control conditions for 5709 participants (e-therapy, n=2850; control, n=2859). There was a small significant pooled SMD in favor of depression outcomes at follow-up compared with controls (Figure 2; SMD 0.25; 95% CI 0.08 to 0.41; $Z=3.23; P=.001$; NNT=7.12; GRADE=moderate). The between-study variation was significant, indicating moderate-to-substantial heterogeneity ($I^2=69%$; 95% CI 48% to 81%; $Q=48.11; P<.001$).

**Figure 2.** Forest plot of post-treatment and follow-up depression outcome effect sizes (ES) for e-therapy versus controls.
Moderator and Sensitivity Analyses
The significant heterogeneity between studies at posttreatment and follow-up was investigated using meta-regression (Table 3) and subgroup moderator analyses (Table 4). Meta-regression analyses found that variations in e-therapy treatment effects were not explained by gender, age, number of sessions, or study quality at posttreatment or follow-up. Although initial depression severity was not significantly associated with effect size at posttreatment, higher levels of depression severity were associated with larger beneficial effects of e-therapy at follow-up. Subgroup analyses showed that variation in posttreatment effect size was associated with the type of control condition (although the effect fell short of significance after accounting for multiple testing). A moderate effect was observed in favor of e-therapy vs wait list controls, whereas the effects for e-therapy compared with placebo conditions and TAU were small. At follow-up, e-therapy effect sizes did not significantly differ according to the control type with e-therapy, showing a small significant beneficial effect compared with placebo and TAU controls and a small nonsignificant effect compared with wait list. Posttreatment and follow-up effects were not significantly affected by the e-therapy type, self-help typology, recruitment setting, focus problem, or analysis method. Substantial significant heterogeneity was evident in approximately half of the subgroups.

Table 3. Meta-regression analyses of effect e-therapy vs controls on depression and anxiety outcomes (posttreatment and follow-up).

<table>
<thead>
<tr>
<th>Time point and outcome, variable</th>
<th>$k^a$</th>
<th>B coefficient</th>
<th>95% CI</th>
<th>SE</th>
<th>$P$ value$^b$</th>
<th>$R^2$ (%)$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Posttreatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial severity</td>
<td>26</td>
<td>0.07</td>
<td>−0.06 to 0.21</td>
<td>0.06</td>
<td>.26</td>
<td>4.15</td>
</tr>
<tr>
<td>Percentage of males</td>
<td>26</td>
<td>-0.01</td>
<td>−0.02 to 0.00</td>
<td>0.01</td>
<td>.09</td>
<td>8.30</td>
</tr>
<tr>
<td>Mean age (years)</td>
<td>26</td>
<td>0.00</td>
<td>−0.02 to 0.01</td>
<td>0.01</td>
<td>.58</td>
<td>0.95</td>
</tr>
<tr>
<td>Mean number of sessions completed</td>
<td>17</td>
<td>0.02</td>
<td>0.00 to 0.05</td>
<td>0.01</td>
<td>.08</td>
<td>10.23</td>
</tr>
<tr>
<td>Risk of bias</td>
<td>26</td>
<td>-0.01</td>
<td>−0.11 to 0.08</td>
<td>0.05</td>
<td>.77</td>
<td>0.28</td>
</tr>
<tr>
<td><strong>Follow-up</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial severity</td>
<td>16</td>
<td>0.25</td>
<td>0.12 to 0.39</td>
<td>0.06</td>
<td>&lt;.001</td>
<td>53.17</td>
</tr>
<tr>
<td>Percentage of males</td>
<td>16</td>
<td>-0.01</td>
<td>−0.03 to 0.01</td>
<td>0.01</td>
<td>.13</td>
<td>11.64</td>
</tr>
<tr>
<td>Mean age (years)</td>
<td>16</td>
<td>0.01</td>
<td>−0.01 to 0.04</td>
<td>0.01</td>
<td>.38</td>
<td>3.88</td>
</tr>
<tr>
<td>Mean number of sessions completed</td>
<td>11</td>
<td>0.01</td>
<td>−0.06 to 0.08</td>
<td>0.03</td>
<td>.78</td>
<td>0.44</td>
</tr>
<tr>
<td>Risk of bias</td>
<td>16</td>
<td>0.02</td>
<td>−0.11 to 0.14</td>
<td>0.06</td>
<td>.78</td>
<td>0.40</td>
</tr>
<tr>
<td><strong>Posttreatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Anxiety$^d$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial severity</td>
<td>17</td>
<td>0.12</td>
<td>−0.07 to 0.31</td>
<td>0.09</td>
<td>.17</td>
<td>8.84</td>
</tr>
<tr>
<td>Percentage of males</td>
<td>17</td>
<td>-0.01</td>
<td>−0.03 to 0.01</td>
<td>0.01</td>
<td>.24</td>
<td>5.85</td>
</tr>
<tr>
<td>Mean age (years)</td>
<td>17</td>
<td>-0.01</td>
<td>−0.03 to 0.01</td>
<td>0.01</td>
<td>.43</td>
<td>3.03</td>
</tr>
<tr>
<td>Mean number of sessions completed</td>
<td>11</td>
<td>0.02</td>
<td>0.00 to 0.05</td>
<td>0.01</td>
<td>.07</td>
<td>23.93</td>
</tr>
<tr>
<td>Risk of bias</td>
<td>17</td>
<td>-0.01</td>
<td>−0.14 to 0.12</td>
<td>0.06</td>
<td>.85</td>
<td>0.18</td>
</tr>
</tbody>
</table>

$^a$k: number of comparisons.

$^b$Alpha threshold Bonferroni adjusted to $P<.01$ for multiple testing.

$^c$Insufficient number of comparisons and limited between-study heterogeneity to warrant moderator analyses of anxiety outcomes at follow-up.

$^d$R$^2$: percentage of variance explained by the moderator.
Table 4. Subgroup analysis of effect e-therapy versus controls on depression outcomes (posttreatment and follow-up).

<table>
<thead>
<tr>
<th>Time point and variable, Subgroup</th>
<th>$k^{a}$</th>
<th>SMD$^{b}$ (Hedges g)$^c$</th>
<th>95% CI</th>
<th>$I^2$ (%)$^d$</th>
<th>$P$ value (between subgroups)$^e$</th>
<th>$R^2$ (%)$^f$</th>
<th>NNT$^g$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Posttreatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Control type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wait list</td>
<td>12</td>
<td>0.54$^h$</td>
<td>0.34 to 0.75</td>
<td>79$^h$ .02</td>
<td></td>
<td>8.00</td>
<td>3.36</td>
</tr>
<tr>
<td>TAU$^i$</td>
<td>7</td>
<td>0.32$^h$</td>
<td>0.06 to 0.58</td>
<td>79$^h$ __</td>
<td></td>
<td>—</td>
<td>5.58</td>
</tr>
<tr>
<td>Placebo</td>
<td>7</td>
<td>0.20$^h$</td>
<td>0.06 to 0.34</td>
<td>2    __</td>
<td></td>
<td>—</td>
<td>8.89</td>
</tr>
<tr>
<td><strong>E-therapy type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MoodGYM</td>
<td>14</td>
<td>0.29$^h$</td>
<td>0.15 to 0.43</td>
<td>57$^h$ .30</td>
<td></td>
<td>3.94</td>
<td>6.15</td>
</tr>
<tr>
<td>Beating the Blues</td>
<td>5</td>
<td>0.55$^b$</td>
<td>0.00 to 1.10</td>
<td>89$^h$ __</td>
<td></td>
<td>—</td>
<td>3.30</td>
</tr>
<tr>
<td>Headspace</td>
<td>3</td>
<td>0.36$^h$</td>
<td>0.22 to 0.49</td>
<td>0    __</td>
<td></td>
<td>—</td>
<td>4.97</td>
</tr>
<tr>
<td>Other</td>
<td>4</td>
<td>0.50$^h$</td>
<td>0.32 to 0.68</td>
<td>2    __</td>
<td></td>
<td>—</td>
<td>3.61</td>
</tr>
<tr>
<td><strong>Self-help typology</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-administered</td>
<td>8</td>
<td>0.30$^h$</td>
<td>0.15 to 0.45</td>
<td>65$^h$ .08</td>
<td></td>
<td>5.87</td>
<td>5.95</td>
</tr>
<tr>
<td>Predominantly self-help</td>
<td>14</td>
<td>0.39$^h$</td>
<td>0.16 to 0.62</td>
<td>76$^h$ __</td>
<td></td>
<td>—</td>
<td>4.60</td>
</tr>
<tr>
<td>Minimal contact</td>
<td>3</td>
<td>0.53$^h$</td>
<td>0.39 to 0.67</td>
<td>0    __</td>
<td></td>
<td>—</td>
<td>3.42</td>
</tr>
<tr>
<td>Predominantly therapist delivered</td>
<td>1$^k$</td>
<td>0.61</td>
<td>__</td>
<td>__</td>
<td></td>
<td>__</td>
<td>2.95</td>
</tr>
<tr>
<td><strong>Setting</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td>12</td>
<td>0.39$^h$</td>
<td>0.22 to 0.57</td>
<td>68$^h$ .91</td>
<td></td>
<td>0.01</td>
<td>4.60</td>
</tr>
<tr>
<td>Community</td>
<td>14</td>
<td>0.38$^h$</td>
<td>0.18 to 0.58</td>
<td>76$^h$ __</td>
<td></td>
<td>—</td>
<td>4.72</td>
</tr>
<tr>
<td><strong>Focus problem</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>12</td>
<td>0.39$^h$</td>
<td>0.13 to 0.64</td>
<td>84$^h$ .74</td>
<td></td>
<td>0.79</td>
<td>4.60</td>
</tr>
<tr>
<td>Anxiety or stress</td>
<td>3</td>
<td>0.38$^h$</td>
<td>0.25 to 0.52</td>
<td>0    __</td>
<td></td>
<td>—</td>
<td>4.72</td>
</tr>
<tr>
<td>Both</td>
<td>7</td>
<td>0.47$^h$</td>
<td>0.29 to 0.65</td>
<td>0    __</td>
<td></td>
<td>—</td>
<td>3.84</td>
</tr>
<tr>
<td><strong>Analysis method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITT$^l$</td>
<td>9</td>
<td>0.39$^h$</td>
<td>0.24 to 0.54</td>
<td>76$^h$ .50</td>
<td></td>
<td>0.49</td>
<td>4.60</td>
</tr>
<tr>
<td>Completers</td>
<td>3</td>
<td>0.33$^h$</td>
<td>0.21 to 0.44</td>
<td>0    __</td>
<td></td>
<td>—</td>
<td>5.42</td>
</tr>
<tr>
<td><strong>Follow-up</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Control type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wait list</td>
<td>4</td>
<td>0.29</td>
<td>−0.15 to 0.73</td>
<td>71$^h$ .75</td>
<td></td>
<td>1.19</td>
<td>6.15</td>
</tr>
<tr>
<td>TAU</td>
<td>7</td>
<td>0.29$^h$</td>
<td>0.03 to 0.54</td>
<td>79$^h$ __</td>
<td></td>
<td>—</td>
<td>6.15</td>
</tr>
<tr>
<td>Time point and variable, Subgroup</td>
<td>$k^a$</td>
<td>SMD$^b$ (Hedges $g^c$)</td>
<td>95% CI</td>
<td>$I^2$ (%)$^d$</td>
<td>$P$ value (between subgroups)$^e$</td>
<td>$R^2$ (%)$^f$</td>
<td>NNT$^g$</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>------</td>
<td>-------------------------</td>
<td>--------</td>
<td>---------------</td>
<td>-------------------------------</td>
<td>---------------</td>
<td>---------</td>
</tr>
<tr>
<td>Placebo</td>
<td>5</td>
<td>0.18$^h$</td>
<td>0.00 to 0.36</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>9.87</td>
</tr>
<tr>
<td><strong>E-therapy type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MoodGYM</td>
<td>9</td>
<td>0.21</td>
<td>−0.01 to 0.43</td>
<td>73$^h$</td>
<td>.79</td>
<td>0.96</td>
<td>8.47</td>
</tr>
<tr>
<td>Beating the Blues</td>
<td>4</td>
<td>0.31</td>
<td>−0.03 to 0.64</td>
<td>73$^h$</td>
<td>—</td>
<td>—</td>
<td>5.76</td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
<td>0.32$^h$</td>
<td>0.05 to 0.59</td>
<td>51</td>
<td>—</td>
<td>—</td>
<td>5.58</td>
</tr>
<tr>
<td><strong>Self-help typology</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-administered</td>
<td>4</td>
<td>0.16</td>
<td>−0.10 to 0.41</td>
<td>80$^h$</td>
<td>.46</td>
<td>1.29</td>
<td>11.10</td>
</tr>
<tr>
<td>Predominantly self-help</td>
<td>10</td>
<td>0.29$^h$</td>
<td>0.07 to 0.51</td>
<td>65$^h$</td>
<td>—</td>
<td>—</td>
<td>6.15</td>
</tr>
<tr>
<td>Minimal contact</td>
<td>1$^k$</td>
<td>0.04</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>44.32</td>
</tr>
<tr>
<td>Predominantly therapist delivered</td>
<td>1$^k$</td>
<td>0.56</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.25</td>
</tr>
<tr>
<td><strong>Setting</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td>10</td>
<td>0.33$^h$</td>
<td>0.09 to 0.57</td>
<td>77$^h$</td>
<td>.13</td>
<td>4.68</td>
<td>5.42</td>
</tr>
<tr>
<td>Community</td>
<td>6</td>
<td>0.14$^h$</td>
<td>0.07 to 0.21</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>12.68</td>
</tr>
<tr>
<td><strong>Focus problem</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>10</td>
<td>0.22</td>
<td>−0.01 to 0.46</td>
<td>77$^h$</td>
<td>.07</td>
<td>7.42</td>
<td>8.08</td>
</tr>
<tr>
<td>Anxiety or stress</td>
<td>1$^k$</td>
<td>0.15</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>11.83</td>
</tr>
<tr>
<td>Both</td>
<td>3</td>
<td>0.49$^h$</td>
<td>0.32 to 0.66</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>3.69</td>
</tr>
<tr>
<td><strong>Analysis method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITT</td>
<td>3</td>
<td>0.27$^h$</td>
<td>0.09 to 0.45</td>
<td>71$^h$</td>
<td>—</td>
<td>—</td>
<td>6.60</td>
</tr>
<tr>
<td>Completers</td>
<td>1$^k$</td>
<td>0.17</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>10.45</td>
</tr>
</tbody>
</table>

$^a$k: number of comparisons.

$^b$SMD: standardized mean difference.

$^c$Positive effect size indicates in favor of e-therapy.

$^d$Significance of associated $Q$ statistic.

$^e$Alpha threshold Bonferroni adjusted to $P<.01$ for multiple testing.

$^f$R$^2$: percentage of variance explained by moderator.

$^g$NNT: number needed to treat.

$^h$Significant at $P<.05$.

$^i$TAU: treatment as usual.

$^j$One between-groups $P$ value and R$^2$ value are provided for each subgroup comparison, reported on the row of the first subgroup category.

$^k$Where there is only one comparison within a subgroup, 95% confidence intervals and $I^2$ values are not reported.

$^l$ITT: intention to treat.

Sensitivity analyses explored the impact of the extreme outliers and length of follow-up on the pooled depression effect sizes. Although the removal of outlier effects resulted in a slight reduction in the effect of e-therapy on depression from 0.38 to 0.34 at posttreatment and from 0.25 to 0.22 at follow-up, outcomes still indicated small, significant benefits of e-therapy compared with controls. E-therapy demonstrated a small, beneficial effect compared with controls at short-term and medium-term follow-up, which diminished at long-term follow-up.
follow-up. The full sensitivity analysis results are reported in Multimedia Appendix 4.

Assessment of Publication Bias
Visual inspection of the posttreatment funnel plot (Figure 3) suggested that there was some asymmetry in the distribution of studies, indicating that the smaller included studies were more likely to report larger effects for e-therapy interventions. Trim and fill imputed missing data to represent 4 smaller studies with effects more in favor of controls, producing a slightly reduced adjusted effect size in favor of e-therapy (SMD 0.31; 95% CI 0.15 to 0.46). Statistical testing of publication bias using Egger’s regression did not detect significant asymmetry in the study distribution for posttreatment outcomes (B=−0.15; t_{25}=1.49; P=.15). Assessment of study distribution for follow-up depression outcomes also did not detect a significant influence of publication bias (B=0.31; t_{15}=1.34; P=.20). Taken together, the multiple assessments of publication bias suggest a minimal-to-small influence of bias on the overall e-therapy treatment effect for depression outcomes.

Figure 3. Funnel plot for distribution of studies reporting e-therapy versus controls post-treatment depression outcomes.

Effect of E-Therapy on Anxiety and Stress Outcomes
Posttreatment and Follow-Up Comparisons
Overall, 17 treatment arm comparisons (extracted from 16 studies) totaling 4863 participants evaluated posttreatment e-therapy anxiety and stress outcomes alongside a control condition (e-therapy, n=2443; control, n=2420). The pooled SMD presented in Figure 4 signified a small-to-moderate, significant treatment effect in favor of greater anxiety reductions following e-therapy (SMD=0.43; 95% CI 0.24 to 0.63; Z=4.63; P<.001; GRADE=moderate). The NNT was 4.18, indicating that for approximately every 4 patients who received e-therapy, there was one additional beneficial anxiety and stress outcome compared with if they had received a control condition. The between-study variation was significant, indicating substantial heterogeneity (I^2=73% [95% CI 56% to 83%]; Q=59.13; P<.001). Furthermore, 10 studies provided follow-up data on anxiety and stress outcomes for e-therapies vs control conditions for 3983 participants (e-therapy, n=2000; control, n=1983). At follow-up, there was a small, significant pooled SMD in favor of e-therapy compared with controls (Figure 4; SMD=0.23; 95% CI 0.17 to 0.29; Z=8.30; P<.001; NNT=7.74; GRADE=low). The between-study variation was minimal and not significant (I^2=0% [95% CI 0% to 46%]; Q=6.31; P=.71).
Moderator and Sensitivity Analyses

The significant heterogeneity between studies at posttreatment was investigated with meta-regression (Table 3) and subgroup moderator analyses. Minimal heterogeneity and an insufficient number of studies (k<10) negated the need for moderator analysis of follow-up effects. Meta-regression analyses found variations in e-therapy posttreatment anxiety and stress effects were not explained by initial severity, gender, age, number of sessions, or study quality. Subgroup analyses showed that posttreatment effect sizes for anxiety and stress symptoms did not significantly differ for different control conditions. However, e-therapy vs wait list produced a moderate, significant effect compared with the small effects observed for TAU and placebo controls (placebo effect not significant). Posttreatment effects were not significantly affected by the e-therapy type, recruitment setting, focus problem, or analysis method. Self-help typology indicated larger effects were observed for therapies with greater therapist involvement (P=.02); however, the effect did not remain significant when applying a Bonferroni correction. Substantial significant heterogeneity was evident in about a quarter of the subgroups.

Sensitivity analyses explored the impact of extreme outliers and length of follow-up on the pooled anxiety and stress effect sizes. Although the removal of outlier effects resulted in a slight reduction in the e-therapy treatment effect on anxiety from 0.43 to 0.37 at posttreatment and from 0.23 to 0.22 at follow-up, the outcomes still indicated small, significant benefits of e-therapy compared with controls. E-therapy demonstrated a small, beneficial effect compared with controls at both short-term and medium-term follow-up (insufficient studies of long-term follow-up were available). The full sensitivity analysis results are reported in Multimedia Appendix 4.

The significant heterogeneity between studies at posttreatment was investigated with subgroup moderator analyses (Table 5)
Table 5. Subgroup analysis of effect e-therapy versus controls on anxiety and stress outcomes (posttreatment).

<table>
<thead>
<tr>
<th>Time point and variable, Subgroup</th>
<th>k</th>
<th>SMD$^c$ (Hedges $g$)$^d$</th>
<th>95% CI</th>
<th>$I^2$ (%)$^e$</th>
<th>$P$ value (between subgroups)$^f$</th>
<th>$R^2$ (%)$^g$</th>
<th>NNT$^h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posttreatment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control type</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wait list</td>
<td>9</td>
<td>0.55$^i$</td>
<td>0.24 to 0.86</td>
<td>84$^i$</td>
<td>.41</td>
<td>2.99</td>
<td>3.04</td>
</tr>
<tr>
<td>TAU$^j$</td>
<td>3</td>
<td>0.40$^i$</td>
<td>0.35 to 0.45</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>4.49</td>
</tr>
<tr>
<td>Placebo</td>
<td>5</td>
<td>0.26</td>
<td>-0.02 to 0.55</td>
<td>28</td>
<td>—</td>
<td>—</td>
<td>6.86</td>
</tr>
<tr>
<td>E-therapy type</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MoodGYM</td>
<td>7</td>
<td>0.44$^i$</td>
<td>0.01 to 0.86</td>
<td>80$^i$</td>
<td>.86</td>
<td>0.50</td>
<td>4.09</td>
</tr>
<tr>
<td>Beating the Blues</td>
<td>3</td>
<td>0.40$^i$</td>
<td>0.35 to 0.45</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>4.49</td>
</tr>
<tr>
<td>Other</td>
<td>7</td>
<td>0.46$^i$</td>
<td>0.24 to 0.68</td>
<td>61$^i$</td>
<td>—</td>
<td>—</td>
<td>3.92</td>
</tr>
<tr>
<td>Self-help typology</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-administered</td>
<td>4</td>
<td>0.23$^i$</td>
<td>0.09 to 0.36</td>
<td>8</td>
<td>.02</td>
<td>13.38</td>
<td>7.74</td>
</tr>
<tr>
<td>Predominantly self-help</td>
<td>8</td>
<td>0.47$^i$</td>
<td>0.11 to 0.83</td>
<td>74$^i$</td>
<td>—</td>
<td>—</td>
<td>3.84</td>
</tr>
<tr>
<td>Minimal contact</td>
<td>5</td>
<td>0.60$^i$</td>
<td>0.36 to 0.83</td>
<td>45</td>
<td>—</td>
<td>—</td>
<td>3.04</td>
</tr>
<tr>
<td>Predominantly therapist delivered</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Setting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td>8</td>
<td>0.44$^i$</td>
<td>0.33 to 0.54</td>
<td>0</td>
<td>.99</td>
<td>0.00</td>
<td>4.09</td>
</tr>
<tr>
<td>Community</td>
<td>9</td>
<td>0.44$^i$</td>
<td>0.10 to 0.78</td>
<td>84$^i$</td>
<td>—</td>
<td>—</td>
<td>4.09</td>
</tr>
<tr>
<td>Focus problem</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>3</td>
<td>0.49$^i$</td>
<td>0.05 to 0.93</td>
<td>88$^i$</td>
<td>.85</td>
<td>0.82</td>
<td>3.69</td>
</tr>
<tr>
<td>Anxiety or stress</td>
<td>5</td>
<td>0.44$^i$</td>
<td>0.27 to 0.62</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>4.09</td>
</tr>
<tr>
<td>Anxiety or depression</td>
<td>7</td>
<td>0.58$^i$</td>
<td>0.14 to 1.02</td>
<td>70$^i$</td>
<td>—</td>
<td>—</td>
<td>3.14</td>
</tr>
<tr>
<td>Analysis method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITT$^m$</td>
<td>7</td>
<td>0.47$^i$</td>
<td>0.27 to 0.68</td>
<td>75$^i$</td>
<td>.06</td>
<td>5.76</td>
<td>3.84</td>
</tr>
<tr>
<td>Completers</td>
<td>2</td>
<td>0.18</td>
<td>-0.05 to 0.42</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>9.87</td>
</tr>
</tbody>
</table>

$^a$Insufficient number of comparisons and limited between-study heterogeneity to warrant moderator analyses of anxiety outcomes at follow-up.

$^b$k: number of comparisons.

$^c$SMD: standardized mean difference.

$^d$Positive effect size indicates in favor of e-therapy.

$^e$Significance of associated $Q$ statistic.

$^f$Alpha threshold Bonferroni adjusted to $P<.01$ for multiple testing.

$^g$R$^2$: percentage of variance explained by moderator.

$^h$NNT: number needed to treat.

$^i$Significant at $P<.05$.

$^j$TAU: treatment as usual.

$^k$One between-groups $P$ value and $R^2$ value are provided for each subgroup comparison, reported on the row of the first subgroup category.

$^l$Where there are no comparisons within a subgroup, SMD, 95% confidence intervals and $I^2$ values are not reported.

$^m$ITT: intention to treat.
Assessment of Publication Bias

Visual inspection of the funnel plot in Figure 5 suggested that there was some asymmetry in the distribution of studies reporting posttreatment anxiety and stress outcomes. However, the trim and fill imputation did not impute any missing data in relation to smaller studies in favor of controls or minimal differences between groups producing an adjusted effect size identical to the initial pooled SMD. The Egger regression failed to detect sufficient asymmetry in the study distribution of posttreatment anxiety and stress outcomes (B=-0.35; t_{16}=1.82; P=.09). Taken together, the multiple assessments of publication bias imply a minimal-to-small influence of reporting bias on the overall e-therapy treatment effect for anxiety and stress outcomes. There were insufficient studies (k<10) to enable accurate assessment of publication bias on comparisons of follow-up anxiety and stress outcomes.

Figure 5. Funnel plot for distribution of studies reporting e-therapy versus controls post-treatment anxiety/stress outcomes.

Discussion

Principal Findings

This study has been the first attempt to assess the breadth and quality of the evidence base for NHS-recommended e-therapies and to quantify the efficacy of this health technology through a meta-analysis of the clinical trial evidence base. Only 15% (7/48) of the NHS-recommended e-therapies had eligible RCT studies underpinning their clinical evaluation. Of the 7 e-therapies with RCT evidence, 2 contributed a single RCT study to the meta-analysis, and there was poor and variable reporting of version numbers across studies. These findings are at odds with the philosophy of evidenced-based practice, whereby clinical guidelines are underpinned by gold standard evidence of efficacy. Overall, however, the available good quality evidence shows that the e-therapies tested do benefit adult participants in better managing anxiety, stress and depression compared with controls, and this appears to be a durable effect in the short to medium term. The magnitude of the e-therapy treatment effects found here mirrors the effect sizes seen in the overall LI intervention evidence base (g=0.2-0.5) [5]. The NNT analysis suggests that for every 5 patients treated with an e-therapy, one has a good outcome. The acceptability and efficacy of the e-therapies without RCT evidence (ie, 85%, 41/48) of those actually recommended for use in the NHS) remains open to question. It would be premature to clinically champion any single e-therapy as being the most effective.
effective at this point in time. MoodGYM has been exposed to most evaluation and scrutiny, but it was unclear whether differing versions were being tested.

The acceptability of e-therapies can be called into question because of the higher dropout rates compared with controls reported here. Criticisms of LI psychological interventions, and e-therapies in particular, have been previously made concerning their high dropout rates being an index for poor patient acceptability, because of the low therapist contact and time approach [13,16,57,58]. Dropout rates may also have been influenced by multiple (unmeasured) factors such as the poor face validity of the CBT theoretical approach [59], low readiness to change, poor attitudes to the delivery of eHealth [60], and the usability or characteristics of the web or app design itself [61,62]. Ongoing issues with poor acceptability will remain an obstacle in the commissioning and delivery of e-therapies as frontline LI psychological interventions. Clearly, the clinical utility of any e-therapies needs to be considered in a matrix of cost, safety, acceptability, feasibility, and efficacy evidence [63].

Comparison of study characteristics highlighted noteworthy commonalities and differences across and between e-therapies. First, 5 of the 7 e-therapies evaluated were based on CBT (one other was based on CBT alongside other approaches). This mirrors that LI interventions as a whole tend to be based and focused on variants of CBT [64]. Recent innovations in e-therapies have included acceptance and commitment therapy [65], interpersonal psychotherapy [66], mindfulness [67], and psychodynamic psychotherapy [68]. Second, 6 of the 7 e-therapies were web based, so the clinical utility of smartphone-based app delivery of NHS-recommended e-therapies has not been appropriately empirically evaluated.

Variations in e-therapy treatment effects were explored with moderator analyses, as a previous individual participant meta-analysis of e-therapies for depression found few significant moderators [13]. Significantly larger e-therapy effects were apparent when compared with wait list controls (for posttreatment depression outcomes), for patients with greater baseline severity (for follow-up depression outcomes), and when there was a greater amount of therapist input (for end of treatment anxiety and stress outcomes). However, the effects of control type and amount of therapist input did not remain significant after accounting for multiple testing, so caution should be taken with any conclusions. Larger wait list comparison effects are commonly observed in psychotherapy trials and when taken in isolation can lead to overestimated treatment effects [69]. E-therapy effects shrunk as the activeness of comparators increased. In this review, baseline severity was only a significant moderator at follow-up. Greater e-therapy benefits for higher baseline depression severity have previously been shown to predict better outcomes for internet-based CBT [70]. The trend for e-therapies with a greater amount of therapist input generating better outcomes has been widely reported [71-73]. It is worth noting that e-therapy typologies in this meta-analysis emphasized some therapist contact, but that contact time was still relatively brief because of the LI approach. Furthermore, 75% (18/24 studies of 4 different apps) had less than 30 min of real-time person-to-person support. The efficacy of LI interventions appears to be better enabled when supported by even brief interpersonal contact [72,73].

Limitations
This review has several limitations, which also highlight how the e-therapy evidence base could be further developed. First, although the included studies were restricted to high-quality RCT evidence, the GRADE approach highlighted issues with inconsistency across results, treatment comparisons, and some imprecision resulting in meta-analytic comparisons of moderate-to-low quality. Second, there are limitations concerning the generalizability of the findings. This review was limited to the treatment of depression, anxiety, and stress with e-therapies and so cannot comment on applicability to other clinical presentations. Services in the United Kingdom use the NICE guidelines to organize the delivery of treatments for anxiety and depression via stepped-care principles. Therefore, the generalizability of results from this meta-analysis is less applicable for different approaches to mental health delivery, for example, via stratified care [74]. The inclusion of only those e-therapies recommended by the NHS excluded those e-therapies very similar in technical format and content.

Third, there were some methodological weaknesses that may have introduced bias, and the conclusions should be treated with caution. The lack of formal screening and selection of articles by a second reviewer is a major limitation that may have led to bias in terms of which studies were selected for inclusion and therefore influenced the results. Similarly, the quality ratings of the studies were made by raters that were not independent from the meta-analysis, and levels of agreement were not optimal [75]. In addition, restrictions in the search strategy may have missed eligible studies or excluded studies evaluating an NHS e-therapy for other clinical presentations or outcomes [76]. Given that eHealth is a rapidly expanding area that makes reviews outdated relatively quickly, the duration since the final searches were conducted (April 2019) means there will undoubtedly be additional relevant e-therapy trials now available. Since the final searches, trials of 3 NHS e-therapies (all with existing trial evidence) have been published; an RCT of SilverCloud used in IAPT [77], evaluations of MoodGYM [78], and Headspace in student samples [79,80].

Finally, synthesis and analysis were restricted by the data from the available studies. The number of trials conducted was small, and thus restricted the power and range of possible moderator analyses. The original studies had the common methodological flaws of limited diagnostic assessments of participants, inconsistent reporting of e-therapy version numbers, overuse of self-reported measures rather than independent assessment, lack of reporting of adverse event rates [63], lack of measures of e-therapy adherence, and lack of true long-term follow-up. The frequent use of passive controls risked inflating treatment effect sizes in meta-analyses [81], and there were insufficient active comparators to establish efficacy of e-therapies vs other therapies. There was no standard definition of dropout or treatment completion across the studies, and therefore, we were forced to adopt the definition used by each study. It is acknowledged that dropout is a limited proxy for acceptability.
and that wider indices of acceptability also include understanding barriers to e-therapy engagement.

**Research and Service Implications**

Finding studies relating to a specific e-therapy by searching for its name in academic databases proved difficult. This was because before commercialization, many e-therapy platforms were known by their initial project name and not their eventual product name. A solution to this problem would be to ensure that e-therapy developers and researchers register their software on a public database with a unique identifier to be referenced in any subsequent publications. Trials of e-therapies should also be reported according to the CONSORT-EHEALTH checklist [56], and the e-therapy version should be indicated using semantic versioning to clarify whether the e-therapy program being evaluated has been updated (ie, reporting the major, minor, and patch version [eg, version 2.1.1]).

Several e-therapies included in this review were developed to be available without clinical support or guidance (eg, MoodGYM and Headspace). Given that e-therapies outperform controls (with moderate effects compared with wait list), e-therapies may offer particular promise as a waitlist intervention. Although unguided e-therapy may be beneficial to patients waiting for face-to-face psychological interventions, the trend observed in this review and findings from previous studies imply that some clinician involvement is important for ensuring good outcomes if an e-therapy is the sole intervention [72,73]. The manner in which e-therapies can be effectively blended with face-to-face psychological therapies is currently poorly understood and demands more research. Studies also need to be conducted on the utility of e-therapies as wait list interventions.

Given the recent availability of differing theoretical approaches, patient choice for e-therapy can now be offered and researched. Treatment completion rates need to be consistently reported, and trials adopt the ITT approach to reduce biasing treatment effects. Consistent reporting of safety issues (eg, via untoward incident rates) is needed for e-therapies. Health economic evaluations that are embedded in clinical trials need to be increased. A dropout meta-analysis (with independent study quality ratings of all studies using the latest version of the Cochrane risk of bias tool) of this evidence base is now also indicated to better index e-therapy acceptability issues [83]. Little is known about why patients' drop out of e-therapies, and qualitative investigations would be useful here. Treatment adherence (ie, how much time is spent and how many modules of eHealth are completed by participants) needs to be more consistently reported. The role of moderating factors of treatment outcome in e-therapies needs to be better researched, particularly the role of variables such as blended vs pure e-therapy approaches, time spent on the app, and theoretical approach. E-therapies potentially still play an important role in clinical services, regardless of the organizational system used to coordinate delivery of care [84], particularly when the approach has been well evaluated.

**Conclusions**

In this meta-analysis of gold standard clinical trials, e-therapies have been found to be efficacious as LI psychological interventions that produce small beneficial effects for adults with depression, anxiety, and stress compared with controls. However, only a relatively small proportion of NHS-recommended e-therapies had been subjected to such gold standard evaluation. Although these conclusions should be considered in light of the methodological limitations, the targeted nature of this review to NHS-recommended e-therapies still has relevance to the global field of e-therapies. This is particularly through highlighting the need to consistently integrate high quality and controlled evaluation into the technological development of e-therapies. This is to ensure eventual safe and evidence-based e-therapy practice in routine clinical services. Technological development and scrupulous evaluation of e-therapies need to be conducted in parallel and considered in equipoise.
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Abstract

Background: Although both disaster management and disaster medicine have been used for decades, their efficiency and effectiveness have been far from perfect. One reason could be the lack of systematic utilization of modern technologies, such as eHealth, in their operations. To address this issue, researchers’ efforts have led to the emergence of the disaster eHealth (DEH) field. DEH’s main objective is to systematically integrate eHealth technologies for health care purposes within the disaster management cycle (DMC).

Objective: This study aims to identify, map, and define the scope of DEH as a new area of research at the intersection of disaster management, emergency medicine, and eHealth.

Methods: An extensive scoping review using published materials was carried out in the areas of disaster management, disaster medicine, and eHealth to identify the scope of DEH. This review procedure was iterative and conducted in multiple scientific databases in 2 rounds, one using controlled indexed terms and the other using similar uncontrolled terms. In both rounds, the publications ranged from 1990 to 2016, and all the appropriate research studies discovered were considered, regardless of their research design, methodology, and quality. Information extracted from both rounds was thematically analyzed to define the DEH scope, and the results were evaluated by the field experts through a Delphi method.

Results: In both rounds of the research, searching for eHealth applications within DMC yielded 404 relevant studies that showed eHealth applications in different disaster types and disaster phases. These applications varied with respect to the eHealth technology types, functions, services, and stakeholders. The results led to the identification of the scope of DEH, including eHealth technologies and their applications, services, and future developments that are applicable to disasters as well as to related stakeholders. Reference to the elements of the DEH scope indicates what, when, and how current eHealth technologies can be used in the DMC.

Conclusions: Comprehensive data gathering from multiple databases offered a grounded method to define the DEH scope. This scope comprises concepts related to DEH and the boundaries that define it. The scope identifies the eHealth technologies relevant to DEH and the functions and services that can be provided by these technologies. In addition, the scope tells us which groups can use the provided services and functions and in which disaster types or phases. DEH approaches could potentially improve the response to health care demands before, during, and after disasters. DEH takes advantage of eHealth technologies to facilitate DMC tasks and activities, enhance their efficiency and effectiveness, and enhance health care delivery and provide more quality health care services to the wider population regardless of their geographical location or even disaster types and phases.
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Introduction

Disasters are destructive events that threaten public health and the environment and disrupt and/or impede normal operations. They also impose considerable pressure on health care systems. The source of disasters can be natural or the result of human actions (eg, fires and terrorist attacks) [1]. Disease epidemics can also be seen as disasters, albeit over a longer time scale.
rather than a point event, killing thousands of people or making them homeless, destroying health infrastructure, and disrupting public and commercial services. Data from the Centre for Research on the Epidemiology of Disasters (CRED) [2] show that the severity and complexity (damage to life and property) of disasters have grown exponentially over recent decades. In 2018, 331 natural disasters were identified; these caused 14,854 deaths, affected a further 81,143,283 and cost US $130,655,327,000.

Disaster management and disaster medicine are complementary disciplines that can significantly reduce the harmful effects of disasters. Disaster management conveniently encompasses 4 phases: mitigation, preparedness, response, and recovery [3]. Addressing issues arising in these phases requires good collaboration among different governmental and nongovernmental organizations and disaster medicine groups. However, both disaster management and disaster medicine operations are frequently far from perfect and have a long list of failures [4]. In some cases, disaster medicine groups have poor communication with disaster management organizations; in this regard [5], claims emergency management and the health sectors are natural allies that have, seemingly, only recently begun to recognize each other. According to the reviewed literature, some major contributions to this issue are as follows:

1. Disaster management and disaster medicine have different roots, development, and priorities [6]. Therefore, coordination and communication between them in disasters are often missing, which leads to delayed, substandard, improper, or sometimes no care.
2. Although both areas emerged to work side by side, they sometimes fail to share their tools and personnel and have not collaborated smoothly in preparing for and responding to mass emergencies.
3. Neither disaster medicine nor disaster management routinely uses information or modern eHealth technologies [6].

Therefore, there is a pressing need for efficient disaster management and emergency medicine to mitigate human pain and suffering and the overall impact of disasters [1]. These issues are the reasons that renewed interest in this field has appeared and necessitates more research.

Despite the growth of information technology capacities and services (eg, new communication technologies, ubiquitous computing, the internet, and advanced smart devices [7]) in mainstream health care, their applications in disaster management and disaster medicine fields are currently limited. However, they offer great potential for improving efficiency and effectiveness in disaster situations, especially when eHealth technologies are integrated and applied systematically throughout the disaster management cycle (DMC) [7] to improve disaster health planning before, response, during, and recovery after disasters. To achieve this goal, the domain of disaster eHealth (DEH) has been proposed in the study by Norris et al on 2015 [6] at the intersection of disaster management, disaster medicine, and eHealth fields (Figure 1). The definitions of these terms are provided in Textbox 1.

DEH is an emerging field that was introduced earlier in the study by Norris et al [6]. In that research, besides the definition of DEH, its vision was defined. However, as DEH has not yet been generally acknowledged, profiling and defining the field and its scope and assessing the role of eHealth technologies in each phase of disasters are important. Therefore, the aim of this study is to define the scope of DEH rather than providing detailed analysis and reviewing the literature related to the field of DEH.

DEH can be seen as a model telling us what, when, and how current eHealth technologies can be used in the DMC. These technologies include not only those used in established eHealth practices but also those recently made available by the rapid development in mobile and sensor technologies.

Figure 1. Disaster eHealth and its components.
Disaster eHealth and the definition of its components.

- Disaster eHealth: the application of information and eHealth technologies in a disaster situation to restore and maintain the health of individuals to their predisaster levels.
- Disaster management: the coordination and integration of all activities necessary to build, sustain, and improve the capabilities to prepare for, respond to, recover from, or mitigate against threatened or actual disasters or emergencies, regardless of cause [8].
- Disaster medicine: a system of study and medical practice associated primarily with the disciplines of emergency medicine and public health [9].
- eHealth: the cost-effective and secure use of information and communications technology in support of health and health-related fields, including health care services, health surveillance, health literature, and health education, knowledge, and research [10].

Methods

Study Design

To undertake this research, a rigorous scoping study was conducted based on the framework of Arksey and O’Malley.

Figure 2. The scoping study framework for disaster eHealth.
This research is limited to publications from 1990 to 2016. This scoping study was undertaken in 2 complementary rounds: uncontrolled and controlled search. The uncontrolled search was commenced in multiple databases using free-text terms rather than indexed terms. This approach uses a search engine to identify documents of interest based on terms occurring in the papers’ titles, abstracts, or main bodies. This allowed us to extensively and fully explore the area and extract a broad range of articles to define the scope of DEH. However, to improve the accuracy of free-text search and to decrease the potential searching bias or missing data in the search, a controlled search was employed [13]. In this method, keywords were selected from an existing list of index terms on which articles are indexed. The method is used in particular databases, such as MeSH in PubMed and Controlled Indexing in IEEE Xplore. A sample list of searched terms and queries in both research procedures is provided in Table 1.

Table 1. A sample of search terms and queries.

<table>
<thead>
<tr>
<th>Searching terms</th>
<th>Uncontrolled search</th>
<th>Controlled search</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Search terms</strong></td>
<td>disaster management</td>
<td>disaster</td>
</tr>
<tr>
<td></td>
<td>disaster</td>
<td>medical informatics</td>
</tr>
<tr>
<td></td>
<td>disaster medicine</td>
<td>disaster medicine</td>
</tr>
<tr>
<td></td>
<td>e*health</td>
<td>emergency management</td>
</tr>
<tr>
<td><strong>Search queries</strong></td>
<td>(ehealth OR e-health OR e*health) AND disaster</td>
<td>(“Disasters”[Mesh]) AND “Medical Informatics”[Mesh])</td>
</tr>
<tr>
<td></td>
<td>(ehealth OR e-health OR e*health) AND “disaster medicine”</td>
<td>“INSPEC Controlled Terms”: emergency management AND “INSPEC Controlled Terms”:disaster</td>
</tr>
</tbody>
</table>

**Inclusion and Exclusion Criteria**

Both search procedures were iterative and captured relevant articles regardless of their research design, methodology, and quality (recommended by Valaitis et al [14]). The selected articles were in the English language and explicitly referred to eHealth technologies and their applications in disaster management and/or disaster medicine. The examined databases, the overall flow of study selection, and inclusion and exclusion criteria for the uncontrolled and controlled search are depicted in Figure 3.

**Figure 3.** Controlled and uncontrolled searching steps. CINAHL: Cumulative Index to Nursing and Allied Health Literature; EBSCO: Elton B Stephens Company.
In the uncontrolled search to facilitate the preliminary eligibility examination phase, Pareto analysis was used to exclude a larger number of articles in a shorter time without affecting the quality of the results. Pareto analysis is a well-established statistical technique in the business and management field known as 80/20 rule, that is, 20% of the major tasks and activities can generate 80% of the benefit of doing the entire job [15]. This method helped the researcher, instead of dealing with all the studies, to focus on those that had the most significant impact on the research output. Pareto analysis was performed based on the number of technology types used in DMC for health care purposes in each year, called technology saturation. The rationale for technology selection in Pareto analysis is rooted in the rapid technological revolution or advancement in the field of computation.

By following the Pareto formula [15,16], only articles after 2006 were included for review. The Pareto analysis diagram is depicted in Figure 4.

Data Analysis Method
After selecting the studies for the in-depth review, in controlled and uncontrolled rounds, their full text was added to EndNote (Web of Science Group) [17] and NVivo (QSR International) [18] databases for qualitative analysis, summarizing, and drawing conclusions. Thematic analysis [19] and content analysis [20] were used to interpret different aspects of each study and identify the main themes. The analysis mainly intended to identify the important features related to this research and categorizing the findings into different thematic groups. These themes were inductively derived from the data for which we first familiarized ourselves with the data sample by reading a number of articles. Each created theme consisted of information that concentrated on or covered a particular aspect related to eHealth in disaster management or disaster medicine. The themes included potential technologies and their functions, attributes, stakeholders, and other related concepts.

On each theme, a conventional content analysis was performed to interpret the findings of the theme. The analyses identify the opinions and general trends in eHealth adoptions and applications within disaster management and disaster medicine fields. Finally, the Delphi method was conducted in 2 rounds in which the fields ‘experts evaluated the initial DEH scope. The results of this evaluation are reflected in the reported DEH scope in this paper.

Results
Disaster Types and Phases in DEH
Identification of disaster type is necessary to select appropriate approaches to DEH for particular cases. The research results highlighted a high diversity in the literature with regard to disaster types. A comprehensive list of disaster types was extracted based on the CRED database [2].

Comparison of this disaster’s classifications with the research findings reveals that DEH can cover almost all types of disasters. As in the research we searched for eHealth applications within DMC, this, in turn, may be interpreted as eHealth can be used to support disaster management and disaster medicine activities across a wide range of disaster types, regardless of their sources. The detailed findings of the identified disaster types are presented in Figure 5.

On the basis of the frequency of disaster types found in the scoping results, eHealth technologies’ usage is distributed across a broad range of disaster types. Nevertheless, the use of eHealth in epidemics (39/349, 11.1%), terrorist incidents (38/349, 10.8%), hurricanes (37/349, 10.6%), and earthquakes (36/349, 10.3%) is discussed more than in other disaster contexts in the literature. This may mean that these areas are likely to be more researched either because of researcher interest or the frequency of their occurrence.
To identify the disaster phases on which eHealth technologies can be used, within the DEH scope, it was referred to as four-phase DMC: mitigation, preparedness, response, and recovery [3]. The examination of the literature suggests that eHealth technologies can be used in all disaster phases, as according to the literature in all phases eHealth technologies were used. However, they were mostly reported as being used or useful in the preparedness (255/513, 49.7%) and response (150/513, 29.2%) phases in contrast with mitigation (49/513, 9.5%) and recovery phases (59/513, 11.5%).

![Figure 5. Identified disaster types in disaster eHealth scoping.](image)

**Technologies Within DEH**

The scoping analysis indicates an extensive variability in the list of identified technologies from different domains, most commonly related to information system and telecommunication, but extended to areas such as artificial intelligence and robotics. To reduce this complexity, technologies were demonstrated in a hierarchical representation mapped to an existing hierarchical taxonomy of eHealth technologies. Among the consulted databases, PubMed, CINAHL (Cumulative Index to Nursing and Allied Health Literature), and EBSCO (Elton B. Stephens Company) Health databases have a taxonomy of eHealth from which PubMed was chosen because of its comprehensiveness, quality, and equality of depth and breadth of the field. In CINAHL, database subject headings for eHealth are slightly different and at a higher level. In the EBSCO Health database, only internet was the most suitable thesaurus term for eHealth, as the rest are mostly related to health care subjects.

PubMed places health care computer and digital technologies in the category of information science with medical informatics as a subcategory. On the basis of the PubMed taxonomies, the identified eHealth technologies related to DEH were mapped to these top-level classifications and then further classified into low-level technologies for a number of categories (Figure 6).

In this diagram, the main technologies are shaded. This diagram may help to identify eHealth technologies that can be used in DMC to facilitate its activities.

DEH embraces a wide range of technologies to support health care activities in different disaster types and phases. A number of these technologies are specifically designed for health care environments such as electronic health record (EHR), teleradiology, and radiology information system. In contrast, there are some technologies that are not designed for health care environments. However, based on their positive outcomes in other areas, the health care sector has started using them for the same purposes or other clinical purposes. Technologies such as auto identification, decision support system [DSS], or big data are among these technologies.

There is a vast range of eHealth technologies in the DEH scope. Among the identified eHealth technologies, our results indicate information system and its subtechnologies present prevailing functions and applications in DMC. Furthermore, technologies range from well-established fields, such as DSSs, telehealth, and information system, to the new emergent fields, such as Internet of Things (IoT), augmented realities, and big data.
Figure 6. Technologies within disaster eHealth scope. EHR: electronic health record; EMR: electronic medical record; GIS: geographic information system; GPRS: General Packet Radio Service; GSM: Global System for Mobile Communications; IS: information system; IT: information technology; PDA: personal digital assistant; PHR: personal health record; RFID: radio-frequency identification.

Technology Functions Within DEH

The identified eHealth technologies could serve specific functions within the DMC and DEH scope. Our thematic analysis identified these functions and highlighted the major ones and classified them based on their features and applications (Figure 7). These functions demonstrate how DEH can support disaster management and medicine people in their tasks.
Attributes of Solutions for DEH

The identified technologies and their applications support different attributes that could be important in disaster management or disaster medicine activities. On the basis of the thematic and content analysis results, Textbox 2 presents the list of the most important attributes found for eHealth technologies in DEH. These attributes could potentially facilitate disaster preparation, response, or recovery activities.
**Textbox 2.** Attributes of eHealth technologies in Disaster eHealth.

<table>
<thead>
<tr>
<th>Feature name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessibility</td>
</tr>
<tr>
<td>Accountability</td>
</tr>
<tr>
<td>Accuracy</td>
</tr>
<tr>
<td>Availability</td>
</tr>
<tr>
<td>Awareness</td>
</tr>
<tr>
<td>Collaboration</td>
</tr>
<tr>
<td>Completeness</td>
</tr>
<tr>
<td>Computerization</td>
</tr>
<tr>
<td>Confidentiality</td>
</tr>
<tr>
<td>Consistency</td>
</tr>
<tr>
<td>Continuity</td>
</tr>
<tr>
<td>Control</td>
</tr>
<tr>
<td>Cooperation</td>
</tr>
<tr>
<td>Coordination</td>
</tr>
<tr>
<td>Effectiveness</td>
</tr>
<tr>
<td>Efficiency</td>
</tr>
<tr>
<td>Immediacy</td>
</tr>
<tr>
<td>Integration</td>
</tr>
<tr>
<td>Interoperability</td>
</tr>
<tr>
<td>Localization</td>
</tr>
<tr>
<td>Optimization</td>
</tr>
<tr>
<td>Protection</td>
</tr>
<tr>
<td>Quality</td>
</tr>
<tr>
<td>Readiness</td>
</tr>
<tr>
<td>Real time</td>
</tr>
<tr>
<td>Recognition</td>
</tr>
<tr>
<td>Relevancy</td>
</tr>
<tr>
<td>Reliability</td>
</tr>
<tr>
<td>Responsibility</td>
</tr>
<tr>
<td>Robustness</td>
</tr>
<tr>
<td>Safety</td>
</tr>
<tr>
<td>Scalability</td>
</tr>
<tr>
<td>Security</td>
</tr>
<tr>
<td>Sustainability</td>
</tr>
<tr>
<td>Telemetry</td>
</tr>
<tr>
<td>Usability</td>
</tr>
<tr>
<td>Web base</td>
</tr>
</tbody>
</table>

**DEH Purposes**

On the basis of Figures 6 and 7, the overall purposes of the identified technologies and the functions within the DEH scope can be divided into 2 main clusters: clinical and nonclinical.

Nonclinical purposes can be further divided into administrative, education, training, and research. These DEH purposes can be defined as follows:
Clinical purposes: All the tasks and activities, the objectives of which are rooted in providing or expanding disaster health care services for the population.

Administrative purposes: All the tasks and activities, the objectives of which directly or indirectly facilitate providing or expanding disaster health care services for the wider population and can cover health care administrative procedures from admitting patients to discharging them or making patient information transfer possible.

Education and training purposes: Covers activities where the main purpose is to train and prepare citizens or special groups such as responders for different disaster phases.

Research purposes: The cases where their aims are directly or indirectly related to investigation and research. They intend to improve quality, cost-effectiveness, and equity of access to health care services within the DMC.

On the basis of these definitions, a number of example activities for each group of disaster phases are shown in Table 2.

### Table 2. Disaster eHealth activities examples with regard to disaster eHealth purposes.

<table>
<thead>
<tr>
<th>Purpose and disaster phase</th>
<th>Sample of activity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinical</strong></td>
<td></td>
</tr>
<tr>
<td>Mitigation</td>
<td>Medical planning</td>
</tr>
<tr>
<td>Preparedness</td>
<td>Transferring and sharing of medical information</td>
</tr>
<tr>
<td>Response</td>
<td>Remote triaging of injured patients before arriving at hospitals</td>
</tr>
<tr>
<td>Recovery</td>
<td>Helping injured patients to recover at home</td>
</tr>
<tr>
<td><strong>Administrative</strong></td>
<td></td>
</tr>
<tr>
<td>Mitigation</td>
<td>Preparing humanitarian aid program</td>
</tr>
<tr>
<td>Preparedness</td>
<td>Disseminating predisaster warnings</td>
</tr>
<tr>
<td>Response</td>
<td>Providing automation to help responders on documentation during disaster response</td>
</tr>
<tr>
<td>Recovery</td>
<td>Identifying and locating missing children</td>
</tr>
<tr>
<td><strong>Education and training</strong></td>
<td></td>
</tr>
<tr>
<td>Mitigation</td>
<td>Educating people on the foundational elements of preparedness</td>
</tr>
<tr>
<td>Preparedness</td>
<td>Training the practitioner on disaster skills</td>
</tr>
<tr>
<td>Response</td>
<td>Providing continuous medical education for practitioners without enough experience</td>
</tr>
<tr>
<td>Recovery</td>
<td>Providing tele-education supports and services</td>
</tr>
<tr>
<td><strong>Research</strong></td>
<td></td>
</tr>
<tr>
<td>Mitigation</td>
<td>Studying the previous disasters and research on the probability of their occurrence and their consequences</td>
</tr>
<tr>
<td>Preparedness</td>
<td>Carrying research on required competencies for the response time</td>
</tr>
<tr>
<td>Response</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Recovery</td>
<td>Conducting studies to identify the long-term impacts of disasters on people’s health</td>
</tr>
</tbody>
</table>

**DEH Stakeholders**

The review revealed a wide range of DEH stakeholders, targets, or users of the specified technologies and functions at local, national, and international levels. The international level refers to the international organizations that work in any areas that directly or indirectly can have a role in any disaster phase regardless of their nature, and their branches and their supports cover almost all countries; examples of which include the World Health Organization, Red Cross, and Red Crescent. In contrast, the national-level organizations exist, and their rules are applied within the boundaries of each country and could vary from country to country. At the bottom of the hierarchy, local organizations are located in the country at the subnational level; they work under national or governmental organizations and follow their rules. These organizations are responsible for the needs and demands of specific regions or areas; they are not supposed to make any rules, are just executors of the governmental rules, and need to report to the national organizations. Police and fire bureaus and the regional health care environments are considered at this level. On the basis of their level, we can set out the categories and subcategories in terms of different parties (Figure 8).
Services Within DEH

On the basis of the different parties and their needs in each phase of a disaster and the supported technologies and functions, DEH covers a diverse spectrum of services and purposes within the DMC. These services, from a high-level view, can be categorized into 3 levels:

1. Operational-level services: The function of this group of services is to support or control operations against rules and standards and encompass day-by-day decisions. Although diversity in these services can create islands of automation, they make operations more efficient. A large number of services in DMC and DEH can be categorized under this level, such as rapid victim identification, victim tracking, damage assessment, and critical resource distribution.

2. Tactical-level services: The purpose of this range of services is to support management and provide interconnection among different parties or organizations through diverse information management tools. These services take care of medium-term planning and are used in creating procedures. Under this level of service are categorized DSSs as well as capacity assessment databases, health information exchange, and appropriate allocation of resources.

3. Strategical-level services: The purpose of these level services is to support the system as a whole, and their output is mostly policies and overall structural decisions, either among an organization’s functions or among other organizations. For this group of services, information planning tools are used, and integrated infrastructure and global compatibility are essential. Above all, few services are available for this stage not only in DEH but also in conventional disaster management and medicine. These services cover long-term, complex, and nonroutine planning in DMC and DEH, such as planning for vulnerable population needs and safety, long-term care, or cloud-based coordination. To be useful, strategy must translate into tactics and delivery so that services defined at this level will have related examples at both the tactical and operational levels.

According to this classification and explanation, we can place these services for each disaster phase within the DEH scope. Some examples are presented in Table 3.
Table 3. Disaster eHealth service level examples.

<table>
<thead>
<tr>
<th>Service level and disaster phase</th>
<th>Sample of service</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strategic</strong></td>
<td></td>
</tr>
<tr>
<td>Mitigation</td>
<td>• Enhancing patient education and empowerment</td>
</tr>
<tr>
<td></td>
<td>• Analyze out-of-hospital emergency medical services</td>
</tr>
<tr>
<td>Preparedness</td>
<td>• Preparing back-up communications systems</td>
</tr>
<tr>
<td></td>
<td>• Education and training of health workers</td>
</tr>
<tr>
<td>Response</td>
<td>• Monitor, aggregate, and analyze social media data</td>
</tr>
<tr>
<td></td>
<td>• Cloud-base coordination</td>
</tr>
<tr>
<td>Recovery</td>
<td>• Long-term care</td>
</tr>
<tr>
<td></td>
<td>• Injured people information</td>
</tr>
<tr>
<td><strong>Tactical</strong></td>
<td></td>
</tr>
<tr>
<td>Mitigation</td>
<td>• Information integration</td>
</tr>
<tr>
<td></td>
<td>• Medical record sharing within and across institutions</td>
</tr>
<tr>
<td>Preparedness</td>
<td>• Resource database</td>
</tr>
<tr>
<td></td>
<td>• Decision support systems for bioterrorism preparedness</td>
</tr>
<tr>
<td>Response</td>
<td>• Dynamic information collection</td>
</tr>
<tr>
<td></td>
<td>• Coordinating the distribution of the available medical resources</td>
</tr>
<tr>
<td>Recovery</td>
<td>• Supply chain management</td>
</tr>
<tr>
<td></td>
<td>• Integrate the delivery of care after disasters</td>
</tr>
<tr>
<td><strong>Operational</strong></td>
<td></td>
</tr>
<tr>
<td>Mitigation</td>
<td>• Organize medical resources</td>
</tr>
<tr>
<td></td>
<td>• Analyze daily operations in emergency departments</td>
</tr>
<tr>
<td>Preparedness</td>
<td>• Remote sensing</td>
</tr>
<tr>
<td></td>
<td>• Response plans that rely on local hospitals</td>
</tr>
<tr>
<td>Response</td>
<td>• Situational awareness</td>
</tr>
<tr>
<td></td>
<td>• Electronic triage tag</td>
</tr>
<tr>
<td>Recovery</td>
<td>• Psychiatrist video conferencing</td>
</tr>
<tr>
<td></td>
<td>• Evaluation and identification of psychological problems</td>
</tr>
</tbody>
</table>

Discussion

**Principal Findings**

eHealth can facilitate health care data exchange and dissemination, improving communication, support, and education among communities, health care professionals, and their patients [21]. These points also apply to DMC activities that can be facilitated and supported by eHealth technologies. Nevertheless, there is a paucity of studies in this area, and eHealth technologies have not been systematically integrated into disaster management nor in disaster medicine. Integrating and utilizing eHealth technologies throughout the DMC on a systematic rather than ad-hoc basis could enhance the efficiency and effectiveness of both disciplines. This integration can improve the performance of health care and enhance the quality of its delivered services before, during, and after disasters. This differentiates DEH from its constituent fields that only deal with health care in normal medicine (such as eHealth) or have a limited technology usage (such as disaster management and disaster medicine). DEH also covers the whole range of DMC activities and addresses all disaster phases; it accommodates all disaster types and is not a disaster-specific model.

In this study, the initial scope of the DEH is defined. DEH tries to maximize health care engagement in and integration into the DMC because an effective and successful response is almost unachievable without appropriate levels of different sectors’ readiness, including health care. By integrating health care into the predisaster phases, health care can be shifted from a reactive to a proactive system when disasters occur. In this regard, the variation of eHealth technologies within the DEH scope offers a broad range of functions and applications to facilitate health care management and delivery. For example, as education and communication play a vital role, telehealth and social networks could be useful in raising public awareness or providing remote and special clinical education for physicians. The importance of this application in educating the general population [22] or providing patient care and education by physicians [23] is
acknowledged in recent studies to reduce the health consequences of the most recent disaster, COVID-19. In addition, by using IoT technology, tracking and sharing medical resources or data may be carried out automatically, which, in turn, could result in enhancing data accuracy.

The technologies themselves can also be integrated to optimize the outcome. For example, the collected data through IoT could be aggregated by cloud computing and then analyzed with big data analytics tools to support strategic disaster management planning or possibly scenario prediction. Such a framework for technology integration was proposed by Madanian and Parry [26] and recently been applied to prevent the spread of COVID-19, as suggested by Adly et al [25]. In addition, as assessing a variety of national and local medical information is a disaster mitigation requirement [26], it could be facilitated by using big data and cloud computing. Some of these technologies could offer integration within and across disaster phases. For example, continuous clinical monitoring of people with chronic diseases is an available service through the IoT and mobile health in normal medicine. If the service becomes common for the postdisaster phase, it could support continuity of care with minimal care plan disruption. This service on its own or by integrating with EHR may improve follow-up treatment and allow better care regardless of the geographical location of physicians and patients or providing better health care when there is a lack of specialists or experts in disaster-stricken areas.

This area has attracted an exponential interest after the COVID-19 pandemic and has been recognized by different researchers as a viable solution to support health care professionals and reduce pressure on health care systems [27,28].

More recently, the IoT, big data, and cloud computing have attracted an exponential interest in automatic data gathering, integration, and analysis for data sharing and decision support applications. The usage of specific eHealth technologies, such as EHR and telehealth, are currently limited in disaster settings. However, recently, they have attracted significant interest in responding to COVID-19, but most applications are in developed countries, and most low-resource countries are still suffering [29,30]. This reflected on the broader advanced technological challenges and availability context in disaster situations. On the basis of our analysis, issues related to the availability of technology in developing countries and their security challenges and network requirements are some of the reasons that affect their usage. In contrast, the use of some technologies, such as positioning technologies and social networks, has rapidly increased because of their wide accessibility and availability.

In our research, we explicitly identified DEH stakeholders as technology users or targets who can benefit from DEH. These groups could be involved in DMC for a variety of purposes and in different positions. From a broader perspective, we can have the following groups:

- **DEH seeks to enhance clinical and nonclinical personnel’s disaster-related awareness, education, elements, standards, and procedures, mainly in disaster mitigation and preparedness phases. This could possibly result in better response and in meeting wider health care demands, as health care teams are familiar with the very concept of disaster.**
- **For disaster management and disaster medicine people, DEH may facilitate technology adoption in their fields, one of the consequences of which, possibly, is rapid communication and data sharing among involved parties in DMC. This results in enhancing access to precise information in a timely manner, which, in turn, may lead to improving the quality of decisions while decreasing the decision-making time.**
- **DEH may also appeal to the general population who may be affected by different types of disasters. DEH, based on its defined goal, raises disaster awareness among all people, especially communities in disaster-prone areas. Therefore, population empowerment can be enhanced, and the population can access and use information, become familiar with disaster consequences, and be prepared for them. This will increase preparedness against disasters and if any disasters strike their areas, they are able to take care of their basic health care requirements until disaster responders arrive. Then, as disaster responders have proper training and are equipped with different types of eHealth technologies, they are able to transfer timely and accurate information from disaster sites to top authorities so that they can make appropriate decisions. This, in turn, provides better health care services to disaster casualties.**

Conclusions

Preparedness and planning to reduce the harmful effects of disasters is becoming one of the highest priorities of governments. These activities are features of disaster management and disaster medicine; disciplines that despite their long standing still generate many debates about their effectiveness and capabilities in responding properly to health care demands in major disasters [31].

This research, along with other studies such as by Sieben et al [32] and Norris et al [6], is seeking ways to develop systematic principles for coordinating disaster management and disaster medicine more effectively by incorporating eHealth technologies. These technologies may improve the response to health care demands before, during, and after disasters. They can be used to improve overall disaster management, facilitate response when disasters occur, enhance support after disasters, and keep records for better future preparedness. Although some eHealth tools are employed in disaster settings [31], their applications are not generally systematic and routine; rather, they are more ad hoc. The most recent example is the COVID-19 pandemic that has increased the interest in eHealth technology adaption to have a more effective response while reducing the strain on health care. However, the issues with the utilization of these technologies are still their ad hoc usage and lack of system integration with health care mainstream activities. Moreover, there are different examples of using eHealth technologies to respond and recover from COVID-19 but with no overarching guidelines of when and how to apply them, and in some cases, training is required to promote success.

The DEH domain has been introduced mainly to facilitate addressing the current challenges within disaster management.
and disaster medicine that hinder their operations and created many debates regarding their efficiency and effectiveness. DEH emergence contributes to the design of a systematic model for eHealth technologies that are currently used in nondisaster circumstances but have the potential to be used in disaster situations along with those technologies that were previously used in DMC and had a significant impact on DMC operations.

DEH takes advantage of eHealth technologies to facilitate DMC tasks and activities, enhance their efficiency and effectiveness, and improve health care delivery to a wider population regardless of disaster types and phases.

In this research, we extensively reviewed the academic literature to define the DEH scope. We have built our scope mostly based on available international hierarchies to make easier embedding DEH into disaster management, disaster medicine, and eHealth fields. Some of the international hierarchies that we referred to are the disaster types offered by CRED and PubMed Medical Informatics taxonomies. However, this work is mostly limited to academic and scientific publications, and gray literature is not extensively reviewed.

eHealth technologies are developing rapidly, and the COVID-19 pandemic has revealed some of the eHealth potentials in practice on addressing health care issues. Therefore, we would consider and continue to work on the DEH model and add the most recent applications, such as contact tracing, into the model in the near future.
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Abstract

Background: Digital technology is an opportunity for public health interventions to reach a large part of the population.

Objective: This systematic literature review aimed to assess the effectiveness of mobile health–based interventions in reducing the risk of cardiovascular disease and type 2 diabetes mellitus.

Methods: We conducted the systematic search in 7 electronic databases using a predefined search strategy. We included articles published between inception of the databases and March 2019 if they reported on the effectiveness of an intervention for prevention of cardiovascular disease or type 2 diabetes via mobile technology. One researcher performed the search, study selection, data extraction, and methodological quality assessment. The steps were validated by the other members of the research team.

Results: The search yielded 941 articles for cardiovascular disease, of which 3 met the inclusion criteria, and 732 for type 2 diabetes, of which 6 met the inclusion criteria. The methodological quality of the studies was low, with the main issue being nonblinding of participants. Of the selected studies, 4 used SMS text messaging, 1 used WhatsApp, and the remaining ones used specific smartphone apps. Weight loss and reduction in BMI were the most reported successful outcomes (reported in 4 studies).

Conclusions: Evidence on the effectiveness of mobile health-based interventions in reducing the risk for cardiovascular disease and type 2 diabetes is low due to the quality of the studies and the small effects that were measured. This highlights the need for further high-quality research to investigate the potential of mobile health interventions.

Trial Registration: International Prospective Register of Systematic Reviews (PROSPERO) CRD42019135405; https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=135405

(J Med Internet Res 2020;22(10):e21159) doi:10.2196/21159
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Introduction

Description of the Condition

Worldwide, chronic diseases are the main cause of death and years lived with disability [1,2]. Cardiovascular disease (CVD) and type 2 diabetes mellitus (T2DM) are globally among the top 5 chronic conditions in terms of incidence and prevalence [2]. The behavioral risk factors for these conditions, such as smoking, harmful use of alcohol, poor diet, and physical inactivity, are highly correlated with the disease progression [3]. For example, Gellert et al [4] observed in their meta-analysis...
a dose-response relationship between the number of cigarettes smoked and premature death. They also found an inverse correlation between time since cessation and all-cause mortality. Wood et al [5] reported that all-cause mortality was positively associated with the level of alcohol intake, based on data from over half a million current drinkers. Chudasama et al [6] found a negative dose-response relationship between physical activity levels and all-cause mortality in their analysis of almost half a million people. Regarding low whole-grain intake, which is the highest risk factor related to poor diet, in their meta-analysis, Zhang et al [7] showed an inverse dose-response relationship between whole-grain intake and all-cause mortality. Hence, targeting these with preventive measures could significantly reduce people’s chronic disease risk [8], and behavior change interventions are well suited for preventing CVD and T2DM [2,3].

Description of the Intervention
To stop noncommunicable diseases from rising further, the World Health Organization (WHO) developed the Global Action Plan 2013-2020 [8]. In this report, the WHO emphasized the importance of early screening and the implementation of preventive programs. Further, the WHO recommended the use of information and communication technologies, such as the internet and mobile phone technologies, to deliver health education and promotion programs. In 2019, the WHO released a guideline with recommendations on digital interventions for health system strengthening [9]. This report outlined how the implementation of technology could overcome current challenges in health care systems and help to achieve the goal of universal health coverage. Health apps have promising potential. Wilson [10] pointed out that digital health interventions have the advantage of being easily accessible and cost-effective. According to the Pew Research Center [11], many people use their smartphones daily. Riley et al [12] reported that new advancements allow apps to be tailored to personal needs and preferences, as well as the integration of dynamic feedback systems. Despite the promising potential of health apps, there is still ambiguity about their effectiveness, as outlined by the WHO guideline [9].

Objective
The aim of this systematic literature review was to assess the current evidence regarding the effectiveness of mobile health-based interventions in reducing the risk for CVD and T2DM. The focus was on multiple behavioral risk-factor interventions, rather than single risk-factor interventions, because of the lack of evidence on their combined effectiveness compared with substantial evidence on single risk-factor interventions [13,14].

Methods
Review Standards
We conducted this systematic review in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [15] and registered it with International Prospective Register of Systematic Reviews (PROSPERO; registration number CRD42019135405).

Search Strategy
We searched the following medical and bioengineering databases to retrieve all relevant articles regarding preventive mobile health intervention for CVD and T2DM: EMBASE (via Ovid), Scopus, ScienceDirect, CINAHL (via EBSCOhost), MEDLINE (via Ovid), ProQuest science and technology databases, and EI Compendex and Inspec (both via Engineering Village 2). The search strategy (Multimedia Appendix 1) included terms relating to the 2 conditions under study and the intervention; we combined the terms using Boolean operators [16] and adapted the terms to the database-specific requirements. The search included articles published from the inception of the databases until March 25, 2019. We limited the search to English- and German-language publications because these languages were proficiently spoken by the review team. We excluded review articles, conference abstracts, comments, editorials, letters to the editor, and theses. Additionally, we identified studies using “snowballing” techniques by reviewing the reference lists of articles included in the initial search and searching for other publications by authors included in the initial search [17].

Study Selection
Inclusion Criteria
The study selection followed predefined inclusion criteria according to the PICOS system (Table 1). After removing duplicate publications, we reviewed all retrieved articles for eligibility, first by examining the titles and abstracts, and then the full articles if we considered the articles to be relevant in the first step. We included in the review full articles that met the inclusion and exclusion criteria. The steps described above were performed by 1 researcher (VHB). For the title and abstract screening, a 10% random sample of all retrieved articles was validated by a second researcher (shared between the remaining researchers). If discrepancies occurred, a third researcher resolved the issue. A second researcher (SL) independently assessed which of the full articles fulfilled the inclusion and exclusion criteria. The results were compared, and discrepancies were resolved by involving a third researcher (MB).
Studies were only eligible for inclusion if their main outcomes on the condition targeted in the study. Types of Outcome

Participants could either be healthy or have an increased disease risk. We excluded interventions targeting adults who were already diagnosed with CVD or T2DM (depending on the aim of the intervention, eg, for CVD prevention, people diagnosed with CVD) at baseline. Further, we excluded studies intended for minors (<18 years of age). The conditions under study were CVD and T2DM, for which we applied the following WHO definitions: CVD is a “group of disorders of heart and blood vessels,” including coronary heart disease, cerebrovascular disease, peripheral vascular disease, heart failure, rheumatic heart disease, congenital heart disease, and cardiomyopathies [18]; T2DM “is a chronic disease that occurs...when the body cannot effectively use the insulin it produces” [19].

Types of Intervention

We included primary studies if they evaluated the effectiveness of a mobile phone–based intervention for primary prevention of 1 of the conditions under study. The intervention had to be delivered, at least partially, via mobile health technology (ie, mobile app or SMS text messaging) with the aim of changing more than 1 risk factor for 1 of more of the chronic conditions under study. We defined a mobile app as a software program that can run on mobile devices such as smartphones, and a text message as a written message sent to a mobile phone. The type of interventions that we included needed to be aimed at health promotion using behavior change strategies, including counselling or education regarding disease-related knowledge, healthy diet, physical activity, smoking cessation, motivational messages, and goal setting. We excluded from the review studies that exclusively targeted 1 behavioral risk factor (eg, smoking only, diet only, or step count only).

Types of Comparator

The comparison group could consist of either no intervention (ie, standard care), or a waitlist control, or an intervention delivered in person. Studies were eligible if they included adults who were free of CVD or T2DM at study baseline, depending on the condition targeted in the study.

Types of Outcome

Studies were only eligible for inclusion if their main outcomes were disease incidence (either CVD or T2DM) or a reduction in disease risk, which could be measured using a risk prediction tool (such as the Framingham score for CVD [20]) or surrogate parameters. Examples of surrogate parameters were weight, waist circumference, blood pressure, blood glucose, level of physical activity, dietary intake, or smoking status. Additional outcomes that we included in the review were the feasibility of mobile health interventions, disease knowledge, and quality of life. Respective outcome measures included dropout rates, participants’ acceptability of and adherence to the intervention, and questionnaires assessing disease knowledge and quality of life.

Types of Study Design

We restricted the study design to randomized controlled trials (RCTs), case-control studies, and interrupted time series in order to have a measurement against which the effectiveness of the intervention could be compared.

Data Extraction and Synthesis

Relevant data (study objective, study design, study population, comparator, description of the intervention, duration of the intervention or follow-up, outcomes, main results, and methodology for the assessment of the study’s quality) were extracted by 1 researcher (VHB) using a standardized form in Excel 365 (Microsoft Corporation). This was reviewed by all the other researchers. We synthesized the main results of the included studies in a narrative manner focusing on the intervention delivery and reported outcomes. A meta-analysis was not possible due to the small number of identified studies and the heterogeneity in interventions and outcomes.

Literature Quality Assessment

One researcher (VHB) assessed the risk of bias using the following assessment tools: for RCTs, the Cochrane Collaboration’s tool for assessing risk of bias [21]; and for non-RCTs, the Risk of Bias In Non-randomized Studies - of Intervention assessment tool [22].

Results

Results of the Literature Search and Study Selection

In total, we identified 941 articles using the search strategy for CVD and 732 articles using the search strategy for T2DM. In the validation of the 10% random sample of all retrieved articles,
there was a 100% agreement (after initial disagreements were resolved by a third investigator) with the selection conducted by the researcher who screened all articles. Finally, 3 CVD articles [23-25] and 6 T2DM articles [26-31] fulfilled the inclusion and exclusion criteria; we identified no additional articles through the snowballing technique (Figures 1 and 2). We excluded many articles for several of the exclusion criteria.

Figure 1. Full article selection process for cardiovascular disease.

Figure 2. Full article selection process for type 2 diabetes.
Results of the Data Extraction

There were 3 CVD [23-25] and 6 T2DM studies [26-31]. Table 2 provides details about the CVD studies and Table 3 provides details about the T2DM studies. For each study, the table includes the first author, year of publication, study design and duration, objectives, study population, interventions and comparators, outcomes, and the main results.

Table 2. Data extraction from cardiovascular disease (CVD) studies.

<table>
<thead>
<tr>
<th>First author, date, reference</th>
<th>Study design and duration; objectives</th>
<th>Study population</th>
<th>Intervention and comparator</th>
<th>Outcomes</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gore, 2019 [23]</td>
<td>Non-RCT(^a) for 12 months; effectiveness of an SMS text message intervention to reduce CVD risk</td>
<td>Adults from the United States at high risk of CVD without preexisting coronary artery disease, cerebrovascular disease, and diabetes; intervention n=204, usual care n=408</td>
<td>Create action plan with community health workers and return 6-12 months after initial screening for retesting; intervention: text messages once/day on advice on healthy eating, PA(^b), weight loss, contacting community health worker; control: usual care</td>
<td>Engagement, program retention, changes in risk factors (smoking, fat and fiber intake, PA, weight, BMI, BP(^c), low-density lipoprotein), Framingham risk score</td>
<td>Only statistically significant decrease in fat intake (intervention −26.3% vs control −10.6%; (P=.001))</td>
</tr>
<tr>
<td>Muntaner-Mas, 2017 [24]</td>
<td>Non-RCT for 10 weeks; effectiveness of a WhatsApp-based PA intervention to reduce CVD risk factors</td>
<td>Spanish adults aged 53-73 years without medical conditions or other physical problems requiring special medical attention and who were able to perform rigorous PA; mobile group n=7, training group n=16, control n=9</td>
<td>Intervention: twice/week functional fitness for training and mobile group; for training group face-to-face sessions, for mobile group training videos for download via WhatsApp, chat function plus motivational messages from study coordinator; control: no intervention</td>
<td>Changes in BP, weight, BMI, fat mass index, fat-free mass index, heart rate after exercise, balance, handgrip strength, aerobic capacity</td>
<td>No statistically significant differences between mobile group and control; statistically significant differences between training group and control group (systolic BP (P=.038); diastolic BP (P=.005); mean arterial BP (P=.006); heart rate after exercise (P=.002))</td>
</tr>
<tr>
<td>Rubinstein, 2016 [25]</td>
<td>RCT for 12 months; effectiveness of preventive mobile health intervention in adults with prehypertension</td>
<td>Adults aged 30-60 years with prehypertension from poor urban settings in Argentina, Guatemala, and Peru, free of hypertension, diabetes, and CVD; intervention n=316, usual care n=321</td>
<td>Intervention: monthly motivational counselling calls (healthy diet and PA) followed by weekly text messages related to behavior goals and readiness to change; control: usual care</td>
<td>Changes in BP, weight, BMI, WC, PA, diet</td>
<td>Mean differences, baseline-adjusted (95% CI): weight −0.66 kg (−1.24 to −0.07), BMI −0.30 kg/m(^2) (−0.54 to −0.06), daily intake of high-sugar and -fat servings −0.75 (−1.30 to −0.20); change in BP not significant</td>
</tr>
</tbody>
</table>

\(^a\)RCT: randomized controlled trial.  
\(^b\)PA: physical activity.  
\(^c\)BP: blood pressure.  
\(^d\)WC: waist circumference.
<table>
<thead>
<tr>
<th>First author, date, reference</th>
<th>Study design and duration, objectives</th>
<th>Study population</th>
<th>Intervention and comparator</th>
<th>Outcomes</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arens, 2018 [26]</td>
<td>Non-RCT for 12 months; effectiveness of app-based weight reduction program for people with metabolic syndrome</td>
<td>German adults aged 30-65 years treated for metabolic syndrome in 23 medical practices; intervention n=148, usual care n=85</td>
<td>Health goals regarding weight and PA; app for feedback; physicians with access to app data could give feedback, initiate messages, or modify goals; ≤9 free classes on diet and PA; control: usual care</td>
<td>5% weight reduction; change in BMI</td>
<td>5% weight reduction (adjusted for time in study) (95% CI): 44.8% (34.1 to 57.1) in intervention vs 11.5% (4.6 to 27.0) in control; Cox proportional hazard model for time to 5% weight reduction hazard ratio 6.2 (2.4 to 16.2; P&lt;.001), baseline adjusted between groups change in weight (kg) P=.06 and BMI (kg/m²) P=.10</td>
</tr>
<tr>
<td>Bender, 2018 [27]</td>
<td>RCT for 3 months plus 3 months follow-up (no control for follow-up); effectiveness of mobile phone-based weight loss intervention to reduce T2DM risk</td>
<td>Filipino-American overweight or obese adults from United States at increased risk for T2DM, able to walk 20 min; intervention n=33, control n=34</td>
<td>5 in-person sessions, daily step count via wearable device, daily food intake and weekly weight logged in app, weekly information on weight loss, PA, and diet via private Facebook page; control: waitlist</td>
<td>Recruitment (goal n=50), retention, 5% weight loss, changes in weight, BMI, WC, FBG&lt;sup&gt;d&lt;/sup&gt;, HbA&lt;sub&gt;1c&lt;/sub&gt;</td>
<td>Weight loss ≥5%; intervention 36% vs control 6%; between-group cross-level interaction (95% CI): weight -1.1%/month (-1.7 to 0.53) and -0.85 kg/month (-1.4 to -0.35), BMI -0.93 kg/m² (-1.5 to -0.40), WC -0.49 cm (-2.8 to -2.6), FBG -0.81 mg/dL (-5.9 to 3.6), HbA&lt;sub&gt;1c&lt;/sub&gt; -0.10% (-0.21 to 0.002)</td>
</tr>
<tr>
<td>Block, 2015 [28]</td>
<td>RCT for 6 months plus 6 months follow-up (no control for follow-up); effectiveness of digital health intervention for T2DM risk reduction in prediabetics</td>
<td>Prediabetics aged 30-69 years from United States with BMI ≥27 kg/m², without diabetes medication; intervention n=163, control n=176</td>
<td>Tailored behavioral support for PA, diet, weight loss, stress, sleep; weekly emails with goals linked to website (tracking tools, coaching, social support, competition, health advice), app and automated phone calls; control: waitlist</td>
<td>Decreased HbA&lt;sub&gt;1c&lt;/sub&gt;, FBG, weight, BMI, WC, triglyceride to HDL&lt;sub&gt;f&lt;/sub&gt; ratio, metabolic syndrome, Framingham diabetes risk score</td>
<td>Mean (95% CI) HbA&lt;sub&gt;1c&lt;/sub&gt; -0.26% (-0.27 to -0.24) in intervention vs control -0.18% (-0.19 to -0.16), FBG 0.16 mg/dL (-0.04 to -0.12) in intervention vs -0.21 mmol/L (-0.15 to -0.10) in control, all outcomes significantly greater in intervention than control (P&lt;.001)</td>
</tr>
<tr>
<td>Fischer, 2016 [29]</td>
<td>RCT for 12 months; effectiveness of text message–supported T2DM prevention program</td>
<td>Obese and overweight adults from United States without prediabetes, English or Spanish speaking; intervention n=82, control n=81</td>
<td>6 text messages per week: skills, problem solving, motivation, stress reduction, recipes, web links to additional resources, PA promotion; weekly self-reported weight; eligible for individual motivational phone health coaching; control: usual care</td>
<td>Change in weight; percentage of participants with ≥3% or 5% weight loss, changes in HbA&lt;sub&gt;1c&lt;/sub&gt; and systolic BP&lt;sup&gt;e&lt;/sup&gt;, costs per participant</td>
<td>Weight (95% CI) in intervention -1.2 kg (-2.5 to 0.1) vs control -0.3 kg (-1.2 to 0.7), P=.05; 3% weight loss absolute difference between groups 17.0%, P=.02; no significant difference for 5% weight loss; HbA&lt;sub&gt;1c&lt;/sub&gt; in intervention -0.09% (-0.2 to 0.0) vs control 0.19% (-0.1 to 0.5), systolic BP in intervention 0.35 mmHg (-2.8 to 3.5) vs control 0.44 mmHg (3.2 to 9.5)</td>
</tr>
<tr>
<td>Fukuoka, 2015 [30]</td>
<td>RCT for 5 months; effectiveness of mobile app-based intervention for T2DM prevention</td>
<td>Overweight adults aged ≥35 years from United States at high risk of diabetes; intervention n=30; control n=31</td>
<td>2-week run-in period before randomizing; all daily step count via pedometer; intervention: mobile version of Diabetes Prevention Program, 6 in-person sessions, app: diaries for self-monitoring of weight, PA, and caloric intake, daily reminders and messages; control: pedometer only</td>
<td>% change in weight and BMI; hip circumference, BP, lipid profile, glucose levels, step count, PA, caloric and fat intake</td>
<td>Weight (95% CI) -6.8% (-12.2 to -1.4) in intervention vs 0.3% (-2.7 to 3.3) in control; BMI -6.6% (-12.3 to -0.9) in intervention vs 0.3% (-2.7 to 3.3) in control; both P&lt;.001; also significant differences in hip circumference, BP, step count, and PA for intervention vs control; no effect on lipid profile, glucose levels, caloric or fat intake</td>
</tr>
<tr>
<td>First author, date, reference</td>
<td>Study design and duration; objectives</td>
<td>Study population</td>
<td>Intervention and comparator</td>
<td>Outcomes</td>
<td>Main results</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>--------------------------------------</td>
<td>------------------</td>
<td>-----------------------------</td>
<td>----------</td>
<td>--------------</td>
</tr>
<tr>
<td>Ramachandran, 2013 [31]</td>
<td>RCT for 2 years; effectiveness of SMS text messaging to reduce incidence of T2DM in men with impaired glucose tolerance</td>
<td>Indian men aged 35-55 years with impaired glucose tolerance; intervention n=271, control n=266</td>
<td>All at baseline: healthy lifestyle education and written information on diet and PA, lifestyle changes prescribed; intervention: frequent reinforcing text messages, content tailored to baseline behavior; control: usual care</td>
<td>Incidence of T2DM; BMI, WC, BP, lipid profile, energy intake, PA</td>
<td>Cumulative T2DM incidence: intervention 18%, control 27%; differences in mean change (95% CI): BMI −0.05 kg/m² (−0.46 to 0.37); WC 0.04 cm (−0.56 to 0.64); systolic BP 0.04 mmHg (−0.96 to 1.03); diastolic BP −0.07 mmHg (−0.64 to 0.49); total cholesterol 0.01 mmol/L (−0.08 to 0.10); HDL 0.033 mmol/L (0.011 to 0.054); triglycerides −0.08 mmol/L (−0.17 to −0.06); energy intake −43.7 kcal (−65.5 to −22.0); PA score −1.0 (−2.0 to 0.0)</td>
</tr>
</tbody>
</table>

\[ a \text{RCT: randomized controlled trial.} \]
\[ b \text{PA: physical activity.} \]
\[ c \text{WC: waist circumference.} \]
\[ d \text{FBG: fasting blood glucose.} \]
\[ e \text{HbA}\text{1c: glycated hemoglobin.} \]
\[ f \text{HDL: high-density lipoprotein.} \]
\[ g \text{BP: blood pressure.} \]

Results of the Synthesis

Summary

We synthesized the results of the data extraction according to the PICOS system. Table 4 summarizes CVD and T2DM data individually and in total. For each parameter, we provide a count, as well as the list of relevant references.
Table 4. Synthesis of findings.

<table>
<thead>
<tr>
<th>Finding</th>
<th>Cardiovascular disease</th>
<th>Type 2 diabetes</th>
<th>Total (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. of studies</td>
<td>Reference</td>
<td>No. of studies</td>
</tr>
<tr>
<td><strong>Target population</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General population</td>
<td>1</td>
<td>[24]</td>
<td>—</td>
</tr>
<tr>
<td>At risk of the disease</td>
<td>2</td>
<td>[23,25]</td>
<td>6</td>
</tr>
<tr>
<td><strong>Location</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>1</td>
<td>[24]</td>
<td>—</td>
</tr>
<tr>
<td>Germany</td>
<td>—</td>
<td>—</td>
<td>1</td>
</tr>
<tr>
<td>Latin America</td>
<td>1</td>
<td>[25]</td>
<td>—</td>
</tr>
<tr>
<td>India</td>
<td>—</td>
<td>—</td>
<td>1</td>
</tr>
<tr>
<td><strong>Intervention delivery</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMS text messaging</td>
<td>2</td>
<td>[23,25]</td>
<td>2</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>1</td>
<td>[24]</td>
<td>—</td>
</tr>
<tr>
<td>Mobile app</td>
<td>—</td>
<td>—</td>
<td>4</td>
</tr>
<tr>
<td><strong>Comparator</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Usual care</td>
<td>3</td>
<td>[23-25]</td>
<td>3</td>
</tr>
<tr>
<td>Waitlist</td>
<td>—</td>
<td>—</td>
<td>2</td>
</tr>
<tr>
<td>Pedometer only</td>
<td>—</td>
<td>—</td>
<td>1</td>
</tr>
<tr>
<td>Face-to-face training</td>
<td>1</td>
<td>[24]</td>
<td>—</td>
</tr>
<tr>
<td><strong>Outcomes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight loss</td>
<td>1</td>
<td>[25]</td>
<td>3</td>
</tr>
<tr>
<td>Reduced BMI</td>
<td>1</td>
<td>[25]</td>
<td>3</td>
</tr>
<tr>
<td>Reduced waist circumference</td>
<td>—</td>
<td>—</td>
<td>2</td>
</tr>
<tr>
<td>Lower fasting blood glucose/glycated hemoglobin</td>
<td>N/A</td>
<td>—</td>
<td>1</td>
</tr>
<tr>
<td>Improved diet</td>
<td>2</td>
<td>[23,25]</td>
<td>1</td>
</tr>
<tr>
<td>Improved physical activity</td>
<td>—</td>
<td>—</td>
<td>2</td>
</tr>
<tr>
<td>Improved blood pressure</td>
<td>—</td>
<td>—</td>
<td>1</td>
</tr>
<tr>
<td><strong>Study design</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Randomized controlled trial</td>
<td>1</td>
<td>[25]</td>
<td>5</td>
</tr>
<tr>
<td>Nonrandomized controlled trial</td>
<td>2</td>
<td>[23,24]</td>
<td>1</td>
</tr>
</tbody>
</table>

a: data not available.
b: Statistically significant compared with control group.
c: N/A: not applicable.

Participants

The CVD studies were conducted in Spain, the United States, and Latin America. For the T2DM studies, 1 was conducted in Germany, 1 in India, and 4 in the United States. All studies had small to medium samples, ranging from 32 to 637 participants. For CVD, 2 of the 3 studies targeted populations at higher risk of developing CVD [23,25], whereas the study by Muntaner-Mas et al [24] included healthy people. For T2DM, all studies focused on populations at increased risk of the disease.

Interventions

The duration of the interventions varied from 10 weeks to 2 years. In 4 studies the participants received text messages [23,25,29,31], in 1 study the intervention was delivered via WhatsApp [24], and in the remaining 4 studies a specifically developed mobile phone app was involved [26-28,30]. Only 1 intervention was delivered fully automated [28]; all other interventions included human involvement [23-27,29-31].
Comparators

Of the studies, 6 used usual care as the control group. In 1 trial, the control group received pedometers only [30]; 1 study had a second comparator group, additional to usual care, which received face-to-face training sessions [24]; and 2 studies used waitlist controls [27,28], meaning that the control group received the intervention after the intervention group had completed it.

Outcomes

The mobile phone interventions led to statistically significant weight loss compared with the control group in 4 studies [25,27,28,30], ranging from a difference of −0.66 kg (P=.04) over 12 months [25] to −6.2 kg for the intervention compared with 0.3 kg for the control group (P<.001) over 5 months [30]. The same studies reported a statistically significant decrease in BMI compared with the control group [25,27,28,30], ranging from a difference of −0.3 kg/m² (P=.02) over 12 months [25] to −2.2 kg/m² for the intervention compared with 0.1 kg/m² for the control group (P<.001) over 5 months [30]. A smaller waist circumference due to the intervention was measured in 2 T2DM studies [27,28], from −4.56 cm for the intervention compared with −2.22 cm (P<.001) for the control group over 6 months [28] to a cross-level interaction of −4.9 cm (95% CI −7.5 to −2.6) over 3 months [27]. One T2DM study reported statistically significantly lower fasting blood glucose (−0.41 mmol/L in the intervention compared with −0.12 mmol/L in the control group; P<.001) and glycated hemoglobin levels (−0.26% in the intervention compared with −0.18% in the control group; P<.001) over 6 months [28]. Statistically significantly greater changes in the lipid profile were observed in the intervention group than in the control group in 2 of the T2DM trials [28,31], from a difference in mean change of high-density lipoprotein cholesterol of 0.033 mmol/L (95% CI 0.011 to 0.054) and triglycerides of −0.080 mmol/L (95% CI −0.17 to −0.06) over 2 years [31] to a triglyceride to high-density lipoprotein ratio of −0.21 in the intervention compared with 0.21 in the control group (P=.04) over 6 months [28]. Improved diet patterns that were statistically superior to the control group were observed in 3 studies [23,25,31], of which 2 studies aimed at CVD prevention. Improvements in physical activity were reported in 2 T2DM studies [30,31]. Blood pressure was statistically significantly improved in the intervention groups compared with the control group in 1 T2DM study [30].

Study Design

A total of 6 studies were RCTs [25,27-31]; the remaining 3 were non-RCTs [23,24,26].

Results of Literature Quality Assessment

All RCTs used acceptable methods for randomization [25,27-31], but in none of the studies were the participants blinded to the design, which is an inherent problem with this type of intervention. Figure 3 summarizes the risk of bias for the RCTs. Of the 6 studies, 3 ensured blinding of the study personnel [25,27,28] and 3 ensured the blinding of the outcome assessors [25,28,31]. Apart from the study by Fukuoka et al [30], all RCTs published study protocols on the ClinicalTrials.gov database. Overall, due to performance bias, all studies were at high risk of bias.

Of the 3 non-RCTs [23,24,26], the study by Muntaner-Mas et al [24] was at moderate risk of bias, the study by Gore et al [23] was at high risk of bias, and the study by Arens et al [26] was at critical risk of bias. Figure 4 summarizes the risk of bias for the non-RCTs. The biggest issue with the study by Arens et al [26] was that missing data were not handled adequately, putting the study at critical risk of bias. We assessed the study by Gore et al [23] to be at high risk of confounding because some of the measurements that were used to control for confounding were based on nonvalidated questionnaires.
Figure 3. Risk-of-bias summary table for the randomized controlled trials. The upper 1 is a cardiovascular disease study and the remainder are type 2 diabetes studies.

Figure 4. Risk-of-bias summary table for the nonrandomized controlled trials. The upper 2 are cardiovascular disease studies and the lower 1 is a type 2 diabetes study.
Discussion

Principal Findings

We identified only a small number (n=9) of articles that fulfilled the preset inclusion and exclusion criteria. We assessed most of the studies to be at high risk of bias. Additionally, 3 studies were underpowered (sample size <100), and 2 studies had short follow-up times (<6 months). Ideally, to show the effectiveness in reducing the risk of CVD or T2DM, the studies should have reported disease incidence rates. The only study that did this was that by Ramachandran et al [31], with their primary outcome being a decrease of T2DM incidence due to the SMS text messaging intervention over 2 years. Block et al [28] reported the percentage of people with metabolic syndrome as defined by the International Diabetes Federation Task Force on Epidemiology and Prevention [32]. Block et al [28] also measured change in the Framingham 8-year diabetes risk score [33], and Gore et al [23] measured change in the Framingham 10-year CVD risk score [20]. All other studies reported single risk factors rather than multivariable absolute risk of disease. None of the identified studies directly targeted tobacco smoking cessation or responsible alcohol intake. Rubinstein et al [25] mentioned in their article that their original protocol included both lifestyle factors, but they were later excluded. According to the authors, alcohol intake was considered a sensitive matter requiring face-to-face interactions, while tobacco smoking was excluded because supposedly, compared with physical activity and diet, it had less effect on the onset of hypertension and was more difficult to target via a mobile health intervention [25]. Overall, there were some positive findings suggesting that mobile health-based interventions can achieve at least small to moderate reductions in CVD and T2DM risk, although these were based on weak evidence.

Strengths and Limitations

The strength of this literature review was that it followed the PRISMA statement. We systematically searched several databases to identify all relevant published articles. Further, we conducted a manual search through the snowballing technique. For the title and abstract screening, a 10% random sample of all retrieved articles was validated by a second researcher, and 2 reviewers independently performed the full article selection. However, only 1 researcher conducted the database search, the data extraction, and the risk-of-bias assessment. Although we a priori restricted the search to English- and German-language articles, we did not exclude any articles because they were not available in these 2 languages. We did not perform a meta-analysis due to the small number of publications that met the inclusion criteria and the differences in their interventions and outcome measures.

Comparison With Prior Work

Previous mobile health research has focused more on self-management of chronic diseases than on prevention. In their systematic review and meta-analysis, Wu et al [34] investigated the effectiveness of mobile phone apps for diabetes self-management (including prediabetes, gestational diabetes, type 1 diabetes, and T2DM). They identified 3 studies that targeted prediabetes, 2 of which we also included in this review. The overall conclusion of Wu et al [34] was that there was evidence for the effectiveness of app interventions in T2DM self-management, but not for prediabetes. Lunde et al [35] conducted a systematic review looking at various types of noncommunicable diseases and lifestyle advice. Most of the identified studies (8 out of 9) targeted T2DM patients for whom the authors measured improvements in lifestyle factors, particularly reduced glycated hemoglobin levels (in 5 of the 8 studies). For CVD patients, Lunde et al [35] found only 2 relevant articles, and these were without statistically significant improvements in any of the outcomes of interest (weight, BMI, waist circumference, physical activity, and quality of life). A systematic review by Coorey et al [36] focused on self-management of CVD via mobile apps, in which they concluded that short-term improvements in behavior and risk factors were possible but there was insufficient evidence for long-term effects. Alessa et al [37] reported from their systematic review of 21 studies that mobile apps could reduce blood pressure, although the evidence originated mainly from studies that had a high risk of bias.

Palmer et al [14] conducted a systematic review of noncommunicable disease prevention through smoking cessation, alcohol reduction, physical activity, and diet using mobile technology. In total, they found 71 articles, but only 2 of the studies were aimed at the combination of physical activity, diet, and smoking cessation, with both studies targeting secondary prevention of CVD. Among the studies they reviewed, 8 RCTs focused on alcohol reduction but did not include any other lifestyle advice, with these studies specifically targeting heavy drinkers [14]. In general, it appears that many interventions are designed to provide advice for 1 or 2 behavioral risk factors that are associated with increased chronic disease risk, whereas there were only a few evaluation studies of comprehensive mobile health interventions addressing the 4 common behavioral risk factors (ie, tobacco smoking, excessive alcohol consumption, physical inactivity, and poor diet) [14]. Noble et al [13] stated in their systematic review that there were clustering patterns between the 4 behavioral risk factors—tobacco smoking, excessive alcohol consumption, physical inactivity, and poor diet—which indicated similar or the same reasons causing these behaviors. Hence, the authors suggested that future interventions should apply a holistic approach instead of targeting single risk factors. Similarly, Geller et al [38] called for future research studies to focus on improved lifestyles, meaning a change in multiple health behaviors rather than 1, even if it might be harder to achieve. Meader et al [39] reported in their systematic review that targeting smoking simultaneously with other behaviors resulted in negative outcomes for diet and physical activity, suggesting that it might be more beneficial to apply a sequential approach. In a Cochrane review published in 2016, Whittaker et al [40] stated that studies have demonstrated that mobile phone-based interventions can be effective in achieving smoking cessation over 6 months, particularly SMS text messaging in high-income countries.

Implications and Future Directions

Most studies that were conducted according to the review’s inclusion criteria were at high risk of bias. This review only

http://www.jmir.org/2020/10/e21159/
considered studies of multirisk factor interventions, which resulted in only 9 studies being included. There is a lack of research evaluating interventions that address the 4 common behavioral risk factors (ie, tobacco smoking, excessive alcohol consumption, physical inactivity, and poor diet) in a single mobile health intervention. Researchers may have preferred to focus on 1 risk factor at a time due to simplicity for participants and clarity of intervention-outcome relationships. Hence, future studies should further explore the use of mobile technology for primary disease prevention, by applying a rigorous study design.

Conclusions

According to the findings of this systematic review, evidence for the effectiveness of mobile health-based interventions in reducing the risk of CVD and T2DM is scarce due to the quality of the included studies and the small effects that were measured. This highlights the need for further high-quality research to investigate the potential of mobile health interventions.
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Abstract

In many countries, private companies provide primary care services based predominantly on offering video consultations via smartphones. One example is Babylon GP at Hand (BGPaH), which offers video consultations to National Health Service patients, 24 hours a day, and has grown rapidly in London over the last 3 years. The development of this type of service has been controversial, particularly in the United Kingdom, but there has been little formal published evaluation of these services in any country. This paper outlines the main controversies about the use of privately provided video consultation services for primary care and shows how they are informed by the limited evaluations that have been conducted, particularly the evaluation of BGPaH. This paper describes the advantages of these services in terms of convenience, speed of access, the ability to consult without traveling or face-to-face patient-doctor contact, and the possibility of recruiting doctors who cannot work in conventional settings or do not live near the patients. It also highlights the concerns and uncertainties about quality and safety, demand, fragmentation of care, impact on other health services, efficiency, and equity. There are questions about whether private primary care services based on video consultations have a sustainable business model and whether they will undermine other health care providers. During the recent COVID-19 pandemic, the use of video consulting has become more widespread within conventional primary care services, and this is likely to have lasting consequences for the future delivery of primary care. It is important to understand the extent to which lessons from the evaluation of BGPaH and other private services based on a video-first model are relevant to the use of video consulting within conventional general practices, and to consider the advantages and disadvantages of these developments, before video consultation-based services in primary care become more widely established.

(J Med Internet Res 2020;22(10):e19415) doi:10.2196/19415
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Primary Care Based on Video Consultations

In the United Kingdom, recent policy has strongly promoted digital-first health care under the National Health Service (NHS), arguing that this will improve access and convenience for patients while also increasing efficiency [1-3]. Private companies such as Livi and Pushdoctor have contracted with groups of general practices to offer video consultations free to patients under the NHS. In these models, video consultations are provided by doctors working anywhere in the country, in addition to conventional care provided by patients’ usual doctors. The best-known example in the United Kingdom is Babylon GP at Hand (BGPaH), which provides almost all services on behalf of a general practice in London, under a
digital-first model whereby almost all consultations are initially conducted using a smartphone [4]. Key features of BGPaH are shown in Textbox 1. Driven by a strong advertising campaign, this service has grown very rapidly in London since 2017 and has recently expanded to Birmingham.


<table>
<thead>
<tr>
<th>Key features of Babylon GP at Hand:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provides a web-based symptom checker.</td>
</tr>
<tr>
<td>Offers video or telephone consultations with a General Practitioner (GP) 24 hours a day, usually within 2 hours of making a request.</td>
</tr>
<tr>
<td>Babylon GP at Hand (BGPaH) GPs make referrals and provide prescriptions in the same way as conventional GPs, sending them electronically.</td>
</tr>
<tr>
<td>When necessary (usually only after a video or telephone consultation), patients can have a face-to-face consultation at one of 7 locations across London or one in Birmingham.</td>
</tr>
<tr>
<td>Patients have to deregister from their previous National Health Service (NHS) general practice when they register with BGPaH.</td>
</tr>
<tr>
<td>Under the NHS GP Choice policy, patients can register with BGPaH wherever they live, providing they can travel to one of the clinic sites within 40 min.</td>
</tr>
<tr>
<td>If patients need urgent help and are not able to visit a clinic, or need a home visit and do not live near a BGPaH clinic, they have to contact the NHS 111 national telephone helpline to arrange help from other NHS providers.</td>
</tr>
<tr>
<td>Patients who need frequent face-to-face consultations or have difficulty traveling to a clinic are encouraged by BGPaH to register elsewhere.</td>
</tr>
<tr>
<td>Patients requiring a face-to-face consultation for specific purposes (e.g., a cervical smear) contact a support team to make an appointment at one of the five clinics.</td>
</tr>
<tr>
<td>Consultations are provided by over a hundred GPs, mostly working from home from anywhere in the country. Some GPs work at a central hub in London, which also manages test results and repeat prescriptions.</td>
</tr>
</tbody>
</table>

Similar developments have occurred in many other countries, with private companies offering video consultations via smartphones instead of conventional face-to-face appointments for primary care. Examples include Dr on Demand in the United States; Curon in Japan; Ping An Good Doctor in China; and KRY, which operates in several European countries. Often backed by venture capital, these companies are expanding rapidly into new regions. The aim of this paper is to consider the implications of these developments for the future of primary care. It particularly focuses on the United Kingdom, and lessons learnt from the evaluation of the BGPaH service in London, but also refers to relevant findings from evaluations of similar services in other countries.

Controversies

The growth of private companies offering video consultations for primary care has been controversial. Concerns have been expressed about the safety and effectiveness of managing patients by telephone and video, and there have also been concerns that services focused on speed of access will undermine continuity of care [5,6]. New commercial services could compete for staff at a time when shortages of doctors threaten the viability of some general practices. An underlying concern in the United Kingdom is that the involvement of commercial companies offering video consultations undermines the public service ethos of the NHS and increases fragmentation of services.

However, others have argued that video consulting represents the future of health care [7,8] and that criticisms are based on resistance to change, with health services having been slow to exploit the potential of technology to improve efficiency and convenience for consumers [7,9].

Some of these arguments have conflated 3 different issues. First, there is the issue of private companies providing a new model of care, either in competition with conventional services or as an adjunct to conventional care. Second, there is debate about the appropriate role of video consultations in primary care. The third issue is about digital-first access models in which patients are expected to have an initial contact by video, telephone, or asynchronous web-based message before being offered a face-to-face consultation only when necessary.

These 3 issues are related because the new model provided by services such as BGPaH depends on video consultations and digital-first approaches. However, the recent COVID-19 pandemic has greatly accelerated the use of remote consultations and digital-first approaches by conventional general practices. In the past, the introduction of these approaches has been slow and patchy, but during the pandemic, doctors in many different countries have rapidly turned to telephone and video consultations because of the need to manage large numbers of patients without face-to-face contact [10]. Video consultations may be offered as an option or within a digital-first model. In this paper, we focus on private companies offering primary care on a video-first model, particularly lessons learnt from the evaluation of BGPaH. However, some of the points discussed will also be relevant to the provision of video consultations within a conventional primary care model.

Evaluation

Despite the rapid growth of companies offering primary care video consultation services and the controversy surrounding them, there has been almost no rigorous evaluation of these services in any of the countries where they have been established. Some of the most detailed evidence comes from
an independent evaluation of BGPaH, which was commissioned by the NHS and published on the website of a local clinical commissioning group in May 2019 [11]. Textbox 2 summarizes the key components of this evaluation, which was designed to understand the impact of BGPaH on patients, the general practitioner (GP) workforce, and the wider health care system. The evaluation report and an annex providing details of the full results are available elsewhere [11,12].

Textbox 2. Components of Babylon GP at Hand evaluation. GP: general practitioner.

- **Patient experience survey**: Web-based survey of 1,452 Babylon GP at Hand (BGPaH) patients (1,452/23,073, 6.29% response rate) to quantitatively assess their experience, compared with a similar patient cohort responding to the National Health Service (NHS) GP Patient Survey [13], matched using propensity score matching.
- **Qualitative interviews**: In-depth interviews with 12 general practitioners, a nurse and a member of operational staff from BGPaH, 32 current patients (including 3 in the process of deregistering), and 4 patients who had deregistered from BGPaH, along with site visits to the BGPaH hub and one clinic.
- **Analysis of secondary data**: Analysis of routine data sets about activity and synthesis of NHS England analytical work using nationally held data.

There were significant limitations to the BGPaH evaluation due to the availability of data and the short timescale of the evaluation. The patient survey had a very low response rate, which raises concerns about the representativeness of the views expressed. It was not possible to make comparisons between responders and nonresponders, but survey participants were matched using propensity score matching to patients with similar characteristics receiving conventional care. Babylon was only able to provide limited data about patients’ face-to-face consultations, and no information was available about patients’ presenting problems, health outcomes, or referrals to other NHS services.

Despite these limitations, the BGPaH evaluation provides useful information as a case study to inform current debates about the implementation of video-first services in primary care. In the United States, there have been brief reports about digital primary care based on video consultations from organizations such as Kaiser Permanante [14-16], Jefferson Health [17,18], and the Veteran’s Administration [19]. Several digital health platforms have been established in Sweden, and these have been reported in a descriptive evaluation, but this does not distinguish between video, audio, and text-based web-based consultations [20]. None of these reports represent a comprehensive evaluation, and all have significant limitations, but they do provide insights into some of the controversies.

**Advantages of Video Consultation Services in Primary Care**

A primary care service based mainly on a digital-first model (including video and/or telephone consultations) has obvious advantages. It provides patients with convenient access to health care advice without leaving home or work, offering savings in time and travel costs to patients and productivity gains for society [21]. It improves access in sparsely populated areas where physically getting to a GP may be problematic. As clinicians can work from anywhere, this makes it possible to recruit doctors who cannot work in conventional settings and to provide care in areas where it is difficult to recruit sufficient GPs. In the recent COVID-19 pandemic, remote consultations by video and telephone made it possible to avoid direct patient-doctor contact.

**Patient Experience**

Patients choosing to use private video consultation services appear to be generally very satisfied with their care, although it is important to remember the limitations of the evidence (particularly nonresponse bias). Table 1 shows responses from participants in the survey of users of BGPaH [11] compared with matched patients responding to the national GP Patient Survey [13]. Overall, 71.49% (1038/1452) of BGPaH survey respondents described the quality of care they received at BGPaH as being better than that they received at their previous general practice, whereas only 10.67% (155/1452) described it as worse. This greater satisfaction appeared to be driven by the speed and convenience of the service, the quality of interpersonal care, and the length of consultations. These advantages were not specific to video consultations, with many patients choosing telephone consultations with BGPaH.
Table 1. Patients’ experience of Babylon GP at Hand compared with matched respondents from the national GP Patient Survey (summary data). GP: general practitioner.

<table>
<thead>
<tr>
<th>Question</th>
<th>Response option</th>
<th>GPPS respondents</th>
<th>BGPaH respondents</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>n (% )</td>
<td>n (% )</td>
</tr>
<tr>
<td>Overall, how would you describe your experience of making an appointment?</td>
<td>Very good</td>
<td>258 (23.39)</td>
<td>1103</td>
</tr>
<tr>
<td>Overall experience</td>
<td>Very good</td>
<td>402 (34.69)</td>
<td>1159</td>
</tr>
<tr>
<td>Thinking about the reason for your last general practice appointment, were your needs met?</td>
<td>Yes, definitely</td>
<td>622 (55.83)</td>
<td>1114</td>
</tr>
<tr>
<td>At your last appointment, how good was the doctor at giving you enough time ( ^d )</td>
<td>Very good</td>
<td>361 (40.7)</td>
<td>887</td>
</tr>
<tr>
<td>At your last appointment, how good was the doctor at listening to you ( ^d )</td>
<td>Very good</td>
<td>395 (44.6)</td>
<td>885</td>
</tr>
<tr>
<td>At your last appointment, how good was the doctor at treating you with care and concern ( ^d )</td>
<td>Very good</td>
<td>385 (43.7)</td>
<td>882</td>
</tr>
<tr>
<td>During your last general practice appointment, did you have confidence and trust in the health care professional you saw or spoke to? ( ^d )</td>
<td>Yes, definitely</td>
<td>507 (57.2)</td>
<td>886</td>
</tr>
</tbody>
</table>

\( ^a \)GPPS: General Practitioner Patient Survey.  
\( ^b \)Propensity matched sample of patients from the GP Patient Survey [13] who were resident in London and had similar characteristics to respondents in the BGPaH survey. Matching variables used data available in both surveys, including age, gender, ethnicity, religion, sexuality, work status, whether there were children in the household, whether the respondent was a carer, and whether the respondent had a limiting long-term illness.  
\( ^c \)BGPaH: Babylon GP at Hand.  
\( ^d \)Responses from patients who had a consultation with a general practitioner.

Less positive views were expressed in interviews by some patients who needed face-to-face consultations or had complex needs (Textbox 3). Although some patients were concerned about a lack of continuity of care, most had actively chosen speed of access over continuity. Some patients experienced problems with integration between the digital and face-to-face services, particularly issues such as providing urine samples, following up test results, and arranging hospital referrals.

High levels of patient satisfaction have also been found in evaluations conducted in the United States [16-19], similarly driven by the increased speed and convenience of video consultations compared with waiting for a face-to-face appointment.

Textbox 3. The views of Babylon GP at Hand patients and doctors. GP: general practitioner.

**Patients**

- “I can only get doctors’ appointments on weekdays during office hours so I couldn’t register with the doctors. So I thought this was the best idea I’ve ever seen.”
- “I would never have made an effort to see a GP - too much effort to leave work, make appointment and plan around it. Having phone consultations makes things a lot easier - convenience, evening weekends, not having to miss work or having to trek to where GP is.”
- “You click a button and get an appointment in 10 minutes, that’s their selling point, but there’s nothing for long-term health management.”
- “App experience great for arranging telephone or video consultation but when referred for a face-to-face examination it was a nightmare getting an appointment! No convenient times outside of working hours during the week. Had to wait ages to get something that would work for me.”

**General Practitioners**

- “I was dissatisfied with my practice that I’d been at. (...) I felt undervalued. I felt overworked and under-remunerated for the services that I gave in my own time, whereas all of those things were a bit different. The ethos here is very, very different.”
- “General practice has suffered a lot in the last ten years, and it’s really hard for GPs to do the job they want to do as best as they can. (...) I was doing two years in different salaried jobs and it was really hard and I didn’t feel valued, didn’t feel like I was delivering what I wanted to for patients. Actually, this was the first time as a GP I’ve actually felt like I can do that, I can deliver the care.”

**Impact on Emergency Departments**

One potential advantage of video consultation services is that by improving access to general practice, they could reduce the use of emergency departments for primary care problems. However, there is very limited evidence to support this claim. For example, although analysis in the BGPaH study showed an apparent reduction in the use of emergency departments (Figure 1), the evaluators noted that there were a number of potential confounders in the data that meant robust conclusions could not
be drawn. It was also notable that BGPaH patients had below average use of hospital admissions and outpatient attendances both before and after registration (age-sex standardized), reflecting that they are a generally healthy population.

**Figure 1.** Babylon GP at Hand emergency department attendance rates compared with newly registered London patients (age-sex standardized). Source: National Health Service England. GP: general practitioner.

### Uptake

One of the most notable features of BGPaH is the speed at which it has attracted patients, when other studies have highlighted very low uptake of video consultations. For example, Kaiser Permanente has offered video consultations since 2014, but between 2015 and 2017, these accounted for less than 1% of all office consultations [15]. In the United Kingdom, uptake of video consultations was very low when offered by conventional general practices before the COVID-19 pandemic [22,23]. In Sweden, the use of digital consultations has been increasing for several years but still represented only 2% of all primary care consultations by 2017 [20]. A consistent finding has been that introduction of video consulting has been impeded by technical problems [23,24]. The apparent success of BGPaH may be because the whole process of care has been redesigned around a new technology-enabled model with a very strong focus on convenience for patients. Experience of technological innovations in other settings shows that these are only likely to improve services when they are used to enable whole-system redesign, rather than being bolted on to existing systems and processes [9]. It is notable how, in the recent pandemic, many of the issues that impeded the introduction of video consultations seem to have been rapidly overcome through a combination of technical innovation, entrepreneurship, an obvious incentive for clinicians to avoid face-to-face contact, and a pragmatic relaxation of regulatory objections.

### Equity

The vast majority (94%) of patients registered with BGPaH are aged under 45 years; two-thirds live in more affluent areas; and 84% are in paid work, and they have substantially fewer long-term health conditions than age-sex matched controls, except for asthma. Currently, only 0.28% of BGPaH patients are aged over 70 years, compared with 12% in an average English general practice [25]. These findings suggest that this type of video-first service is particularly suitable for patients with less complex health care needs but also raise questions about equity of access in relation to need. In Kaiser Permanente, the use of electronic tools is highest among young adults and white patients and lower among older patients and those from African American or Latino ethnic groups [14]. In Sweden, there is a significantly positive relationship between the use of digital care and affluence [20].

### Quality and Safety

A number of authors have questioned the quality and safety of digital consultations [26,27] and argued that these should require the same level of evidence as other medical innovations [26]. Although there are published frameworks for the evaluation of digital health systems, which include the need for evidence about usability, effectiveness, and safety in real-world implementation [27,28], this evidence is largely absent for video consultation systems. A recent Scottish study concluded that video consultations dealt with fewer problems and achieved lower scores on measures of consultation quality than face-to-face consultations and were most suitable for simple problems [23]. Babylon has published their own analysis of the safety of the automated triage software used in their digital health platform [29], but this was not peer-reviewed and the findings have been subject to criticism [27]. However, the evaluation of BGPaH highlights several positive aspects of the service [11], and a recent inspection by the Care Quality Commission rated BGPaH as good overall [30].

### Supply-Induced Demand

There is some evidence that, by reducing the threshold to access care, video consultation services may lead to increased consultation rates through supply-induced demand. In a patient survey, 47% of BGPaH patients reported that they used the service more regularly than their previous practice (8% said...
they used it less regularly), and interviews with patients also
gave examples of increased frequency of use. The estimated
mean annual consultation rate of patients with BGPaH was 4.3
consultations per annum, higher than the national average for
patients of their age [31]. In Kaiser Permanente, the number of
virtual visits after offering internet, mobile, and video access
routes increased from 4.1 million in 2008 to 10.5 million in
2013, but there was no associated reduction in face-to-face
consultations [14]. Similarly, an evaluation of BlueShield in
California demonstrated a substantial increase in utilization and
health care spending [32]. This increased use of primary service
utilization may be an advantage if it addresses unmet need but
is problematic if it diverts time and resources away from patient
groups with greater needs. This is an issue of cost-effectiveness
but cannot be assessed without information about patient
outcomes or impacts on other health services.

**Cream-Skimming?**

In the United Kingdom, the growth of BGPaH has been
particularly controversial because of claims that it threatens the
viability of conventional practices by targeting young and
healthy patients, leaving conventional practices to see older
patients and those with more complex problems who generate
most work [33,34]. However, this is arguably a problem with the
way in which GPs in the United Kingdom are paid under
the NHS, rather than the BGPaH model itself. The current
payment formula for general practice in the United Kingdom
takes into account the age and sex and the health needs of a
patient population at an area level, but it does not effectively
adjust for the different health needs of individual patients. The
problem of how to fairly reimburse health providers in ways
that support the appropriate use of video consultations without
increasing health system costs is being debated in the United
Kingdom [35,36] and several countries [14,20]. In relation to
the argument about cream-skimming, it is notable that BGPaH
does not appear to attract patients who generate less work—if
anything, their patients have higher consultation rates than
average patients of similar age and sex, although they have
fewer long-term health conditions.

**Is the Improved Access Due to Video Technology or Greater Investment?**

The main aim of primary care services based on a video-first
model is to improve access to care. Video (and telephone)
consultations make it possible for patients to see a doctor
without traveling and losing time from other activities. It is
noteworthy that although the BGPaH model defaults to a video
consultation, the evaluation found that almost as many patients
had used a telephone consultation as had used a video
consultation. The main advantage for patients appeared to be
the ability to get any sort of consultation quickly, rather than
the mode of consultation. It is not obvious why providing
consultations by video should reduce delays to speak to a doctor,
if this is due to a shortage of GP availability. GPs working for
BGPaH see fewer patients in a 4-hour shift than GPs working
in most conventional NHS practices. It is possible that the key
issue that improves access is the re-engineering of the
organizational model and access pathway, rather than the use
of technology. Alternatively, it could be that the improved access
is due to greater investment in additional capacity and that
similar improvements could be made with increased investment
in conventional care.

**The Sustainability of New Models of Care**

One of the reasons that the growth of BGPaH has been
controversial in the United Kingdom has been a concern about
a gradually increasing provision of segmented services by
private companies and a lack of transparency about their
business models. There are assumptions that digital primary
care will be more efficient than conventional models of care,
but the evidence available so far does not support this hypothesis
[37]. No details of the costs and productivity of staff were
available for the evaluation of BGPaH because they were
considered commercially confidential. Although the
per-consultation cost of a video consultation at Kaiser
Permanente is less than a face-to-face consultation, increased
consultation rates mean that cost savings have not materialized
[14]. Many of the new video-based primary care services are
provided by start-up companies that are trying to disrupt what
they see as entrenched service models. Backed by large
investments of cash [38], they are competing to gain market
share, and it is not clear whether their current operations are
profitable or instead being provided as loss-leaders. In the
context of a state-funded service such as the NHS, it is important
to understand far more about the costs of delivering
smartphone-based services to ensure that they are sustainable,
before they become indispensable after having displaced other
services.

A further concern has been that private services such as BGPaH
could strip the NHS of staff by offering more flexible and
convenient working conditions. In the BGPaH evaluation, we
observed that BGPaH GPs tended to be younger than the general
GP workforce, and more than two-thirds are female. Many were
attracted to the job because it offered a good work-life balance.
Most were very satisfied with working for Babylon, contrasting
the autonomy, training, flexibility, and good working conditions
with the long hours and increasing workloads they experienced
in conventional general practice. These findings may have
important implications for how conventional services need to
improve working conditions to retain staff.

**Continuity of Care**

Conventionally, the existence of a relationship built over time
between a patient and their doctor has been viewed as one of the
defining features of general practice. Continuity of care is
associated with benefits in patient satisfaction, adherence to
medical advice, use of hospital services, and health outcomes
[39]. However, continuity of care in conventional general
practices in the United Kingdom is declining rapidly [40], and
in the evaluation of BGPaH, it was clear that continuity was not
a priority for most patients choosing this service. The growth of
BGPaH and other private video consultation services is one
manifestation of a change in relationships between patients and
their general practitioners, with many patients choosing a more
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impersonal but potentially more convenient service. It is possible that there will be a loss of the benefits associated with continuity of care. Although no such adverse effects were observed in the evaluation of BGPaH, it will be important to monitor these effects over a longer period.

**Implications of Private Video-First Consultation Services for the Future of Primary Care**

Evaluation suggests that video-first consultation services for primary care are associated with high levels of satisfaction among the type of patients who prefer this approach, and this is generally a young and healthy population. However, this may not necessarily provide a model for designing services for the majority of patients who use primary care and who may have different needs or priorities. Private video consultation–based services provide some aspects of primary care to only a limited extent and rely on the continued existence of conventional practices to provide these. Smartphone-based services focusing on addressing specific presenting complaints may not provide opportunistic health care, which is a central role of general practice. Older patients with chronic diseases make up the bulk of the general practice workload. These patients are much less likely to choose to use video consultations than younger patients [11], and they also place a higher priority on relational continuity of care from a doctor they know [41].

One possible scenario for the future of primary care is the development of different types of services tailored to the needs of different population groups. However, this also has several potential disadvantages, including the loss of a single point of contact for health care provided by conventional general practice; the potential for individuals to fall into the gaps between different services, each with a defined remit; and the need for patients to transfer between services as their health care needs change. This particularly applies to older patients, but is also relevant to many other patient groups, particularly those who are vulnerable or have complex needs.

Due to the COVID-19 pandemic, many conventional general practices have rapidly implemented similar digital-first access pathways and remote consultations, including by video. What lessons can we learn from services such as BGPaH that are relevant to video consulting in conventional general practices? First, it is feasible to use video consultations for many types of consultations, and it is likely that a greater use of these consultations will continue in the future. Second, although the rapid implementation of video consulting during the pandemic has been driven by expediency, it should not be assumed that it necessarily provides optimal or more efficient care. Third, it is notable that even in a service such as BGPaH marketed around the offer of video consultations, many patients prefer the simpler technology of the telephone. Fourth, it is important to distinguish between video consultations as a technology and a service delivery model in which video consultation is the default mode of consulting. If digital consultations are offered as a choice, within a general practice that offers all types of consultation, they should improve access for patients who prefer this option. However, if patients are required to use digital services before accessing a face-to-face consultation (the digital-first model as used by BGPaH), this could favor patients with the fewest needs and increase health inequalities.

Private companies providing video consultations for primary care have acted as a challenge to conventional general practice, and the COVID-19 pandemic has further accelerated similar changes in service delivery in these conventional practices. However, there remain questions about important issues such as the quality, safety, and efficiency of video consultations; supply-induced demand; continuity of care; and the appropriateness of video consultations for different types of problems and patients, and these questions require further research. There are also concerns about the implications for the wider health care system of private companies providing video-first services that tend to address the needs of a specific segment of the population. In advance of evidence about these key issues, the growth of private companies providing video-first primary care should be managed cautiously and accompanied by much more extensive and rigorous independent evaluation than has been undertaken so far.
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Abstract

The physical and social distancing measures that have been adopted worldwide because of COVID-19 will probably remain in place for a long time, especially for senior adults, people with chronic conditions, and other at-risk populations. Teleconsultations can be useful in ensuring that patients continue to receive clinical care while reducing physical crowding and avoiding unnecessary exposure of health care staff. Implementation processes that typically take months of planning, budgeting, pilot testing, and education were compressed into days. However, in the urgency to deal with the present crisis, we may be forgetting that the introduction of digital health is not exclusively a technological issue, but part of a complex organizational change problem. This viewpoint offers insight regarding issues that rapidly adopted teleconsultation systems may face in a post–COVID-19 world.

Introduction

The ongoing COVID-19 pandemic has dramatically changed the global landscape in general, and health care systems in particular. Over the past few months, varying states of lockdown have been declared worldwide [1], and teleconsultation has become the “new normal” way of accessing health care.

The social distancing measures that have been adopted worldwide because of COVID-19 [2] will probably remain in place for a long time, especially for senior adults, people with chronic conditions, and other at-risk populations. Teleconsultations can be useful to ensure that patients continue to receive clinical care while reducing physical crowding [3] and avoiding unnecessary exposure of health care staff [4].

Despite their promise, digital tools had proven difficult to implement until very recently [5]. Implementation processes that would typically take months of planning, budgeting, pilot testing, and education are now compressed into days. However, in the urgency to deal with the present crisis, we risk forgetting that the introduction of digital health is not exclusively a technological issue, but part of a complex organizational change problem [6].

In theory, all that is required for a telehealth visit is the right equipment and platform. In practice, the same barriers that existed in 2019 still exist today: proper protocols for patient care, equipment deployment, attitudes, and even legislation [7-10]. The lack of digital health training of health professionals is an increasingly recognized barrier. Although there are initiatives worldwide that provide specialization training on medical informatics (such as the American Medical Informatics Association in the United States, with nearly 1700 board-certified professionals [11], and England’s efforts with the Topol review [12]), Europe lags behind, with less than one-third of medical schools covering these topics [9].
The Netherlands and Erasmus University Medical Center

On February 26, 2020, the first patient with COVID-19 was diagnosed in the Netherlands and admitted to hospital [13]. From then onwards, the number of infections, hospital admissions, and deaths due to COVID-19 infection increased rapidly, with a peak incidence of around 1500 daily new confirmed infections, over 500 daily hospital admissions, and close to 200 daily deaths two months after the admission of patient zero [14]. In that same two-month period, the Netherlands went into a state of “lockdown,” as did many other countries in the world. Standard hospital care was drastically reduced to deal with the surge of patients with COVID-19, especially in ICUs. At the time of writing, the Netherlands seems to have weathered this first wave of COVID-19, with current infection rates, hospital admissions, and deaths down to a trickle and lockdown restrictions increasingly eased.

Erasmus University Medical Center (Erasmus MC) played a central role in managing the COVID-19 crisis in the Netherlands by serving as the national coordination center for the distribution of patients with COVID-19 nationwide. The medical center is based in Rotterdam, and is one of the largest and most authoritative scientific university medical centers in Europe. Erasmus MC is a 1125-bed academic medical center offering specialized health care services in neurosurgery, cardiothoracic surgery, pediatric oncology, and neonatal and intensive care; in addition, it is a level I trauma center. A Microsoft-based, integrated electronic health record (EHR) solution called HiX (ChipSoft) has been fully deployed since June 2017.

As became common practice worldwide at the beginning of the COVID-19 pandemic, most of our clinical work had to be reorganized and priorities changed. In-person visits had to be postponed and nonemergency procedures rescheduled, with outpatient care shifting toward teleconsultation where possible. At that time, Erasmus MC’s teleconsultations occurred through telephone calls and an integrated EHR Skype for Business feature. Between March and June 2020, a clear spike in telephone consultations could be seen, from around 20,000 to an average of over 35,000. A similar fluctuation was observed for video consultations, which grew from approximately 10 per month to an average of over 187 (Figure 1).

Figure 1. Video consultation use over time and COVID-19 cases in 2020. EMC: Erasmus University Medical Center.

The rapid demand for teleconsultations required that more health care personnel be rerouted to cover the need, and steps had to be taken to increase the bandwidth of the service. It is in this context that our institution needed to develop an internal strategy for communication and training regarding the use of these digital tools that were not commonly used before the pandemic. To instruct staff and patients on the use of the platform, didactic material targeting the two groups separately was designed (Figures 2 and 3).
As seen in Figure 1, after the first wave of COVID-19, the number of telephone call consultations went back to pre-pandemic numbers, whereas video consultations have diminished but are still higher than before the crisis. Taking advantage of the benefit of hindsight, certain lessons have emerged from Erasmus MC’s approach to the sudden teleconsultation demand increase.
Design and Implementation Considerations

Designing protocols for telehealth requires proper clinical and technical scoping with careful testing. Erasmus MC’s patients and health care professionals were able to adapt to the new teleconsultation approach, but attention should be paid to the care pathway flow. There are still concerns about how these tools could impact the professional–patient relationship [15], and the need to involve stakeholders in design and development is raised time and time again [16]. Even in situations where the urgency is great, implementation without the involvement of frontline care providers results in unanticipated incidents and disruptions to daily practice [17].

There are many other aspects that we must consider in this rapid implementation. Our choice of platform needs to be aligned with interoperability and security requirements such as EHR integration and General Data Protection Regulation (GDPR) or Health Insurance Portability and Accountability Act (HIPAA) compliance. Partnerships with new vendors should attempt to meet not only current but also future needs. Patient privacy and data ownership are still underexplored territories from policy and regulatory perspectives that need to be treated carefully [18]. Patient-generated data is no longer just part of the health care system but rather belongs within a new context of “consumer” health care services [18]. Usage of data requires rights to be renegotiated where transparency and open dialog are paramount for a balanced agenda.

Returns on investment, consultation fees, costs, and telehealth rules in general are nascent at best, and in many countries, clinicians are not reimbursed for virtual consultations or online prescriptions [19]. Lack of reimbursement and revenue has been regularly cited as a significant barrier to the adoption and implementation of telemedicine services [20]. COVID-19 has been a great promoter for changes in this area. For example, in the United States, Medicare took an important step this past March to reduce the payment obstacle by covering telehealth in many more settings, at least temporarily [21].

Textbox 1 presents some important questions we need to be asking ourselves to prepare our teleconsultation system for a post–COVID-19 age.


- What are the advantages of developing a system in-house versus partnering with a vendor?
- How well can our institution’s current infrastructure handle in-house development?
- Will our institution benefit from an assortment of tools or a unified platform?
- What processes would need to be changed to accommodate a new teleconsultation system?
- How will the workforce be trained in the use of the teleconsultation system? What about the patients?
- What kind of reactions would adopting a teleconsultation platform generate?
- How will our institution communicate the policies and protocols for after COVID-19?

Final Thoughts

It is imperative that the solutions we develop today attempt to be as sustainable as possible in the long run. It would be unfortunate if advances made today were to be discarded once the crisis is over. In this new era, the use of truly multidisciplinary teams that bring together not only health professionals but also designers, engineers, social scientists, and health economists, among others, is a critical first step in developing open, productive, and sustainable implementations [17].

We have the opportunity to start acting on a vision of the future of medicine, placing the building blocks for the consultation room of 2030. The impact the current pandemic will have on our society is greater than we can currently understand, and we must be responsible in our approach to the changes that are coming. Every step makes a footprint—let’s make ours count.
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Abstract

In a matter of months, COVID-19 has escalated from a cluster of cases in Wuhan, China, to a global pandemic. As the number of patients with COVID-19 grew, solutions for the home monitoring of infected patients became critical. This viewpoint presents a telesurveillance solution—Covidom—deployed in the greater Paris area to monitor patients with COVID-19 in their homes. The system was rapidly developed and is being used on a large scale with more than 65,000 registered patients to date. The Covidom solution combines an easy-to-use and free web application for patients (through which patients fill out short questionnaires on their health status) with a regional control center that monitors and manages alerts (triggered by questionnaire responses) from patients whose health may be deteriorating. This innovative solution could alleviate the burden of health care professionals and systems while allowing for rapid response when patients trigger an alert.

(J Med Internet Res 2020;22(10):e20748) doi:10.2196/20748
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Introduction

In less than 7 months, COVID-19 escalated from a cluster of cases in Wuhan, China, to a global pandemic with more than 15 million infected people and 630,000 deaths in over 200 countries [1,2]. The clinical characteristics of patients with COVID-19 are well described, with most presenting mild symptoms and fatalities occurring mainly in chronically ill and older patients [3-7]. In addition to being a therapeutic challenge for physicians and health care workers, the exponential increase in patients with COVID-19, and their considerable length of stay in a hospital, could exceed health care systems’ capacities
To allow hospitals to focus on vulnerable and the most severely ill patients, those with COVID-19 but presenting no serious symptoms are being sent home [13]. However, for 10% to 15% of these patients, the disease will become severe, which requires surveillance [13,14]. Various systems have been set up to carry out this surveillance, often involving general practitioners (GPs) and telephone-based and/or home visits, or the use of telehealth technologies for virtual consultations [15,16]. However, all these systems rely on the individual management of every patient by a single doctor (GP, infectious disease specialist, or any other specialist involved in COVID-19 management). In a pandemic situation, GPs and infectious disease specialists are scarce resources and should be mobilized wisely [15,17,18].

To offer alternatives to patients while reserving medical resources for the situations that require it, the Greater Paris University Hospitals (Assistance Publique-Hôpitaux de Paris, [APHP]), in collaboration with regional GP organizations and a software company specializing in patient digital pathways, quickly developed a remote telesurveillance solution named Covidom for the home monitoring of patients with COVID-19.

The Covidom Solution

Covidom combines an easy-to-use and free web application for patients with a regional control center to manage alerts (Figure 1). Patients with a suspected or confirmed case of COVID-19, according to the French public health authorities’ definition of COVID-19 infection [19], are registered by a physician after receiving a brief description of the Covidom solution and providing oral consent to participate. Registration can be performed either as part of outpatient management after diagnosis (ie, after a visit to an emergency department or consultation with a GP or another specialist) or at the time of discharge after COVID-19–related hospitalization. Registration is a simple procedure where patients provide simple baseline characteristics, including age, gender, phone number or email address, date of first symptoms, and risk profile. A high-risk profile includes the presence of cardiovascular disease, diabetes, chronic lung disease, immunodeficiency (transplant, active cancer treatment, uncontrolled HIV infection, etc), third trimester of pregnancy, or age >65 years [19].

Patients then receive a registration link via a short mobile message or email, through which they complete registration and provide electronic consent for the Covidom telesurveillance program. They are informed of the potential use of their anonymized data for research purposes. This use was approved by the scientific and ethical committee of APHP (IRB00011591).

The data is available upon request for academic researchers.

The Covidom Web Application

The web application was designed to be straightforward and intuitive to use for patients. The interface of the application can be seen in Figure 2. Patients complete one or two self-administered daily monitoring questionnaires for a duration of 30 days after symptom onset. These questionnaires involve fewer than 10 short and standardized questions. The questionnaires can be accessed via computer or smartphone, and patients are informed by mobile message or email to complete them with a reminder in case of no response. The questions ask patients to self-report their respiratory rate, heart rate, temperature, respiratory uneasiness (adapted from the modified Borg dyspnea scale [20]), nausea, malaise, as well as...
psychological discomfort and difficulties dealing with lockdown measures. Patients assessed as high risk by the physician who performed their initial evaluation need to complete the questionnaires twice a day, while low-risk patients respond only once a day. The answers to these monitoring questionnaires can trigger different types of alerts at the regional control center. These questionnaires were elaborated and tested by a panel of multidisciplinary health care professionals (infectious diseases, emergency physicians, GPs, and telesurveillance specialists).

In the web application, patients can also find information on the virus and how to mitigate transmission risk (ie, French health ministry documents); how to measure one’s own temperature, heart rate, and respiratory rate; and how to seek psychological support if needed. In case of an emergency, patients are advised to directly contact the national emergency number by dialing 15 (Service d’Aide Médicale Urgente [SAMU]).

Figure 2. Covidom web application screenshots.

The Covidom Regional Control Center

The Covidom regional control center is open from 8 AM to 8 PM, 7 days a week, and covers all patients using the Covidom system in the greater Paris area (12 million inhabitants). It is built on the concept of autonomous remote monitoring cells. Each cell is made up of 4 to 6 trained remote monitoring responders (RMRs) and a supervising physician, all physically colocated at the Covidom regional control center, equipped with face masks and adhering to physical distancing measures. The mission of the cells is to handle the alerts generated by patient answers to the daily or twice-daily questionnaires. Patient answers are classified into 4 categories by an automated algorithm:

- No alert: everything is considered normal, no need for further action;
- Orange alert: some of the answers are above a certain threshold. These alerts need a response from the regional control center;
- Red alert: some of the answers suggest that the patient’s condition may be deteriorating. These alerts need a response from the control center, with the highest level of priority;
- Gray alert: the patients did not answer the questionnaire. These alerts need a response from the control center and patients need to be called, but the level of priority is low.

To handle the alerts, RMRs access the patient record and contact patients by phone to identify the cause of the alert. If needed, the supervising physician of the cell can intervene and assess the patient over the phone. An alert is considered handled once the RMR or the physician offers a solution to the patient: general advice, medical advice, directed to their GP, hospitalization, or contact with the SAMU. Infectious disease wards, emergency departments, or the SAMU can be contacted directly by the control center using dedicated phone numbers. If necessary, these contacts could result in a mobile intensive care unit staffed with emergency physicians sent to the patient’s home or a regular ambulance with a paramedic sent to assess the patient and transport them to a hospital. Of note, in the case of remote medical assessment, Covidom personnel does not charge a fee.

The control center cell physicians and RMRs are volunteers from different backgrounds (Multimedia Appendix 1). Physicians are rarely infectious disease specialists, GPs, or emergency physicians since those individuals are on the frontline caring for patients in need of acute care. Covidom personnel are mostly other specialists with decreased activity because of the lockdown who wanted to contribute to crisis management. All physicians and RMRs receive theoretical and practical training, the intensity of which depends on the person’s profile. They do not receive any financial incentives, but nonfinancial incentives are offered, such as meals or transportation solutions if public transport is not available. All volunteers have to sign an individual contract with the APHP for medical confidentiality, insurance, and liability reasons. On-site psychological support is available if needed.
Overview of Covidom as of May 19, 2020

In the period between March 9 to May 19, 2020, 57,182 patients were registered in Covidom with a suspected or confirmed case of COVID-19. These patients were referred by 1709 physicians working in 30 public and 70 private hospitals and by 2131 GPs (in private or public medical practices). Most patients were referred as part of their initial outpatient care (50,020/57,182, 87.5%) while 7162 were included at hospitalization discharge. Out of these patients, 84.5% (48,290/57,182) confirmed their registration, 8.4% (4057/48,290) never answered a surveillance questionnaire, and 70.6% (34,104/48,290) answered questionnaires for more than 7 days. A total of 104 patients were offered alternatives, by contacting patients’ GPs to organize a follow-up, as they had trouble using the system (eg, uncomfortable using the required technologies or language issues). Patients’ mean age was 43.7 years (SD 15.8) and a majority were female (33,542/48,290, 58.7%) (Table 1). The patients’ risk profile was recorded as high in 60.3% (3315/5493) of cases included at hospital discharge and in 39.9% (17,082/42,797) of cases included as part of their initial outpatient care.

During follow-up (phases 3 and 4 of the patient’s pathway in Figure 1), patients triggered 21,873 red alerts and 211,160 orange alerts. Red alerts were handled in a median time of 2 min and 20 s (IQR 46 s to 6 min and 54 s) and orange alerts were handled in 10 min and 34 s (IQR 1 min and 28 s to 93 min and 51 s). We present in Figure 3 the weekly averaged counts of patients managed using Covidom and the alerts generated. From March 30, 368 alerts resulted in contact with SAMU (via the national emergency number) through the regional control center (over 215,056 alerts by 41,758 patients). As of May 19, 72.0% (34,767/48,290) of patients had their follow-up terminated, 1.1% (544/48,290) had been hospitalized or rehospitalized, and 0.1% had died (39/48,290).

Table 1. General characteristics of and reasons for end of follow-up among patients using Covidom, as of May 19, 2020.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Posthospital discharge management (n=5493)</th>
<th>Initial outpatient management (n=42,797)</th>
<th>Total (N=48,290)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>48.5 (17.2)</td>
<td>42.3 (14.9)</td>
<td>43.7 (15.8)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2669 (48.6)</td>
<td>16,260 (38.0)</td>
<td>23,564 (41.2)</td>
</tr>
<tr>
<td>Female</td>
<td>2818 (51.3)</td>
<td>26,488 (61.9)</td>
<td>33,542 (58.7)</td>
</tr>
<tr>
<td><strong>Risk profile, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High-risk profile</td>
<td>3315 (60.3)</td>
<td>17,082 (39.9)</td>
<td>24,756 (43.3)</td>
</tr>
<tr>
<td><strong>Reason for end of follow-up, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Automatic termination of follow-up after 30 days</td>
<td>3957 (72.0)</td>
<td>30,810 (72.0)</td>
<td>34,767 (72.0)</td>
</tr>
<tr>
<td>Follow-up ended early at patient’s request⁴</td>
<td>831 (15.1)</td>
<td>7473 (17.5)</td>
<td>8304 (17.2)</td>
</tr>
<tr>
<td>Ongoing follow-up</td>
<td>590 (10.7)</td>
<td>4046 (9.45)</td>
<td>4656 (9.60)</td>
</tr>
<tr>
<td>Hospital admission</td>
<td>111 (2.0)</td>
<td>433 (1.0)</td>
<td>544 (1.1)</td>
</tr>
<tr>
<td>Death</td>
<td>4 (0.1)</td>
<td>35 (0.1)</td>
<td>39 (0.1)</td>
</tr>
</tbody>
</table>

⁴Follow-up ended early at patient’s request: no more symptoms, no longer felt like answering questionnaires, or any other reason left at the patient’s discretion.
Implications, Future Works, and Limitations

To our knowledge, Covidom is the first and largest telesurveillance solution (65,202 patients as of July 24) described for the home monitoring of COVID-19 cases with the aim to alleviate the burden of health care professionals and systems. Telesurveillance has never been used in acute infectious diseases at this scale until now [21]; previously, it had been mostly used in chronic diseases [22,23]. Most health care systems are based on in-person interactions between patients and their clinicians, but in a pandemic context, this situation is highly challenged, and health digital solutions are of interest both to patients and to the health care system [15-17]. From patients’ perspective, this system can provide reassurance by daily monitoring their condition with a procedure in place in case of worsening symptoms. Patients often worry about the potential and sudden worsening of symptoms during a lockdown, due to limited social contact [24,25]. This telesurveillance system allows for close but minimally invasive surveillance using daily short questionnaires with fewer than 10 questions, which is easily accepted by patients [26]. From the public health perspective, this system may offer a partial virtual safety net to rapidly detect any signs of deterioration in patients with COVID-19, while making proper use of scarce resources via a 2-step process where automated alert algorithms can trigger a medical response when needed. Automatic algorithms and health care professionals based in a regional control center could help reserve health care workers and hospital beds for the patients who need them most and alleviate pressure on the health care system.

Such tools also have the major advantage of ensuring close surveillance while avoiding physical contact, which can help limit the spread of the virus and possible health care worker contamination. Providing appropriate care while preserving one’s own health is a strong motivation for health care workers to rapidly develop and widely use virtual health care solutions [27].

Finally, Covidom represents an important source of epidemiologic data, providing an opportunity to increase our knowledge of the disease, in particular of its common but least studied mild form. Covidom was initially deployed in the greater Paris area but is being extended to other French regions using the same principles: use of a web application with a dedicated regional control center whose functioning may depend on the region. Because of its simplicity and quick response, this solution could be easily adapted in other countries.

Of course, the Covidom solution needs to be thoroughly evaluated; in particular, the efficiency and ability of the alerts to detect patients at high risk of deterioration and the medico-economic impact of such a solution need evaluation. To do this, we will link the Covidom database with hospitals and national social security databases to identify patients who directly contacted them or were self-referred to an emergency department.

The Covidom system was sustainable during the lockdown due to the personnel availability that resulted from nonurgent elective procedures or appointments being rescheduled; most of the workforce comprised salaried employees (as opposed to a pay-per-service system). We observed significant fluctuations in the availability of human resources. At first, and due to the lockdown, many volunteers offered their help. Since lockdown measures were lifted (May 11, 2020) and as control center cell physicians and RMRs progressively resumed their usual activities, finding enough personnel has become more of a challenge. Adapting the Covidom solution and offering alternatives to patients who had difficulty with the system (unfamiliar with these technologies or language issues) was done by connecting these patients to their GPs. However, additional options could have included translated versions of the questionnaires and the other available documents to help patients with language issues. Surveillance could also have been more flexible as it was found to be short for some patients with recurrent or persistent symptoms, while others would have preferred to stop the follow-up as soon as the symptoms disappeared. Finally, sharing the patients’ Covidom file, or a summary of it, with patients’ GPs was not done.
Conclusion

Covidom is an innovative solution for the home monitoring of patients with COVID-19. The model could be easily transposed to other countries or contexts. Most patients have been included as part of their initial outpatient management, making Covidom the largest cohort to date of patients with a mild case of COVID-19, which is the form that occurs in a majority of patients but is least studied. Using telesurveillance solutions like Covidom could augment health care systems’ abilities by allowing them to monitor patients and promptly identify worsening symptoms, while limiting the need to travel and the risk of contamination.
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Abstract

Despite the implementation of internet patient portals into the safety net after the introduction of the Affordable Care Act in the United States, little attention has been paid to the process of engaging vulnerable patients into these portals. The portal is a health technology tool that was developed with a mainstream, English-speaking audience in mind. Thus, there are valid concerns that such technologies will actually exacerbate health care disparities, conferring further advantages to the already advantaged. In this paper, we describe a framework for portal engagement (awareness, registration, and use) among safety net patients. We incorporate the experiences in the Los Angeles County Department of Health Services to illustrate important contextual factors for portal outreach in our safety net. Finally, we discuss considerations for moving forward with health technology in the safety net as the next version of patient portals are being developed.

(J Med Internet Res 2020;22(10):e16835) doi:10.2196/16835
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Introduction: A Patient Portal Arrives to the Safety Net

Online patient health portals, also known as “patient portals” or “portals,” are two-way communication systems that are tethered to a patient’s electronic health record (EHR) [1]. Portals allow patients to manage many aspects of their health care from the convenience of their internet-connected device. Some studies have found that use of patient portals may improve quality of care and health outcomes, particularly for patients with chronic conditions such as diabetes mellitus [1-10].

Largely driven by the financial incentives of the Health Information Technology for Economic and Clinical Health Meaningful Use program (as part of the 2014 US federal health care reform), patient portals have rapidly expanded [2,11-13]. In the last few years, many safety net systems—which are health systems that provide a significant level of care to minority, low-income, limited English proficient (LEP), and other vulnerable patients—have begun implementing patient portals. This innovation has given safety net health systems a new mechanism to directly share information and communicate with patients online. Since many vulnerable patients face barriers to in-person visits (such as taking unpaid time off from needed work), this telemedicine mechanism has potential for enhancing their care. Most notably, the coronavirus-19 (COVID-19) disease pandemic forced health systems to scale back on physical patient visits, and in-person patient education and engagement dramatically. With no established telemedicine workflows in place, this situation can exacerbate the health disparities for
these patients who are already at higher risk of poor disease management outcomes. Recent events have therefore highlighted the need to prioritize the integral role of the patient portal for care delivery in the Los Angeles safety net, and safety nets across the country.

Much of the prior literature related to patient portals and low-income populations has focused on the barriers posed by the digital divide; that is, the fact that many vulnerable populations lack the digital access, capacity, and interest to use a portal [14-28]. However, prior national studies suggest that the racial/ethnic and socioeconomic digital divide is shrinking, and that there are no racial/ethnic differences among people accessing the internet via mobile phones (about 60% of US adults) [28,29]. Furthermore, new data corroborate and expand upon prior work showing a high level of interest in portals among low-income, LEP, Medicaid, and public hospital patients [30-34]. Thus, the aforementioned barriers to the use of portals by safety net populations may be diminishing, and this population may be increasingly ready and eager to use the patient portal.

Despite these findings, little attention has been paid to the process of engaging vulnerable patients into an online health portal. This is especially problematic as the portal is a health technology tool that was developed with a mainstream, English-speaking audience in mind [13,35,36]. There are valid concerns that such technologies, including the patient portal, will actually exacerbate health care disparities, conferring “further advantages to the already advantaged,” a tenet of the Inverse Care Law [26].

As safety net health systems continue to implement patient portals [37], important questions remain about the factors that influence safety net portal registration and use, and the portal education strategies that will be effective among these vulnerable patients [13,15,35,38-40]. Health systems that are developing portals for vulnerable populations might benefit from an underlying framework that takes into consideration the unique needs of these populations.

In this paper, we describe our portal engagement process (awareness, registration, and use) for safety net patients. We then incorporate the experiences in the Los Angeles County Department of Health Services (LAC DHS) between 2015 and 2019 to illustrate important contextual factors in our safety net’s portal development. Finally, we discuss considerations for moving forward with health technology in the safety net as the next version of patient portals are being developed.

Development of a Framework for Portal Engagement Among Vulnerable Patients in the LAC DHS

Overview of Formative Findings

The LAC DHS, as the second largest municipal health safety net system in the United States, launched its English-Spanish patient portal in March 2015, with one of the few bilingual interfaces in the nation. The LAC DHS serves 600,000 unique patients each year, with 400,000 patients empaneled to its primary care clinics. Over half of the LAC DHS population is LEP, with the majority of these patients being Spanish speakers. At its inception, patients were able to view lab results, medication lists, and vital signs; additional features were added progressively. Figure 1 outlines the timing of various portal features in the LAC DHS MyWellness patient portal and accompanying portal registration data.

Many of these portal developments/improvements stemmed from patient input that we received on the frontlines. From January to March 2016, the LAC DHS performed a system-wide quality improvement internal survey of patients waiting in line for medical records. Patients were asked to fill out a paper or tablet survey to self-describe any internet access (including public and private access), knowledge about the MyWellness patient portal, and interest in health information on the MyWellness patient portal. We systematically randomly surveyed almost 200 patients, 73.0% (n=146) of whom reported having access to the internet. Only 20.0% (n=40) of patients were aware of the patient portal, and 45.0% (n=90) of those surveyed indicated interest in learning more about the portal.

We conducted focus groups in the summer of 2017 among LAC DHS patients with chronic conditions to better understand perceptions of the portal and to obtain patient-centered recommendations for implementation [41]. Important themes from these focus groups were that we needed to provide dedicated patient guidance for both portal enrollment and portal navigation. One of the LAC DHS sites received a Catalyst human-centered design grant through the Center for Care Innovations to better understand the patient process and experience around trying to register for the patient portal. This formative work culminated in the development of a novel framework to outline factors affecting portal registration and use in the safety net, which is partly based on the technology acceptance model [42]. As shown in Figure 2, the framework outlines factors under the domains of patient characteristics, patient experience with technology, patient beliefs and perceptions, and engagement initiatives by safety net health systems that will impact (1) patient awareness of a patient portal, leading to (2) patient registration, and ultimately result in (3) sustained use of the portal by patients.
Our formative findings and framework coincide with some of the conclusions provided by Grossman et al [43] in 2019. After reviewing over 100 studies about patient portal use among vulnerable populations, they found that individually focused interventions had the most evidence for increasing use in vulnerable populations. They recommended that research should “move beyond identifying disparities to systematically addressing them at multiple levels” for these patients [43]. In that vein, our work over the last 5 years has led to three actionable steps in facilitating portal uptake among our patients, which we now recommend as a model to other safety nets and EHR companies serving these patient populations:

**Step 1: Remove Unnecessary Patient Process Barriers in Enrolling for the Portal**

Recent studies have provided recommendations on patient- and system-level interventions to increase registration and use of the portal (ie, opt-out enrollment strategies, patient portal training) [43]. However, many of these recommendations will depend on the specific restrictions and parameters of the EHR vendor. For our patient population, the LAC DHS originally required an email address and a social security number (SSN) as a unique patient identifier (to receive a patient portal activation code). Privacy is paramount as it pertains to health data and security; however, authentication that requires an email address for portal enrollment can widen digital disparities to data access in the safety net. An acceptable alternative could be sending the activation code via a cell phone number (although this does not overcome the barrier that patients of low socioeconomic status may share phones). At one of our largest LAC DHS sites, patients between the ages of 18-64 have 75%-87% cell phone ownership and 49% of the patients aged>65 years report cell phone ownership. Authentication processes that require an SSN in safety net populations are
especially problematic, given that many immigrant patients may lack this information or even fear a process asking for it, owing to their (or their family members’) documentation status. In response to these issues, we worked with our vendor to eliminate these steps and replace them with acceptable enrollment alternatives (eg, self-registration, medical record number identifiers).

To improve equity to data access, we suggest that EHR vendors improve the ease of enrollment and give patients options for multifactor authentication that do not require an email address or secure/stigmatized information.

Step 2: Rethink Portal Engagement With a Patient-Centered Approach

The creation of LAC DHS Patient Portal Summits have brought together leadership, patient advocate groups, front desk staff, and clinicians to uniformly design engagement materials and staff incentive programs that best advance portal registration among our patients (even in low-resource settings). With support from a 2018 Center for Care Innovation’s Catalyst grant, we created portal engagement materials that could eventually be administered by any LAC DHS staff member. Patients, nursing, staff, and physicians from all LAC DHS sites provided input over the course of 18 months. To date, this collaboration has resulted in a training curriculum for LAC DHS staff on portal engagement and engagement videos featuring the portal, developed by (and showing) patient and staff members and displayed in waiting rooms across our system in multiple languages [42,44]. From November 2018 to January 2019, a patient portal enrollment competition took place to further engage frontline staff in enrolling and engaging patients in the portal.

Based on concepts that were prominent in our own formative work with patients, we suggest that safety net systems improve their portal messaging approaches to focus on: (a) validation of the portal by health care workers, (b) messaging about the portal that is useful to a patient’s daily life and relevant to their personal health [45], and (c) educational scripts that incorporate family/community members.

Step 3: Partner With the EHR Vendor to Focus on an Appropriate User Interface

Our data show that the majority of LAC DHS patients who access the portal do so via their mobile devices (70%), whereas portals from nonsafety-net patients tend to more frequently be accessed via a desktop [28]. Pew Research surveys on smartphone use describe a phenomenon of “smartphone access” to patient data through proxy relationships, especially among low-income and minority populations [28]. Cable internet is increasingly expensive, and low-income dependence among low-income and minority populations [28]. Despite very specific standards for health literacy of written materials, this has not been translated to digital tools. Therefore, we recommend more transparency and inclusion around testing strategies to ensure that safety net populations are active participants in these testing phases.

Patient Portal 2.0: Reimagining the Next Generation of Portals for Improved Accessibility to Safety Net Patients

Key Questions

If health technology is destined to serve even the most vulnerable patients, medical informatics research must answer the following questions: How can portals be made more accessible from the patient’s perspective? What do safety net patients need from patient portals? By focusing on patients from vulnerable backgrounds, the safety net setting becomes a real-life laboratory for developing portals that will improve portal accessibility for all populations. We highlight the following patient-centered points (findings from our formative work) in reimagining the next version of portals.

Connect to the Safety Net Patient’s “Home” Team

Outside of the health care setting, there is already a “team” surrounding many of our patients, made up of family members and friends who serve as caregivers and trusted confidants for health decisions. Therefore we need to make it easier to connect digitally with these trusted team members (in addition to the individual patient) if the patient portal is to be used as a primary health management tool moving forward.

To first address this, there must be better options around “level of access” to patient data through proxy relationships, especially
when patient privacy and security remain a top level of concern among safety net patients. Our LAC DHS physicians have reported the need to provide limited portal views of “sensitive” information (eg, HIV results, intravenous drug use history) for patients who rely on family or friends as informal or formal caregivers. The option to share the portal with the patient’s team may be foregone in some cases because of the current “all-or-nothing” access approach to health information via a proxy login. One solution to this dilemma is to allow patients the ability to choose what level of proxy access a caregiver/family member will have. In reality, this is a feature that should be available to all patients, and will particularly resonate with adolescent and geriatric populations, and for patients with disabilities in other health care settings.

Create a Virtual Home for Patient-Centered Care

What if the portal 2.0 were more than a data repository and messaging/scheduling hub? Patients are starting to fill out forms online through the patient portal, and such patient-generated data should be helpful to health care systems for tailored patient care and improvements to the system. What if the portal could also suggest content and experiences for patients? For example, a patient recently diagnosed with heart failure could receive suggestions from the portal for post-discharge follow-up videos, and health systems could track these engagement metrics. The portal could also push information to the patient about heart failure options for disease monitoring, such as online weight logs or a wireless scale. Patients with prediabetes who want support for lifestyle modification could be directed to locations for free or low-cost exercise programs in recreation centers or parks. Patients and providers have already suggested a desire for a portal that can collect patient-reported outcome metrics and deliver personalized feedback [48].

Currently, health systems are reactive; that is, we often wait for patients to approach our team with questions before we address health issues and socioemotional concerns. However, if a patient fills out a “Know Me” questionnaire and sets personal weight loss goals, the portal might be able to suggest culturally tailored nutrition and physical activity community resources for the patient based on their profile, even before visiting the clinic. As another example, if housing instability is listed as a problem in the EHR, the portal should potentially be able to push local resource notifications for housing or legal aid services. When “food insecurity” is recognized and coded in the EHR, could the portal then push notifications about food resources that are tailored to the patient’s home address or the geolocation on their phone? The safety net can help us re-envision the portal as a place where: (1) patients can be connected with social resources based on their needs, rooted in the social determinants of health; (2) patients can “check in” on health indicators, track the progression of personal indicators and goals; and (3) access culturally tailored and language-appropriate videos, podcasts, and written materials based on the patients’ underlying health conditions.

Moving Beyond Meaningful Use

To achieve this vision of the patient portal, we must grade new portals based on metrics that move beyond meaningful use, which have previously only focused on patients’ log-in, download, and exchange of data/messages with their health care team. EHR vendors are starting to understand the need to assist patients with self-management by exploring workflows to help patients fill out forms online to monitor chronic conditions, creating online interfaces for patients to log blood sugar and blood pressure levels, working to integrate devices such as smartwatches and connected devices (ie, wireless glucometers, blood pressure cuffs, weight scales), incorporating care manager and patient goals into their platforms, and integrating online platforms for community-based resources such as food banks, transportation assistance, and housing into the health record.

Summary: How Patient Portals Will Meet the Needs of Safety Net Patients

Safety net health systems provide health care for our most medically and socially fragile patients: populations that include patients with multiple morbidity conditions, LEP, cognitive impairment, high-risk perinatal needs, physical and mental disabilities, low literacy, homelessness, substance use, justice system–affected, and a broad range of immigrant and refugee communities. Safety nets are the ideal places to develop and refine the next iterations of the EHR and the patient portal. Because the portal is a “gateway” to the use of other digital health interventions, it is also an avenue for intervention research and a modality for better understanding of what vulnerable patients need to more effectively interface with health technology.

A limitation of this paper is that we did not delve into the continual barriers that sustain the digital divide (having access to reliable internet, limited devices and data/storage, and patients’ digital literacy). Although the digital divide seems to be shrinking, these recommendations should also be tempered with the knowledge that extreme disparities in internet access continue to exist for low-income populations, especially in certain areas of the country [49]. All of these systemic and patient-centered barriers should be addressed in a version of patient portal development that is more inclusive. To make this tool work for our most vulnerable populations, moving forward, we need to take intentional steps to ensure that the patient portal can be effectively and efficiently deployed in health systems that serve these high-risk patients. To achieve these goals, we must (1) remove unnecessary patient process barriers in enrolling for the portal; (2) redesign engagement materials with a patient-centered approach; (3) partner with EHR vendors to focus on the user interface and usability from a safety net patient perspective; (4) engage trusted family members and caregivers to create a flexible, patient-friendly mechanism for proxy access; (5) create a virtual home for patient-centered care that includes addressing social determinants, preventive care, and chronic care; and (6) redefine the metrics of portal success, as seen in the safety net.

Finally, we would be remiss in not emphasizing that health systems around the country are quickly developing remote strategies to reach out to patients for health management resources and education as in-person services shrink, secondary to the COVID-19 pandemic, and that the patient portal is an integral part of this outreach plan. Thus, redesigning the patient
portal so that it effectively reaches and impacts our most vulnerable patients is an important step to improve health care access for the entire US population. These uncertain and challenging times in our history are an opportunity to significantly move the needle in digital health, and create a patient portal that works for even the most vulnerable patients in this new era of healthcare—making sure that no patient is left behind.
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Abstract

Background: There are several challenges such as information silos and lack of interoperability with the current electronic medical record (EMR) infrastructure in the Canadian health care system. These challenges can be alleviated by implementing a blockchain-based health care data management solution.

Objective: This study aims to provide a detailed overview of the current health data management infrastructure in British Columbia for identifying some of the gaps and inefficiencies in the Canadian health care data management system. We explored whether blockchain is a viable option for bridging the existing gaps in EMR solutions in British Columbia’s health care system.

Methods: We constructed the British Columbia health care data infrastructure and health information flow based on publicly available information and in partnership with an industry expert familiar with the health systems information technology network of British Columbia’s Provincial Health Services Authorities. Information flow gaps, inconsistencies, and inefficiencies were the target of our analyses.

Results: We found that hospitals and clinics have several choices for managing electronic records of health care information, such as different EMR software or cloud-based data management, and that the system development, implementation, and operations for EMRs are carried out by the private sector. As of 2013, EMR adoption in British Columbia was at 80% across all hospitals and the process of entering medical information into EMR systems in British Columbia could have a lag of up to 1 month. During this lag period, disease progression updates are continually written on physical paper charts and not immediately updated in the system, creating a continuous lag period and increasing the probability of errors and disjointed notes. The current major stumbling block for health care data management is interoperability resulting from the use of a wide range of unique information systems by different health care facilities.

Conclusions: Our analysis of British Columbia’s health care data management revealed several challenges, including information silos, the potential for medical errors, the general unwillingness of parties within the health care system to trust and share data, and the potential for security breaches and operational issues in the current EMR infrastructure. A blockchain-based solution has the highest potential in solving most of the challenges in managing health care data in British Columbia and other Canadian provinces.
Introduction

Background

Blockchain is a relatively new technology with the potential to revolutionize the way data are secured and managed. Implementing blockchain in health care opens diverse possibilities in data analytics, cross-province health data transfer, and patient-centered health care. It also helps resolve many of the existing challenges faced in health care data management, such as eliminating information silos, increasing efficiency in data transfer between health care facilities, data sharing, and data protection [1,2]. Challenges associated with blockchain implementation in the Canadian health care system include complicated regulations surrounding health and personal data, the government’s universal involvement, and transitional issues between 2 information systems. Identifying gaps in the current infrastructure and the problems that blockchain can solve and creating a realistic implementation plan for blockchain systems in the Canadian health care system will require an in-depth strategic analysis that will inform viability [1,3].

What Is Blockchain?

Blockchain technology is a distributed ledger system that can be used for the management and exchange of information among members of a network [4,5]. Each participating computer in the network forms an independent node that maintains a copy of the ledger, which is automatically updated among all members whenever there is an addition to the ledger.

A transaction in the network is timestamped and cryptographically sealed in a block and then added to the chain of previous blocks (representing previous transactions) by an automated validation mechanism [4]. When a block is added to the chain, a cryptographic technique called a hash is used to ensure that the connection is immutable. Hashes are one-way digital signatures comprising a string of numbers and letters, and each hash is based on the hash of the preceding block. Hashes are what give blockchain its immutability, an important feature that prevents malicious changes to the blockchain [4].

Another cryptographic technique, zero knowledge proof (ZKP) systems, is often combined with blockchain to reduce the amount of data needed to be shared between parties. ZKPs are interactive proofs that have the ability to yield nothing but the validity of a claim [6-8]. A public blockchain can be joined by anyone, whereas a permissioned and private blockchain requires permission from the governing nodes of the network to join, thus upholding trust and security of the network [4]. The term distributed refers to the way that the blockchain or ledger is comprised of a string of numbers and letters, and each hash is based on the hash of the preceding block. Hashes are what give blockchain its immutability, an important feature that prevents malicious changes to the blockchain [4].

Current Challenges in Health Care

Electronic medical records (EMRs) have a large potential to benefit from blockchain systems. Information in EMRs may include patient diagnoses and histories as well as test and imaging results. However, the fragmentation of digital data occurs when various points of care use different EMR systems to store patient data, which are not interoperable [9]. Patients visit numerous health care offices throughout their lives, leading to fragmented medical records, which in turn limit the information available to practitioners and service providers. Ultimately, this affects the quality of care received by the patients and patients’ experience with the health care system. It becomes more difficult for health care practitioners to see the complete picture of a patient’s care, and this often results in redundant procedures and history taking, which takes a toll on the health care system and the patient.

Data sharing between care providers improves the accuracy of diagnoses [10-12] and reduces errors in treatment plans [13]. In addition, with telemedicine on the rise, there’s a need to identify a way that allows efficient and secure sharing of patient data and consent [14]. Currently, there are no existing interoperable EMRs as a pan-Canadian endeavor involving the support and collaboration of federal and provincial governments to minimize the presence of information silos. Each province and territory is responsible for developing its own EMR strategy, leading to a wide range of differences in EMRs throughout Canada, which reduces interoperability [1,2,15].

In terms of national efforts to increase interoperability between EMRs, the federal government issued a Can $1.6 billion (US $1.2 billion) grant in 2001 to establish the Canada Health Infoway (Infoway), an agency specifically formed to spearhead the EMR initiative [16]. Infoway partnered with the Canadian Institute for Health Information (CIHI), an existing agency working to improve Canadian health care based on informatics, to establish national standards and guidelines for provinces to follow in their EMR adoption [17]. Despite both these agencies working together, the problem of interoperability prevails both within and across provinces. This is partly because of the variability in government-approved EMRs, which prevents complete standardization [16].

The medium in which patient health data are stored varies across provinces, regions, and institutions. These data can be stored as paper records or EMRs, which can generally be referred to as a point-of-care service applications (PCSAs). At this point, data are stored at an institutional level wherein accessibility to external parties is limited [18]. External parties may include other medical clinics, hospitals, or institutions. CIHI outlines that data stored in the PCSA may feed into the integrated assessment record (IAR). The IAR is a tool that enables a centralized repository for patient health data collected from
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separate centers of care with differing PCSAs [18]. Ideally, physicians and health professionals from various institutions can access the IAR, allowing interoperability. However, successful implementation and adoption of the IAR are not well documented for health departments outside long-term care, mental health care, or community health and support services [18]. These sectors capture only a portion of the required health services and do not span the Canadian health care population. Two variables that contribute to the limited success of IARs are the lack of digitization of paper health records and the lack of standardization for PCSAs.

In addition, although new technology attempts to solve these issues, there is also the problem of physicians’ resistance to change [19]. Many health care professionals do not trust computers and tablets to store information because they feel it is not as reliable as a pen and paper. Data loss, computer malfunctions, and breaches of privacy are often cited by those protesting against digitizing information. Furthermore, when hospital administrations decide to implement an EMR, many health care professionals do not adopt the software correctly and continue using their paper charts and dictaphones. This leads to a strain on time and resources and increases redundancy and errors.

Finally, a major issue is the ownership of medical records. Currently, patient records are either owned by the hospital or by the doctor in a private practice setting, and the onus is on these parties to keep records private and safe. With a large amount of evidence showing that patient-centric health care improves outcomes, there is a push toward letting patients access and own their records. This gives patients the ability to give full or partial controlled access to their records whenever and to whomever they want. However, patient-centric health care is impossible with the current health care data infrastructure. EMRs were simply not designed with the patient in mind, and their workflows and interfaces completely exclude the patient. Flipping the current infrastructure around to accommodate patient-centric health care would require completely redesigned systems.

Goal of the Study
This study aims to provide a detailed overview of the current status quo of the health data management infrastructure in British Columbia to identify gaps and inefficiencies in the system. This review explores whether blockchain is a viable option for the existing gaps in EMR solutions in the Canadian health care system. This study aims to analyze the benefits of a blockchain-based data solution as well as the feasibility of switching to this technology. The expected results of this study include an implementation plan for a blockchain-based solution, which can guide future parties interested in moving forward toward a more universal, efficient, and integrated patient-centric health care data management system.

Methods
Flow of Health Data in British Columbia
The British Columbia health care data infrastructure was chosen as a model for blockchain implementation in this study because of the availability of an industry expert who provided insight into the nuances of British Columbia’s structure and processes. This expert is well informed of the health systems information technology (IT) infrastructure of British Columbia’s Provincial Health Services Authorities (PHSAs) and is knowledgeable of the realities of health data management. This consultation supplemented details regarding the status quo and health information flow within the province that would not have been accessible to public domains. Information flow gaps, inconsistencies, and inefficiencies were the target of the analyses.

An important metric to measure the viability of a blockchain solution is the digitization rate of paper records. Blockchain requires digital data; without digitized records, a blockchain system cannot be implemented.

Blockchain and Existing Solutions
Existing technological solutions for health care data management include the following:

1. IT solutions: rely on host EMR systems that allow health data to be stored on local computers (designated servers). The hosted EMR system allows a facility to take ownership of their health data [20].
2. Cloud computing: uses a network of remote servers that store and manage information. Unlike onsite storage of information or physical paper charts, data are stored outside the health facility with cloud computing [20].
3. MedRec: an existing blockchain-based EMR system developed by the Massachusetts Institute of Technology (MIT) that stores references to the off-chain location of medical records [2,21,22].

The integration of blockchain with these existing solutions and Canada’s existing health care data infrastructure was explored using published literature and consultations with health IT and blockchain domain experts.

The implementation plan was designed on the basis of this information. It focused on bridging the gaps in British Columbia’s current infrastructure and easing pain points of patients, health care professionals, and IT personnel. It aims to move toward a blockchain-based, universal, patient-centric health care data management system in Canada, taking existing infrastructure and ongoing health data needs into account.

Results
Digitization and the EMR Status Quo in British Columbia
The Ministry of Health in British Columbia (BCMOH) is the jurisdictional body responsible for EMR implementation. Their goal is to deliver relevant data to health care professionals, putting in place an infrastructure for health information sharing and thus increasing interoperability. The BCMOH established the Physician Information Technology Office (PITO) to launch the transition from paper records to EMRs in British Columbia [23]. The BCMOH’s primary task is to provide systems management and recommend EMR systems for physician offices to effectively replace paper-based records. These are all
performed under Infoway’s guidelines to improve interoperability.

Currently, the system development, implementation, and operations of EMRs are carried out by the private sector. In 2007, the BCMOH partnered with Sun Microsystems to build, design, implement, and operate a British Columbia–specific EMR system. Although this has not yet surfaced, the province currently uses 4 government-approved EMR applications:

1. Intrahealth: a web-based IT solution that has various modes of deployment and databases that can be customized for the physicians’ preferences [24].

2. Med Access: a web-based system that configures individual clinics and user preferences. The platform adapts to the workflow of those using it through tailoring based on role, group, and organization. The software is designed to use the internet so that patient information is not stored on the end user’s computer [25]. Beyond acting as an e-chart, the system also allows for point-of-care decision support through reminders and prompts. Furthermore, interprovider communication is available with other caregivers who are also using Med Access EMR [26].

3. Wolf EMR: a cloud-based EMR system that manages and stores patient data in a customizable manner. It allows physicians to create queries and use support tools within each patient file to optimize the care provided [26].

4. Osler Systems: information on this system was not publicly available.

As of 2013, EMR adoption in British Columbia was at 80% across all hospitals [27]. Adoption was defined as the initial implementation of an EMR system in a facility but does not exclude the use of paper records. Consequently, the focus has shifted toward more optimal use of EMRs and achieving interconnectivity across various points of care.

Flow of Health Data in British Columbia

A snapshot of the health care information flow in the British Columbia’s PHSA (BCPHSA) is presented in Figure 1. Patient information is introduced to the healthcare system when an individual visits a hospital or private clinic. These scenarios are indicated by the 2 stars. In a hospital setting, the information flow begins when a patient gives information to healthcare workers, such as the reason for their visit, demographic information, medical history, symptoms, and more. Patient information gathered from these consultations can then (1) be directly added into an EMR system based on technology integration at a specific hospital or (2) be first recorded on physical paper charts or dictaphones and then transcribed to an electronic format later. In the latter, the process of entering these physical records into the EMR itself could have a lag of up to 1 month. During this lag period, disease progression updates are continually written on physical paper charts and not immediately updated in the system, creating a continuous lag period and increasing the probability of errors and disjointed notes (personal communication, data consultant).
The large blue box on the left depicts a hospital EMR and outlines the multiple functions for which it is responsible (Figure 1). At the basic level, EMRs record hospital admissions, staff, facility scheduling, and billing information. Further functionalities include patient histories, health care staff’s patient notes, treatment information, and test results, among others. Some EMR systems can also provide more advanced information such as drug interaction databases, chronic disease management, and statistics on treatment outcomes. These advanced functions guide physicians to practice evidence-based medicine, an important facet of today’s medical world.

In the BCPHSA, a hospital EMR will send the information it gathers to province-wide databases depicted by the light purple squares (Figure 1), as listed below:

1. **PLIS**: Provincial Laboratory Information Solution, a database for laboratory test results.
2. **CDI**: Clinical Diagnostic Imaging, a database for diagnostic imaging results and scans.
3. **PHIP**: Public Health Improvement Plan, a provincial body that analyzes health information and tries to improve health outcomes with conclusions from these data.
4. **PharmaNet**: the provincial drug information repository that also connects all pharmacies.
These databases are independent entities that maintain their systems. They are all legally required to send their data to the data warehouse (depicted in black in Figure 1), which is the central storage and integration facility for all health information in the BCPSHA. The data warehouse stores this information, formats it appropriately, and disseminates information to teams that create data marks, which are processed data sets that are ready for analysis. SAS (SAS Institute), an analytics software, is used to produce reports based on the data collected. Finally, the BCMOH requires certain data to be reported periodically, such as hospital admittances, discharge statistics, and so on.

External laboratories are groups that are not associated with the hospital system and are represented by light blue shapes. Some laboratories have their private websites, where both health care personnel and patients can log in to view their test results. Specialist clinics are also represented as external bodies separate from the hospital system or primary care physicians. For these, the flow of information comes in the form of referrals that are often faxed directly from the primary care physician to the specialist, whereas the patients themselves are commonly requested to also bring a physical copy of the referral to make an appointment with the specialist.

Primary care private practices encompass a large portion of the public’s interaction with the health care system. These bodies are represented in green (Figure 1). This is the path through which patients’ health care data go through when they visit their family doctor, walk-in clinics, etc. Information about patients is stored within the private clinic’s own EMR and is not sent to any other facility. According to the industry expert consulted for this work, this is often the case as well for specialist clinics that are not attached to hospitals. Finally, patients and pharmacies are connected only through physical prescriptions. Patients may receive a printed or even handwritten prescription to bring to the pharmacist to collect their medications.

Alternative Solutions for Health Data Management

Hospitals and clinics have several choices for managing electronic records of health care information, such as EMR software or cloud-based data management. Currently in development are blockchain-based EMR systems such as MedRec, but these systems are only in their testing phases in the United States and in some countries in Asia; they are neither available nor in testing in Canada at the time of publication. Cloud computing, EMR software, and MedRec are discussed in the following paragraphs.

Cloud computing is a well-adopted alternative that uses a network of remote servers to store and manage information. It differs from traditional EMR software in that the data are not tangibly stored within the facility [20]. In theory, cloud-based EMRs can be streamlined and centralized to enable interoperability. However, it is very challenging to do so if there is no additional software integration across all communication facilities, especially if they use different cloud-based EMR systems [20]. The primary benefit of cloud computing is that there is access to reliable network backups and there is a contingency plan for data loss to local hardware failures. Currently, most EMR systems used are cloud based given that these are less rigid and easier to update with new information in comparison with a local host system [20]. According to the Capterra EMR Software Directory, the top 5 cloud-based systems by provider utilization are eClinicalWorks, Allscripts, CureMD, Epic, and Cerner [20]. Therefore, unlike host EMR software, interoperability could be an actual possibility through cloud-based EMR, but it would still be a major challenge [20].

There are hundreds of vendors offering EMR software that relies on an EMR host system. In this solution, all data are stored on one computer, designated as a server that houses a database file [20]. This file contains all the desired data. Every computer in a facility has a workstation installed that is linked to the server and is continuously sending and receiving data from the server. It is important to note with EMR software that although workstations require installation, data from the server can still be accessed outside the facility [20]. One of the main benefits of IT solutions that entail a hosted EMR system is that it allows a facility to take ownership of the data [20]. However, because of the wide selection and range of host EMRs that suit different environments, health care facilities often choose different software that are built very differently and therefore cannot communicate with each other. This makes interoperability and data sharing across points of care nearly impossible.

The blockchain-based EMR platform MediRec, an MIT project, is currently being tested and is thought to be a viable solution for health care data management. It is designed for a patient-centric health care model that focuses on managing authentication, confidentiality, and data sharing [28]. The system is completely decentralized and is based on access rights to a private blockchain. Patients and providers are given control over the access and retrieval of relevant medical records [28]. The system network operates on the internet, but there is no central repository of permissions or private data, which decreases the incentive to hack the system as such an attempt yields a low yield. The system works by establishing a relationship between the patients and the medical record originator on the blockchain. This then creates the foundation of a smart contract that other members of the network must use to request access to the medical record [28]. The medical records themselves are held by the patient in a wallet, accessible on their mobile devices. Smart contracts are executed automatically when the required conditions are met. These smart contracts remove the necessity to trust any one party with the storage and sharing of congregated personal health data.

It is important to note that for nonblockchain solutions, interoperability is the underlying constraint with existing alternatives for health data management. There are administrative and bureaucratic power dynamics at play in selecting EMR software or cloud-based EMR systems that perpetuate the misalignment of systems across entities (personal communication, data consultant). The sunk costs associated with upheaving employed systems and software are reasons for pushing back on the topic of standardization. Although it is not costly to update existing alternative systems and software, it is not cost-effective to replace current systems for a marginally similar alternative (personal communication, data consultant).
Blockchain for Health Data Management

The current major stumbling block for health care data is interoperability, as health care facilities across Canada use a wide range of unique information systems [29]. However, if blockchain is used to create the overarching health care information system architecture, this issue could be significantly improved. Blockchain can retrieve and make use of any digitized information contained in each system via an application programming interface (API), which is a package of code that teaches the blockchain how to access the data in a different information system [29]. The API method can be used as a transition toward a fully blockchain-based EMR. In this manner, replacing the EMR or data system in each facility can be implemented over a longer period, as each system simply requires an API that connects it to the blockchain. Each facility can continue to use their system that serves their needs, and physicians’ resistance to change, another major issue in health care data management, can be tackled over a much longer grace period of 3 to 4 years. The strain on health systems and the resource requirement needed for the proposed blockchain solution are far less when compared with simply switching EMRs abruptly. Abrupt switches often require a complete change in systems over 6 months to 1 year and often have negative effects on clinic workflows and efficiencies [29]. In addition, immediate costs will be greatly reduced, as installation and training will be more spread out.

Cryptocurrencies are often mentioned in the same breath as blockchain, which may lead to some confusion over why a cryptocurrency does not exist in this study’s application of blockchain. First, it must be understood that blockchain is not the same thing as cryptocurrency [30]. Blockchain is the underlying technology that enables the creation of cryptocurrencies; thus, cryptocurrencies are simply an application of blockchain [30]. In the same vein, the patient-centric, verifiable, and secure health record management system this study suggests is simply another application of blockchain technology. In some applications of blockchain, cryptocurrency can be added as an incentive program [31-33]. For example, in a blockchain-based electric vehicle charging station scheduling program, users are rewarded with coins if they use the charging station during an off-peak period but receive no coins if they use it in a peak period [31]. Therefore, there is a potential to add cryptocurrency to the health care data blockchain if there is a need to incentivize some users to do certain things. For example, you could reward patients who renew their prescriptions on time or those who follow their vaccination schedules properly. However, this incentive program is not vital to the operation of the health care record blockchain; rather, it is more of a bonus than an integral component. As such, a cryptocurrency will not be included in first-generation health care blockchains but may be an option in the future as health care blockchains develop.

One of the biggest features of using a blockchain to store health care data is the possibility of patient-centric health care [34]. Patient-centric health care increases patients’ understanding of their condition and allows the patient to play a more active role in their health care. This has been proven to increase concordance and adherence, improving health outcomes. [35]. Poor adherence to treatment plans costs Canada more than Can $9 billion (US $6.8 billion) per year [35]. In addition, because medical records are attached to the patient and not the provider, it makes seeking care in different provinces or even different countries much easier.

Blockchain also allows a user to have varying degrees of anonymity and privacy from each node in the network [34]. These nodes can represent health care facilities, government agencies, or even individual patients. A critical issue in health care is that different entities do not fully trust each other, which impedes data sharing between entities. This is linked to poorer health outcomes, as mentioned above [10-13]. The nature of blockchain allows for trustless disintermediation, which enables parties who do not trust each other to share certain digital information when protecting their private data [36]. In a private blockchain, each node is only allowed to join after their identity is verified, and the majority of the network approves it. For nodes in the network that own medical records, blockchain allows fine control of the specific information that they choose to share with other nodes in the network. If one wishes, relevant records could be shared without revealing any personally identifiable information (PII). This is because PII is never stored on the blockchain itself; it is always on state channels, which are interactions that are conducted off the blockchain [34]. In summary, each node will have its personal identity key, an alphanumeric code masking their identity, which is linked to all the medical records they own. This key can be used to retrieve information whenever they want. If patients want to share their medical records, they can conduct a state channel interaction with a health care professional or facility on a state channel [34]. This interaction allows them to transmit the particular records they choose to share with the health care provider, and afterward, a record of this transaction will be published onto the blockchain.

The decentralized manner in which information is stored on a blockchain discourages hacking efforts, as mentioned above when describing MedRec. Currently, personal data are stored in centralized databases. Hacking of this centralized system will leak every single file the database contains, along with all the personal information attached to each record [34]. If Canada decides to build a single, centralized database with the health records of all Canadians on it to enable interoperability, it becomes an immense target for hackers [37,38]. This is a bad idea as demonstrated by examples from around the world: in 2016, 15.5 million EMRs were breached in the United States and the global health care industry spent US $6.2 billion in that year alone to deal with security breaches [37]. The value of a hacked EMR in the black market is high, estimated to be approximately 10 times the value of a credit card number, increasing the incentive to attack EMRs [39].

However, with a decentralized blockchain model, keys can only be hacked individually. With 1 hacked key, the hacker gains access to only a single person’s files and information. There is no large database of information freely available to steal from [34]. If there were health records of 35 million people on the Canadian Healthcare Data Blockchain, a hacker would have to hack the blockchain 35 million times to gain access to the entire database. In addition, to be able to manipulate the
network, the hacker must attack 51% of all computers, which is currently infeasible without prohibitively large computer resources [3].

Centralization Versus Decentralization in a Blockchain Context

To further explore whether centralization or decentralization is more beneficial for Canada’s health data management, definitions are required. Current solutions for interoperability lead to a centralized solution. This means creating a centralized repository of all the data from different health care bodies and allowing certain entities access as required. This allows for a certain degree of interoperability, as multiple entities can access data in that central repository. A few of these central repositories already exist, as presented in Figure 1, such as PLIS, CDI, PHIP, and PharmaNet. However, this has not solved interoperability issues at the point-of-care level, which negatively affects patient care and therefore affects health outcomes, as discussed above [10-13]. Critical issues such as data security of a giant central repository [3,34], determining access rights for different clinics or institutions, and a general lack of trust between most health care organizations and clinics severely limit the centralization solution (these issues are further discussed in the Results section). In addition, ownership of the data also becomes an issue. Who will be the owner of all this information? How will the owner or controllers of the repository be chosen? What institution will be held responsible if there is a data leak or if data are lost? This lack of trust among different health care bodies hinders willingness to hand over patient data and willingness to allow others to access their patient data. It also makes it unlikely that organizations will be able to cooperate sufficiently to maintain a centralized repository together.

However, blockchain solves the issue of interoperability without introducing centralization. Blockchain allows each body to store their data in their respective node, and data are then accessed upon request from a connecting node. There is neither a centralized node that stores all the information nor a central body that owns or controls the whole network [4]. Therefore, the blockchain acts as a network that allows independent bodies to communicate when retaining their desired level of privacy and without requiring trust between the bodies. Limitations to this decentralized model include reduced control of hospitals or clinics over their patient data because this control is now handed over to the patients. However, this level of control over data can also be customized in a blockchain solution such that hospitals can still retain a level of control that is workable and efficient for their workflows. In addition, patients will have simpler, more efficient, and timely access to their data, thereby enabling better health outcomes because of larger data access for treatments.

Discussion

Lack of Flow of Information Back to the Primary Health Care System

The overview of health information flow in British Columbia illustrates that hospital EMRs only send information in one way. There is no direct, timely, and complete flow of information back to the EMR in hospitals. Although the diagnostic imaging and laboratory test result databases work well by allowing different physicians with access to view their patients’ test results, it is often only their past results and not their latest test results. These results could take days to weeks to become accessible in the database. Therefore, patients may still be required to repeat expensive, sometimes even painful, tests when treated by different physicians working in different facilities. In addition, additional information such as consultation notes, diagnoses, or discharge summaries are sent to these provincial databases for record keeping with no intention of sharing it with other hospitals or patients in a retrievable format. Indeed, the sending hospital must keep its hard copy of the notes, as the copy sent to the provincial database is not accessible by frontline health care staff. As a result, patients who are transferred between hospitals receive extremely inefficient care as their file must be physically transferred with them. These manual processes often result in man-made mistakes, misplacement, or missing pages, or even a swap of pages between patients and mistakes with a huge impact when it comes to providing care for sick patients [40]. This issue leads directly to the next issue, the lack of focus on improving frontline care.

Lack of Focus on Direct Improvement of Patient Care

The entire British Columbia health care data system infrastructure was not built to make frontline patient care better immediately. It was built to collect information and analyze outcomes over time, to provide raw data for research, and to create new standards of care for future patients. Although this is an important goal, it does not help current patients receive better, timely, and evidence-based care. In short, there is no focus and no budget to help current patients.

Given the manner in which the current system is built, hospitals are encouraged to continue using physical notes; digitization of these notes only serves to fulfill the hospital’s legal obligation to send information to government databases. As the complete set of information never comes back in quick-enough turnaround time to inform health care decisions for the same patient, health care professionals would rather keep a complete set of physical notes on hand at the hospital than spend time and resources to change the status quo. However, if there is a system that allows health care staff to enter patient notes, diagnoses, and collect test results in real time, with easy accessibility from different institutions when strictly guarding privacy and permissions, there would be a much larger incentive for physicians to change their habits. This would assist health care staff in conforming to a digital health data storage solution, which allows better patient data transfers and can build a more complete patient health profile over time.

This calls for a significant change in how health care data networks should be managed, as both current and future care are equally important and should be taken into consideration in a health care data storage and transmission network.

Network Latency

Network latency refers to the delay between an order to transfer and the actual transmission of the data. This is a critical issue
in health care data networks as information is often needed immediately, and consequences can be dire if there are information mix-ups or delays. Due to the build of the current system, health care staff and personnel cannot transfer real-time, updated digital information to any health care professional who needs it. Doctors write physical notes, and these papers are given to coders who digitize the information month by month. Although any information entered by these coders is seen immediately in the provincial database and the data warehouse, no party will begin processing and analyzing these data until the month cutoff date is reached and the coders declare that the block of monthly information entered is complete and correct. Therefore, as a patient progresses in the hospital, their eHealth records can get very disjointed and information can easily be lost or incorrectly linked over time. This means that there is a significant, unbridgeable gap between final digitalized health information passed onto the government and the most current unprocessed information collected in the hospital. This leads to the conclusion that current EMR systems themselves, and the way they are used by health care professionals, are not optimized for frontline care and should be re-evaluated with the active patient as the focus rather than the focus on data collection.

Information Silos

Many information silos are shown in Figure 1. Individual hospitals (depicted by dark blue) that do not use the same EMR as other hospitals are only able to send information to each other via fax or physical transfers of papers, and private clinics (depicted by green).

Barriers to Health Data Digitization in British Columbia

The PITO reports that British Columbia has one of the highest rates of EMR adoption, where 80% of physicians in the province had an operating EMR system [27]. However, this statement does not reflect the optimization of EMR software within a clinic or a hospital. On consultation with the industry experts described above, it became evident that EMR systems in hospitals across the PHSA were using highly outdated methods for information sharing, although EMR systems were deployed and adopted [41]. This implies that systems integration is still severely lacking, and there is inadequate will and incentive to optimize use. Although there is a massive digitization backlog, an adequate integration system that allows interoperability between health care facilities has yet to be identified.

There are notable cost implications with effective integration given that for an EMR system to be useful from the onset, it must be introduced and integrated at every level of care [27]. To provide context, handwritten notes are transcribed to charts that are then transcribed to an EMR. After this point, when a patient is seen at a neighboring hospital within PHSA, sensitive patient information is transferred via hospital courier, irrespective of whether that information has been digitized or not. Therefore, redundancy and inefficiency are blatant, but the financial implications to eliminate paper notes are tremendous [19]. This is a huge barrier to effective digitization efforts.

Furthermore, there is a steep learning curve when adopting a new system entirely [29]. Optimized health data digitization takes time and patience; doctors and health care staff must be in agreement to take on the endeavor to reroute the current status quo [19]. However, getting all parties on board and launching such a massive training program takes time. There is a scale-up process that may take years to implement even within a single hospital. Furthermore, given the nature of the private industry in which EMR vendors operate, there are limited regulations and standards that companies comply with across the board [42]. This means that when different facilities take on different vendors as their IT solution proponents, standardization of how the system is used and how it communicates is undetermined until initial adoption [42]. The process by which vendors are selected is a serious factor with political influence that affects interoperability and data digitization.

Limitations of Blockchain

The personal identity key setup discussed in the Results section begs an important question: what if a user loses their identity key? In traditional blockchain systems, once a user loses their key, their data become completely irretrievable. Essentially, their data are lost forever. This is not acceptable for medical records [15]. Therefore, any future blockchain health care data management system will need to have built-in key retrieval processes that are as secure as the blockchain itself. These protocols have already been invented and are actively in use in other industries, such as payment systems [43]. Possible solutions to handling key retrieval after death can follow current protocols: allowing next of kin or the person with power of attorney the ability to retrieve the key if it is lost or if the original owner is incapacitated.

Another issue that may come to mind is throughput. Health data are seemingly endless, and more data are being generated at a dizzying pace each day, which requires sophisticated software and enormous amounts of computing power to sort through. Low throughput has also been a popular criticism of early blockchains, such as Bitcoin and Ethereum [44-46]. However, poor throughput is a common phenomenon in early and badly constructed blockchains [44]. Many inexperienced coders will put certain processes and data on the chain that should not be on the chain, for example, the actual protocol and private user data. This is one of the major reasons why throughput is assumed to be a common problem (personal communication, blockchain consultant) in addition to old consensus fabrics that simply could not handle high volumes efficiently [44]. In addition, large public chains also have poor throughput, as the number of users often increases exponentially without sufficient server and engineering support. However, a well-constructed private chain has been demonstrated to be able to handle high volumes of transactions. Examples include the University Health Network, which launched a blockchain-based patient consent gateway in 2018, in partnership with eHealth Ontario and IBM. It enables patients to share specific digital medical records with trusted providers and monitor entities’ access to different records [47-50]. VeChain has active solutions for incentive programs, supply chains, logistics solutions, copyright tracking, document management, and smart agriculture [51]. There have also been significant leaps in research in the past few years in the...
scalability and efficiency of blockchains [44,45,52], which has paved the way for the possibility of a high-throughput health care blockchain.

Proposed Implementation Plan of Blockchain Solution

Viability of Blockchain

The success of a blockchain solution is directly underpinned by the rate of health record digitization. Issues encompassing a lack of flow within the health system, the lack of focus on the primary health system, and network latency are directly related to how quickly patient records are transcribed, coded, digitized, and made available in EMRs. The proposed solution, as outlined below, is built upon the existing cloud-based EMRs that are dependent on health data digitization. Therefore, although blockchain resolves the issue of information silos, it does not bridge the gap between physical and electronic records. The viability of blockchain as a solution for interoperability is contingent on health data digitization.

Phase 1: Blockchain in Private Clinics

First, a suitable blockchain EMR system needs to be built (Figure 2) that will connect all private clinics. The necessary components of a blockchain-based EMR are as follows: the use of ZKPs to execute contracts and transactions on the blockchain, self-sovereign identity framework, a decentralized cloud for data storage, and the permissioned blockchain itself for storage of proofs of interactions. These are described in the following paragraphs.

ZKPs mean that as the blockchain is executing commands or transactions, it does so without knowing about anything that is contained within the files being stored, uploaded, or transferred between nodes [6-8]. In an oversimplified example of a ZKP, an imaginary young person goes to the bar. The imaginary bouncer needs to check their ID to ensure that they are of age before allowing entrance. In this scenario, instead of showing a piece of ID that tells the bouncer exactly how old this person is (and contains a lot of other sensitive information), a ZKP could present a simple, trusted statement to the bouncer that the person is old enough to enter. The main point is that the bouncer never needs to know how old the bar goer is, just that their age satisfies the requirement. This is a special feature of blockchains and it enhances security and privacy because there is minimum revelation and sharing of data between third parties [6-8]. However, attention must be paid to the type of ZKP used in the health care data blockchain. There are some types of ZKPs in use currently that are very inefficient and would not be viable in a health care setting, for example, the Zcash public chain, which uses a zero knowledge protocol called zkSNARK (zero knowledge succinct noninteractive argument of knowledge) [53,54]. However, other types of ZKPs exist and are currently in use in different industries, such as in financial services, risk management, insurance, and supply chain management, demonstrating that there are ZKPs efficient enough to handle large-scale data requests [55,56]. Running times of specific ZKPs are published in academic papers, but the methods of creating efficient ZKPs are not published as they are considered proprietary techniques in nearly all leading blockchain companies. In addition, techniques involving combining hardware with the protocols, such as designing chips that can run certain cryptographic algorithms, are other methods of speeding up running times immensely. These techniques are already in use in many industries, and their viability is widely accepted among blockchain technology experts ([55,56]; personal communication, blockchain consultant).

A private self-sovereign identity framework means that each party in the network has been verified and has a way of confirming their identity each time they access the blockchain,
ensuring that other identities are not allowed to access or make any transactions in that network. This allows adherence to Canadian privacy laws regarding health data but also complies with the stricter General Data Protection Regulation from the European Union (EU), which applies whenever an EU citizen’s information is involved. It also allows accurate, private, and efficient retrieval of data from storage.

Regarding cloud data storage, as each node stores its records, it creates decentralized storage of data. Although the nation or province’s health care records will all be retrievable from any node given the correct permissions, there will be no large central database. This is critical as large databases often become an inviting target for hackers; decentralization discourages information breaches.

A permissioned blockchain is a feature that gives the EMR shared trust and immutability functions. A permissioned chain means that parties cannot freely join the network and become a node. They must obtain permission from the other nodes in the network before gaining access to any information shared on the network. Only proofs are stored on the chains, never personal data. However, it can facilitate transfers and keep a record of these transfers on the chain without ever knowing what was in the transferred files, with the help of ZKPs. As it must be a permissioned chain, the type of platform that can be used to build this chain is limited. Ethereum is a permissionless chain and therefore cannot be used; Corda is an option, but its peer-to-peer design will impose significant restrictions on the building of the platform. Hyperledger fabric would be an ideal platform to use, as it is a private chain and its channels are more flexible and allow for more options to be built in (personal communication, blockchain consultant).

In this phase, the nodes in the blockchain will be the doctors or health care staff of the individual clinics, insurers, and regulators.

**Phase 2: Integrating PharmaNet**

Once the individual clinics have been linked in a blockchain EMR network, the next step is to integrate PharmaNet [23]. Individual clinics, especially family doctors, depend on pharmacists to fill prescriptions. Increased communication between pharmacies and clinics would allow monitoring over prescriptions to be filled legally and properly, which could reduce prescription drug fraud.

PharmaNet is an existing network [23]: therefore, further studies are needed to determine how this platform can feed information to the blockchain. Ideally, PharmaNet will transition into a fully blockchain-based network in phases, phasing out the use of their existing network. As this is not always possible, other solutions can include building a data warehouse to store and reformat all information collected from PharmaNet and injecting this into the blockchain via a single node for PharmaNet. However, if PharmaNet wants reciprocal information from clinics, they will need to access this information via the blockchain EMR system. As they use it for their own needs, that is, to retrieve the information they want, they will slowly get accustomed to the blockchain EMR interface, which will help smooth the transition between PharmaNet and the blockchain PharmaNet. More details on building a data warehouse are presented in the upcoming section on integrating hospitals, as hospitals are likely more resistant to switching EMR systems. This will require a phase-by-phase transition into a blockchain EMR, similar to PharmaNet’s transition, but at a slower pace.

**Phase 3: Integrating Hospitals—Building a Data Warehouse**

In order for a hospital to be added to the blockchain network where the blockchain acts as an external body, a separate data warehouse would need to be constructed to tether the network to the hospital. On the basis of the information flow presented in Figure 1, there are restrictions and privacy limitations on the flow of information from EMR systems to the existing PHSA data warehouse. The technical components of creating an API between existing hospital EMRs or the regional data warehouse that system feeds information into requires permission to be accessed on several levels. According to the industry expert consulted for this work, gaining access or permission to connect to existing infrastructure is challenging because of data governance. Given these limitations, when it becomes relevant for hospitals within the region to join the network for the preliminary purpose of accessing patient information from external clinics as opposed to sharing data externally, a separate database must be developed. This proposed database connects to the hospital EMR and enables an API connection to the blockchain node.

The process of building a data warehouse is a complex and sensitive endeavor itself without considering that it would be a stepping stone to the blockchain. Health Catalyst, a health care data analytics company, proposes a late-binding approach to data warehouse implementation as opposed to the enterprise data model or independent data model. A late-binding approach differs from a solely top-bottom or bottom-up method in that it is more pragmatic and equipped to handle the rapidly changing environments within health care [57]. This method uses features of both enterprise data warehouse and independent data mart, where data are taken from the source system in its most atomic form and transferred into course marts that exist within an enterprise data warehouse. Unlike independent data marts, data are not transformed as soon as they are transferred out of their source; rather, the data are kept in these raw marts in their rawest form [57]. Data are then transferred from the source marts to a data mart where data transformation and binding can occur. This is an incremental model that allows for data binding only when necessary [57]. It eliminates the disadvantages associated with the enterprise data model, which forces one to hammer out the system at the beginning before there is an understanding of what the data can be used for. This model can be thought of as a just-in-time data-binding approach. Decisions are made only about data transformation and binding as needed [57].

**Phase 4: Expansion to Other Hospital Authorities in British Columbia**

Once the blockchain EMR is fully established and functional within all hospitals and the smaller health care facilities in PHSA, this blockchain can be pushed toward the other 6 hospital authorities in British Columbia. PHSA will act as a catalyst and demonstrate the possibility of a controlled, private, yet free flow
of health care information for those who require it and have permission to view it. Implementation in other hospital authorities will likely be able to follow the same general steps as implementation in PHSA, but, of course, each authority will have unique challenges and requirements. Therefore, a detailed and full-scale consultation with each stakeholder should be done before making changes to ensure that the transition is smooth and to safeguard the quality and availability of patient care.

Conclusions
The exploration of the status quo in British Columbia’s health care data management has exposed information silos even within small communities, expensive mistakes, and issues with implementation, and a general unwillingness of parties within a health care system to trust and share data. Other challenges include the potential for security breaches and operational issues in the current EMR infrastructure, although existing EMR systems follow legal security requirements stipulated by the government.

Compared with alternative technologies such as cloud-based solutions, IT solutions, and EMR systems, the blockchain-based solution has the highest potential for solving most of the common challenges in managing health care data. Blockchain offers (1) a plausible system to unite different groups that do not trust each other, (2) decentralized storage to increase security, (3) sovereign identities to give patients and health care facilities secure access to medical records, and (4) most importantly, interoperability to allow the transfer of medical records to anybody who has permission and needs to access them. A blockchain-based solution will change the current infrastructure to a more universal and patient-centric system. The implementation plan will include targeting independent clinics in the PHSA of British Columbia first, then including PharmaNet, which will be followed by local hospitals. After establishing a strong and secure network to demonstrate the benefits that blockchain can bring to health care data management systems, the solution can be expanded to other hospital authorities in British Columbia and in the other provinces in Canada.

Further studies are required to address the limitations of using blockchain in health data management. More work is needed specifically in designing built-in key retrieval processes that are as secure as the blockchain itself as part of the health data management process. The future direction also includes exploring solutions to address the lack of health records digitization, which prevails and underpins health records management as a whole.
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Abstract

Mobile health (mHealth) technologies, such as wearable devices and sensors that can be placed in the home, allow for the capture of physiologic, behavioral, and environmental data from patients between clinic visits. The inclusion of these data in the medical record may benefit patients and providers. Most health systems now have electronic health records (EHRs), and the ability to pull and send data to and from mobile devices via smartphones and other methods is increasing; however, many challenges exist in the evaluation and selection of devices to integrate to meet the needs of diverse patients with a range of clinical needs. We present a case report that describes a method that our health system uses, guided by a telehealth model to evaluate the selection of devices for EHR integration.

(J Med Internet Res 2020;22(10):e23314) doi:10.2196/23314
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Introduction

Mobile health (mHealth) technologies, such as wearable devices and sensors that can be placed in the home, allow for the capture of physiologic, behavioral, and environmental data from patients between clinic visits. This patient-generated health data (PGHD) can help reveal underlying mechanisms of health by filling in gaps in the information, providing insights into the day-to-day activities of an individual, and allowing for better strategies to prevent and manage acute and chronic illnesses. Moreover, with the proliferation of smartphones rising to over 81% of the US population [1] and over 73% of households gaining in-home broadband internet [2], the ability to collect these data from diverse socioeconomic and geographic populations is growing. According to a 2018 survey conducted by Accenture, 75% of US consumers felt that technology was an important part of managing their health [3]. Rapid growth in the global digital health market, estimated to be over US $423 billion by 2024 [4], supports that sentiment. Because mHealth technologies tether to smartphones and Wi-Fi or have cellular-embedded chips, health data can be collected in near real time from patients in their daily environments.

In the United States, over 96% of all nonfederal acute care hospitals now possess a certified electronic health record (EHR) system [5], and over 9 in 10 office-based physician offices have adopted an EHR system [6]. As health care facilities move beyond EHR implementation, the integration of data from connected devices, including mHealth technologies, is gaining speed. Companies such as Apple Inc, for example, have enabled the ability for patients to aggregate their health records on an iPhone from multiple hospitals via authentication by health system patient portals, such as Epic’s MyChart [7]. It is also possible to integrate third-party data, such as patient-generated blood glucose levels, for example, into the EHR system via
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Apple HealthKit [8]. This capability is possible with many of the major EHR vendors, including Epic, Cerner, and Athena Health, among others. Furthermore, this capability is expanding to Android platforms as well with the use of Google Fit.

While these technologies afford much promise, many challenges exist for health systems and others in the selection of devices to integrate and recommend for equitable patient care. The Office of the National Coordinator for Health Information Technology published a white paper in 2018 highlighting some of the challenges of collecting and using PGHD [9]. These include the technical challenges related to accuracy of measurements, data provenance, and privacy and security concerns. They also explored the patients’ challenges and opportunities, which included the lack of internet or smartphone access as well as health and technology literacy deficits. A 2018 review by Reading and Merrill examined the needs of patients and providers around the use of PGHD in health care. Their review highlighted common needs for technology, including data quality, electronic integration, simple-to-understand actionable insights, and security.

The challenges and opportunities for PGHD are clear, but the path to moving forward remains undefined. One large obstacle is selecting the right devices from the ever-increasing number of consumer digital health devices on the market. Technology selection depends on the data of interest and the technology the patient, clinician, and health care system have ready access to and can use for clinical decision making or population health management. In this use case, we describe a method that Duke University Health System uses to evaluate and select devices for EHR integration.

**Methods**

Our team of researchers, clinicians, and informatics technology professionals met to identify factors involved with the selection of devices to integrate with the EHR system. These factors evolve based on feedback from stakeholders and the ever-growing digital health market. Key considerations included clinical validity of devices, patient satisfaction, and usability of both the connected device and the app interface associated with each smart, remote, monitoring device.

We use the Model for ASsessment of Telemedicine applications (MAST) [10] as a guide for device selection. This validated model is used by decision makers to aid in the choosing of the most appropriate telehealth technologies. We have modified the model to reflect variables needed in the selection of mHealth technologies for EHR integration. This includes, for example, details on US Food and Drug Administration (FDA) medical class and technological aspects, such as Bluetooth or Wi-Fi connection. The model includes three steps: Step 1: Preceding Considerations, Step 2: Multidisciplinary Assessment, and Step 3: Assessment of Transferability (see Figure 1) [10].

Step 1 involves determining the purpose of the connected device and relevant alternatives. The goal is to understand the primary outcomes and whether the device involves an upgraded or new technology. Next, several conditions are considered, including the following: legislation (ie, regulations, accreditations, and liability), reimbursement (ie, insurance vs hospital paid), maturity (ie, development time and resources needed over time to support the tool and how safe the tool is), and the number of patients involved to inform an economic analysis. Step 2 then involves a multidisciplinary assessment across eight domains. We added an eighth domain on technological aspects to reflect specific aspects of connected devices. The domains include the following: (1) health problem and description of the application, (2) safety, (3) clinical effectiveness, (4) patient perspectives, (5) economic aspects, (6) organizational aspects, (7) health equity [11], sociocultural, ethical, and legal aspects, and (8) technological aspects. Finally, in Step 3 an assessment is made as to the transferability of connected devices including interoperability (ie, Fast Healthcare Interoperability Resources) and the number of patients who will use the tool to determine costs per patient.
Results

Figure 1 illustrates the three-step process for evaluating and selecting connected devices based on a modified version of the MAST model. As we evaluate devices, our team maintains an internal working document of a table of devices. This document is refined and expanded as we make decisions and approach device integration. In order to create Figure 1, we began by going through the process of selecting glucometers to recommend be integrated into our Epic-based EHR system (see Figure 2). This exercise allowed us to refine the process and add variables to Figure 1. For example, because the evidence for many devices is limited we expanded to grey literature, including Consumer Reports and Amazon reviews, to gain perspective on patient usability and utility. Other examples include discovering the need to list technical requirements, such as Apple or Android capabilities, connection to Apple Health and Google Fit, and how data are collected and transmitted (ie,
Bluetooth, Wi-Fi, and cellular). Of note, this case report focuses on evaluating device selection. Future work will evaluate clinical and institutional outcomes, as these tools are used as part of patient care delivery and research endeavors.

Figure 2. Example evaluation of noncontinuous glucometers: CONTOUR NEXT ONE.

Step 1. Preceding Considerations

- Glucose monitoring is important for patients to test their blood sugar level and understand how foods, medications, and activities affect their diabetes. Keeping track of glucose helps patients and clinicians manage the condition. Glucose monitoring is well established, reimbursable, and US Food and Drug Administration (FDA) regulated. Thousands of patients use it in our health system, thus enabling economy of scale.

Step 2. Multidisciplinary Assessment

1. Health problem and description of the application
   - Glucose: 2019 American Diabetes Association recommendations
   - Insulin-dependent diabetes mellitus: evidence clearly supports self-monitoring of blood glucose (SMBG) (lower hemoglobin A1C and rates of daytime and nocturnal hypoglycemia)
   - Noninsulin-dependent diabetes mellitus: key consideration is that performing SMBG alone does not lower blood glucose
   - To be useful, information must be integrated into clinical and self-management plans
   - Patients use the glucometer to make decisions on diet, exercise, and medications
   - Data from the glucometer is transferred via Bluetooth to an associated app; these data then go into a patient portal or are pulled into the electronic health record (EHR) via an application programming interface (API)

2. Safety
   - Assess if glucometers require FDA approvals (yes, Class II)
   - Glucometers must be accurate or poor medication decision making can occur

3. Clinical Effectiveness
   - In the United States, currently marketed monitors must meet the standard under which they were approved, which may not be the current standard
   - Moreover, the monitoring of current accuracy is left to the manufacturer and not routinely checked by an independent source

4. Patient perspectives
   - Assess consumer literature for recommendations. CONTOUR NEXT ONE is the highest recommended glucometer by consumer reports due to ease of use of device and associated app design

5. Economic Aspects
   - US $9.99 for the meter plus, on average, US $20 for 50 test strips
   - Private insurance coverage may vary
   - Medicare Part B coverage with prescription

6. Organizational aspects
   - Patients agree to the privacy policy from Ascensia when downloading and using the app
   - Integration of glucometer data into EHR flow sheet requires development time, testing, and ongoing maintenance to support software updates
   - Technical support: patients may call the health system or a clinician for technical assistance

7. Health equity, sociocultural, ethical, and legal aspects
   - CONTOUR DIABETES App compatible with iOS and Android
   - Broadband not required, though a smartphone is needed
   - Relatively affordable with private and government insurance coverage
   - Would be usable across diverse populations
   - Must create a process and consent language for patients that data will not be reviewed by the health system in real time; standard of care is practiced

8. Technological aspects
   - iOS, Android, Apple Health, Google Fit, and connects via Bluetooth
   - No current health system technical support
   - Not EHR enabled yet

Step 3. Assessment of Transferability

- Epic-based EHR patient portal can query Apple Health for glucose data via Fast Healthcare Interoperability Resources
- MyChart can access Glooky via public API
- Scalable to thousands of patients at our health system

We selected noncontinuous glucometers as our case study (see Figure 2) because of requests from clinician groups to retrieve glucometer data from patients and our experience integrating glucose data into our EHR system via Apple HealthKit [8]. As presented in Figure 2, the exercise revealed that glucose is a data point of value for clinical care. Further, glucometers are considered FDA Class II medical devices and must demonstrate substantial equivalence to a predicate device. A review article by Klonoff et al investigated the accuracy of 18 marketed blood glucose monitors [12]. We searched the consumer-facing literature, such as Consumer Reports, to compare recommendations. The next steps in the evaluation process...
involved documenting the ability for each glucometer to be used on iOS and/or Android devices, integration with Apple HealthKit and Google Fit, costs, additional technical features, current integration with our EHR infrastructure and how data are retrieved, and if technical support is available. Results showed congruence across these measures and the CONTOUR NEXT ONE glucometer came out as the top contender.

Discussion

Principal Findings

The proliferation of wireless and mobile technologies provides opportunities to connect information in real-world settings via wearable sensors and, when coupled with fixed sensors embedded in the environment, to produce continuous streams of data on an individual’s biology, psychology, behavior, and daily environment. These collected data have the potential to be analyzed and used in real time to prompt individuals to change behavior or their environmental exposures that can reduce health risks or to optimize health outcomes.

Selecting devices for integration requires many factors to be evaluated. These factors are technical, clinical, organizational, economic, and patient focused. Popular and currently well-known devices, such as the Fitbit and Apple Watch, are easier to identify due to their accessibility and widespread adoption. Evidence needed for activity trackers like these to be on the consumer market is also less stringent compared to evidence needed for a portable electrocardiogram or glucometer, which require FDA clearance. Devices that require FDA clearance provide an additional layer of evidence for safety and utility. This is in contrast to devices that do not require FDA clearance, such as sleep monitors.

Continued discussion with clinical and operational leaders suggests how broad the idea of technical support could be. Technical support can include such steps as configuring the device for the patient, providing support in person or remotely, and having staff available for ongoing troubleshooting. Other levels of technical support include patient support for managing the clinical data landing in the EHR system, with or without notification, along with addressing support related to the notifications specifically. Lastly, technical support should implicitly include the presentation of the data to providers so that they are actionable and accessible. Actionable and accessible data are essential for the provider or care manager to be able to intervene, while also not exacerbating provider burnout, which is more frequently reported since the large-scale implementation of EHRs. While these concepts are fundamental, they are also often frequent attributes referenced as potential barriers to inclusion by clinical and operational leaders.

A variety of devices should be selected for integration so that access to, and accessibility of, these tools is more equitable across patient populations. Patients have both iOS and Android devices and choosing one platform to focus on limits patient accessibility. Further, for devices that connect via a web portal or consume significant data through video, for example, patients may or may not have in-home broadband internet and are limited to internet access via their phone. This could be a limiting factor for patients based upon their geographic location or socioeconomic status. This is also important because the literature shows that devices are not always designed to be accurate across diverse populations. It was reported that the light sensor in some wearable devices was not usable on patients with darker skin tones due to the color of the optical sensor selected. While this has been addressed by many device manufacturers [13], it is a lesson in the importance of ensuring devices are usable across a variety of patient populations.

Future evaluation will also expand to include software platforms, such as those from Livongo, for example, which incorporate a variety of devices and provide personalized guidance to patients and clinicians with chronic illnesses. A third scenario is also necessary to consider regarding integration: there are applications and devices that offer their own portal for viewing data, but do not offer compatibility to iOS or Android, nor can these devices integrate into an aggregator inherently. Given this scenario, it becomes necessary to evaluate a device’s or platform’s capabilities through application programming interfaces (APIs) so that data can be aggregated productively and used in a clinical environment.

While mHealth technologies, specifically connected devices, hold promise to benefit patient care delivery and patient self-management, many challenges exist with their integration into health care. There is limited regulation, and rigorous scientific evaluation of many devices is lacking. There are many devices on the market, and every device must be tested for data quality, interoperability, and usefulness by patients and clinicians. Further, the rapid evolution of the connected device market requires frequent re-evaluation and system software updates. Finally, use of these tools in formal care delivery models is relatively new and, thus, understanding how to support patients and how to integrate and present the wealth of data from devices into actionable insights for clinical decision making continues to advance.

Conclusions

We present an example on how we recommend which mHealth devices should be integrated into a health system’s EHR system to collect PGHD. Many factors are involved, and it is important to conduct a thorough assessment to assess for clinical requirements, technical features, and patient-level factors such as usability and costs. Figures 1 and 2 can be used as templates for others to expand upon.
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Abstract
Patient-reported assessments are transforming many facets of health care, but there is scope to modernize their delivery. Contemporary assessment techniques like computerized adaptive testing (CAT) and machine learning can be applied to patient-reported assessments to reduce burden on both patients and health care professionals; improve test accuracy; and provide individualized, actionable feedback. The Concerto platform is a highly adaptable, secure, and easy-to-use console that can harness the power of CAT and machine learning for developing and administering advanced patient-reported assessments. This paper introduces readers to contemporary assessment techniques and the Concerto platform. It reviews advances in the field of patient-reported assessment that have been driven by the Concerto platform and explains how to create an advanced, adaptive assessment, for free, with minimal prior experience with CAT or programming.
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Introduction
Patient-Reported Assessment
Patient-reported outcome measures (PROMs) measure the outcomes of health care that are most meaningful to patients. The importance and validity of a patient-centered approach to outcome assessment is gaining widespread acceptance across a diverse range of stakeholders including clinicians, researchers, clinical commissioners, health care business strategists, and patients themselves [1-4].

Despite growing interest in the use of patient-reported assessments, there are considerable barriers to their use, especially in time-pressured clinical environments. Two barriers, in particular, are both problematic and addressable. First, questionnaires can be burdensome to complete, especially when multiple domains of patient health are assessed at the same time [5]. Second, it can be unclear to health care professionals what actions should be taken based on the information received. In this paper, we will discuss strategies to reduce the burden of patient-reported assessment and improve the actionability and relevance of feedback. Specifically, it introduces modern psychometric theories, which can be used to create individualized assessments and reduce the burden of completion, as well as techniques for providing individualized feedback.

Modern Psychometrics and Item-Response Theory
The accuracy, reliability, and validity of patient-reported assessments are underpinned by complex psychometric statistical theory. Applying psychometric methods ensures that
scores generated from PROMs can be used with high confidence in clinical practice and research [6].

Psychometrics can be divided into two broad domains. The first, referred to as classical test theory, uses correlational statistics to assess questionnaire properties, for example, how well the responses to certain items (questions) correlate with each other [7]. The second, known as modern test theory, uses probabilistic models to determine the properties of individual items [6].

The benefit of using modern test theory over classical test theory is that modern test theory allows researchers to evaluate the psychometric properties of individual items in relation to a targeted trait, whereas classical test theory correlational statistics mainly focuses on test-level performance. A more detailed comparison between the two approaches can be found elsewhere [6-8]. One of the biggest advantages of using modern test theory is that item properties can be used in a computerized adaptive testing (CAT) environment.

**CAT**

CAT refers to a process of selecting the most informative items for people responding to questionnaires. In contrast to fixed-length assessments, where a standard set of items are presented to every respondent all at once, CAT employs a psychometric algorithm to select items one at a time based on the amount of information they will provide about the individual assessment taker [9]. Each item is calibrated using statistical models described by modern test theory, and this process provides parameters for each item which are then used by the CAT algorithm to both calculate a respondent’s score and select items [5].

After each response, CAT algorithms calculate a respondent’s score based on the information available and select the next most informative item to administer. As more items are answered, the person’s score is calculated with increasing accuracy. The CAT will eventually terminate when a stopping rule has been met. Stopping rules are typically based on a prespecified time limit, the number of items, the minimum standard error of measurement (SEM), or a combination thereof. Adapting assessments in this way can make them either briefer, more accurate, or in certain cases, both [10].

Many studies have assessed the impact of CAT on the length and accuracy of patient-reported outcome assessments. Experiments conducted both in silico and using human participants have robustly demonstrated that CAT can reduce the length of assessments by more than 50% while keeping excellent agreement between fixed-length assessment scores and CAT [5,11-14].

Despite their impressive performance, the uptake of currently available CAT platforms has been limited, including the Patient-Reported Outcome Measurement Information System (PROMIS) CAT which is accessible in the United States within the Epic electronic health record system [15]. In order to improve the uptake of this transformative technology and move toward truly patient-centered care, we must provide a more accessible way to implement CAT platforms in clinical practice and research. Research has demonstrated that PROM interventions are likely to have the greatest positive impact on patient outcomes when they are closely aligned with clinical care [16], and to achieve this we must administer such interventions through a versatile platform that meets the needs of clinicians, researchers, and patients.

**Machine Learning**

Machine learning refers to the process of developing or training algorithms to recognize patterns in existing data and to use this knowledge to make successful predictions with new data [17]. A great deal of enthusiasm has been shown for machine learning, as it has demonstrated exceptional performance in a variety of tasks including predicting the outcome of individuals following certain medical interventions, interpreting diagnostic images, and assessing the meaning of open-text passages [17-20].

There are a number of ways in which the collection and analysis of patient-reported data could be improved using machine learning. For instance, a branch of machine learning known as natural language processing may be used to generate quantifiable information from unstructured passages of open text [20]. Patient-reported assessments with integrated machine learning functions could include written (or spoken) patient responses, quantify said responses in a meaningful way, and use them to make recommendations for patient care or service improvement.

**Concerto**

Concerto was developed with the intention of providing a secure, versatile, and easy-to-use platform for creating patient-reported assessments that can incorporate CAT and machine learning. It is free to use and features a point-and-click interface that can be used to build advanced assessments with minimal prior programming experience [21].

Assessments created in Concerto are administered through highly adaptable front-end user interfaces that can be accessed from computers, smartphones, and electronic tablets. These interfaces are built similarly to websites, using HTML, JavaScript and CSS. The Concerto platform comes with inbuilt stock templates for users that do not wish to write their own code.

This user interface interacts with back-end functions, which can include scoring, CAT, and/or machine learning algorithms, using the R programming language. R programming has become popular among statisticians and data scientists for its breadth and accessibility [22]. There are currently over 15,000 available R packages, which can be used free of charge for statistical computing tasks including psychometric analyses, adaptive testing, and machine learning [23]. Concerto incorporates prewritten R code that can administer non-adaptive assessments or computerized adaptive tests, using item parameter tables that are uploaded by the user. The code is fully customizable for developers wishing to create more specialist assessments.

Patient data are stored securely using the MySQL database management system. The Concerto platform itself can be installed on Amazon cloud-based servers that comply with rigorous security demands. Alternatively, it can be installed on local servers (eg, those belonging to a health care provider) to comply with institutional security protocols. This has enabled...
the platform to be used successfully in clinical trials and for routine clinical care in the British National Health Service [24].

The Concerto platform can present assessment results immediately. Assessments can be presented in many forms depending on the needs of the end user. For example, radial plots can capture multiple dimensions of a person’s health state (eg, different PROM subscale scores) at discrete times, and trend plots can show how a person’s scores have changed over time or following major clinical events. Scores can be compared to normative values or other interpretability estimates, and SEMs can be presented alongside CAT scores. Respondents can even receive personalized written feedback to contextualize results (eg, “Your result is… This means…”). Providing immediate graphical and text-based feedback in this way has been shown to improve the experience of assessment when compared with traditional administration [2]. Results can be directly imported into a person’s electronic health record through application programming interfaces.

In the following section, we demonstrate how a new Concerto user can create a computerized adaptive test for the Centre for Epidemiologic Studies Depression (CES-D) PROM.

**Concerto: a Worked Example**

**Installation**

Up to date installation guidance for personal Concerto use can be found at the Concerto GitHub webpage [25]. Readers should be aware that if they choose to use the Amazon Web Service (AWS) for installation, they will need to submit credit or debit card details as part of the registration process. Provided the default instance type (t2.micro) is selected, the following exercise should fall under Amazon’s Free Tier. Readers are solely responsible for any costs they incur, and we would recommend that inexperienced AWS users take care when using the service.

**Download CES-D Items**

To complete this exercise, readers will need to download a CSV file that contains the item wordings, item response theory parameters and response options for the CES-D. This is available to download from the Open Science Framework [26].

We will refer to this table as a “flat” item table because all the data are stored in one layer (ie, there are no sub-tables within it).

Download the flat item table, install Concerto, and log in.

**Create a New Assessment**

On the Tests tab, click Add new. Enter the name of your assessment in the Name box (eg, CESD_adaptive). The Type dropdown box should be set to flowchart. Click Save. Your test should appear under the Tests tab.

**Create a Table to Store Item Responses**

Click on the Data Tables tab and select Starter content. Click Edit next to the assessmentResponses table (see Figure 1). Click Copy and change the name of the table (eg, CESDResponses). Click Save. This action saves a new table in which to store your responses.

**Upload Your Items**

Click on All tables and select User made. Click Add new and type the name of your item table (eg, CESDFlatItems). Click Save. Your item table should appear in the list of user-made tables.

Figure 1. Concerto screenshot: creating a data table to store item responses.
response table. The CSV file can then be uploaded with the Restructure box unchecked. This may improve system performance when collecting a large volume of responses by preserving certain database column types.

Open the Flow Chart

Under the Tests tab, click Edit next to your assessment. In the Test flow window, you will see your assessment displayed as a flow chart. It will have two nodes: test start and test end, which have a yellow output port and a white input port, respectively. Drag the test end node towards the right-hand side of the window to create some empty space between your nodes. Right-click the space between the nodes to create a third node (see Figure 2). Select assessment. The assessment node wizard should open automatically, with the Items tab preselected.

Figure 2. Concerto screenshot: opening the flowchart.

Customize Your CAT

Under Type, select Flat Table from the drop-down menu. Click the launch setter dialog icon under Flat Table. Select your item table from the Table drop-down menu and click Save. Select CAT from the Order drop-down menu.

Under the Stopping Rules tab, you can set stopping rules for your CAT. Try setting Minimum Accuracy to 0.5. This number represents the SEM that your assessment will achieve before terminating.

Under the CAT Options tab, select GRM from the Model drop-down menu. This relates to the psychometric model parameters which we will use for the CAT. In this example, our item parameters relate to a model known as the graded response model (GRM) [27].

Under the Responses tab, click the launch setter dialog icon next to Response Bank. Select your responses table from the Table drop-down menu. Click Save. Check the boxes next to theta and sem and click Save. This enables the assessment node to pass on a person’s score (theta) and the SEM associated with that score.

Right click the empty space between your assessment node and test end node to create a fourth node. Select scoring. Choose Percentile (normal distribution) from the Score Type drop-down menu. Enter a mean of 0 and a standard deviation of 1. Click Save.

On the scoring node click the blue plus sign to add an input port. Check the box next to rawScore and click Save. Click the red plus sign on the scoring node to add a return port. Check the box next to score and click Save. Connect the yellow output port from the assessment node to the white input port of the scoring node. Connect the theta return port to the rawScore input port.

Create a Results Page With Contextual Feedback

Right click the empty space between your scoring node and your test end node to create a fifth node; you may need to reposition the nodes to make sufficient space. Select showPage. Enter a title (eg, CESD), then click the launch setter dialog icon under Content and copy the following:

Add the CAT to Your Assessment

Connect the test start node to the assessment node by dragging the yellow output port on the test start node to the white input port on the assessment node. Click the red plus sign on the assessment node to create new return ports. Check the boxes next to theta and sem and click Save. This enables the assessment node to pass on a person’s score (theta) and the SEM associated with that score.

Right click the empty space between your assessment node and test end node to create a fourth node. Select scoring. Choose Percentile (normal distribution) from the Score Type drop-down menu. Enter a mean of 0 and a standard deviation of 1. Click Save.

On the scoring node click the blue plus sign to add an input port. Check the box next to rawScore and click Save. Click the red plus sign on the scoring node to add a return port. Check the box next to score and click Save. Connect the yellow output port from the assessment node to the white input port of the scoring node. Connect the theta return port to the rawScore input port.

Create a Results Page With Contextual Feedback

Right click the empty space between your scoring node and your test end node to create a fifth node; you may need to reposition the nodes to make sufficient space. Select showPage. Enter a title (eg, CESD), then click the launch setter dialog icon under Content and copy the following:
Theta is \{\theta\}. SEM is \{\text{sem}\}.

Your score is higher than \{\text{percent}\}% of the general population.

The double braces (curly brackets) specify which values for our feedback page to take from our scoring node. Click Save. Clear the Button Label and click Save again.

Click the blue plus sign on the showPage node to create a new input port. Type \theta into the text box, noting the lowercase. Click Add.

Click the blue plus sign on the showPage node to create a second input port. Type \text{sem} into the text box, again using lowercase. Click Add.

Click the blue plus sign on the showPage node to create a third input port. Type \text{percent} into the text box, again using lowercase. Click Add.

Connect the \text{sem} return port on the assessment node to the \text{sem} input port on the showPage node.

Connect the \theta return port on the assessment node to the \text{theta} input port on the showPage node.

Connect the \text{score} return port on the \text{scoring} node to the \text{percent} input port on the showPage node.

Connect the yellow output port on the \text{scoring} node to the white input port on the test end node (see Figure 3). Click Save. You are now ready to run your assessment. Responses will be stored in the CESDResponses table.

**Figure 3.** Concerto screenshot: connecting nodes.

### Concerto Case Studies

#### Quality of Life Assessment

The World Health Organization Quality of Life (WHOQOL)-100 questionnaire was developed in the 1990s by the WHOQOL group as part of an international collaborative effort to produce a generic, cross-cultural, and widely accepted tool for measuring quality of life. The 100-item questionnaire assesses quality of life across six domains (physical, psychological, social, emotional, independence and spiritual), and is also available as a 26 item (WHOQOL-BREF) version with four domains (physical, psychological, social and environmental) [28].

In 2016, our team calibrated item banks from the 100-item questionnaire using modern test theory and trialed a unidimensional CAT version of the questionnaire using simulated data across four domains (physical, psychological, social and environmental). The CAT version of the questionnaire used 43% and 75% fewer items than the WHOQOL-BREF and WHOQOL-100 questionnaires respectively, at comparable levels of reliability [5]. The WHOQOL CAT, when administered through Concerto, takes a mean of 121 seconds to complete, approximately 10 minutes faster than the WHOQOL-100 [29].

#### Analyzing Open-Text Feedback of Doctors’ Performance With Machine Learning

Multisource feedback has become a routine part of UK doctors’ training and appraisal. Often, these feedback assessments contain open-text comments from colleagues about a doctor’s performance [30]. Automating the analysis of these comments could provide real-time, objective insights into both an individual doctor’s performance and the interpersonal dynamics of a team or department.

In 2017, our team demonstrated the ability for machine learning algorithms to classify open-text feedback from the General Medical Council Colleague Questionnaire (GMC-CQ) into five themes, with human-level accuracy. These themes were
innovation, interpersonal skills, popularity, professionalism and respect. Doctors classified as professional, respected or with good interpersonal skills achieved higher GMC-CQ scores than those who were not classified as such [31].

Interested readers can freely apply these algorithms to their own open text comments using the Concerto-based platform [32].

**Improving Assessments of Patient Experience With Machine Learning**

Patient-reported experience measures (PREMs) that take the form of questionnaires are often limited by a *ceiling effect*. This describes a skew towards positive reporting, which can limit the discriminative ability of a PREM and mask poor service performance [33,34].

We have shown that in the context of UK primary care, spoken feedback from patients can provide more accurate, more detailed, and more actionable insights into the consultation experience than questionnaire results alone. In one study, we found a tendency for patients to rate consultation experiences positively when answering items from the interpersonal skills domain of the national GP Patient Survey, although nearly 60% of respondents who rated their consultation as “good” provided contradictory feedback when interviewed about their experience [35].

Using Concerto, we have developed a patient satisfaction assessment called INSPIRES (Innovative Systems for Patient Reported Experience in Surgery) that combines multiple choice responses with open-text analysis. During the assessment, respondents first select 1 of 12 emotions that describe how they feel about the care they have received. Next, respondents provide an open-text description indicating why they feel that way. Finally, respondents explain which part of their experience led to that feeling (eg, waiting times, cleanliness, care providers) by either selecting a prespecified option or entering free text. The tool is being trialed at the Brigham and Women’s Hospital, Boston, MA, USA, and is expected to provide specific, actionable feedback that will drive service improvement [36]. Although currently used during surgical outpatient clinics, the assessment is also available as a smartphone app that patients can complete from home.

**Discussion**

In this article, we have introduced Concerto and demonstrated how to create an advanced, adaptive assessment, for free, with minimal prior experience of CAT or programming. Concerto assessments can incorporate other features, including those that use machine learning, although this is less straightforward at present. The platform has been used internationally to improve the performance of PROMs in research and clinical practice, to classify open-text assessments of health care providers, and to provide meaningful insights into the experience of health care delivery [2,24,31,32,36].

In future, Concerto could be used to develop and deploy advanced clinical decision support systems (CDSSs) that harness the power of CAT and machine learning to assist clinicians in making evidence-based decisions during daily practice. These systems, which can use patient-reported assessments to predict the outcomes of an individual following a health care intervention, are already being trialed to streamline UK GP referrals and support shared decision making in surgery [37]. Existing CDSSs, most notably the NHS Pathways CDSS, which is used by NHS 111 to triage over 14 million telephone calls a year [38], could be trained to automatically interpret spoken word or open-text through natural language processing.

Concerto-based assessments can be deployed on mobile devices as a tool for remote symptom monitoring. Besides the survival advantage this can bring patients with cancer [16], it has quite obvious implications for a broad range of domiciliary disciplines (eg, out-of-hospital palliative care, general practice, and psychiatry).

Patient-reported assessments can transform clinical practice, research, commissioning, and health care management strategies by measuring the impact of an intervention from the patient’s perspective. To deliver the full potential of these assessments, they should be short, accurate, and acceptable to both respondents and those administering the assessment. They should be personalized, ask only the most relevant questions to an individual, and not be limited to multiple-choice responses. Results should be analyzed in real-time and presented to assessment users in an engaging and meaningful way. Where appropriate, data should be easily available for use in secondary analyses including predictive models. These assessments must integrate easily with health care services, including interoperating with electronic health records. Patient data must be stored and processed securely and ethically.

The Concerto platform bridges the implementation gap between the assessments of today and those of tomorrow.
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Abstract

Background: Tobacco use is the leading cause of preventable morbidity and mortality. Existing evidence-based treatments are underutilized and have seen little recent innovation. The success of personal biofeedback interventions in other disease states portends a similar opportunity in smoking cessation. The Pivot Breath Sensor is a personal interactive FDA-cleared (over-the-counter) device that measures carbon monoxide (CO) in exhaled breath, enabling users to link their smoking behavior and CO values, and track their progress in reducing or quitting smoking.

Objective: The objective of this study is to assess the Pivot Breath Sensor in people who smoke cigarettes, evaluating changes in attitudes toward quitting smoking, changes in smoking behavior, and use experience.

Methods: US adults (18-80 years of age, ≥10 cigarettes per day [CPD]) were recruited online for this remote 12-week study. Participants completed a screening call, informed consent, and baseline questionnaire, and then were mailed their sensor. Participants were asked to submit 4 or more breath samples per day and complete questionnaires at 1-4, 8, and 12 weeks. Outcomes included attitudes toward quitting smoking (Stage of Change, success to quit, and perceived difficulty of quitting), smoking behavior (quit attempts, CPD reduction, and 7-, 30-day point prevalence abstinence [PPA]), and use experience (impact and learning).

Results: Participants comprised 234 smokers, mean age 39.9 (SD 11.3) years, 52.6% (123/234) female, mean CPD 20.3 (SD 8.0). The 4- and 12-week questionnaires were completed by 92.3% (216/234) and 91.9% (215/234) of participants, respectively. Concerning attitude outcomes, at baseline, 15.4% (36/234) were seriously thinking of quitting in the next 30 days, increasing to 38.9% (84/216) at 4 weeks and 47.9% (103/215) at 12 weeks (both P<.001). At 12 weeks, motivation to quit was increased in 39.1% (84/215), unchanged in 54.9% (118/215), and decreased in 6.0% (13/215; P<.001). Additional attitudes toward quitting improved from baseline to 12 weeks: success to quit 3.3 versus 5.0 (P<.001) and difficulty of quitting 2.8 versus 4.3 (P<.001). Regarding smoking behavior, at 4 weeks, 28.2% (66/234) had made 1 or more quit attempts (≥1 day of abstinence), increasing to 48.3% (113/234) at 12 weeks. At 4 weeks, 23.1% (54/234) had reduced CPD by 50% or more, increasing to 38.5% (90/234) at 12 weeks. At 12 weeks, CPD decreased by 41.1% from baseline (P<.001), and 7- and 30-day PPA were 12.0% (28/234) and 6.0% (14/234), respectively. Concerning use experience, 75.3% (171/227) reported the sensor increased their motivation to quit. More than 90% (>196/214) indicated the sensor taught them about their CO levels and smoking behavior, and 73.1% (166/227) reported that seeing their CO values made them want to quit smoking.

Conclusions: Use of the Pivot Breath Sensor resulted in a significant increase in motivation to quit, a reduction in CPD, and favorable quit attempt rates. These outcomes confer increased likelihood of quitting smoking. Accordingly, the results support a role for biofeedback via personal CO breath sampling in smoking cessation.

Trial Registration: ClinicalTrials.gov NCT04133064; https://clinicaltrials.gov/ct2/show/NCT04133064
smoking cessation; digital health; smartphone; digital sensor; carbon monoxide; breath sensor; biofeedback

**Introduction**

Cigarette smoking is the largest preventable cause of morbidity and mortality, accounting for approximately 480,000 annual deaths in the United States, including about 30% of cancer deaths and 30% of cardiovascular disease deaths [1-3]. Smoking remains a pervasive public health problem with a prevalence of 13.7% (34.2 million people) in 2018 [4]. Efforts to advance smoking cessation are a top priority. Launched by the US government in 2010, the 2020 Healthy People initiative identified several related goals including decreasing the prevalence of smoking to 12% or less (tobacco use objective 1.1, or TU-1.1), increasing the proportion of US adults who attempt to quit smoking cigarettes to 80.0% or more (TU-4.1), and increasing recent smoking cessation success to 8.0% or more (TU-5.1) [5]. As a check-in, half way through the 2020 Healthy People agenda in 2015, 68.0% of adult smokers wanted to stop smoking, 55.4% made a past-year quit attempt, and 7.4% recently quit smoking [6,7].

Evidence-based interventions proven to increase quit rates include counseling (individual, group, or phone) and FDA-approved pharmacotherapy. While efficacious, the success of these interventions has been limited by challenges with access, desirability, and convenience, with less than a third of individuals using counseling or medication during quit attempts [6].

Accordingly, smoking cessation is ripe for new technology and approaches. The management of other disease states such as overweight/obesity, hypertension, and diabetes have included the application of personal devices that provide biofeedback, such as wearable activity trackers (eg, Fitbit, Garmin, Jawbone), home-use blood pressure monitors, and continuous glucose monitoring and insulin pumps. These technologies are associated with improved outcomes [8-13], and have a common thread of enabling the user to quantify and monitor personal disease-specific metrics and track progress toward associated goals.

The successes of these novel approaches raise the question of a possible role of personal biofeedback in smoking cessation. One such type of biofeedback is carbon monoxide (CO), a product of the combustion process of smoking. During smoking, CO enters the lungs and crosses pulmonary capillaries to enter the blood stream, where it binds to heme in red blood cells. CO is eliminated from the body by exhalation. Exhaled CO, measured in parts per million (ppm), can be quantified and tracked using a CO breath sensor. With a half-life of approximately 4-5 hours, exhaled CO is well-suited for tracking changes over relatively short periods; once an individual stops smoking, exhaled CO decreases, returning to nonsmoking levels within approximately 24 hours [14].

In “The Tobacco Dependence Treatment Handbook: A Guide to Best Practices,” Abrams et al [15] report that, “providing individualized feedback about changes in personal levels of carbon monoxide before and after smoking is a powerful message that encourages individuals to make a quit attempt.” Further, Abrams notes that, “In the context of smoking cessation treatment, carbon monoxide levels” and other biomarker feedback “can be utilized to demonstrate the impact of smoking on the smoker and his/her family.”

Beard et al [16] conducted work in this area by providing a personal, mobile CO breath sensor to smokers and asking them to use the monitor regularly throughout the day for 6 weeks, with the goal of maintaining their CO level below 10 ppm. During the first 2 weeks, participants were instructed to record daily their cigarette consumption, usage of the CO monitor and any nicotine replacement therapy, average CO levels, and whether they had attempted to keep their reading below 10 ppm. The participants were not told to quit and were not specifically seeking a quit program. Participants (n=10, 5 males, average age 48.6 years) used the monitor an average of 3 times per day. Average daily cigarette consumption decreased from 14.1 (SD 6.03) at baseline to 9.8 (SD 4.95; P=0.036) during the 2 weeks of daily CO monitoring and to 9.5 (SD 5.50; P=.127) at 6-week follow-up. At follow-up, 50% (5/10) of participants had attempted to quit smoking and one of these participants successfully quit. The majority of smokers reported that they found the CO monitor helpful (79.3%, n=111/140 responses) and that they felt as though the monitors had reduced their cigarette consumption (70%, 7/10 participants). The study investigators concluded that the use of the CO monitors was found to be acceptable and to increase motivation to consider a quit attempt.

In 2018, Patrick et al [17] reported results of a 9-day study of 41 participants using an FDA 510k-cleared mobile CO breath sensor, the Carbon Monoxide Breath Sensor System (COBSS) [17]. This study evaluated the first phase of the multiphase Pivot Smoking Cessation Program, designed to deliver the US Clinical Practice Guidelines for Treating Tobacco Use and Dependence. The focus of the evaluated program phase was to encourage the participants to explore their smoking behavior. Participants completed activities and had the opportunity to log cigarettes within the Pivot app, and interact with a coach via SMS text message–based interactions. More than 80% of participant (34-39 of 41) completed 1 or more CO breath samples each day, and more than 56% (23-27 of 41) completed 5 or more samples each day. In matched pair analyses, significant positive changes in mean attitudes toward quitting (scale 1-10) were found in 319 smokers who underwent the complete Pivot program,
which included a personal CO breath sensor, smartphone app, and in-app SMS text messaging–based human coaching. There were significant positive changes in attitudes during the prequit portion of the program, including increased confidence to quit (P<.001) and decreased expected difficulty maintaining quit (P<.001). Among the participants who completed the final questionnaire and reported the program increased their motivation to stop smoking (85.7%, 233/272), using the breath sensor was the most common reason for the increased motivation. At the end of the program, 7- and 30-day point prevalence abstinence (PPA) rates were 32.0% (102/319, intention to treat [ITT]) and 27.6% (88/319, ITT), respectively. Of those who did not achieve PPA, 25.9% (44/170) had reduced their cigarettes per day (CPD) by 50% or more. Additional studies have explored the use of exhaled CO as a tool to add to quit programs to bolster motivation and support quit attempts and cessation. Results from these studies are mixed. Foulds et al [19] assessed outcomes 28 days after target quit date in 225 smokers randomized to receive motivational “Lung Age” feedback (exhaled CO values and forced expiratory volume over 1 second) versus minimal feedback. All participants were offered 6 weekly group coaching sessions and nicotine patches. Lung Age feedback did not improve quit rates or compliance with the program. Hajek et al [20] assessed outcomes in pregnant smokers who were randomized to receive midwife-delivered smoking cessation intervention (brief counseling, written materials, arrangements for self-help support, and feedback on exhaled CO levels) versus usual care. A significant difference was reported in those who had quit smoking in the 3 months prior to study start; they had a higher postdelivery PPA rate compared with those who were not recent quitters at the start of the study (65% vs 53%, P<.05). However, significant differences were not reported in other outcomes, such as continuous abstinence for at least 3 months prior to delivery or continuous abstinence from 3 months predelivery to 6 months postdelivery. The authors concluded the midwife-delivered intervention did not seem to be an effective method of helping pregnant smokers stop smoking. Some studies showed favorable early outcomes that did not translate to longer-term results. In 160 smokers randomized to receive cessation leaflets and quit advice (usual care) versus usual care plus exhaled CO level feedback (intervention), Shahab et al [21] reported favorable short-term effects on the cognitive antecedents of smoking behavior and cessation in those who received the intervention. While the investigators reported a greater likelihood of cessation in the intervention group among those with higher self-efficacy, there were no differences in quit attempts or abstinence between the 2 groups at 6 months. McClure et al [22] assessed 536 smokers randomized to receive personally tailored feedback based on lung function, CO exposure, and smoking-related symptoms (experimental group) versus generic information about the risks of smoking and personalized counseling focused on diet, BMI, and physical activity (control group). All participants were advised to quit smoking and offered access to a free telephone smoking cessation counseling program. Immediately post-treatment, the experimental group rated themselves as more likely to try to quit (P=.02) and reported a greater mean increase in their motivation to quit than controls (P=.04). These group differences in motivation did not persist at 1-month follow-up. At 6- and 12-month follow-up, there was no greater motivation to quit, use of treatment services, or abstinence in the experimental group compared with controls [23]. Indeed, the control group had greater motivation to quit at 12 months, use of pharmacotherapy at 6 months, and 30-day PPA at 6 months. And some studies report favorable longer-term results as well. Choi et al [24] randomized 95 adult male smokers to receive 5-10 minutes of smoking cessation education, undergo exhaled CO measurement, and complete questionnaires (intervention) versus receive self-help materials (control). At 4 weeks, motivation to quit was significantly improved in the intervention group (P=.03). In another randomized control trial including 98 smokers, home health nurses provided motivation enhancement (motivational interviewing and exhaled CO feedback) or standard care (AHCPR [Agency for Health Care Policy and Research] guidelines for smoking cessation) [25]. Individuals in the motivation enhancement group had more quit attempts and a greater reduction in CPD at follow ups through 12 months. With the exception of Beard et al [16], the aforementioned studies incorporated exhaled CO as part of multicomponent smoking cessation programs. As a result, it is difficult to specifically identify the role of exhaled CO in reported motivation and smoking behavior outcomes. Moreover, with few exceptions [16-18], these exhaled CO measurements were obtained through health care providers or study personnel during study visits, with very few CO breath samples collected during these studies. It is, however, unclear how outcomes might differ when exhaled CO is regularly measured and tracked by smokers as personal biofeedback. Accordingly, this study sought to more directly focus on the potential role of exhaled CO when breath was sampled by smokers themselves using a personal mobile breath sensor, assessing changes in attitudes toward quitting smoking, changes in smoking behavior, and use experience.

Methods

Study Design

This was a prospective, open-label single-arm cohort study conducted with Institutional Review Board approval. The study was performed remotely on an ambulatory basis. Study participants were asked to set up the Pivot Breath Sensor and participate for 12 weeks with an emphasis on providing daily breath samples and completing online study questionnaires periodically throughout the study.

Consent and Ethical Approval

All participants provided electronic informed consent before participation. The study was reviewed and approved by Solutions IRB (protocol number 2019/09/3), and registered with ClinicalTrials.gov (NCT04133064).

Study Device

The Pivot Breath Sensor is a component of Pivot’s comprehensive evidence-based digital tobacco cessation solution, which also includes an interactive mobile Pivot app,
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lessons based in cognitive behavioral therapy and self-determination theory, nicotine replacement therapy, dedicated human coaching by tobacco treatment specialists via SMS text messaging, and a moderated online community. In keeping with this study’s focus on the impact and use experience of the Pivot Breath Sensor, participants were not provided access to any of the other aspects of the Pivot cessation program.

The Pivot Breath Sensor (Figure 1) comprises a personal interactive breath sensor that measures the level of CO in exhaled breath and displays the CO value (ppm) to the user directly on the device screen. The CO log is accessed from the sensor screen and shows the most recent exhaled breath CO value at the top of the screen. The user can view previous values by scrolling within the log. The sensor is portable, battery-powered, and rechargeable using a micro-USB cable. The user submits a breath sample by exhaling (blowing) into the breath sensor mouthpiece. CO values are color coded with the color levels (red: ≥10 ppm, orange: 7-9 ppm, green: 0-6 ppm) detailed in the labeling (Figure 1).

![Pivot Breath Sensor](image)

**Figure 1.** Pivot Breath Sensor and color coding of carbon monoxide values.

**Eligibility**

The anticipated user population for the Pivot Breath Sensor are lay users who are smokers, aged between 18 and 80, and capable of using a smartphone and basic smartphone apps. As such, study participant inclusion criteria included all of the following: 18-80 years of age, current daily cigarette smokers (≥10 CPD), resident of the United States, able to read and comprehend English, owns and uses a smartphone compatible with the study app (iPhone 5 and above with iOS 11 and above, or an Android smartphone with Android 5.0 and above), and willing to sign the informed consent form. Exclusion criteria included pregnancy (self-reported) or participation in a previous study sponsored by Carrot Inc.

The study employed nonproportional quota sampling (Table 1) with the aim of enrolling a study population that reflects the expected initial intended user population.
Table 1. Nonproportional quota sampling enrollment: targeted proportions.

<table>
<thead>
<tr>
<th>Category and subcategory</th>
<th>Targeted %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>≤20</td>
</tr>
<tr>
<td>30-60</td>
<td>≥20</td>
</tr>
<tr>
<td>61-80</td>
<td>≤10</td>
</tr>
<tr>
<td>Cigarettes per day (CPD)</td>
<td></td>
</tr>
<tr>
<td>10-19</td>
<td>40-60</td>
</tr>
<tr>
<td>≥20</td>
<td>40-60</td>
</tr>
<tr>
<td>Stage of Change a</td>
<td></td>
</tr>
<tr>
<td>Intend to quit within 30 days</td>
<td>≥20</td>
</tr>
<tr>
<td>Intend to quit within 6 months</td>
<td>≥20</td>
</tr>
<tr>
<td>Not thinking of quitting</td>
<td>&lt;20</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>40-60</td>
</tr>
<tr>
<td>Employment</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>4-8b</td>
</tr>
<tr>
<td>Employed &lt;20 hours/week</td>
<td>Remainder of sample</td>
</tr>
<tr>
<td>Employed ≥20 hours/week</td>
<td>Remainder of sample</td>
</tr>
</tbody>
</table>

*SStage of Change question and answer choices: Are you seriously thinking of quitting smoking? (1) Yes, within the next 30 days; (2) Yes, within the next 6 months; (3) No, not thinking of quitting.

bThe employment rate among study participants was sought to align with the employment rate among the general US population at the time of protocol submission, which was 3.7% [26].

Recruitment

Participants were recruited in the United States from September 2019 through November 2019 using web media (Facebook). Potential participants were asked to provide contact information, and answer questions on demographics, smartphone ownership, and smoking behavior using the online screening form. Study staff reviewed each potential participant’s responses. All study participants underwent a screening phone call where study eligibility was confirmed. Potential participants were called on a first-come-first-served basis with nonproportional quota sampling enrollment guidelines applied. During this call, study personnel informed the potential participant of the study details and answered any questions. Eligible potential participants were offered the opportunity to participate in the study. Potential participants interested in proceeding were emailed the electronic informed consent form and were mailed the Pivot Breath Sensor. Participants were considered enrolled after electronically completing the informed consent form and baseline questionnaire, pairing their breath sensor to the study app on their smartphone, and completing their first breath sample.

Study Procedure

Participants self-trained on the Pivot Breath Sensor using the device labeling, which included product packaging, a Quick Start Guide, and package insert. In addition, participants were asked to load the study app on their smartphone. This app served as a means to sync breath sample data from the breath sensor and transmit these data to the study team. Participants had access to a technical support phone line and online user manual. A member of the study staff or customer support optionally called, texted, or emailed the participant to assist in device setup if needed. The participant initiated using the breath sensor. The enrollment date was considered study day 1.

Study participants were instructed to use the breath sensor daily for the duration of the study, with a recommendation of completing 4 or more breath samples a day, spread over the course of the day. This suggested use pattern was provided in the labeling materials and during the screening phone call but breath sensor use was ultimately at the discretion of the participant. Participants received up to twice weekly SMS text message instructions to sync their breath sensor data using the study app. No recommendations were made to participants regarding smoking behavior, and the device and study were not positioned as a smoking cessation program with participants.

Participants received periodic electronic questionnaires via email (SurveyMonkey) that focused on attitudes toward quitting, smoking behavior, and use experience with focus on impact and associated learning. There were 7 questionnaires in total, emailed at baseline, and study days 7 (1 week), 14 (2 weeks), 21 (3 weeks), 28 (4 weeks), 56 (8 weeks), and 84 (12 weeks). Participants received periodic reminders from study staff to complete the questionnaires via email, SMS text messages, or phone, as needed. On study day 84, participants received the
Participants were compensated for collecting breath samples (US $5/day for every day in which 24 breath samples were collected during the first 28 days of the study and thereafter US $10/week for up to 8 weeks in which ≥20 breath samples/week were collected; up to US $220 in total for 84 days of breath sampling), completing the online questionnaires (US $10-50/questionnaire; up to US $220 in total for 7 questionnaires), and for returning the Pivot Breath Sensor (US $50). Participants could earn up to US $490 in total. Compensation was in the form of Visa gift cards that were mailed to participants. Payments were bundled over 5 payments and took 2-3 weeks to arrive to the participant after being ordered.

Smoking behavior outcomes comprised quit attempts, change in CPD, proportion who reduced CPD by 50% or more, and smoking cessation via 7- and 30-day PPA. A quit attempt was defined as going at least one day without smoking cigarettes, even a single puff. Participants were considered to have achieved 7-day (30-day) PPA if they answered yes to the following question: “In the last 7 (30) days have you smoked any cigarettes, even a single puff?”. Participants were considered to have achieved smoking cessation via 7- and 30-day PPA. A quit attempt was defined as going at least one day without smoking cigarettes, even a single puff. Participants were considered to have achieved 7-day (30-day) PPA if they answered yes to the following question: “In the last 7 (30) days have you smoked any cigarettes, even a single puff?”. The primary endpoint was to observe a clinically meaningful change from baseline for the proportion of participants who reduced their CPD by 50% or more by 4 weeks. The primary endpoint assessment was designed to capture shorter- and longer-term changes, if present, as informed by previous studies.

The primary endpoint assessed change in motivation to quit smoking via response to Stage of Change at 4 weeks, compared with baseline. A positive outcome was defined as a participant responding as more motivated to quit. For example, a change in response from seriously thinking of quitting smoking “...within the next 6 months” at baseline to seriously thinking of quitting smoking “...within the next 30 days” at 4 weeks was considered a positive outcome [28]. Secondary endpoints included the proportion of participants who reported 1 or more quit attempt by 4 weeks and the proportion of participants who reduced their CPD by 50% or more by 4 weeks.

### Table 2. Measures assessing attitudes toward quitting smoking.

<table>
<thead>
<tr>
<th>Question</th>
<th>Answer Options/Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are you seriously thinking of quitting smoking? (Stage of Change)</td>
<td>“Yes, within the next 30 days” or “Yes, within the next 6 months” or “No, not thinking of quitting”</td>
</tr>
<tr>
<td>Would you like to completely stop smoking cigarettes?</td>
<td>“Yes” or “No”</td>
</tr>
<tr>
<td>How ready are you to quit smoking?</td>
<td>Scale 1-10 (1=Not at all ready, 10=Completely ready)</td>
</tr>
<tr>
<td>If you were to quit smoking right now, how successful would you be?</td>
<td>Scale 1 to 10 (1=Not at all successful, 10=Completely successful)</td>
</tr>
<tr>
<td>If you were to quit smoking right now, how difficult do you think it would be to stay smoke free?</td>
<td>Scale 1 to 10 (1=Really hard to stay quit, 10=Really easy to stay quit)</td>
</tr>
<tr>
<td>What is your goal when it comes to smoking?</td>
<td>“I don’t have a clear goal in mind” or “I want to quit smoking for good, even though I might slip up” or “I want to quit smoking for good” or “I want to reduce my smoking (like smoking less, or quitting for a while and deciding later if I want to quit)” or “Other goal _______________________”</td>
</tr>
</tbody>
</table>

Smoking behavior outcomes comprised quit attempts, change in CPD, proportion who reduced CPD by 50% or more, and smoking cessation via 7- and 30-day PPA. A quit attempt was defined as going at least one day without smoking cigarettes, even a single puff. Participants were considered to have achieved 7-day (30-day) PPA if they answered no to the following question: “In the last 7 (30) days have you smoked any cigarettes, even a single puff?” As the sensor is designed and was implemented here as a tool to be used independently, without requiring face-to-face contact, and data collection was achieved through remote means using the study app and electronic questionnaires, biochemical verification of smoking status was not pursued in accordance with previous recommendations [27]. If participants reported abstention but indicated they were smoking 1 or more CPD, they were counted as actively smoking in analyses. Finally, participants were asked to expound on their use experience by providing feedback on the impact and learning associated with the Pivot Breath Sensor.

Because previous studies on CO breath sensor use in smoking cessation have reported mixed results, some with changes in attitudes and behaviors documented early that did not persist [21,22] and some with longer-term changes observed [24,25], primary and secondary endpoints were obtained at 4 weeks in this study. These outcomes were also assessed at 12 weeks for longer-term results, which are also reported herein.

 endpoint assessment was designed to capture shorter- and longer-term changes, if present, as informed by previous studies.

The primary endpoint assessed change in motivation to quit smoking via response to Stage of Change at 4 weeks, compared with baseline. A positive outcome was defined as a participant responding as more motivated to quit. For example, a change in response from seriously thinking of quitting smoking “...within the next 6 months” at baseline to seriously thinking of quitting smoking “...within the next 30 days” at 4 weeks was considered a positive outcome [28]. Secondary endpoints included the proportion of participants who reported 1 or more quit attempt by 4 weeks and the proportion of participants who reduced their CPD by 50% or more by 4 weeks.

### Sample Size

Consideration for the sample size included powering the study to observe a clinically meaningful change from baseline for the primary and secondary endpoints using 80% power at a statistical significance of $P<.05$. The primary endpoint was informed by preliminary data from a similar 37-participant pilot study (data not shown). Match-paired data from the 35 participants who completed the 14-day timepoint questionnaire showed that motivation to quit, via Stage of Change, had increased in 31% (11/35), remained unchanged in 66% (23/35),
and decreased in 3% (1/35) of participants from baseline. To detect a statistically significant change of these proportions in this study would require enrolling 50 participants.

The estimated proportion of participants achieving 1 or more quit attempt was 25% based on interim results from the aforementioned pilot study. Based on the median prevalence of 65.4% for past-year quit attempts in the general population [29], the average monthly quit attempt rate is approximately 5%. In the context of a 4-week outcome, to show that 25% of participants making a quit attempt by 4 weeks is statistically different from 5% would require enrolling 16 participants.

Finally, previous work indicates approximately 1% of the general population [30-34] and 2%-5% of individuals in cigarette reduction studies [35,36] will reduce their CPD by 50% or more on a monthly basis. Assuming that 10% of participants in this study will reduce their CPD by 50% or more by 4 weeks would require enrolling 185 participants to show a difference from 5%. Taking these analyses into consideration along with expected attrition, this study targeted enrollment of 220 participants.

**Statistical Analysis**

Changes in measurements from baseline were assessed at different timepoints in the study. Participants served as their own controls and tests for any change were performed. Analyses were conducted to calculate mean (SD) for normally distributed variables for actual data, or mean (SE) for modeled data. Median (IQR) values were used in instances of non-normally distributed variables. As applicable, paired one-sample t-test was used for numeric data. For one-sample change in binary outcomes, compared binomial proportion test was applied. Fisher exact or chi-square tests were used for categorical data. McNemar test was applied for 2-category match-paired data. Stuart–Maxwell test was used for 3-category match-paired data. To evaluate changes in attitudes or changes in CPD over time, repeated measures linear mixed model analyses were performed using a compound symmetric correlation matrix to model the repeated measures within subjects. To make specific comparisons across time, F statistics were computed using the results from the model. Analyses were conducted using SAS version 9.4 (SAS Institute). Statistical significance was set at P<.05.

Analyses for the outcomes were evaluated for only those who completed the questionnaire (ie, completer) and assessed to take into account missing data. To be included in any completer analysis the participant must have provided a baseline response and the outcome response. For outcomes that were missing data, these were assessed pending the data type. For categorical data, the last response postbaseline and pre-4 weeks was carried forward for the 4-week assessment, and the last response postbaseline and pre-12 weeks was carried forward for the 12-week assessment. If there were no data to carry forward, the data were considered unchanged from baseline. Numeric data used linear mixed modeling.

**Results**

**Enrollment**

Potential participants responded to an online Facebook ad that included a link to the online screening form. The online screening form was completed by 2384 individuals, of whom 1813 were eligible for the study. Eligible potential participants were called on a first-come-first-served basis with nonproportional quota sampling enrollment guidelines applied; outreach was made to 1165 potential participants. The majority of phone calls went unanswered and unreturned; contact was established with 420 individuals. The electronic informed consent form was sent to 271 individuals, 234 of whom enrolled in the study. Study participant flow is depicted via a Consolidated Standards of Reporting Trials (CONSORT) diagram in Figure 2.
The study overenrolled by 6.4% (14/220 participants) with a final enrollment of 234 participants. Because of the multistep process of enrollment and expected attrition over the course of the study, we put forth a good faith effort to ensure we obtained data from 185 participants at 4 weeks. The results of these efforts yielded this slight overenrollment. Considering the minimal risk profile of the device and the voluntary, ambulatory nature of the study in which participants gave breath samples and completed online questionnaires at their discretion, this overenrollment was not felt to be significant.

The study sample consisted of 52.6% women (123/234), had a mean age of 39.9 (SD 11.3) years, smoked a mean of 20.3 (SD 8.0) CPD at baseline, and had been smoking for a mean of 21.7 (SD 11.5) years.

At baseline, 15.4% (36/234) indicated they were seriously thinking of quitting smoking in the next 30 days, 76.9%
(180/234) indicated they were thinking of quitting in the next 6 months, and 7.7% (18/234) indicated they were not seriously thinking of quitting smoking. On average, participants had made 2.1 (SD 6.3) quit attempts over the past 12 months.

All nonproportional quota sampling targets were achieved with the exception of 20% or more (≥47/234) indicating they intended to quit smoking in the next 30 days. This differential is due to change in participant response to this question between when it was asked on the online screening form and when it was asked on the baseline questionnaire. Specifically, 29.1% (68/234) of study participants indicated they were seriously thinking of quitting smoking in the next 30 days on the online screening form; however, this decreased to 15.4% (36/234) of participants on the baseline questionnaire. This difference was not felt likely to significantly affect outcomes. All individuals who changed their response went from, “Seriously thinking of quitting in the next 30 days” at online screening to “Seriously thinking of quitting in the next 6 months” at baseline, thereby maintaining some interest in quitting smoking, albeit on a longer timeline. If anything, the effect of enrolling a cohort slightly less motivated to quit than originally anticipated may have made it more challenging to achieve some outcomes, such as quit attempt rates and change in CPD. Study demographic details, including targeted and actual nonproportional quota proportions, are provided in Table 3.
Table 3. Baseline demographics including targeted and actual nonproportional quota sampling (N=234, when applicable).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values\textsuperscript{a}</th>
<th>Target %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>111 (47.4)</td>
<td>40-60</td>
</tr>
<tr>
<td>Female</td>
<td>123 (52.6)</td>
<td>40-60</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29 years</td>
<td>37 (15.8)</td>
<td>≤20</td>
</tr>
<tr>
<td>30-60 years</td>
<td>185 (79.1)</td>
<td>≥70</td>
</tr>
<tr>
<td>61-80 years</td>
<td>12 (5.1)</td>
<td>≤10</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>209 (89.3)</td>
<td></td>
</tr>
<tr>
<td>Hispanic, Latinx, or Spanish Origin</td>
<td>5 (2.1)</td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>9 (3.8)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>3 (1.3)</td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>2 (0.9)</td>
<td></td>
</tr>
<tr>
<td>Middle Eastern or North African</td>
<td>1 (0.4)</td>
<td></td>
</tr>
<tr>
<td>Hawaiian or Other Pacific Islander</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Some other race, ethnicity, or origin</td>
<td>5 (2.1)</td>
<td></td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>US region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>34 (14.5)</td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>112 (47.9)</td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>48 (20.5)</td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>40 (17.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 8th grade</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>7 (3.0)</td>
<td></td>
</tr>
<tr>
<td>High school/General educational development</td>
<td>50 (21.4)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>107 (45.7)</td>
<td></td>
</tr>
<tr>
<td>Associate’s (2-year) degree</td>
<td>37 (15.8)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s (4-year) degree</td>
<td>25 (10.7)</td>
<td></td>
</tr>
<tr>
<td>Master’s degree</td>
<td>7 (3.0)</td>
<td></td>
</tr>
<tr>
<td>Professional or doctorate degree</td>
<td>1 (0.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>11 (4.7)</td>
<td>4-8</td>
</tr>
<tr>
<td>Employed &lt;20 hours/week</td>
<td>29 (12.4)</td>
<td>Remainder of sample</td>
</tr>
<tr>
<td>Employed ≥20 hours/week</td>
<td>194 (82.9)</td>
<td>Remainder of sample</td>
</tr>
<tr>
<td><strong>Household income</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;US $25,000</td>
<td>53 (22.6)</td>
<td></td>
</tr>
<tr>
<td>US $25,000 to US $34,999</td>
<td>53 (22.6)</td>
<td></td>
</tr>
<tr>
<td>US $35,000 to US $49,999</td>
<td>47 (20.1)</td>
<td></td>
</tr>
<tr>
<td>US $50,000 to US $74,999</td>
<td>42 (17.9)</td>
<td></td>
</tr>
<tr>
<td>US $75,000 to US $99,999</td>
<td>18 (7.7)</td>
<td></td>
</tr>
<tr>
<td>US $100,000 to US $149,999</td>
<td>14 (6.0)</td>
<td></td>
</tr>
<tr>
<td>Characteristic</td>
<td>Values(^a)</td>
<td>Target %</td>
</tr>
<tr>
<td>----------------------------------------------------</td>
<td>--------------</td>
<td>----------</td>
</tr>
<tr>
<td>≥US $150,000</td>
<td>4 (1.7)</td>
<td></td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>3 (1.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Smartphone type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone</td>
<td>59 (25.2)</td>
<td></td>
</tr>
<tr>
<td>Android</td>
<td>175 (74.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Years smoking, mean (SD)</strong></td>
<td>21.7 (11.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Cigarettes per day (CPD), mean (SD); range (min-max)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20 CPD</td>
<td>107 (45.7)</td>
<td>40-60</td>
</tr>
<tr>
<td>≥20 CPD</td>
<td>127 (54.3)</td>
<td>40-60</td>
</tr>
<tr>
<td><strong>How soon after waking up do you typically smoke your first cigarette?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within 5 minutes</td>
<td>114 (48.7)</td>
<td></td>
</tr>
<tr>
<td>5 to 30 minutes</td>
<td>99 (42.3)</td>
<td></td>
</tr>
<tr>
<td>31 to 60 minutes</td>
<td>13 (5.6)</td>
<td></td>
</tr>
<tr>
<td>60+ minutes</td>
<td>8 (3.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Would you like to completely stop smoking cigarettes?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>217 (92.7)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>17 (7.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Motivation to Quit (Stage of Change)—Are you seriously thinking of quitting smoking?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, within the next 30 days</td>
<td>36 (15.4)</td>
<td>≥20</td>
</tr>
<tr>
<td>Yes, within the next 6 months</td>
<td>180 (76.9)</td>
<td>≥20</td>
</tr>
<tr>
<td>No, not thinking of quitting</td>
<td>18 (7.7)</td>
<td>&lt;20</td>
</tr>
<tr>
<td><strong>What is your goal when it comes to smoking?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I don’t have a clear goal in mind</td>
<td>40 (17.1)</td>
<td></td>
</tr>
<tr>
<td>I want to quit smoking for good, even though I might slip up</td>
<td>75 (32.1)</td>
<td></td>
</tr>
<tr>
<td>I want to quit smoking for good</td>
<td>84 (35.9)</td>
<td></td>
</tr>
<tr>
<td>I want to reduce my smoking (like smoking less, or quitting for a while and deciding later if I want to quit)</td>
<td>34 (14.5)</td>
<td></td>
</tr>
<tr>
<td>Other goal</td>
<td>1 (0.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Quit attempts over past 12 months(^b), mean (SD)</strong></td>
<td>2.1 (6.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Use of other tobacco products</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cigars, cigarillos or little filtered cigars</td>
<td>31 (13.2)</td>
<td></td>
</tr>
<tr>
<td>A regular pipe</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Hookah or water pipe</td>
<td>5 (2.1)</td>
<td></td>
</tr>
<tr>
<td>E-cigarettes or vape</td>
<td>67 (28.6)</td>
<td></td>
</tr>
<tr>
<td>Smokeless tobacco, chew, or snuff</td>
<td>8 (3.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Readiness to quit(^c), mean (SD)</strong></td>
<td>5.6 (2.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Success to quit(^d), mean (SD)</strong></td>
<td>3.3 (2.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Difficulty to quit(^e), mean (SD)</strong></td>
<td>2.8 (2.4)</td>
<td></td>
</tr>
</tbody>
</table>
First carbon monoxide measurement (ppm), mean (SD)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values(^a)</th>
<th>Target %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>26.7 (18.4)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)All data are presented as n (%) unless otherwise indicated.

\(^b\)Quit attempt=“How many times have you tried to quit smoking where you’ve gone at least one day without smoking a cigarette, even a single puff?”

\(^c\)How ready are you to quit smoking (1=Not at all ready, 10=Completely ready).

\(^d\)If you were to quit smoking right now, how successful would you be? (1=Not at all successful, 10=completely successful).

\(^e\)If you were to quit smoking right now, how difficult do you think it would be to stay smoke free? (1=Really hard to stay quit, 10=Really easy to stay quit).

\(^f\)ppm: parts per million.

Attitudes Toward Quitting Smoking

For the primary endpoint, motivation to quit smoking at 4 weeks was significantly increased compared with baseline as measured with Stage of Change (Table 4). Motivation to quit smoking improved with 38.9% (84/216) of respondents indicating they were seriously thinking of quitting in the next 30 days compared with 14.4% (31/216) at baseline (\(P<.001\)). At 4 weeks, motivation to quit smoking increased in 29.6% (64/216), unchanged in 66.7% (144/216), and decreased in 3.7% (8/216; \(P<.001\)).

Table 4. Change in motivation to quit smoking (N=216) at baseline (rows) versus 4 weeks (columns).

<table>
<thead>
<tr>
<th>Motivation to Quit (^a) : Baseline</th>
<th>Yes, within the next 30 days</th>
<th>Yes, within the next 6 months</th>
<th>No, not thinking of quitting</th>
<th>Total(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes, within the next 30 days, n (%)</td>
<td>25 (11.6)</td>
<td>6 (2.8)</td>
<td>0 (0)</td>
<td>31 (14.4)</td>
</tr>
<tr>
<td>Yes, within the next 6 months, n (%)</td>
<td>58 (26.9)</td>
<td>108 (50.0)</td>
<td>2 (0.9)</td>
<td>168 (77.8)</td>
</tr>
<tr>
<td>No, not thinking of quitting, n (%)</td>
<td>1 (0.5)</td>
<td>5 (2.3)</td>
<td>11 (5.1)</td>
<td>17 (7.9)</td>
</tr>
<tr>
<td>Total, n (%)(^b)</td>
<td>84 (38.9)</td>
<td>119 (55.1)</td>
<td>13 (6.0)</td>
<td>216 (100.0)</td>
</tr>
</tbody>
</table>

\(^a\)Motivation to quit smoking assessed via Stage of Change question: “Are you seriously thinking of quitting smoking?” (1) “Yes, within the next 30 days”; (2) “Yes, within the next 6 months”; (3) “No, not thinking of quitting.”

\(^b\)\(P<.001\).

Assuming a worst case scenario in which the 18 participants who did not complete the 4-week questionnaire had the lowest possible motivation to quit smoking at 4 weeks (No, not thinking of quitting), 35.9% (84/234) of respondents would have fallen in the category of “seriously thinking of quitting in the next 30 days,” compared with 15.4% (36/234) at baseline (\(P<.001\)). Motivation to quit smoking would have increased in 27.4% (64/234), remain unchanged in 62.0% (145/234), and decreased in 10.7% (25/234; \(P<.001\)).

There were further increases in motivation at 12 weeks. Among the 215 study participants who completed the 12-week questionnaire, motivation to quit smoking improved, with 47.9% (103/234) of respondents indicating they were seriously thinking of quitting in the next 30 days compared with 44.0% (103/234) at baseline (\(P<.001\)). Motivation to quit smoking would have increased in 35.9% (84/234), remain unchanged in 50.9% (119/234), and decreased in 13.2% (31/234; \(P<.001\)).

Similar to the previous worst case analysis, if all 19 participants who did not complete the 12-week questionnaire had the lowest possible motivation to quit smoking (No, not thinking of quitting), 44.0% (103/234) of respondents would have fallen in the category of “seriously thinking of quitting in the next 30 days,” compared with 15.4% (36/234) at baseline (\(P<.001\)). Motivation to quit smoking would have increased in 35.9% (84/234), remain unchanged in 50.9% (119/234), and decreased in 13.2% (31/234; \(P<.001\)).

Participants were asked if they would like to stop smoking. Matched responses at baseline and at 12 weeks are shown in Table 5. The majority (>90%, >197/215) of participants indicated they would like to stop smoking at baseline and at 12 weeks, with 12/216 people (5.6%) changing their response: 5 from \textit{yes} to \textit{no} and 7 from \textit{no} to \textit{yes} (\(P=.77\)).
Table 5. Would you like to completely stop smoking cigarettes (N=215)? Select one.

<table>
<thead>
<tr>
<th>12 weeks, n (%)</th>
<th>Yes</th>
<th>No</th>
<th>Total^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, n (%)</td>
<td>193 (89.8)</td>
<td>5 (2.3)</td>
<td>198 (92.1)</td>
</tr>
<tr>
<td>No, n (%)</td>
<td>7 (3.3)</td>
<td>10 (4.7)</td>
<td>17 (7.9)</td>
</tr>
<tr>
<td>Total^a, n (%)</td>
<td>200 (93.0)</td>
<td>15 (7.0)</td>
<td>215^b (100.0)</td>
</tr>
</tbody>
</table>

^aP=.77.

^b234 participants enrolled in the study; however, only 215 completed the 12-week questionnaire, who are represented here.

Assessment of readiness to quit, success to quit, and perceived difficulty of quitting at baseline versus 12 weeks is depicted in Figure 3. Using linear mixed models to include intervening timepoints, the readiness to quit at 12 weeks was estimated not to change (5.6 vs 6.0; P=.07). By contrast, the estimated ratings for success to quit and difficulty of quitting were greater than the estimated baseline values at 3.3 versus 5.0 (P<.001) and 2.8 versus 4.3 (P<.001), respectively.

Figure 3. Attitudes towards quitting smoking, ratings (scale 1-10) at baseline vs. 12 weeks. Estimate of means and standard errors based on linear mixed model. Readiness to quit smoking (RTQ), Difficulty to quit smoking (DTQ), Success to quit smoking (STQ).

Participants were asked their goal as it relates to smoking. Overall, the proportion of the cohort in each goal category was stable at both timepoints, with a slight increase in the proportion indicating they wanted to quit for good and a slight decrease in the proportion indicating they want to reduce their smoking (Figure 4) at 12 weeks. Matched pair data are detailed in Table 6. Excluding the 4 participants who answered Other, 28.0% (59/211) strengthened their goal toward quitting, 55.0% (116/211) maintained their goal, and 17.1% (36/211) weakened their goal.
Figure 4. Participant goals at baseline and 12 weeks.

Table 6. Participant goals at baseline (rows) and 12 weeks (columns), match-paired analysis (N=215).

<table>
<thead>
<tr>
<th>Goals: Baseline</th>
<th>Goals: 12 weeks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quit smoking for good, n (%)</td>
<td>55 (25.6)</td>
</tr>
<tr>
<td>Quit smoking for good, even though I might slip up, n (%)</td>
<td>20 (9.3)</td>
</tr>
<tr>
<td>Reduce my smoking, n (%)</td>
<td>5 (2.3)</td>
</tr>
<tr>
<td>No clear goal in mind, n (%)</td>
<td>9 (4.2)</td>
</tr>
<tr>
<td>Other, n (%)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Total, n (%)</td>
<td>89 (41.4)</td>
</tr>
</tbody>
</table>

aOf the 234 participants who completed the baseline questionnaire, 1 person selected Other for their goal and wrote, “Smoke less at this time.”
bOf the 215 participants who completed the 12-week questionnaire, 3 people selected Other for their goal and wrote: (1) “Already quit”; (2) “Some of these questions become irrelevant once you quit smoking”; (3) “Already have stopped.”

Smoking Behavior

For secondary endpoints, 28.2% (66/234, ITT; 95% CI 22.5%-34.4%) reported making 1 or more quit attempt, and 23.1% (54/234, ITT; 95% CI 17.8%-29.0%) reduced their CPD by 50% or more by 4 weeks.

Quit attempt and CPD reduction rates increased over time. At 12 weeks, 48.3% (113/234, ITT; 95% CI 41.7%-54.9%) reported making 1 or more quit attempt, with mean 2.4 (SD 9.1; CI 1.2-3.6) quit attempts per participant. Overall, CPD reduction of 50% or more occurred in 38.5% (90/234, ITT; 95% CI 32.2%-45.0%) of participants. Among the study completers
who did not achieve at least seven-day PPA, 33.2% (62/187, completer; 95% CI 26.5%-40.4%) reduced their CPD by 50% or more.

By 12 weeks, 82.8% (178/215) of participants had reduced CPD, 11.6% (25/215) had no change, and 5.6% (12/215) had increased CPD. Linear mixed model analysis was performed, with projected mean CPD values at various timepoints compared with baseline and each other. Mean CPD decreased steadily over the course of the study, with the most pronounced drop over the first 4 weeks (Figure 5). At 12 weeks, mean CPD was reduced by 41.1% compared with baseline. Decreases in CPD were statistically significant at each timepoint (all \( P < .001 \), but \( P = .001 \) for 3 weeks vs 4 weeks). Among the study completers who did not achieve at least seven-day PPA (n=187), CPD were reduced by 32.3% at 12 weeks.

Figure 5. Percent change in cigarettes per day (CPD) over time. Estimate of means and standard errors based on linear mixed model.

At 12 weeks, 7-day PPA was 12.0% (28/234, ITT) and 30-day PPA was 6.0% (14/234, ITT). Analysis of those who completed the study (n=215) yields a 7-day PPA of 13.0% (28/215, completer) and a 30-day PPA of 6.5% (14/215, completer).

Use Experience

Over the course of the study, use experience was assessed via participant feedback on the impact of the breath sensor on attitudes toward quitting smoking and smoking behavior, and on learning associated with breath sensor use.

At 1 week, 75.3% (171/227) reported that using the breath sensor increased their motivation to quit smoking (Figure 6). When asked how using the breath sensor had affected the number of cigarettes smoked per day, 52.4% (119/227) responded it had not affected their CPD, while 46.3% (105/227) indicated it had decreased their CPD (Figure 7). Participants were asked how seeing their CO values had impacted their thoughts about quitting smoking; the top 3 responses were: “Makes me want to quit smoking more” 73.1% (166/227), “Makes me more ready to quit smoking” 39.6% (90/227), and “Is helping me quit smoking” 16.7% (38/227; Figure 8).
Figure 6. Participant Feedback: Effect of breath sensor on motivation to quit smoking (week 1).

How has using the breath sensor affected your motivation to quit smoking? Select one:

- Using the breath sensor has increased my motivation to quit smoking: 171 (75.3%)
- Using the breath sensor has not affected my motivation to quit smoking: 55 (24.2%)
- I haven’t used the breath sensor: 1 (0.4%)

n=227

Figure 7. Participant Feedback: Effect of breath sensor on number of cigarettes smoked per day (week 1).

How has using the breath sensor affected the number of cigarettes you smoke per day? Select one:

- Using the breath sensor has decreased the number of cigarettes I smoke per day: 105 (46.3%)
- Using the breath sensor has not affected the number of cigarettes I smoke per day: 119 (52.4%)
- Using the breath sensor has increased the number of cigarettes I smoke per day: 2 (0.9%)
- I haven’t used the breath sensor: 1 (0.4%)

n=227
At 2 weeks, when asked which statement best describes their thoughts on the breath sensor, 39.0% (85/218) indicated, “Among the tools that can help with smoking, this one can help me some” and 28.4% (62/218) indicated, “Among the tools that can help me with smoking, this one can help me the most” (Figure 9). In addition, 89.0% (194/218) indicated the sensor is extremely helpful or helpful in helping someone quit smoking (Figure 10).

Figure 8. Participant Feedback: Impact of carbon monoxide values on thoughts about quitting (week 1).

Figure 9. Participant Feedback: Thoughts on the Pivot Breath Sensor (week 2).
At 3 weeks, the majority (>90%, >196/214) of participants indicated the breath sensor had taught them about their CO levels and smoking behavior (Figures 11 and 12).

At 4 weeks, on a scale of 1-10, the mean score for how well participants understood their CO levels and trends as they relate to their smoking behavior was 8.0 (SD 2.1; Figure 13).

Assessment of participant breath sensor use revealed regular daily use that decreased over time, with a mean of 3.8 (SD 2.2) samples per day at 1 week compared with 1.3 (SD 2.2) at 12 weeks (Figure 14). Overall, a total of 48,747 breath samples were taken over the course of the study with each participant performing a mean of 208.3 (SD 141.8) total breath samples.
At 12 weeks, among the 79 participants who indicated they were not using the breath sensor at least once per day, the top 3 reasons were “I forget to keep the breath sensor with me” (25% 20/79), “I quit smoking so I don’t need to sample anymore” (23%, 18/79), and “I keep the breath sensor with me but forget to use it” (20%, 16/79; Figure 15).

Figure 14. Breath sensor use.

![Breath Samples Per Day (Mean ± SD)](image)

Figure 15. Participant Feedback: Reasons for not using the breath sensor (week 12).

Do you use the breath sensor at least once a day? If answer is NO, then why not?

- I forget to keep the breath sensor with me: 20 (25.3%)
- I quit smoking so I don’t need to sample anymore: 18 (22.8%)
- I keep the breath sensor with me but forget to use it: 16 (20.3%)
- Other: 13 (16.5%)
- I do not find the information helpful: 4 (5.1%)
- I already know my values and don’t need to sample anymore: 3 (3.8%)
- I found the CO values scary/depressing so I don’t like sampling anymore: 3 (3.8%)
- I do not like using it: 2 (2.5%)
- I never used the breath sensor: 0 (0.0%)

Adverse Events

There were no adverse events.

Discussion

Principal Findings

This study evaluated attitudes toward quitting smoking, smoking behavior, and use experience in 234 adult smokers using the...
Accordingly, the CDC and Healthy People initiative have identified increasing quit attempts as an important goal for tobacco control efforts [5,42].

Finally, approximately 1% of the general population of smokers [30-34] and 2%-5% of individuals in cigarette reduction studies [35,36] will reduce their CPD by 50% or more on a monthly basis. In this study, 23.1% (54/234) of participants reduced their CPD by 50% or more over a 1-month period, increasing to 38.5% (90/234) at 12 weeks. Reducing CPD by 50% or more is clinically meaningful as the rates of quit attempts or cessation itself significantly increase among those who achieve this degree of CPD reduction [43].

Comparison With Prior Work

Comparison of outcomes with previous studies is limited by differences in study design, particularly in the method and frequency of CO breath sampling, a constraint that compelled the undertaking of this study in the first place. In most previous assessments, CO breath sampling was administered by study staff or health professionals at study visits, and participants performed no more than a few breath sampling. In this study, participants used a personal interactive CO breath sensor to sample their breath multiple times per day over a 12-week period, with sampling done at the participant’s discretion. Indeed, participants sampled extensively, with each performing an average of 208.3 breath samples.

The comparator study most similar in design to this study is Beard et al’s investigation [16], in which participants used a personal CO breath sensor on an outpatient basis over a 6-week period [16]. Acknowledging that the study by Beard et al [16] was small (N=10), the results of the 2 studies are in range of each other: CPD was reduced by 32.6% at 6 weeks (Beard et al [16]) and 34.5% at 8 weeks (this study) and quit attempts were made by 50.0% (5/10) of participants at 6 weeks (Beard et al [16]) and 38.5% (90/234) at 8 weeks (this study).

The approach to CO breath sampling in Beard et al’s study [16] and this investigation enabled participants to directly link their smoking behavior to their CO values and track their progress over time. The benefit of tracking one’s behavior and progress via self-guided biofeedback, evident here in smoking behavior, is also well documented in other disease states [8-10,44-46] lending further support to this approach.

Limitations

There are a few important limitations of this study. First, while this study reports results from a long-term use period (12 weeks) of a personal CO breath sensor, it does not include outcomes following the period where the breath sensor was used. This limits the understanding of outcome durability and highlights the need for longer-term data.

Second, participants were compensated for breath sampling. This was deliberate in this initial attempt at understanding the impact of personal mobile CO breath sampling on adult smokers. The investigators opted for an optimized use scenario, to understand outcomes in the setting of reliable and steady breath sensor use. This may limit the generalizability of the results, particularly those addressing breath sampling behavior. Future research should address how individuals behave when not
inculcated to breath sample, and whether this real-world behavior yields results different from those reported herein. We did take steps to minimize the impact of compensation. First, we instituted a temporal delay between behavior and the associated payment (approximately 3 weeks). Second, payments were structured such that no individual payment was larger than US $140. Moreover, while compensation was linked to the completion of breath sampling, it was not linked to outcomes such as attitudes, smoking behavior, or the content of participant feedback. The decrease in breath sampling from an average of 3.8 samples per participant per day at 1 week to 1.3 at 12 weeks suggests the study compensation did not unduly influence breath sampling behavior.

There are additional study design considerations to address as well. First, we did not require proof that breath samples were provided only by study participants. We believe this possibility is unlikely, as breath sampling over the course of the study largely followed the expected pattern of single-person use, with decreasing number of samples over time. When designing the study, we considered the drawbacks of implementing monitoring, including further differentiating sensor use in the study from real-world sensor use experience, decreasing autonomy and convenience for participants, and instilling a sense of policing that might have affected participant perception and experience of the sensor. Nonetheless, because we cannot exclude the possibility that someone other than the participant provided breath samples, we acknowledge this as a limitation.

In addition, it is important to consider that the study design, as a prospective cohort study, limits understanding of the influence of baseline motivation to quit on participant outcomes. We do believe it is beneficial that the majority of study participants (76.9%, 180/234) were thinking of quitting in the next 6 months for 2 reasons: (1) This population had room for both observable improvement (thinking of quitting in the next 30 days) and worsening (not thinking of quitting) of motivation. (2) At this baseline level of motivation (thinking of quitting in the next 6 months), previous work indicates most were unlikely to change their smoking during the duration of the study [47]. Overall, this single-arm study was conducted as an initial assessment of personal mobile breath CO sampling in adult smokers. Now that these initial results have been established, future study via a randomized control trial is an appropriate next step. The aforementioned issues, particularly those of duration of follow-up after the period of breath sensor use and better understanding the role of baseline motivation to quit, should be addressed in any future research.

Conclusion

In this study, smokers who used the Pivot Breath Sensor over a 12-week period had increased motivation to quit, reduced CPD, and had favorable quit attempt rates. These are meaningful milestones in the process of smoking cessation, conferring increased likelihood of success. Accordingly, the results suggest a role for personal biofeedback via mobile CO breath sampling in smoking cessation, particularly as a means to facilitate motivational advancement and favorable change in smoking behavior.

Acknowledgments

The authors thank Lydia Tesfamariam for assistance with recruiting, collaborative tracking of participants, and for executing study payments. JG’s work is supported, in part, by National Institutes of Health (NIH) Grant P30 DK034987.

Authors’ Contributions

JM, CF, KW, DB, and DU designed the study. KW oversaw participant recruiting. KW and JM ran the study. KW performed the administrative functions of study oversight. CF managed the database, conducted data analyses, and created the figures used in the manuscript. JG provided input on the statistical design of the study and conducted statistical data analyses. JM prepared the original draft of the manuscript. DU, CF, DB, and JG reviewed and edited the manuscript prior to submission.

Conflicts of Interest

JM, CF, KW, and DB are employees of Carrot Inc, the developer of the Pivot Breath Sensor used in this study. They receive salary and stock options from Carrot Inc. DU is the President and CEO of Carrot Inc and an investor in the company.

References


Abbreviations

CO: carbon monoxide
CPD: cigarettes per day
ITT: intention to treat
PPA: point prevalence abstinence
ppm: parts per million
Predictors and Effects of Usage of an Online Mindfulness Intervention for Distressed Cancer Patients: Usability Study

Linda Cillessen¹,², MSc; Monique OM van de Ven³, PhD; Félix R Compen¹,², PhD; Else M Bisseling¹,², MD, PhD; Marije L van der Lee⁴, PhD; Anne EM Speckens¹,², MD, PhD

¹Department of Psychiatry, Center for Mindfulness, Radboud University Medical Center, Nijmegen, Netherlands
²Donders Institute for Brain, Cognition and Behavior, Radboud University, Nijmegen, Netherlands
³Department of Medical Psychology, Laurentius Hospital, Roermond, Netherlands
⁴Scientific Research Department, Centre for Psycho-Oncology, Helen Dowling Institute, Bilthoven, Netherlands

Corresponding Author:
Linda Cillessen, MSc
Department of Psychiatry
Center for Mindfulness
Radboud University Medical Center
Postbus 9101
Nijmegen, 6500 HB
Netherlands
Phone: 31 (0)24 361 5445
Email: linda.cillessen@radboudumc.nl

Abstract

Background: One in three cancer patients experience high psychological distress. Mindfulness-based interventions are effective in reducing psychological distress in this patient group. However, these interventions lack availability and flexibility, which may compromise participation in the intervention for cancer patients experiencing late symptoms like fatigue or pain. Therefore, mindfulness-based interventions are increasingly offered via the internet. However, little is known about the usage of these online mindfulness-based interventions.

Objective: The aim of this study was to (1) predict uptake of and adherence to online mindfulness-based cognitive therapy (eMBCT) using baseline patient characteristics (demographic, cancer-related, personality, and psychological variables) and (2) examine the relations between adherence and treatment outcomes in eMBCT for cancer patients.

Methods: A total of 125 cancer patients were assigned to eMBCT in a parent randomized controlled trial comparing MBCT and eMBCT with treatment as usual in distressed cancer patients. Various usage measures of eMBCT were automatically tracked within the online program. Based on activity of use, participants were classified as nonusers, minimal users, low users, and intended users. Questionnaires were used to assess baseline characteristics (preintervention) and outcomes (pre- and postintervention). To answer the research questions, data were analyzed with t tests, χ² tests, and linear regression models.

Results: Based on weekly activity, participants were classified as nonusers (n=17, 13.6%), who completed no exercises in MBCT; minimal users (n=31, 24.8%), who completed at least one exercise of one to three sessions; low users (n=12, 9.6%), who completed at least one exercise of four to seven sessions; and intended users (n=65, 52.0%), who completed at least one exercise of eight to nine sessions. Nonusers had more fear of cancer recurrence at baseline than users (uptake), and intended users were more conscientious than minimal and low users (adherence). Intended users reported a larger reduction in psychological distress and more improvement of positive mental health (ie, emotional, psychological, and social well-being) after the intervention than other participants.

Conclusions: This study showed that adherence was related to improved patient outcomes. Patients with strong fear of recurrence or low levels of conscientiousness should receive extra attention, as they are less likely to respectively start or complete eMBCT. Future research may focus on the development of flexible and adaptive eMBCT programs to fit individual needs.

(J Med Internet Res 2020;22(10):e17526) doi:10.2196/17526
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Introduction

About one-third of cancer patients and survivors experience high psychological distress due to symptoms of anxiety and depression [1,2]. Mindfulness-based interventions (MBIs) can help to reduce psychological distress in cancer patients, as shown in several large meta-analyses [3,4]. Mindfulness is defined as “paying attention in a particular way: on purpose, in the present moment, and nonjudgmentally” [5]. The two most widely used MBIs (mindfulness-based stress reduction [MBSR] and mindfulness-based cognitive therapy [MBCT]) are usually delivered as group interventions with eight weekly group meetings and a silent day [6,7]. All meetings include meditation exercises (bodyscan, sitting meditations, and gentle movements), psychoeducation, and group discussions. Participants are instructed to practice meditation on a daily basis to cultivate their mindfulness skills.

Despite its beneficial effects, not all distressed cancer patients and survivors are able to participate in a regular face-to-face MBI. As a high proportion of patients have physical problems like severe fatigue [8] or pain [9,10], traveling on a weekly basis to a lengthy meeting at a fixed date and time might be impossible. Therefore, researchers started to investigate whether online MBIs, with their higher accessibility and flexibility, have similar effects as regular face-to-face group MBIs. These online MBIs reduce travel costs and efforts, have 24/7 availability, and may avoid waitlists [11]. Furthermore, participants are able to practice at a location and time they prefer, and at their own pace [12,13].

A recent meta-analysis of online MBIs in various populations showed moderate effects on stress and small effects on depression and anxiety [14]. Focusing on cancer patients, studies on online MBIs revealed promising results. For instance, Zernicke et al [15] found that online mindfulness-based cancer recovery was feasible and reduced symptoms of mood disturbance and stress in a randomized pilot study. In an actively controlled study, online MBCT (eMBCT) reduced fatigue severity in cancer patients [16]. Furthermore, our own trial (the BeMind project) showed that cancer patients reported a moderate reduction in psychological distress after participating in individual eMBCT in comparison with those receiving treatment as usual [17]. Over the course of a 9-month follow-up, eMBCT resulted in an even greater reduction in psychological distress than the classical group-based MBCT [18]. In terms of cost-effectiveness, both treatments were equally cost-effective compared with treatment as usual [19].

Despite growing evidence on the cost-effectiveness of online MBIs, less is known about usage of these online interventions. Usage is relevant to address, as it directly relates to intervention outcomes [20] and can help to optimize interventions [21]. Two relevant aspects of usage are uptake (ie, starting with the intervention) and adherence (ie, receiving an intended dose of the intervention) [22,23]. Uptake and adherence can be tracked with log data from the intervention website. Commonly reported log measures are frequency of use (eg, number of logins), duration of use (eg, duration of each login), and activity (eg, number of completed exercises) [24]. These log measures can be tracked with great objectivity [24], although they only reflect online and not offline engagement with the intervention.

A meta-analysis on predictors of adherence in online interventions among adults found that women demonstrated greater adherence than men. Mixed findings were observed for the relation with age and severity of symptoms [22]. Personality also seems to affect adherence to online interventions. For instance, a study on a web-based occupational health intervention showed that lower levels of negative affectivity and impulsivity and higher levels of alexithymia correlated with less usage of the online intervention [25]. In adults with cancer, uptake was the highest among female patients, while older patients demonstrated a greater adherence to online cognitive behavioral therapy than younger patients [23]. Another study in adults with cancer participating in a web-based cognitive behavioral intervention found that different user groups did not differ in age, education level, or psychological distress [26]. As far as we know, predictors of adherence and its relationship to outcome of online MBIs for cancer patients have not yet been studied.

The aim of this study was to examine the usage of individual eMBCT for distressed cancer patients in relation to outcome. First, we explored whether various baseline patient characteristics (demographic, cancer-related, psychological, and personality variables) could predict uptake and adherence. Second, we tested whether adherence and separate usage measures (number of logins, total time logged in, mean time logged in, number of emails sent to the therapist, and number of assignments completed) were related to treatment outcome in terms of both psychological distress and positive mental health (ie, emotional, psychological, and social well-being). We expected that intended users would gain more from the intervention than low and minimal users.

Methods

Study Design

This study concerns secondary analyses of the data from the parent BeMind study, a multicenter randomized controlled trial (RCT) studying the effects of group face-to-face MBCT and eMBCT versus treatment as usual in distressed cancer patients [17,18,27]. This study only includes data of participants immediately randomized to eMBCT or those randomized to eMBCT after treatment as usual. All participants provided written informed consent prior to participation.

Participants

Distressed cancer patients were recruited through various online and offline media, and were directed to a study website, where they could self-enroll for the study. The inclusion criteria were
having any cancer diagnosis; experiencing at least mild psychological distress (a score of ≥11 on the Hospital Anxiety and Depression Scale [HADS] [28,29]); internet access and computer literacy; good command of the Dutch language; and willingness to participate in a mindfulness intervention. The exclusion criteria were severe psychiatric morbidity; change in psychotropic medication within 3 months prior to baseline; and current or previous participation in MBCT or MBSR. More details about the recruitment procedure can be found elsewhere [27].

Intervention

The online MBCT intervention followed the protocol of Segal et al [30], with some adaptations to fit the needs of the target group, for instance, psychoeducation about grief and cancer-related fatigue. The intervention was designed to be completed in 9 weeks; however, the average time to complete the program was 10.4 weeks (SD 4.0 weeks). Each session was spent on a specific theme, for instance, automatic pilot, communication, or self-care. Participants were provided with information, audio files of guided meditation, and assignments around the theme of the session through a personal secure webpage. The assignments included, for instance, the recording of pleasant or unpleasant events, or how they experienced the meditation exercises. Participants were encouraged to read the information and perform the assigned meditation exercises and assignments within 1 week. The therapist provided feedback on a predetermined day of the week. All therapists had experience in psycho-oncology and were qualified mindfulness trainers according to the criteria of the UK Mindfulness-Based Teacher Network [31]. More details of eMBCT, including screenshots of the intervention, can be found elsewhere [32].

Measures

Log Data

We measured different aspects of usage with log data, which is recommended because different aspects reflect different types of usage [24]. Log data of eMBCT were retrieved from the study website. These included for each login, the time logging in and logging out and the number of assignments saved and submitted. It should be noted that after 30 minutes of inactivity participants were automatically logged out. Furthermore, all emails from participants to therapists were available. From the available data, the following measures were calculated: total time logged in, mean time logged in per login, number of logins (of at least 1 minute), number of completed assignments (which included both those saved by the user and those submitted to the therapist), and number of emails sent to the therapist.

Based on usage, participants were divided into usage groups, which is a common practice in this field [26]. We chose to create categories based on one aspect of activity, namely the amount of sessions in which at least one exercise had been completed, as frequency and duration may be more biased. Regarding frequency, some participants may write their experiences during meditation on paper and add them to the online program at a later moment. Regarding duration, we expected large variations in duration of use, as the ease and speed of writing may differ. Furthermore, activity may be more likely to reflect treatment engagement compared with other usage measures [33]. As eMBCT is a complete program, in which each week provides new knowledge and skills training that builds on the previous week, intended usage was defined as completing at least one exercise of eight to nine sessions. Low usage was defined as completing at least half of the program (ie, four to seven sessions) [34,35]. Minimal users completed at least one exercise of one to three sessions, while nonusers did not complete any of the exercises. When focusing on uptake, nonusers were compared with users (minimal/low/intended), and when focusing on adherence, intended users were compared with low/minimal users.

Baseline Characteristics

The following self-reported baseline characteristics were explored as possible predictors: gender, age, education level, cancer type (breast vs other), anticancer treatment intent (curative vs palliative), personality (openness, conscientiousness, extraversion, agreeableness, and neuroticism), baseline psychological distress, positive mental health, rumination, fear of cancer recurrence, and mindfulness skills. Sociodemographic characteristics and cancer-related variables were assessed in the baseline interview and via self-report questionnaires. Psychological predictors included baseline psychological distress (described below), baseline positive mental health (described below), rumination, fear of cancer recurrence, and mindfulness skills. Rumination was measured with the 12-item rumination subscale of the Ruminative Reflection Questionnaire (RRQ) [36]. Fear of cancer recurrence was measured with the nine-item Severity subscale of the Fear of Cancer Recurrence Inventory (FCRI) [37,38]. Mindfulness skills were measured with the Five Facet Mindfulness Questionnaire Short Form (FFMQ-SF), a 24-item self-report questionnaire [39]. Personality was assessed with the NEO Five Factor Inventory (NEO-FFI) [40]. This 60-item self-report questionnaire measures five personality characteristics (openness to experiences, conscientiousness, extraversion, agreeableness, and neuroticism).

Outcome Measures

The outcome measures were self-reported psychological distress and positive mental health. Psychological distress was measured with the 14-item HADS (theoretical range 0–42), developed to measure depression and anxiety [28,29]. The HADS has adequate psychometric properties to detect distress in cancer patients [41,42]. Internal consistency in the present study was good (Cronbach α at T1 = .87). Positive mental health was measured with the Mental Health Continuum Short Form (MHC-SF), a 14-item questionnaire measuring emotional, psychological, and social well-being (theoretical range 0–70) [43]. The MHC-SF has adequate psychometric properties [44]. Internal consistency was excellent (α=.93). Both measures were assessed before and after the intervention.

Data Analysis

Data were analyzed with SPSS version 22 (IBM Corp). Statistical significance was determined at P<.05 (two-sided). Descriptive statistics for participants and usage measures were calculated. With regard to the usage data, 16 participants (12.8%) did not login at all. For these patients, the number of
logins was recorded as zero. For the other usage measures, missing values were maintained, as recording them to zero would lead to bias (eg, the mean time logged-in over all participants would be artificially lowered).

Visual inspection of histograms revealed all measures of usage were normally distributed, except for the number of completed assignments, which had a negative skewness, indicating that a large proportion of participants saved all assignments (ceiling effect). For further analyses, the number of completed assignments was dichotomized with median split. A score of one (above the median) indicated that participants saved or submitted either all 58 assignments or all but one assignment (57 assignments), while a score of zero indicated less assignments were completed (<57 assignments). For further analyses, the number of completed assignments was dichotomized with median split. A score of one (above the median) indicated that participants saved or submitted either all 58 assignments or all but one assignment (57 assignments), while a score of zero indicated less assignments were completed (<57 assignments). We refer to this variable as completed assignments (yes/no). Number of logins, total time logged in, mean time logged in, number of emails sent, and number of exercises completed were calculated for each group. In the analyses, the low and minimal user groups were combined to create more equal group sizes.

The first research question focused on prediction of uptake (nonusers vs users) and adherence (intended vs minimal/low users). For each of the user groups, baseline patient characteristics (demographic, cancer-related, personality, and psychological variables) were described. Independent sample t tests and χ² tests were used to test for significant differences between the user groups regarding uptake or adherence.

To study the relationship between usage and outcome (research question 2), linear regression models were used. These analyses only included participants who actually used the intervention (ie, minimal, low, and intended users). Separate models were run for usage group (minimal/low vs intended), and per usage measure (total time logged in, mean time logged in, number of log-ins, number of assignments completed, and number of emails sent to the therapist) and outcome measure (psychological distress and positive mental health). All models were controlled for baseline levels of outcome measures.

**Results**

**Participants**

In total, 125 patients with cancer participated in eMBCT. The mean age of the participants was 52 years (SD 10.2). Most participants were female (n=109, 87.2%), had breast cancer (n=76, 60.8%), and were treated with curative intent (n=102, 81.6%). The mean level of psychological distress on the HADS was 17 (SD 6.9).

Regarding the different measures of usage in the total group, participants logged in on average 30.5 times (SD 28.1), with a mean time logged in of 28.1 minutes (SD 19.1) and a total time logged in of 1066 minutes (SD 1217). Participants sent on average nine emails (SD 5.8) and completed most assignments (median 57.5, range 1-58). Seventeen participants (13.6%) were classified as nonusers, 31 (24.8%) as minimal users, 12 (9.6%) as low users, and 65 (52.0%) as intended users. Usage in each of the user groups is displayed in Table 1.

**Table 1.** Descriptive statistics of usage measures in the user groups (N=125).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Nonusers (n=17)</th>
<th>Users (n=108)</th>
<th>Users (n=108)</th>
<th>Users (n=108)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Minimal users (n=31)</td>
<td>Low users (n=12)</td>
<td>Intended users (n=65)</td>
</tr>
<tr>
<td>Duration: average login time, mean (SD)¹</td>
<td>3.5 (N/A)²</td>
<td>21.4 (17.9)</td>
<td>24.4 (13.1)</td>
<td>32.3 (19.6)</td>
</tr>
<tr>
<td>Duration: total login time, mean (SD)³</td>
<td>7.0 (N/A)⁴</td>
<td>153.7 (232.5)</td>
<td>588.8 (404.3)</td>
<td>1606.3 (1299.9)</td>
</tr>
<tr>
<td>Frequency: number of logins, mean (SD)⁵</td>
<td>0.12 (0.49)</td>
<td>6.6 (6.5)</td>
<td>24.1 (9.4)</td>
<td>51.1 (23.1)</td>
</tr>
<tr>
<td>Activity: emails sent</td>
<td>0 (N/A)</td>
<td>3.0 (1.6)</td>
<td>7.7 (4.6)</td>
<td>11.6 (5.3)</td>
</tr>
<tr>
<td>Activity: exercises completed</td>
<td>0 (N/A)</td>
<td>8.6 (6.5)</td>
<td>36.8 (7.2)</td>
<td>57.7 (9.2)</td>
</tr>
</tbody>
</table>

¹Time was measured in minutes.
²N/A: not applicable.
³One participant in the nonuser group logged in twice, but did not complete any of the exercises, therefore belonging to the nonuser group. The duration scores reflect scores of this participant. Standard deviation cannot be calculated for one score.
⁴As this variable had a strongly skewed distribution, it was dichotomized (median split) for analysis.

**Prediction of Uptake and Adherence**

**Prediction of Uptake**

Table 2 presents the baseline characteristics for users and nonusers, and the results of the statistical tests comparing differences between these groups. Nonusers had higher levels of baseline fear of cancer recurrence compared with users (t₁₁₈=2.27, P=.03). This effect was of a medium to large size (D=0.69). There were no other differences between users and nonusers at baseline.
Table 2. Descriptive statistics of baseline characteristics of uptake (users vs nonusers) and prediction of uptake assessed with independent sample t tests or \( \chi^2 \) tests (N=125).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Nonusers (n=17)</th>
<th>Users (n=108)</th>
<th>Test value (t value or ( \chi^2 ) value (df))</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>49.4 (11.4)</td>
<td>52.2 (10.1)</td>
<td>−1.04 (123)</td>
<td>.30</td>
<td>0.26</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>17 (100%)</td>
<td>92 (85%)</td>
<td>2.89 (1)</td>
<td>.09</td>
<td>N/A</td>
</tr>
<tr>
<td>Higher education (yes vs no), n (%)</td>
<td>8 (47%)</td>
<td>73 (68%)</td>
<td>2.72 (1)</td>
<td>.10</td>
<td>N/A</td>
</tr>
<tr>
<td>Cancer (breast vs other), n (%)</td>
<td>12 (71%)</td>
<td>64 (59%)</td>
<td>0.79 (1)</td>
<td>.37</td>
<td>N/A</td>
</tr>
<tr>
<td>Treatment intent (curative vs palliative), n (%)</td>
<td>14 (82%)</td>
<td>88 (82%)</td>
<td>0.01 (1)</td>
<td>.90</td>
<td>N/A</td>
</tr>
<tr>
<td>Neuroticism, mean (SD)</td>
<td>38.3 (8.1)</td>
<td>35.8 (7.8)</td>
<td>1.20 (122)</td>
<td>.23</td>
<td>0.31</td>
</tr>
<tr>
<td>Extraversion, mean (SD)</td>
<td>37.9 (5.8)</td>
<td>37.9 (6.5)</td>
<td>−0.04 (122)</td>
<td>.90</td>
<td>0.00</td>
</tr>
<tr>
<td>Openness, mean (SD)</td>
<td>40.0 (6.0)</td>
<td>40.4 (5.2)</td>
<td>−0.30 (122)</td>
<td>.07</td>
<td>0.07</td>
</tr>
<tr>
<td>Altruism, mean (SD)</td>
<td>45.8 (5.6)</td>
<td>46.6 (4.2)</td>
<td>−0.73 (122)</td>
<td>.47</td>
<td>0.16</td>
</tr>
<tr>
<td>Conscientiousness, mean (SD)</td>
<td>42.4 (6.8)</td>
<td>41.8 (5.9)</td>
<td>0.40 (122)</td>
<td>.60</td>
<td>0.09</td>
</tr>
<tr>
<td>Psychological distress, mean (SD)</td>
<td>16.4 (7.1)</td>
<td>16.8 (6.9)</td>
<td>−0.20 (119)</td>
<td>.84</td>
<td>0.06</td>
</tr>
<tr>
<td>Positive mental health, mean (SD)</td>
<td>39.7 (16.0)</td>
<td>37.4 (13.4)</td>
<td>0.59 (119)</td>
<td>.50</td>
<td>0.12</td>
</tr>
<tr>
<td>Rumination, mean (SD)</td>
<td>43.2 (9.5)</td>
<td>42.3 (8.3)</td>
<td>0.39 (118)</td>
<td>.02</td>
<td>0.10</td>
</tr>
<tr>
<td>Fear of cancer recurrence, mean (SD)</td>
<td>91.5 (18.7)</td>
<td>78.1 (20.3)</td>
<td>2.27 (118)</td>
<td>.03</td>
<td>0.69</td>
</tr>
<tr>
<td>Mindfulness, mean (SD)</td>
<td>78.4 (14.4)</td>
<td>77.0 (10.8)</td>
<td>0.44 (119)</td>
<td>.60</td>
<td>0.11</td>
</tr>
</tbody>
</table>

\( ^{a} \) N/A: not applicable.

**Prediction of Adherence**

Table 3 presents the baseline characteristics for low/minimal and intended users, and the results of the statistical tests comparing differences between these groups. Intended users were more conscientious when compared with the combined group of minimal and low users (\( t_{106} = −2.04, P = .04 \)). This effect was of a small to medium size (\( D = 0.39 \)). There were no other differences between the two groups.

**Relations Between Adherence and Outcomes**

Relations between adherence and outcomes are displayed in Table 4. Participants who used the intervention as intended reported less psychological distress (\( t_{86} = −2.47, P = .02 \)) and more positive mental health after the intervention than minimal and low users (\( t_{86} = 5.18, P = .02 \)). When focusing on specific usage measures, we found that participants who completed all exercises reported less psychological distress (\( t_{86} = −2.80, P = .01 \)) and more positive mental health (\( t_{86} = 5.24, P = .01 \)) after the intervention than those who did not. Mean time logged in, total time logged in, number of logins, and number of emails sent did not appear to be related to psychological distress or positive mental health after the intervention.
### Table 3. Descriptive statistics of baseline characteristics of adherence (minimal/low vs intended users) and prediction of adherence assessed with independent sample t tests or χ² tests (N=108).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Minimal/low users (n=43)</th>
<th>Intended users (n=65)</th>
<th>Test value (t value or χ² value) (df)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>52.7 (10.1)</td>
<td>51.8 (10.1)</td>
<td>0.41 (106)</td>
<td>.68</td>
<td>0.09</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>38 (88%)</td>
<td>54 (83%)</td>
<td>0.58 (1)</td>
<td>.45</td>
<td>N/A</td>
</tr>
<tr>
<td>Higher education (yes vs no), n (%)</td>
<td>25 (58%)</td>
<td>48 (74%)</td>
<td>2.92 (1)</td>
<td>.09</td>
<td>N/A</td>
</tr>
<tr>
<td>Cancer (breast vs other), n (%)</td>
<td>25 (58%)</td>
<td>39 (60%)</td>
<td>0.04 (1)</td>
<td>.85</td>
<td>N/A</td>
</tr>
<tr>
<td>Treatment intent (curative vs palliative), n (%)</td>
<td>32 (74%)</td>
<td>56 (86%)</td>
<td>2.36 (1)</td>
<td>.12</td>
<td>N/A</td>
</tr>
<tr>
<td>Neuroticism, mean (SD)</td>
<td>36.8 (7.5)</td>
<td>35.1 (8.1)</td>
<td>1.13 (106)</td>
<td>.26</td>
<td>0.22</td>
</tr>
<tr>
<td>Extraversion, mean (SD)</td>
<td>36.8 (6.7)</td>
<td>38.7 (6.2)</td>
<td>−1.54 (106)</td>
<td>.13</td>
<td>0.29</td>
</tr>
<tr>
<td>Openness, mean (SD)</td>
<td>39.4 (5.8)</td>
<td>41.1 (4.8)</td>
<td>−1.62 (106)</td>
<td>.11</td>
<td>0.32</td>
</tr>
<tr>
<td>Altruism, mean (SD)</td>
<td>46.1 (3.7)</td>
<td>47.0 (4.5)</td>
<td>−1.13 (106)</td>
<td>.26</td>
<td>0.22</td>
</tr>
<tr>
<td>Conscientiousness, mean (SD)</td>
<td>40.4 (5.8)</td>
<td>42.7 (5.9)</td>
<td>−2.04 (106)</td>
<td>.04</td>
<td>0.39</td>
</tr>
<tr>
<td>Psychological distress, mean (SD)</td>
<td>16.6 (6.4)</td>
<td>17.0 (7.4)</td>
<td>−0.31 (105)</td>
<td>.76</td>
<td>0.06</td>
</tr>
<tr>
<td>Positive mental health, mean (SD)</td>
<td>37.9 (13.3)</td>
<td>37.1 (13.5)</td>
<td>0.31 (105)</td>
<td>.76</td>
<td>0.06</td>
</tr>
<tr>
<td>Rumination, mean (SD)</td>
<td>43.1 (6.7)</td>
<td>41.7 (9.2)</td>
<td>0.88 (105)</td>
<td>.38</td>
<td>0.17</td>
</tr>
<tr>
<td>Fear of cancer recurrence, mean (SD)</td>
<td>77.4 (19.7)</td>
<td>78.6 (20.8)</td>
<td>−0.31 (105)</td>
<td>.76</td>
<td>0.06</td>
</tr>
<tr>
<td>Mindfulness, mean (SD)</td>
<td>76.1 (9.7)</td>
<td>77.6 (11.6)</td>
<td>−0.69 (105)</td>
<td>.49</td>
<td>0.14</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

### Table 4. Results of linear regression analyses predicting outcomes from usage group (intended vs minimal/low users) and separate usage measures of intervention users (N=89).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Full model</th>
<th>Adjusted R²</th>
<th>F (df)</th>
<th>P</th>
<th>B</th>
<th>t (df)</th>
<th>P</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychological distress</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adherence (minimal/low vs intended users)</td>
<td>0.34</td>
<td>23.76 (2,86)</td>
<td>&lt;.001</td>
<td>−2.87</td>
<td>−2.47 (86)</td>
<td>.02</td>
<td>−5.19 to −0.56</td>
<td></td>
</tr>
<tr>
<td>Number of logins</td>
<td>0.32</td>
<td>20.46 (2,86)</td>
<td>&lt;.001</td>
<td>−0.03</td>
<td>−1.23 (86)</td>
<td>.22</td>
<td>−0.07 to 0.02</td>
<td></td>
</tr>
<tr>
<td>Mean time logged in</td>
<td>0.31</td>
<td>20.69 (2,86)</td>
<td>&lt;.001</td>
<td>−0.04</td>
<td>−1.35 (86)</td>
<td>.18</td>
<td>−0.09 to 0.02</td>
<td></td>
</tr>
<tr>
<td>Total time logged in</td>
<td>0.32</td>
<td>20.40 (2,86)</td>
<td>&lt;.001</td>
<td>−0.001</td>
<td>−1.20 (86)</td>
<td>.23</td>
<td>−0.01 to 0.00</td>
<td></td>
</tr>
<tr>
<td>Emails sent</td>
<td>0.32</td>
<td>19.62 (2,83)</td>
<td>&lt;.001</td>
<td>−0.06</td>
<td>−0.60 (83)</td>
<td>.55</td>
<td>−0.27 to 0.14</td>
<td></td>
</tr>
<tr>
<td>All exercises completed (yes/no)</td>
<td>0.34</td>
<td>24.48 (2,86)</td>
<td>&lt;.001</td>
<td>−2.80</td>
<td>−2.51 (86)</td>
<td>.01</td>
<td>−5.02 to −0.59</td>
<td></td>
</tr>
<tr>
<td>Positive mental health</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adherence (minimal/low vs intended users)</td>
<td>0.49</td>
<td>41.86 (2,86)</td>
<td>&lt;.001</td>
<td>5.18</td>
<td>2.40 (86)</td>
<td>.02</td>
<td>0.88 to 9.48</td>
<td></td>
</tr>
<tr>
<td>Number of logins</td>
<td>0.45</td>
<td>37.28 (2,86)</td>
<td>&lt;.001</td>
<td>0.03</td>
<td>0.90 (86)</td>
<td>.37</td>
<td>−0.04 to 0.11</td>
<td></td>
</tr>
<tr>
<td>Mean time logged in</td>
<td>0.46</td>
<td>36.77 (2,86)</td>
<td>&lt;.001</td>
<td>0.03</td>
<td>0.50 (86)</td>
<td>.62</td>
<td>−0.08 to 0.13</td>
<td></td>
</tr>
<tr>
<td>Total time logged in</td>
<td>0.45</td>
<td>36.64 (2,86)</td>
<td>&lt;.001</td>
<td>0.00</td>
<td>0.33 (86)</td>
<td>.74</td>
<td>−0.01 to 0.01</td>
<td></td>
</tr>
<tr>
<td>Emails sent</td>
<td>0.46</td>
<td>34.77 (2,83)</td>
<td>&lt;.001</td>
<td>0.05</td>
<td>0.28 (83)</td>
<td>.78</td>
<td>−0.32 to 0.43</td>
<td></td>
</tr>
<tr>
<td>All exercises completed (yes/no)</td>
<td>0.51</td>
<td>45.51 (2,86)</td>
<td>&lt;.001</td>
<td>5.24</td>
<td>2.53 (86)</td>
<td>.01</td>
<td>1.12 to 9.36</td>
<td></td>
</tr>
</tbody>
</table>

aOf the 108 users, 19 missed either the premeasure or the postmeasure of the outcomes, resulting in a sample size of 89 for these analyses. Three participants missed a score on emails sent, resulting in a sample size of 86 for these analyses.

bThe full models were controlled for baseline levels of psychological distress or positive mental health.
Discussion

The aim of this study was to predict uptake and adherence of eMBCT and to examine the association between adherence and treatment outcome of eMBCT in distressed cancer patients. We divided participants into different user groups as follows: nonusers (n=17, 13.6%), minimal users (n=31, 24.8%), low users (n=12, 9.6%), and intended users (n=65, 52.0%). Regarding uptake, nonusers appeared to have more fear of cancer recurrence than users. Regarding adherence, intended users were more conscientious than minimal and low users. Finally, intended users showed a larger reduction in psychological distress and stronger improvement in positive mental health than minimal and low users. We did not find any relations of number of logins, mean and total time logged in, and number of emails sent with treatment outcome. Patients who completed all assignments, however, showed less psychological distress and more positive mental health after the intervention than those who did not.

About half of the participants used eMBCT as intended. A previous study on online cognitive behavioral therapy for cancer patients found a similar percentage of high users (44%) [26].

Regarding prediction of uptake, we found that nonusers had more fear of cancer recurrence than users. It is possible that patients with a high fear of recurrence are more likely to avoid participation, as it means being confronted with their fear. This is in line with a recent study on online self-help for fear of cancer recurrence that found that most patients do not login or express a need for support [45]. As fear of recurrence is an unmet need among cancer patients [46], this group might need more information prior to enrollment in an intervention like eMBCT [47]. A study on an internet-based intervention for depressive symptoms in primary care showed that a brief preparatory informational video increased acceptance of the intervention [48]. A video about eMBCT for distressed cancer patients could discuss evidence for the effectiveness of the intervention, and possible facilitators and barriers (such as confrontation with cancer and fear of recurrence). Preparatory face-to-face conversations with a health care provider prior to eMBCT, in which these topics could be discussed, may also be useful. Involving a partner or a close friend of the patient during eMBCT may help as well [49].

Regarding prediction of adherence, we showed that participants with low conscientiousness have trouble completing eMBCT. This is not surprising, as one of the aspects of conscientiousness is self-discipline [40]. Furthermore, increased conscientiousness is associated with increased mindfulness [50], which might catalyze participation in an online mindfulness program like this. As we previously found that participants with low conscientiousness had better results in eMBCT compared with regular group MBCT [18], more individual feedback by a mindfulness teacher might support them. Alternatively, patients could be offered a preintervention. For example, a study on health behavior showed that participants who were poor in planning benefitted from a preintervention aimed at planning and implementation intentions [51].

Besides fear of cancer recurrence and conscientiousness, we did not find any other predictors of usage of eMBCT. This is in accordance with a recent meta-analysis on predictors of online intervention adherence, which did not find many predictors for adherence either [22]. A proposed behavioral change model for internet interventions suggests that adherence is not only determined by personal characteristics, but also by environmental factors, support, and website characteristics [52], which we also showed in a qualitative study on eMBCT [47]. Future researchers might want to consider improving prediction by including all of these factors. In addition, qualitative methods can deepen our insight into the possible contributors to the usage of eMBCT [47].

Finally, we found that intended users reported less psychological distress and more positive mental health after the intervention than minimal and low users. A similar pattern was found for participants who completed all assignments as compared with those who did not. Thus, it seems that greater activity in eMBCT, rather than the sheer frequency or duration of use, is related to improved treatment outcome. A previous study on an online intervention for depression also found that clinically relevant improvement was related to activity rather than frequency and duration [53]. Our results also match with findings of a meta-analysis on the relation between adherence to homework and treatment outcome in MBIs [21]. The authors concluded that this relation is not linear, suggesting only frequency and duration of practice do not provide a complete picture. Thus, different individual usage patterns may be beneficial (eg, shorter and frequent sessions or longer and less frequent sessions), as long as activity is high.

Regarding clinical implications, our study showed that half of the participants used the program as intended and that higher activity was related to better outcome. As half of the participants did not use the program as intended, participation in these kinds of interventions should be closely monitored. In our case, monitoring took place in the form of weekly written asynchronous contact with a qualified trainer. Possibly, more intensive synchronous digital contact or even blended forms including face-to-face contact might be necessary for particular subgroups of patients [47]. To increase uptake of and adherence to this and similar programs, these programs could be designed as adaptive interventions in which the type (eg, regular group MBCT or eMBCT or hybrid/blended forms), dosage, and even content are individualized and flexible based on patients’ characteristics, preferences, and clinical presentations, as well as their reactions to the intervention [54,55]. However, we should note that although only half of the participants did not use eMBCT as intended, previous results of the BeMind study showed eMBCT to be superior to treatment as usual [17] and, at long-term follow-up, even to regular face-to-face group MBCT [18].

The strengths of this study include comparison of different usage groups in terms of a large number of baseline characteristics and examination of the relationship between usage and treatment outcome. Another strength is that this study was part of an RCT that also included regular group-based MBCT as an intervention arm. Therefore, our sample might be less biased toward participants interested in participating in an online intervention.
Some limitations should be mentioned as well. First, the log measures tracked usage of eMBCT. However, participants may have been engaged with the mindfulness training in ways that were not reflected in the eMBCT log measures, as meditation audio files could be downloaded or found on YouTube. Although we assume that usage in eMBCT and engagement with training in other ways highly overlap, we cannot be sure we measured actual meditation practice in this study. As meditation is an important aspect of any mindfulness intervention, this is an important point for future research. Second, the amount of emails sent might be a less valid measurement of activity. Participants wrote their personal logs and therapists could reply to those personal logs, creating an additional communication system next to email. Finally, owing to the low number of nonusers, the power to detect possible differences with $t$ tests comparing nonusers and users was low, so it is likely that only larger effects were detected.

In conclusion, our study showed that adherence was related to improved patient outcomes. Patients with a strong fear of recurrence or low levels of conscientiousness should receive extra attention, as they are less likely to start or complete eMBCT. Future research may focus on the development of flexible and adaptive eMBCT programs.
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Abstract

Background: Internet-based cognitive behavior therapy (iCBT) interventions have the potential to help individuals with depression, regardless of time and location. Yet, limited information exists on the longer-term (>6 months) effects of iCBT and adherence to these interventions.

Objective: The primary aim of this study was to evaluate the longitudinal (12 months) effectiveness of a fully automated, self-guided iCBT intervention called Thrive, designed to enhance engagement with a rural population of adults with depression symptoms. The secondary aim was to determine whether the program adherence enhanced the effectiveness of the Thrive intervention.

Methods: We analyzed data from 181 adults who used the Thrive intervention. Using self-reports, participants were evaluated at baseline, 8 weeks, 6 months, and 12 months for the primary outcome of depression symptom severity using the Patient Health Questionnaire-9 (PHQ-9) scale and secondary outcome measures, namely, the Generalized Anxiety Disorder Scale-7 (GAD-7) scores, Work and Social Adjustment Scale (WSAS) scores, Conner-Davidson Resilience Scale-10 (CD-RISC-10) scores, and suicidal ideation (ninth item of the PHQ-9 scale) scores. The Thrive program adherence was measured using the numbers of program logins, page views, and lessons completed.

Results: The assessment response rates for 8-week, 6-month, and 12-month outcomes were 58.6% (106/181), 50.3% (91/181), and 51.4% (93/181), respectively. By 8 weeks, significant improvements were observed for all outcome measures. These improvements were maintained at 12 months with mean reductions in severities of depression (mean –6.5; P<.001) and anxiety symptoms (mean –4.3; P<.001). Improvements were also observed in work and social functioning (mean –6.9; P<.001) and resilience (mean 4.3; P<.001). Marked decreases were observed in suicidal ideation (PHQ-9 ninth item score >1) at 6 months (16.5%) and 12 months (17.2%) compared to baseline (39.8%) (P<.001). In regard to the program adherence, cumulative counts of page views and lessons completed were significantly related to lower PHQ-9, GAD-7, and WSAS scores and higher CD-RISC-10 scores (all P values <.001 with an exception of page views with WSAS for which P value was .02).

Conclusions: The Thrive intervention was effective at reducing depression and anxiety symptom severity and improving functioning and resilience among a population of adults from mostly rural communities in the United States. These gains were
maintained at 1 year. Program adherence, measured by the number of logins and lessons completed, indicates that users who engage more with the program benefit more from the intervention.

**Trial Registration:** ClinicalTrials.gov NCT03244878; https://clinicaltrials.gov/ct2/show/NCT03244878

*(J Med Internet Res 2020;22(10):e21336)* doi:10.2196/21336
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**Introduction**

Clinician-delivered cognitive behavior therapy (CBT) is a long-standing evidence-based psychotherapy for depression and anxiety symptoms and disorders [1,2]. Computerized forms of CBT were introduced three decades ago, paving the way for present efforts to implement such programs via the internet [3]. Compared to clinician-delivered CBT, internet-based cognitive behavior therapy (iCBT) programs have potential for greater reach and scalability, greater standardization of content delivery, and reduced risk of stigmatization [4-6]. Even more, they have demonstrated equivalent effectiveness for reducing depression and anxiety symptoms [7].

Studies support the feasibility, acceptability, and effectiveness of self-guided (no supportive contacts by email, text, telephone, or face-to-face) iCBT interventions on depression and anxiety symptoms [4,6,8-10]. These findings are particularly promising for people living in rural and frontier communities, which, nationally and internationally, have greater behavioral health care access challenges [11-13]. Compared with urban residents, rural and frontier residents have fewer qualified mental and behavioral health care providers and longer travel times to clinical services; moreover, they report greater concerns about privacy and higher levels of stigma [8,14-16]. Outside of the United States, other identified barriers to care in rural settings include long wait times for appointments, cost of care, transportation, lack of education, and stigma toward seeking mental health care [17,18].

A meta-analysis of 13 randomized controlled trials (RCTs), all conducted outside the United States [4], evaluated the efficacy of self-guided iCBT interventions for adults with depression symptoms. Compared to controls, iCBT was significantly more effective for the intervention groups on depressive symptoms severity. Furthermore, program adherence was significantly associated with reduction in depression symptoms. Another meta-analysis of 64 RCTs evaluated the effectiveness of iCBT, usually delivered with support from a health care provider or other individual, compared to the usual care, wait list, or placebo intervention in the treatment of depression or anxiety [6]. The meta-analysis reported superior outcomes among the intervention group compared to the control group. Most self-guided iCBT trials with outcomes of depression and anxiety have shorter follow-up assessment periods (≤6 months). We identified only 2 studies reporting longer-term effects of completely self-guided iCBT on depression symptoms. In Mira and colleagues’ trial [19], 12-month effect sizes for depression symptoms demonstrated a moderate within-group effect size ($\text{d} = 0.67$). Clarke and colleagues [20] reported on an 8-month follow-up on depression symptoms, indicating a comparable effect size of 0.72 (calculated by authors).

In the context of online programming for mental health interventions, adherence has been defined as “the extent to which individuals experience or engage with content” [21]. However, operationalizing adherence to iCBT interventions poses challenges. For example, while in-person CBT typically involves treatment sessions (with a mutually agreed upon start and end time), electronic delivery of treatment has varying degrees of engagement and length of use. The content of iCBT may be designed to comprise numerous short videos that can be viewed in a variety of temporal orders and explored in a variety of timeframes different from what would typically be encountered in an in-person session. Hence, the concept of a session may not easily translate from in-person CBT to iCBT or from one iCBT program to another.

Most published RCTs evaluating the efficacy of iCBT interventions have been implemented in non-US urban settings. Our research team evaluated an iCBT intervention, called Thrive, designed to help improve depression and anxiety symptoms for adults residing in the western rural communities in the United States [8,9]. Thrive is an interactive, fully automated, self-guided intervention that uses a video-based platform to deliver CBT curriculum and provide supportive feedback to users [22]. We implemented a pragmatic usual care waitlist control (WLC) RCT, enrolling 343 adults with at least mild depression symptoms (a Patient Health Questionnaire-9 [PHQ-9] score >5), who were randomized either to immediate access to the Thrive intervention or to 8-week delayed access [9]. In models adjusted for potential confounders, depression severity following 8 weeks of intervention was significantly lower for the immediate access group than for the WLC group ($d=0.63$). Superior 8-week outcomes in the immediate access group versus WLC group were also observed for secondary outcomes, including anxiety symptoms ($d=0.47$), work and social functioning ($d=0.39$), and resilience ($d=0.55$). Although not statistically significant, the immediate access group was 45% less likely (odds ratio [OR] 0.55) to report suicidal ideation compared to the WLC group.

Since there are few studies examining the long-term impact of self-guided iCBT interventions, the primary aim of this within-group analysis was to assess 6- and 12-month follow-up outcomes of trial participants who received immediate access to the Thrive intervention. Moreover, to date, there has been no consensus on the operationalization or impact of adherence on outcomes in iCBT interventions [21]. Thus, our secondary aim was to determine whether program adherence enhanced the effectiveness of the Thrive intervention.
Methods

Trial Design
A longitudinal study design was used to evaluate the effectiveness of the Thrive intervention with participants receiving immediate access to the iCBT program. Study participants were enrolled in the study between September 2017 and January 2018 and were provided free online access to the intervention for 1 year. The original study design was a waitlist RCT in which participants were randomly assigned to receive either an immediate access to the iCBT intervention or access to the intervention delayed 8 weeks. The WLC group received a link to the National Institute of Mental Health’s depression information webpage. All participants received a link to the resource webpage of Montana’s chapter of the National Alliance on Mental Illness. All participants were also permitted to continue or begin whatever usual care was available to them. The Montana State University Institutional Review Board (IRB) approved the protocol and all related materials (#MS033017-FC) prior to study initiation. The study is registered at ClinicalTrials.gov (NCT03244878).

Study Recruitment
We used several strategies for promoting the study to state residents. We first partnered with Montana State University Extension faculty to disseminate study brochures and flyers that guided potential participants to the study website, where they could learn more and sign up. Research team members also conducted 12 community meetings throughout all regions of the state, which were promoted by local extension agents. Other recruitment sources included public service announcements, local newspaper articles, social media (Facebook and Craigslist community pages), email listservs, large employers, and local health care providers.

Study Eligibility and Participants
Eligibility requirements for the study included age >18 years; Montana state residency; having regular access to broadband internet via a computer, tablet, or smartphone; and reporting at least mild depression symptoms (PHQ-9 score > 5) at baseline. Potential participants were directed to a study website where they were informed about study participation; self-screened for eligibility; and, if eligible, guided through the informed consent, randomization, and online assessment process [23]. The Montana State University logo was displayed throughout the study website pages. Of the 573 individuals assessed for eligibility, 463 individuals were deemed study eligible and enrolled in the study; yet 109 were later identified as fraudulent and removed from the study. The sample for the current study included 181 eligible study participants who had immediate access to the Thrive intervention (see Multimedia Appendix 1 for the CONSORT (Consolidated Standards of Reporting Trials) flowchart).

Intervention Description
Thrive, developed by Waypoint Health Innovations [22], is a self-guided iCBT intervention for depression and anxiety that distills best practices from CBT and delivers them through a rich, structured, and guided curriculum. Thrive uses video, interactive tools, and sophisticated algorithms that dynamically adjust the individual’s course through the intervention. The intervention is comprised of 320 videos, averaging 80 seconds in length, to deliver content. Videos explain CBT concepts, demonstrate skills, provide feedback and recommendations, and portray actual case histories of individuals who used CBT skills to improve depression symptoms. The intervention also provides periodic PHQ-9 self-assessments and tailored feedback based on the scores. For this study, over a third of the demonstration and case history videos were replaced with new videos featuring rural characters, story lines, and settings. Other features of the Thrive program (ie, didactic and feedback videos, interactive tools, and algorithms) were not modified for this study. Thrive incorporates classic cognitive behavior therapy themes in modules (series of the didactic and feedback videos and interactive tools) on Constructive Thinking (cognitive restructuring), Pleasant Activities (behavioral activation), and Assertive Communication (social skills training). Each module has 10 lessons and suggested exercises for users to practice offline as homework pertinent to their own goals.

The cost for an individual to use Thrive for 6 months is roughly equivalent to the cost of 1 session with a therapist.

Assessments
All participants were assessed at baseline, 8 weeks, 6 months, and 12 months after study enrollment for each outcome measure. Each participant received email reminders when assessments were due, and 2 additional reminders within 7 days were issued for those who had not yet completed their assessment. Data were designated as lost to follow-up when no assessment was completed within 10 days of the due date. Participants with completed interim assessments were rewarded with a US $25 Amazon gift code, and those with the completed final assessment (12 months) were rewarded with a US $30 Amazon gift code.

Measures
All outcome measures and other demographic and treatment measures were administered electronically via the study assessment portal. The primary outcome measure was depression symptom severity measured by the PHQ-9, (score range 0-27; higher scores indicate greater severity) [24]. Secondary outcome measures included anxiety symptom severity, daily functioning, resilience, and suicidal ideation. Anxiety symptom severity was measured with the Generalized Anxiety Disorder Scale-7 (GAD-7) (score range 0-21; higher scores indicate greater severity) [25]. Daily functioning was measured with the Work and Social Adjustment Scale (WSAS) (score range 0-40; higher scores indicate worse daily functioning) [26]. Resilience was measured with the Connor-Davidson Resilience Scale-10 (CD-RISC-10) (score range 0-40; higher scores indicate greater resilience) [27]. Frequency of suicidal ideation was measured with the ninth item of the PHQ-9 (score range 0-3; higher scores indicate greater suicidal ideation).

We assessed rates of remission and relapse. Remission was defined as a treatment response in which an individual with mild, moderate, moderately severe, or severe depression at baseline (PHQ-9 scores ≥5) achieved a subsequent PHQ-9 score
lower than 5 at 6 months and 12 months. Relapse was defined as a PHQ-9 score ≥10 for those who had achieved remission at 6 months or 12 months. Cumulative program adherence was measured with the following indicators: (1) number of logins, (2) number of page views, and (3) number of lessons completed within the program. Cumulative counts of each of these 3 program usage measures were assessed as explanatory variables for each of the 4 continuous outcome measures (PHQ-9, GAD-7, WSAS, CD-RISC-10) and the PHQ-9 ninth item, suicidal ideation.

Demographic variables included age (years), gender (female vs male), race (White vs other), marital status (single vs married/domestic relationship), employment status (employed full-time, employed part-time, unemployed/retired/student), veteran status (yes vs no), educational attainment (≤ college without a degree, bachelor’s degree, ≥ master’s degree), health insurance (private, public, other, none), and rural classification (urban, large rural, small rural, isolated).

**Participant Safety**

Participants were encouraged to seek or continue other available care throughout the study. During all assessments, participants who reported any frequency of suicidal ideation (PHQ-9 ninth item score >0) on the assessment portal were encouraged to seek help from multiple sources. They were also asked whether they could keep themselves safe from self-harm. Those responding they could not keep themselves safe would be told not to continue in the study and were provided a list of things to do to seek professional help. All participants were provided a resource list for seeking additional support (Multimedia Appendix 2). However, none of the participants responded they could not be safe during any assessment. Additionally, in the Thrive intervention, any self-assessed PHQ-9 scores ≥20 and a PHQ-9 score ≥10 on the third self-assessment recommended seeking a clinician’s help. Participants were also provided contact information of the institution’s IRB director and the study’s principal investigator to report any adverse events. No adverse events were reported in this study.

**Statistical Analysis**

The longitudinal change over time in each continuous outcome was assessed using a linear mixed model analysis of repeated measures. Separate models were created for each outcome measure (ie, PHQ-9, GAD-7, WSAS, and CD-RISC-10) to assess the fixed effect of time adjusting for baseline scores and receiving therapy for depression. Similar separate models were used to assess the relationship program logins, page views, and lessons completed on each outcome, adjusting for baseline scores, therapy for depression, and time.

The PHQ-9 ninth item, suicidal ideation, was treated as an ordinal outcome that ranged from 0 (“not at all,” no suicidal ideation) to 3 (“nearly every day”) where the cumulative probabilities were modeled over the higher-ordered suicidal ideation scale scores (indicating greater suicidal ideation). Using an ordinal logistic regression model within a generalized estimating equation framework, the PHQ-9 ninth item was assessed with the fixed effect of time adjusting for baseline scores and receiving therapy for depression. Similar separate ordinal logistic regression models were used to assess the relationship program logins, page views, and lessons completed, adjusting for baseline scores, therapy for depression, and time.

Statistical analyses were performed using SAS software, version 9.4 (SAS/STAT 14.2, SAS Institute Inc). Maximum likelihood estimators allow efficient parameter estimation using only available data under an assumption of missing at random [28-30]. Sensitivity analyses were also conducted using only participants with complete data (ie, complete cases), and no significant differences were found between those who were lost to follow-up/noncompleters and those who completed the trial. Attrition/loss to follow-up was assessed to ensure the key covariates, and baseline measures did not differ from those that completed and those that did not complete the trial. The baseline primary and secondary outcomes each showed no significant differences between trial completers and noncompleters. There were no significant differences found among completers for each outcome variable of interest based on age, gender, marital status, employment, rural-urban commuting area codes, or baseline therapy usage. Due to extremely low sample sizes, variables of race, veteran status, and other or no insurance could not be assessed. The level of significance was set at α=0.05 (two-tailed), and the Bonferroni method was implemented to control false positives over the multiple tests.

**Results**

**Participant Characteristics**

A total of 181 immediate intervention group participants (iCBT) were included in this longitudinal outcome assessment. As detailed in Table 1, participants were on average 42 years old (SD 12.8); and most were female (88.9%), White (93.9%), and nonveterans (96.1%). A majority was married or in a domestic relationship (56.9%), employed full-time (61.9%), had obtained at least a bachelor’s degree (56.9%), and had private health insurance (77.3%). Nearly 15% of participants lived in urban, over 56% in rural, and nearly 29% in isolated communities. Nearly 57% of participants reported receiving clinical care for mental health.
Table 1. Baseline characteristics of the analytic sample (N=181).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>42.1 (12.8)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>160 (88.4)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>170 (93.9)</td>
</tr>
<tr>
<td>Other</td>
<td>11 (6.1)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>78 (43.1)</td>
</tr>
<tr>
<td>Married/domestic partnership</td>
<td>103 (56.9)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Employed full-time</td>
<td>112 (61.9)</td>
</tr>
<tr>
<td>Employed part-time</td>
<td>39 (21.6)</td>
</tr>
<tr>
<td>Unemployed/retired/student</td>
<td>30 (16.8)</td>
</tr>
<tr>
<td>Veteran, n (%)</td>
<td>7 (3.9)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Some college or less</td>
<td>78 (43.1)</td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>61 (33.7)</td>
</tr>
<tr>
<td>Graduate or professional degree</td>
<td>42 (23.2)</td>
</tr>
<tr>
<td><strong>Health insurance, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>140 (77.3)</td>
</tr>
<tr>
<td>Public</td>
<td>32 (17.7)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (2.8)</td>
</tr>
<tr>
<td>None</td>
<td>4 (2.2)</td>
</tr>
<tr>
<td><strong>Rural classification</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>27 (14.9)</td>
</tr>
<tr>
<td>Large rural</td>
<td>42 (23.2)</td>
</tr>
<tr>
<td>Small rural</td>
<td>60 (33.2)</td>
</tr>
<tr>
<td>Isolated</td>
<td>52 (28.7)</td>
</tr>
<tr>
<td>Receiving mental health treatment[b], n (%)</td>
<td>103 (56.9)</td>
</tr>
</tbody>
</table>

\[a\]Defined using the rural-urban commuting area codes.
\[b\]Defined as receiving any clinical care or taking medication(s) for depression symptoms.

Clinical Outcomes

The assessment response rates for the 8-week, 6-month, and 12-month outcomes were 58.6%, 50.3%, and 51.4%, respectively. Thus, the respective attrition rates were 41.4%, 49.7%, and 48.6%. To assess remission and relapse, participants' PHQ-9 scores were assessed for changes from baseline to 8 weeks, 6 months, and 12 months. Of the 107 participants who completed week 8 assessments, 42 (39.3%) achieved remission. Among the 42 participants who achieved remission, 22 (52.4%) and 24 (57.1%) maintained remission at 6 months and 12 months, respectively. Only 4 participants (9.5%) who had achieved remission at week 8 subsequently relapsed at 6 months (n=2) and 12 months (n=2).

Further, 72.9% (78/107) participants had moderate or greater depression symptoms at baseline (PHQ-9 score ≥10). From this subgroup of 78, 28 (35.9%) achieved remission at week 8. Of these 28 participants who achieved remission within this subgroup, 11 (39.3%) and 13 (46.4%) maintained remission at 6 months and 12 months, respectively. Only 4 (14.2%) participants who had achieved remission at week 8 subsequently relapsed at 6 months (n=2) and 12 months (n=2).

Longitudinal mean outcome scores and adherence metrics are presented in Table 2.
<table>
<thead>
<tr>
<th>Measures</th>
<th>Baseline</th>
<th>8 weeks, mean (SD)</th>
<th>6 months, mean (SD)</th>
<th>12 months, mean (SD)</th>
<th>Significance*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary outcome measure (Depression symptom severity)b</td>
<td>13.7 (5.0)</td>
<td>7.2 (5.1)</td>
<td>7.0 (5.4)</td>
<td>7.2 (5.6)</td>
<td>121.6 (3)</td>
</tr>
<tr>
<td><strong>Secondary outcome measures</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety symptom severityc</td>
<td>10.3 (4.7)</td>
<td>6.4 (4.7)</td>
<td>6.2 (4.8)</td>
<td>6.0 (5.4)</td>
<td>50.4 (3)</td>
</tr>
<tr>
<td>Work and social functioningd</td>
<td>20.2 (8.0)</td>
<td>15.2 (9.4)</td>
<td>13.7 (9.7)</td>
<td>13.3 (10.5)</td>
<td>29.1 (3)</td>
</tr>
<tr>
<td>Resiliencee</td>
<td>22.2 (6.6)</td>
<td>25.6 (6.1)</td>
<td>26.1 (6.3)</td>
<td>26.5 (6.7)</td>
<td>28.9 (3)</td>
</tr>
<tr>
<td>Suicidal ideationf (score ≥1), n (%)</td>
<td>72 (39.8)</td>
<td>13 (12.2)</td>
<td>15 (16.5)</td>
<td>16 (17.2)</td>
<td>48.9 (3)</td>
</tr>
<tr>
<td><strong>Adherence measures</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logins (cumulative counts)</td>
<td>N/A</td>
<td>8.9 (9.6)</td>
<td>11.1 (13.3)</td>
<td>11.7 (14.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Page views (cumulative counts)</td>
<td>N/A</td>
<td>66.3 (70.4)</td>
<td>80.9 (89.1)</td>
<td>84.8 (93.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Lessons completed (cumulative counts)</td>
<td>N/A</td>
<td>7.7 (7.9)</td>
<td>8.9 (9.1)</td>
<td>9.2 (9.3)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*a*P value was associated with the test (F test, Type 3 tests of fixed effects) of the overall time period (week) difference. *P* values adjusted by the Bonferroni method (adj) are shown.

bPatient Health Questionnaire-9 (PHQ-9) score range = 0 to 27.

cGeneralized Anxiety Disorder Scale-7 (GAD-7) score range = 0 to 21.

dWork and Social Adjustment Scale (WSAS) score range = 0 to 40.

eConnor-Davidson Resilience Scale-10 (CD-RISC-10) score range = 0 to 40.

fPHQ-9 Item 9, Suicidal Ideation, score range = 0 to 3.

gChi-square statistic, $\chi^2$ (degrees of freedom).

h*P* value was associated with the test ($\chi^2$, Type 3 generalized estimating equations analysis) of the overall time period (week) difference. *P* value adjusted by the Bonferroni method (adj) is shown.

iN/A: not applicable.

Mean effect of treatment over time by outcome measure with 95% CI is illustrated in Figure 1.

By 8 weeks, significant improvements were observed for all outcome measures. These improvements were maintained at 6 and 12 months. We observed 6-month mean reductions and respective effect sizes in the severity of depression (mean –6.3; $d=1.27$) and anxiety symptoms (mean –4.1; $d=0.86$). Improvements were also observed in work and social functioning (Mean –6.5; $d=0.73$) and resilience (mean 3.9; $d=0.60$). A total of 23% fewer participants endorsed suicidal ideation (PHQ-9 ninth item score >1) from baseline (39.8%) to 6 months (16.5%) and 12 months (17.2%). Longitudinal trends from baseline for all outcome measures were statistically significant ($P<.001$).

**Table 3** presents the effects of program adherence on each clinical measure. The number of lessons completed was significantly associated to lower PHQ-9 ($P<.001$), GAD-7 ($P<.001$), and WSAS scores ($P<.001$) and higher CD-RISC-10 scores ($P<.001$). The number of page views was significantly associated to lower PHQ-9 ($P<.001$), GAD-7 ($P<.001$), and WSAS scores ($P=.02$) and higher CD-RISC-10 scores ($P<.001$). The number of logins was significantly associated only with the PHQ-9 ($P=.02$). No adherence metrics were significantly associated with suicidal ideation.
**Discussion**

**Principal Results**

This study evaluated the long-term (6- and 12-month) outcomes of a fully automated self-guided (no supportive contacts by email, text, telephone, or face-to-face) video-centric iCBT intervention called Thrive in a rural US community. We believe this is the first study to assess the long-term impacts of an iCBT program within an adult population in rural United States. These analyses focused on participants receiving immediate access to the Thrive intervention. Over the course of 8 weeks, over a third of participants with 8-week data achieved remission, and over half of those maintained remission at 6 months and 12 months. A very low relapse rate was one of the noteworthy observations of this study. In regard to long-term outcomes of primary and secondary measures, study findings demonstrated mean improvements in depression and anxiety symptoms, work and

---

**Table 3. Program adherence metric effects on outcome measures.**

<table>
<thead>
<tr>
<th>Adherence metric</th>
<th>PHQ-9&lt;sup&gt;a&lt;/sup&gt;</th>
<th>GADS-7&lt;sup&gt;b&lt;/sup&gt;</th>
<th>WSAS&lt;sup&gt;c&lt;/sup&gt;</th>
<th>CD-RISC-10&lt;sup&gt;d&lt;/sup&gt;</th>
<th>PHQ-9, item 9&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F test (df)</td>
<td>P value (adj)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>F test (df)</td>
<td>P value (adj)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>F test (df)</td>
</tr>
<tr>
<td>Logins</td>
<td>7.89 (1)</td>
<td>.02</td>
<td>3.62 (1)</td>
<td>.23</td>
<td>1.00 (1)</td>
</tr>
<tr>
<td>Page views</td>
<td>31.3 (1)</td>
<td>&lt;.001</td>
<td>26.95 (1)</td>
<td>&lt;.001</td>
<td>7.72 (1)</td>
</tr>
<tr>
<td>Lessons completed</td>
<td>41.42 (1)</td>
<td>&lt;.001</td>
<td>45.65 (1)</td>
<td>&lt;.001</td>
<td>14.72 (1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Patient Health Questionnaire-9 (PHQ-9) score range = 0 to 27.

<sup>b</sup>Generalized Anxiety Disorder Scale-7 (GAD-7) score range = 0 to 21.

<sup>c</sup>Work and Social Adjustment Scale (WSAS) score range = 0 to 40.

<sup>d</sup>Connor-Davidson Resilience Scale (CD-RISC 10) score range = 0 to 40.

<sup>e</sup>PHQ-9 Item 9, Suicidal Ideation, score range = 0 to 3.

<sup>f</sup>P value was associated with the test (F test, Type III Tests of Fixed Effects) of the overall time period (week) difference. P values adjusted by the Bonferroni method (adj) are shown.

<sup>g</sup>P value was associated with the test (χ<sup>2</sup>, Type 3 generalized estimating equations analysis) of the overall time period (week) difference. P values are adjusted by the Bonferroni method (adj) are shown.
social functioning, and resilience from baseline to 8 weeks. These improvements were sustained at 6 and 12 months. Comparable sustained improvements were also observed with decreased percentages of participants reporting suicidal ideation.

In regard to our adherence analyses, the number of page views and the number of lessons completed most consistently predicted greater sustained positive effects on all outcome measures. Both page views and lessons completed are reasonable markers to assess the program adherence with self-guided iCBT interventions like Thrive, as they indicate the extent to which the users progress through the program. In contrast, the number of logins and progress through the program will expectedly vary because some users tend to spend more blocks of time in the program compared to others.

**Comparison With Prior Work**

There is limited evidence on the long-term impacts of self-guided iCBT interventions. To our knowledge, only a few studies have examined long-term effects on depression. Mira and colleagues’ study [19] with adults residing in Spain found similar 12-month sustained effects of an iCBT intervention. Clarke and colleagues’ study [20] examined 8-month effects of an iCBT intervention on depression among members of the US Pacific Northwest Kaiser Permanente organization.

Substantial evidence exists regarding CBT’s short- and long-term effectiveness for depression and anxiety [31-33]. A growing number of studies report evidence of equivalent effectiveness of iCBT compared with clinician-delivered CBT [7]. Lorenzo-Luaces and colleagues’ [34] meta-analysis concluded comparable effectiveness of self-guided iCBT with that of antidepressants and in-person psychotherapy. In our trial, Thrive’s 8-week RCT between group (intervention vs control) effect size of 0.63 compared well with “mostly 8-week clinical trials of antidepressants for adults with unipolar major depression” between group (antidepressant vs placebo) effect sizes of 0.27 (Hamilton Depression Rating Scale) and 0.30 (Montgomery-Asberg Depression Rating Scale) in 109 antidepressant medication RCTs [35]. For longer-term outcomes, 12-month relapse rates from remission for Thrive at 8 weeks and STAR*D Phase 1 citalopram at 12 weeks [36] are 14.2% versus 33.5%, respectively. This comparison includes only Thrive participants with PHQ-9 baseline score 10, consistent with a diagnosis of major depressive disorder.

Adherence in iCBT needs further exploration. In Beintner and colleagues’ review [21], most studies (85%) reported at least 1 adherence indicator, yet adherence metrics varied widely across this literature. The 10 most commonly reported adherence metrics were as follows: full intervention completion; completion of a minimum number of sessions/modules; average number of completed sessions/modules; specified point of discontinuation of the intervention (“dropout”); dropout without specifying a time point; number of participants who were randomized to an intervention group but never logged on; number of times a participant logged on to access the intervention program; total time spent on the program; number of entries into a diary; and number of messages sent to a coach. Recognizing that the specific metric(s) chosen will need to be appropriate to the specific components or delivery formats of online interventions, Beintner and colleagues [21] further recommend the use of multiple adherence metrics, which all studies should report on adherence, providing detailed information on its operationalization.

In our study, we analyzed data on the number of logins, page views, and lessons completed. Page views and lessons completed were the consistent significant predictors of our outcome measures with the exception of suicidal ideation. Cuipers and colleagues’ [33] meta-analysis of CBT depression studies assessed the number of sessions (comparable to lessons completed in Thrive) as an adherence measure to determine a dose-response effect. In contrast to our findings, they found no significant relationship with study effect sizes. Given the relative infancy of iCBT platforms, it is imperative that future studies critically devise relevant adherence metrics that fit the type of medium.

**Limitations**

Our findings need to be considered in light of several limitations. As commonly observed in iCBT studies, assessment completion rates were low with 50.3% and 51.4% of participants completing assessments at 6 and 12 months, respectively. Thus, our results may be skewed due to underlying responder biases. Within-group analyses are limited in that there is no control group with which to compare findings. Relying solely on self-assessments, a common practice in iCBT studies, is a potential weakness of the study; however, the use of validated, widely used instruments largely addressed this issue. The PHQ-9, GAD-7, and WSAS measures correlate well with clinician-administered instruments [24,25,37]; furthermore, they have been shown to be sensitive to treatment effects [26,38,39]. Additionally, self-assessments may underestimate the effect of iCBT compared to clinician-administered assessments [40]. As a community-based trial, our findings cannot be generalized to health care settings. In regard to adherence metrics, we limited our analyses to include the number of logins, page views, and lessons completed. Our study was not originally designed as a dose-response analysis; and therefore, our findings are limited to our post hoc analyses of adherence.

**Conclusions**

To our knowledge, this study is the first to demonstrate both short- and long-term positive impacts of a self-guided iCBT intervention on depression and anxiety symptoms, work and social functioning, and resilience among rural adults in the United States. iCBT interventions, such as Thrive, have the potential to provide help and clinical benefit to people with substantial barriers to traditional forms of care; they also present a cost-effective alternative [41] with additional benefits of confidentiality that may not be possible for those seeking traditional care in small rural communities. That iCBT interventions have the potential for greater accessibility, privacy, and affordability in many rural areas compared to in-person psychological treatment is particularly encouraging. Further research is warranted to identify effective and cost-effective dissemination strategies for expanded reach and to understand adoption patterns of iCBT and other internet-based therapies in...
rural American communities for ensuring optimal uptake of these promising interventions [42].
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Abstract

Background: Adherence to nebulizer treatments in adults with cystic fibrosis (CF) is often low. A new complex intervention to help adults with CF increase their adherence to nebulizer treatments was tested in a pilot randomized controlled trial (RCT) in 2 UK CF centers. Patients used a nebulizer with electronic monitoring capabilities that transferred data automatically to a digital platform (CFHealthHub) to monitor adherence over time and to a tailored website to display graphs of adherence data and educational and problem-solving information about adherence. A trained interventionist helped patients identify ways to increase their adherence.

Objective: This study aims to explore the mechanisms of action underpinning the intervention.

Methods: A qualitative interview study was conducted concurrently with a pilot RCT. In total, 25 semistructured interviews were conducted with 3 interventionists at 2 time points, 14 patients in the intervention arm of the trial, and 5 members of the multidisciplinary teams offering wider care to patients. A framework approach was used for the analysis.

Results: The intervention was informed by a theoretical framework of behavior change. There was evidence of the expected behavior change mechanisms of action. There was also evidence of additional mechanisms of action associated with effective telehealth interventions for self-management support: relationships, visibility, and fit. Patients described how building a relationship with the interventionist through face-to-face visits with someone who cared about them and their progress helped them to consider ways of increasing adherence to medication. Rather than seeing the visibility of adherence data to clinicians as problematic, patients found this motivating, particularly if they received praise about progress made. The intervention was tailored to individuals, but there were challenges in how the intervention fitted into some patients’ busy lives when delivered through a desktop computer.

Conclusions: The mechanisms of action associated with effective telehealth interventions for self-management operated within this new intervention. The intervention was modified to strengthen mechanisms of action based on these findings, for example, delivery through an app accessed via mobile phones and then tested in an RCT in 19 UK CF centers.

Trial Registration: International Standard Randomized Controlled Trial Number 13076797; http://www.isrctn.com/ISRCTN13076797

(J Med Internet Res 2020;22(10):e16782) doi:10.2196/16782
Introduction

Background

Adherence to medication for chronic conditions is a complex issue that is sometimes addressed by digital, web-based, mobile, and telehealth interventions [1-3]. We developed a new intervention involving a web-based adherence monitoring system with health professional support to help adults with cystic fibrosis (CF) increase their adherence to nebulizer treatments. Although not promoted as telehealth, the intervention has key components of web-based monitoring and web-based behavior change materials for use with the chronic condition of CF. CF is a genetic life-limiting condition affecting approximately 100,000 people worldwide [4] in which mucus builds up in the lungs, digestive system, and other organs, leading to difficulty in breathing, respiratory infections, and ultimately death. Patients with CF need to take preventative treatments such as antibiotics and mucolytics through nebulizers and airway clearance, often alongside many other treatments creating a complex, onerous treatment regime [5,6]. Adherence to nebulizer treatments is often low, with objectively measured adherence found to average 36% compared with 80% estimated by patients [7]. Low adherence to nebulizer treatments has been linked to worse health outcomes, including decreased lung function, increased pulmonary exacerbations requiring treatment with intravenous antibiotics, and higher service costs [8-11].

We tested the intervention in a feasibility study that included a pilot randomized controlled trial (RCT) and a mixed methods process evaluation. We found that a full-scale RCT was feasible with numbers of pulmonary exacerbations as the primary outcome. The pilot RCT identified that mean changes to adherence, a key secondary outcome, were 10% higher in the intervention arm (95% CI –5.2 to 25.2) [12]. The mixed methods process evaluation found that the intervention was feasible and acceptable to patients, interventionists, and health care professionals in the multidisciplinary teams (MDTs) offering wider care to patients with CF. As part of the process evaluation, we conducted qualitative interviews with patients and interventionists. One of the aims of this qualitative research was to consider the proposed mechanisms of action underpinning the intervention in practice. The mechanisms of action explain how the intervention components might work to produce an outcome [13,14] and how any theoretical model might be working within the intervention. Qualitative research can be undertaken during the development and feasibility phases of developing complex interventions [14,15] to help researchers understand how a complex intervention with multiple and interacting components might work [16]. Qualitative research within process evaluations can help researchers understand mechanisms of action by looking for unanticipated and complex causal pathways through the intervention or unanticipated consequences of the intervention [17,18], which is useful in refining the intervention before a full-scale evaluation.

Description of the Intervention

The intervention is complex, with a number of interacting components [16]. A study by Arden et al (unpublished data, 2020) provides more details on the intervention and development processes. In summary, an eTrack nebulizer (PARI, Pharma GmbH) with electronic monitoring capabilities sends timestamped inhalation data to a 2net Hub (Qualcomm). This enables real-time monitoring of adherence via securely stored data on CFHealthHub servers. Adherence data are displayed on the CFHealthHub website and are visible to patients and health professionals delivering the intervention. The intervention also comprises a manualized behavior change component that is designed to help patients increase their adherence. This is underpinned by a theoretical model of behavior change (Figure 1) based on the idea that reflective motivation, in which people rationally weigh up the perceived necessity of a behavior against the perceived concerns they have about treatment, underpins adherence behavior. Therefore, some participants would need to address motivation before other strategies, such as action planning, could be successfully used. The model of behavior change is part of a larger logic model [12], informed by qualitative interviews with adults with CF about their adherence behavior [19,20] mapped to the Theoretical Domains Framework [21] and behavior change wheel [22] and developed using a person-based approach [23]. The behavior change intervention is delivered by trained health professionals (interventionists) in a series of face-to-face and telephone meetings with patients. Interventionists help patients to increase their adherence to nebulizer treatments by choosing components of the behavior change intervention to address an individual’s unique issues identified through baseline questionnaires and discussions during intervention visits and placed into a toolkit area of the CFHealthHub website. The interventionists in the pilot RCT were clinicians employed to deliver the intervention. The number and location of intervention visits are tailored to patients’ needs. Figure 1 [24] shows how the model splits the behavior change components into components for all participants (including those with low motivation) and for those with adequate motivation (#1 to #7) and how those components link to mechanisms of action (#8 to #13) that lead to increased adherence. Table 1 describes the different components and the proposed mechanisms of action in more detail and how they are delivered within the intervention. The numbers in brackets in the table are linked to the numbers in Figure 1.
Figure 1. Theoretical model of behavior change to increase adherence in adults with cystic fibrosis. The Confusion, Hubbub, and Order Scale is a 6-item measure of life chaos. CHAOS: Confusion, Hubbub, and Order Scale.
First, effective telehealth interventions should explain how telehealth supports self-management of long-term conditions. Second, the intervention should enable patients to understand their adherence patterns leading to awareness of adherence and increased motivation to adhere (8).

Whilst considering the proposed mechanisms of action in Table 1 in a qualitative study, we identified 3 mechanisms of action (relationships, visibility, and fit) that Vassilev et al [25] found in a realist review of effective telehealth interventions that explain how telehealth supports self-management of long-term conditions. First, effective telehealth interventions should consider how relationships with health professionals and peers are enabled or inhibited. Second, the intervention should enable the visibility of symptoms to the self and others and provide feedback to increase knowledge, motivation, and empower patients, thus enabling reinforcement of behavior change. Finally, successful interventions should fit, or at least not disrupt, the everyday lives and routines of patients, including their existing skills and knowledge. The study by Vassilev et al [25] is transferable to this intervention because there are key components of telehealth, namely, the intervention has web-based monitoring and web-based behavior change materials, the intervention is concerned with self-management.

### Table 1. Components of the intervention and proposed mechanisms of action.

<table>
<thead>
<tr>
<th>Components</th>
<th>Description of component and proposed mechanisms of action&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Delivery</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>For all participants</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-monitoring adherence (#1)</td>
<td>Patients self-monitor their adherence by reviewing graphs of adherence data by month, week, or time of the day in CFHealthHub. A simple traffic light system quickly indicates if patients have hit their agreed target for treatments (green), have done some treatments but not hit their target (amber), or have completed no treatments (red). This enables patients to understand their adherence patterns leading to awareness of adherence and increased motivation to adhere (8)</td>
<td>• Graphs showing red, amber, and green charts of adherence data on CFHealthHub and tables showing the number of treatments completed compared with prescription data</td>
</tr>
<tr>
<td>Tailored education about treatment (#2)</td>
<td>Interventionist identifies issues with understanding treatments and unhelpful beliefs about different aspects of treatment. Patients can see the need to undergo treatment (increased necessities) and reduce any concerns they have about treatments (#9)</td>
<td>• Baseline questionnaires and discussions with patients used by interventionists to identify issues before visits</td>
</tr>
<tr>
<td>Tailored patient stories (videos; #3)</td>
<td>Other patients with CF talking about how they overcame different barriers to give patients information from peers or someone like them. This allows patients to see how they can find solutions to problems (increased self-efficacy) and that it is possible to change (increased motivation; #10)</td>
<td>• Education section on CFHealthHub with information about CF&lt;sup&gt;b&lt;/sup&gt; and videos about how treatments work and links to other websites. Interventionists use questionnaires and discussions to identify where patients lack knowledge or have misconceptions</td>
</tr>
<tr>
<td><strong>For patients with sufficient motivation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personalized goal setting (#4)</td>
<td>Interventionist works with patient to set goals for adherence against prescription and life goals that may help adherence behavior. This allows patients to work toward a target (increased self-efficacy) and see how adherence is linked to their life goals (increased motivation to adhere; #11)</td>
<td>• Graphs in CFHealthHub measure actual adherence against personalized adherence goals and can be tracked by interventionists</td>
</tr>
<tr>
<td>Goal review, rewards (#5)</td>
<td>A review of progress toward goals with the patient helps to increase self-efficacy. Optional notifications of achievements against progress help patients to increase motivation to adhere (#11)</td>
<td>• Interventionists work with patients during visits to set personalized adherence and life goals if appropriate</td>
</tr>
<tr>
<td>Personalized action plans (#6)</td>
<td>Patients create personalized action plans around daily routines to build adherence that increases habits and reduces chaos (#12)</td>
<td>• Goals are reviewed during discussions between patients and interventionists and barriers are identified</td>
</tr>
<tr>
<td>Tailored problem solving (#7)</td>
<td>Solutions to common problems with adherence, for example, what to do when you go on holiday. These allow patients to solve problems, reducing barriers to adherence (#13)</td>
<td>• Patients receive messages on mobile phones or in CFHealthHub to provide motivation to keep going with behavior changes</td>
</tr>
<tr>
<td><strong>Notes</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Proposed mechanisms of action are shown in italics.

<sup>b</sup>CF: cystic fibrosis.
(adherence to nebulizer treatments), and the condition being studied, CF, is a long-term condition. Although relationships, fit, and visibility are implicit in the stated intervention components, the ways in which they might work in the intervention as potential mechanisms of action were not fully articulated; thus, their importance to the potential effectiveness of the intervention needed further exploration. In this study, we explore the mechanisms of action operating in the intervention by confirming how the expected mechanisms of action identified in Table 1 worked in the intervention and by showing how important the mechanisms of action (relationships, visibility, and fit) identified in the review by Vassilev et al [25] of telehealth for self-management support were to facilitate the potential effectiveness of this intervention.

**Methods**

**Study Design**

We undertook a feasibility study in preparation for a full-sized RCT. The study consisted of a mixed methods process evaluation undertaken concurrently with a pilot RCT in 2 UK CF centers. In total, 33 adults with CF received the intervention for 5 months [12]. The process evaluation addressed the feasibility and acceptability of the intervention and the RCT and the mechanisms of action of the intervention. The qualitative component of the process evaluation allowed exploration of the mechanisms of action at play, and this is the focus of this paper. The study received ethical approval from the London Brent Research Ethics Committee (16/LO/0356).

**Participants**

We conducted 25 semistructured face-to-face interviews, with patients in the intervention arm of the RCT (n=14), interventionists (n=3 at 2 time points), and members of the wider MDT offering care to patients with CF (n=5). We interviewed more patients in RCT site 1 (n=8) than in RCT site 2 (n=6), because fewer patients agreed to be interviewed at site 2. Sociodemographic data for patient participants are shown in Table 2.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>9 (64)</td>
</tr>
<tr>
<td>Female</td>
<td>5 (36)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>≤18</td>
<td>1 (7)</td>
</tr>
<tr>
<td>19-25</td>
<td>6 (43)</td>
</tr>
<tr>
<td>31-40</td>
<td>3 (21)</td>
</tr>
<tr>
<td>&gt;40</td>
<td>4 (29)</td>
</tr>
<tr>
<td><strong>Deprivation (IMD&lt;sup&gt;a,b&lt;/sup&gt; quintile)&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>6 (43)</td>
</tr>
<tr>
<td>2</td>
<td>1 (7)</td>
</tr>
<tr>
<td>3</td>
<td>2 (14)</td>
</tr>
<tr>
<td>4</td>
<td>3 (21)</td>
</tr>
<tr>
<td>Missing data</td>
<td>2 (14)</td>
</tr>
<tr>
<td><strong>Baseline objective adherence&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>3 (21)</td>
</tr>
<tr>
<td>Moderate</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Low</td>
<td>2 (14)</td>
</tr>
<tr>
<td>Very low</td>
<td>5 (36)</td>
</tr>
<tr>
<td>Missing data</td>
<td>3 (21)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IMD: Index of Multiple Deprivation by Postcode [26].

<sup>b</sup>The Index measures relative deprivation by UK postal code stratifying into 5 quintiles, where 1 is the most affluent and 5 is the most deprived. By entering a postal code, it is possible to obtain an indication of the deprivation level where an individual lives.

<sup>c</sup>The percentage values for deprivation and baseline objective adherence add up to 99% due to rounding issues.

<sup>d</sup>Mean unadjusted objective adherence over the previous 6 months measured from chipped i-neb nebulizers: high (≥80.0%), moderate (50.1%-79.9%), low (25.1%-50.0%), and very low (<25.0%) [11,27].
We interviewed all 3 interventionists. They had different backgrounds: 2 had worked as physiotherapists within the multidisciplinary health care team who provided care to patients with CF in that center and one was a psychologist who had not previously worked in a CF setting. The MDT members were from a mix of disciplines, including respiratory consultants and physiotherapists.

Recruitment
During consent for the pilot RCT, 28 of the 33 intervention patients consented to be approached for an interview. We invited participants by letter or email and followed up by telephone or email. Of the 28 available patients, 16 consented to interview, 2 declined, 1 withdrew from the full study, 1 died during the study, we were unable to contact 7 patients, and we did not approach 1 patient because of time constraints. Of the 16 consented, 14 were interviewed and 2 patients canceled their interviews. The 3 interventionists consented to be interviewed twice during the study, toward the beginning and the end of the pilot RCT. MDT participants were recruited through the interventionists at each site. We obtained informed written consent from all participants before the interview.

Data Collection
Interviews were conducted by SD, AS, and SK. Patients were interviewed face-to-face in their homes or the hospital depending on preference, whereas interventionists and MDT interviews were conducted at the hospital, except one that was by telephone. We used topic guides as the basis for the interviews, with questions about the acceptability of different aspects of the intervention and RCT, and explored which aspects of the intervention participants perceived to be important in increasing adherence to nebulizer treatments (mechanisms of action). Interviews were also open enough to allow patients to describe their approaches to adherence and any challenges they faced. The interviews lasted between 11 and 102 min, averaging 56 min. Interviews were digitally audio-recorded and transcribed verbatim. We removed identifying data before analysis and gave participants an identification number to maintain anonymity.

Data Analysis
SD and AS conducted the initial coding. We initially derived a coding framework [28] based on the Theoretical Domains Framework categories related to adherence [19] and the key aspects of process evaluation (context, mechanisms, and implementation) [17]. After initial familiarization with the data, SD added the telehealth mechanisms of action by Vassilev to the coding framework, because they were evident in the data [25]. SD and AS read the transcripts and coded them against the framework using NVivo software, allowing for other themes to be identified in the data set that did not fit the framework. After the initial coding, SD worked with MA to discuss the relationship between the telehealth mechanisms by Vassilev (relationships, visibility, and fit) and the expected mechanisms of action based on behavior change theory. Trustworthiness was addressed through: researchers writing reflections after each interview, discussion of the interviews between SD, AS, and SK during data collection, discussion of the findings between SD and AC to develop the analysis, and presentations to the wider research team. We present quotes from patients in the intervention (P), interventionists (INT), and members of the MDT to provide examples of the points we are making.

Results
In the qualitative interviews, we found evidence of the expected behavior change mechanisms of action. The mechanisms of action that appeared to work during the pilot RCT are presented in Table 3.

In a study of the mechanisms of action in telehealth interventions for self-management support, Vassilev et al [25] emphasized the importance of some mechanisms of action (relationships, visibility, and fit). These mechanisms are implicit in some of the behavior change mechanisms of action discussed earlier, but Vassilev’s work identified how important they were in facilitating the potential effectiveness of this intervention. These are discussed below.
Table 3. Description of how behavior change components and mechanisms of action worked in the intervention.

<table>
<thead>
<tr>
<th>Component and mechanism of action</th>
<th>Evidence</th>
<th>Examples of quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Self-monitoring (#1) leading to acute awareness of adherence and increased motivation to adhere (#8)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Patients found it motivating to see the green bars on their graphs because it was a quick and easy way to see their progress</td>
<td>• “I’m very much more conscientious of how much I’m doing it and almost kind of realized the importance of doing it a lot more.” (P1, site 2)</td>
<td></td>
</tr>
<tr>
<td>• Some patients reported self-monitoring leading to increased awareness of adherence level although this did not always lead to increased motivation to adhere to treatment or change to adherence behavior</td>
<td>• “They kind of say in theory it’s a good idea and they like it but somehow they’re not doing it.” (INT2, site 2)</td>
<td></td>
</tr>
<tr>
<td><strong>Tailored education about treatment (#2) leading to increased necessities and decreased concerns about doing treatments (#9)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Educational components such as the treatment videos were perceived by clinicians and patients as beneficial and a trusted information source</td>
<td>• “People have said that its nice having something that you know has been prepared by […] professionals so you know the information is accurate without it being scary.” (INT1, site 2)</td>
<td></td>
</tr>
<tr>
<td>• Some patients found it difficult to translate the education into action. The pages were not accessed frequently outside meetings with interventionists</td>
<td>• “I don’t know what it is but if someone tells me to do something, yes I take it on board but I’m not very good at putting that into action.” (P2, site 1)</td>
<td></td>
</tr>
<tr>
<td><strong>Tailored patient stories (videos; #3) leading to increased self-efficacy and motivation to adhere (#10)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• The <em>talking heads</em> videos did not appear to increase self-efficacy and motivation (#30) for most patients in the sample because they feared comparison with others with CF</td>
<td>• “I don’t need to listen to somebody feeling sorry for themselves.” (P5, site 1)</td>
<td></td>
</tr>
<tr>
<td>• Interventionists sometimes did not share the videos because they found it difficult to know the content of each video in detail and were concerned about sharing videos that could upset patients</td>
<td>• “Some of them said about the videos of people ‘I’ve not looked because I don’t want to see and compare myself to that person’” (INT1, site 1)</td>
<td></td>
</tr>
<tr>
<td><strong>Personalized goal setting (#4) leading to increased self-efficacy and motivation to adhere (#11)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Some participants found it motivating to set targets that they could work to achieve</td>
<td>• “Again, the graphs and stats and things like that […] motivate you, keep you in the right place.” (P4, site 2)</td>
<td></td>
</tr>
<tr>
<td>• Some patients preferred to set lower, achievable goals</td>
<td>• “They know they are clearly struggling to do what’s required so some people were quite happy to be told they could do less [than 100%].” (INT2, site 2)</td>
<td></td>
</tr>
<tr>
<td>• Some low adherers wanted to set unrealistically high goals that were unachievable</td>
<td>• “The one I did this morning, we put her at 100% and I said that’s quite high and she was like, no, her words were like, all or nothing.” (INT1, site 2)</td>
<td></td>
</tr>
<tr>
<td>• Some high adherers did not set goals</td>
<td>• “I do manage [treatments] practically twice a day so [the interventionist] didn’t really set me any goals.” (P1, site 2)</td>
<td></td>
</tr>
<tr>
<td><strong>Goal review, rewards (#5) leading to increased self-efficacy and motivation to adhere (#11)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Notifications were unavailable during the pilot, but some patients thought they would help them adhere</td>
<td>• “I want to receive reminders—target achieved.” (P3, site 2)</td>
<td></td>
</tr>
<tr>
<td><strong>Personalized action plans (#6) leading to increased habits and reduced chaos (#12)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Interventionists and some patients described how action plans were beneficial for a minority of patients to create a habit or routine, but some patients disliked them because they did not want to form habits</td>
<td>• “It [has] helped because now I’m starting to think of things that I can link with […] it’s making me make a conscious effort toward helping my health.” (P2, site 2)</td>
<td></td>
</tr>
<tr>
<td>• “My life is up and down you know and saying for every 5 days a week for example I’m going to do this at this time it don’t work for me at all.” (P2, site 1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Relationships: Building a Relationship With the Interventionist

A trained interventionist delivered the intervention through a series of tailored meetings where patients and interventionists discussed all aspects of adherence behavior. The way the interventionists communicated was intended to encourage open and honest communication about adherence, from which a realistic understanding of the barriers that patients faced in their daily lives could emerge. The importance of the style of communication was addressed in the intervention manual and during the interventionists’ training program. In the pilot RCT, patients and interventionists emphasized the importance of these interactions between interventionists and patients in helping them to improve their adherence. In particular, they valued where the interactions occurred and how interventionists communicated with patients.

Meetings in a patient’s home were face-to-face, lasting up to an hour. These meetings were highly valued by some patients because patients perceived that the time given and effort made to travel to a patient’s home by the interventionist were indications of their interest in the patient’s adherence:

_I feel like there’s a lot more care in that they’re more interested in the patient._ [P8, site 1]

The fact that visits were home-based was also important to some patients because this venue provided a safer space in which patients had time to talk in-depth about adherence. Interventionists also appreciated being able to find out about the lives of patients and some of the barriers they faced by seeing their living conditions. For some patients, this was an important first step in reflecting on their adherence behavior and trying to understand and identify potential barriers. It also demonstrated to patients the importance of focusing on their adherence:

_Physically coming to your home to talk to you about it, makes you think right, okay […] I’m focused here._” [P3, site 1]

Face-to-face meetings also gave the opportunity for informal talk, which helped to establish a rapport between patients and interventionists. One interventionist felt that the script-like nature of the intervention could prevent relationship building, so they tried to make the intervention visits flow by including _general chit-chat_ and letting patients make conversation at their own pace. This contributed to patients feeling like the interventionists displayed a caring attitude toward them:

_She’s really nice and I think she’s very caring, for me to see her face-to-face has helped._ [P8, site 1]

This caring attitude was an important aspect in building a relationship that had the potential to help the patients increase their adherence by allowing them to be open about the barriers they faced to adherence.

Visibility: Self and Others Monitoring Adherence

Visibility was a key aspect of the intervention. Self-monitoring of real-time adherence data in the form of graphs and tables against personalized goals, in combination with open discussions about adherence behavior (see Relationships: Building a Relationship With the Interventionist), was intended to raise the visibility of adherence for patients and clinicians by aiding memory about specific instances of adherence or nonadherence. Discussions could then focus on identifying barriers to adherence, which could be addressed to improve self-efficacy. On the other hand, although monitoring of data by the multidisciplinary health care team was part of the intervention, it was not planned as a central component of the intervention and was not linked to a mechanism of action to increase adherence directly. In the pilot RCT, it was apparent that visibility to the self was an important motivator to improve adherence while visibility to others, that is, people they felt accountable to, could also be a motivator.

In the pilot RCT, we found that visibility to the self-operated as expected through self-monitoring (Table 3). Visibility to others operated when the intervention allowed the interventionist, and with patient consent, their multidisciplinary health care team, to see adherence data. Although most patients we interviewed chose to share their data with their health care team, some patients did not always like being monitored by others. Indeed, some members of the multidisciplinary health care team worried that the intervention could be perceived as unwelcome, described as _Big-Brotherish_ by one interviewee (MDT1, site 2), involving the health care team checking up on patients or telling them off.

Patients who chose to share their data described how others monitoring adherence could make them accountable to someone else in their health care team. They also described how others’ monitoring motivated them to adhere through a desire to look good in front of others:
If I go to click and I know that I haven’t done it, I know that my doctor knows that I haven’t done it. So I suppose in a weird way that’s kind of how I’m motivated. [P4, site 1]

Offering praise to patients to increase their adherence could further motivate patients. For example, although this was not specified as part of the intervention, one of the interventionists would text patients with praise or encouragement to keep going if graphs showed improvements:

I just periodically look at the tables to see how they’re doing and then I text them a response of what I’ve seen and that’s been quite nice you know, they’ve sort of liked that, I’ll say “oh I’ve just checked and you’re doing really well” you know “keep it up” sort of thing. [INT1, site 2]

Patient 3 (site 2): I like knowing that I’m being, not monitored and stuff, but because of when that text from [the interventionist] she was like “you’re doing absolutely amazing,” and because it is hard and [...] bringing in the reality of illness every day and then saying “oh you’re doing amazing.”

Interviewer: Mm so that extra support as well that someone is keeping an eye out

Patient 3: Yeah, that you’re not alone.

**Fit: A Better Fit for Others?**

The intervention was developed to be tailored to individual patients so that the education about treatments, setting goals and action plans, and problem solving fitted patients’ specific needs. Particular content identified by the interventionists could be added to the toolkit area of the website, offering a tailored space for each patient. In addition, the intervention was tailored to patient circumstances by offering options for interventionist visits in the patient’s home, hospital, or by telephone.

In the pilot RCT, patients valued this tailoring and believed that it facilitated adherence improvement because not every patient had the same experience or background, so it was important that the intervention allowed patients to focus on the aspects that were most useful to them:

I think there are different age groups, there’s different educational backgrounds, it’s different people with different levels of intelligence. So you have to kind of throw it in there that covers all those people and then they opt in and out of what suits them best. [P3, site 1]

Although patients appreciated the ability to tailor the intervention, it was important to them that this tailoring was patient-led, that is, tailored to the patient’s needs rather than the interventionist suggesting or even dictating what targets and goals should be set by the patient:

Sometimes going with what the patient feels, y’know if you think it might be a good idea for them to have an action plan or a coping plan and some of them just don’t really want to do that, even though you think it might be valuable for them. [INT1, site 2]

One patient with high baseline adherence appreciated how the interventionist recognized that they did not need to set a goal to improve adherence, that is, they did not believe they needed some aspects of the intervention:

She said there wasn’t really a point because I was already so good at doing them. [P1, site 2]

However, there were problems around fit with patients’ perceived needs and lives, with some of the patients seeing the intervention as a better fit for others rather than themselves. Although most patients in the sample believed the intervention was useful, some patients with baseline high adherence did not see the need for setting action plans, but believed that those struggling with adherence would benefit from these. Some patients also perceived that education, problem solving, and video components were more useful for other people, such as younger or newly diagnosed patients with less knowledge:

Well it would be for, I think for younger people but obviously I know what CF is, I know the ins and outs of it. [P1, site 2]

Importantly, some patients believed that the intervention did not fit their lifestyles because they were busy and could not access the intervention away from their desktop. For example, although the toolkit area was appreciated by patients, interventionists noticed that they were unlikely to look at the materials outside the meetings. Patients described not having time to log into the website and preferring an app to access the website flexibly when away from home. There was also an issue around fit with priorities in life. For one patient, adherence was low down their list of priorities compared with work, although there were signs that the intervention had started to help them challenge that belief:

Work is a helluva lot more important and I don’t see my health as important as it should be, so my treatments are probably quite low on my ranking of things [...], but obviously I need to start changing that because it’s not turning out well. [P2, site 2]

There was a view among health professionals that the intervention fitted the needs and priorities of patients with moderate baseline adherence rates because high adherers were adhering without the intervention, and low adherers, who perhaps had the most need, were difficult to engage:

The girl who is the worst adherer out of all those who’s got the chaotic life was the one who thought there was absolutely no need to do any plans. But I think it’s almost like her lifestyle is that chaotic that its quite difficult to make a plan. She really didn’t see the need which I thought was a shame because I thought it might have been helpful to her. [INT2, site 2]

**Discussion**

**Principal Findings**

In this study, we described how components and mechanisms of action for behavior change planned within a new intervention potentially helped patients to increase adherence to nebulizer
treatments. We also described how mechanisms of action for effective telehealth interventions for self-management support (relationships, visibility, and fit) [25] were operationalized and valued by patients using the intervention. Patients described how building a relationship with the interventionist through face-to-face visits in the home with someone who cared about them and their progress helped them to consider ways of increasing adherence to medication. Rather than seeing the visibility of adherence data to clinicians as problematic, patients found this motivating because it made them accountable to someone else, particularly if they received praise about progress made. Although the intervention was tailored to individuals, there were challenges in how the intervention fitted into some patients’ busy lives, particularly when delivered through a desktop computer. The intervention was perceived as a better fit for other patients, for example, those who were younger or less knowledgeable. Interventionists identified a middle group of patients with moderate baseline adherence who might benefit more from the intervention.

Comparison With the Literature

Sitting down face-to-face with an interventionist provided participants with someone who they felt cared about them, providing motivation to increase their adherence. This echoes previous research that has shown how the human aspect of a telehealth intervention helped to build rapport and trust that could help a patient to change their behavior [29]. Although other research has found that self-management may be facilitated by clinic visits [30], in this study, interventionists and patients preferred home visits because they showed that the interventionist was invested in their care, put them at ease, and allowed them to focus on adherence.

The intervention worked through making adherence visible to patients, thereby empowering them to change behaviors. In terms of visibility to others, our study supported research that health care practitioners can be more concerned about negative aspects of surveillance than patients [25], although there was some evidence that those wishing to keep adherence private opted out or withdrew from the pilot RCT. Mohr et al [31] coined the term supportive accountability to describe how a trustworthy individual with expertise can support engagement with digital interventions [32]. In our study, this supportive accountability went beyond facilitating engagement and appeared to facilitate outcomes directly. Patients in our study appreciated praise from clinicians when they improved their adherence. Praise is a part of rewards that can facilitate adherence [19,30] by building motivation and self-efficacy [33] and by providing a supportive environment for behavior change [34]. Research has suggested that rewards may work best in combination with identifying barriers and problem solving [35], which both occurred in this intervention.

Vassilev et al [25] suggested that a fit to everyday needs, skills, and daily life was important for intervention success. Research suggests that the fit may help to increase autonomy and thus motivation to change behavior [32]. Our finding that the intervention sometimes did not fit into people’s busy lives is supported by research exploring barriers to adherence in CF where people often cite being too busy to adhere to treatments [19,36-45] and social and work demands creating competing priorities [19,36,46]. This highlights the importance of offering the intervention on an app to enable patients to access adherence data away from their desktop. Some patients also perceived that the educational aspects of the intervention fit better with the needs of younger or newly diagnosed patients who had less knowledge of nebulizer treatments. Research with adolescents and young adults has suggested that they may face similar barriers to adherence as adults [36,38-40,42]. Although the educational aspects of the intervention, such as the videos of how treatments work, may have the potential for use with that group or for those who receive a later diagnosis, we would argue that education alone is unlikely to be sufficient to increase adherence.

We also found perceptions that the intervention fits some groups better than others based on their adherence level with a group of moderate adherers seeming to benefit and engage more than low or high adherers. This could support research into grouping patients by adherence level [11,27], which may have implications for health outcomes [11].

Strengths and Limitations

This study had some limitations. The sample of patient participants at one of the sites was small because fewer patients agreed to be approached for interview when they were recruited for the pilot RCT. Despite this, we have provided an understanding of patients’ experiences of a new intervention and how the mechanisms of action operated in practice.

Implications

We modified the intervention based on the results of the wider process evaluation, including the insights raised here [12]. Key implications for the intervention were that the interventionist was a very important aspect of the intervention; there needed to be a feedback mechanism to reward patients for meeting their targets in order to maintain motivation, and that the intervention needed to fit into busy lives, highlighting the need for an app that was produced for use in a future full-scale RCT.

Conclusions

This behavior change intervention with telehealth components had the expected behavior change mechanisms of action and mechanisms of action associated with effective telehealth interventions for self-management support. The intervention was modified to strengthen mechanisms of action based on these findings, for example, delivery through an app accessed via mobile phones, which is ready for testing in an RCT in 19 UK CF centers.
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Abstract

Background: Systemic lupus erythematosus (SLE), a systemic autoimmune disease with no known cure, remains poorly understood and patients suffer from many gaps in care. Recent work has suggested that dietary and other lifestyle factors play an important role in triggering and propagating SLE in some susceptible individuals. However, the magnitude of influence of these triggers, how to identify pertinent triggers in individual patients, and whether removing these triggers confers clinical benefit is unknown.

Objective: To demonstrate that a digital therapeutic intervention, utilizing a mobile app that allows self-tracking of dietary, environmental, and lifestyle triggers, paired with telehealth coaching, added to usual care, improves quality of life in patients with SLE compared with usual care alone.

Methods: In this randomized controlled pilot study, adults with SLE were assigned to a 16-week digital therapeutic intervention plus usual care or usual care alone. Primary outcome measures were changes from baseline to 16 weeks on 3 validated health-related quality of life (HRQoL) tools: Functional Assessment of Chronic Illness Therapy-Fatigue (FACIT-F), Brief Pain Inventory-Short Form (BPI-SF), and Lupus Quality of Life (LupusQoL).

Results: A total of 50 patients were randomized (23 control, 27 intervention). In per-protocol analysis, the intervention group achieved significantly greater improvement than the control group in 9 of 11 domains: FACIT-F (34% absolute improvement for the intervention group vs −1% for the control group, P<.001), BPI-SF-Pain Interference (25% vs 0%, P=.02), LupusQoL-Planning (17% vs 0%, P=.004), LupusQoL-Pain (13% vs 0%, P=.004), LupusQoL-Emotional Health (21% vs 4%, P=0.2), and LupusQoL-Fatigue (38% vs 13%, P<.001) were significant when controlling for multiple comparisons; BPI-SF-Pain Severity (13% vs −6%, P=.049), LupusQoL-Physical Health (17% vs 3%, P=.049), and LupusQoL-Burden to Others (33% vs 4%, P=.04) were significant at an unadjusted 5% significance level.

Conclusions: A digital therapeutic intervention that pairs self-tracking with telehealth coaching to identify and remove dietary, environmental, and lifestyle symptom triggers resulted in statistically significant, clinically meaningful improvements in HRQoL when added to usual care in patients with SLE.

Trial Registration: ClinicalTrials.gov NCT03426384; https://clinicaltrials.gov/ct2/show/NCT03426384

(J Med Internet Res 2020;22(10):e23868) doi:10.2196/23868

https://www.jmir.org/2020/10/e23868
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Introduction

Background
Systemic lupus erythematosus (SLE) is a multisystem, complex autoimmune disease of unclear etiology affecting at least 1.5 million Americans and 5 million worldwide [1]. The hallmark of the disease is uncontrolled inflammation in otherwise healthy tissue which can lead to organ damage and sometimes even organ failure. SLE can affect any body system—the kidneys, skin, joints, heart, lungs, gastrointestinal system, and nervous system may all become involved, and the pattern of involvement differs from patient to patient. The most common symptoms are fever, rash, profound fatigue, and joint pain and swelling. Disease activity is prone to exacerbations (called flares) alternating with periods of remission in cycles that are often unpredictable and therefore have an even more detrimental effect on quality of life.

There is no cure for SLE and universally effective treatment is not available. Current management relies on immune modulating drugs, but their side effects often increase discomfort and their use carries the risk of severe adverse events [2]. While 5-year survival rates have increased dramatically from 50% to 90% [3,4], patients with SLE still have significantly higher age-standardized mortality rates [5] and lower health-related quality of life (HRQoL) than the general population [6]. Underemployment and work disability, associated primarily with fatigue and pain, are common [7,8]. Young women are disproportionately affected, especially those of non-Caucasian ethnicity and low socioeconomic status. It has recently been reported that SLE is the leading cause of death among chronic inflammatory diseases in women aged 15-24, with death rates exceeding those of HIV and diabetes [9].

Although a clear understanding of the pathophysiology of SLE remains elusive, the recognition that an individual’s DNA blueprint alone does not wholly account for disease occurrence has fueled new areas of research into the environmental and lifestyle determinants of SLE. Important to this line of inquiry is (1) the growing recognition that epigenetic alterations, such as DNA methylation, noncoding RNAs, and histone modifications, are involved in the development of autoimmune diseases [10] and (2) emerging evidence from human and animal studies that these epigenetic processes are influenced by dietary, environmental, and lifestyle factors [11-23]. Modifying these factors presents an attractive, low-risk treatment option for SLE. However, there is much work to be done to better define these potential triggers and determine if eliminating them confers clinical benefit. Complicating these efforts is the fact that SLE is an extremely heterogeneous disease. Widely variable initial presentation, disease course, organ involvement, and response to treatment complicate diagnosis, management, and clinical research efforts. An international team of experts have identified SLE heterogeneity as “the primary barrier hindering advancement” [24]. Given this heterogeneity, it is reasonable to hypothesize that numerous dietary, environmental, and lifestyle SLE triggers exist and differ from patient to patient. Therefore, tracking and analyzing possible trigger–symptom associations require a reliable, accurate, easy-to-use method for gathering and processing a considerable amount of data. Digital therapeutics can accomplish this and may offer unique solutions to the obstacles faced in attempts to address the dietary, environmental, and lifestyle triggers of SLE.

Several digital therapeutics have already received FDA clearance, and many more are in development, to address a range of medical conditions, including prediabetes and diabetes, substance use and opioid use disorders, Alzheimer disease, obesity, hypertension, chronic back pain, attention-deficit/hyperactivity disorder, concussion, and multiple sclerosis [25-27]. Patients with SLE can use several available apps to help track symptoms and disease activity [28-30] and manage medications [31]. However, none of the existing apps have successfully addressed the relationship between dietary, environmental, and lifestyle factors and symptom severity in autoimmunity.

A digital therapeutic platform has been developed which combines self-tracking technology, analytics, and tele-health coaching to identify and remove possible dietary, environmental, or lifestyle triggers, with the goal to provide clinically meaningful improvements in symptoms and HRQoL in those with autoimmune disease. The platform is intended as an adjunct to standard of care.

The platform was developed over several years with extensive feedback from stakeholders in the autoimmune disease community. This has included discussions with patients, family members, physicians, insurance providers, foundations, patient advocacy groups, pharmaceutical companies, and even potential service providers with experience in the sector, such as contract research organizations. The goal has been to commercialize a product that serves an unmet clinical need, but also that fits into the clinical workflow, would be widely adopted, and has a pathway to reimbursement. As a digital therapeutic, the product is also able to track patient usage and engagement during the course of the program, and notifications can be sent following the program to track longer-term outcomes.

Usability and patient preferences have been carefully considered to ensure that a broad range of individuals are comfortable engaging with the smartphone interface, participating in coaching sessions, and complying with suggested interventions throughout the program. Similarly, the web portal and the health coaching protocol itself were iteratively refined through consultation with health coaches and health care providers.

This novel approach is unique in that it implicitly takes disease heterogeneity into account, leverages the growing understanding of the role environment plays in initiating and propagating autoimmune disease, and personalizes each patient’s recommendations based on software data analytics.
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Objective

The objective of this study was to determine whether the addition to usual care of this digital therapeutic program—intended to identify and intervene on dietary and other lifestyle factors found by data analytics to be associated with symptom frequency and severity—improved HRQoL in patients with SLE more than usual care alone.

Methods

Study Population

The study enrolled adults (≥18 years) across the United States from December 2017 to May 2018. Participants were recruited through the following online forums: Lupus Friends and Family, Flare Fighter, and Purple Wings Facebook groups; and Clara Health and Autoimmune Registry (online resources for patients interested in participating in clinical trials). Interested individuals completed a prequalification survey online, and only those individuals who passed the prequalification survey (ie, those who were not disqualified) were asked to submit medical records which were reviewed by the study principal investigator (FK) to verify a diagnosis of SLE and confirm all inclusion/exclusion criteria. Eligible individuals underwent a phone consent session and electronically signed an informed consent document if they chose to participate. Participants were assigned to either the intervention or control arm via randomized blocks of 3 to 8 individuals using a cryptographic random seed, targeting 1:1 allocation between groups. After randomization and electronic collection of baseline data, randomization groups were made known to participants.

Inclusion criteria included owning a smartphone, a threshold score for at least one of seven pain and fatigue questions, and taking a stable dose of one of more of the following drugs for 3 or more months prior to study enrollment: immunosuppressive or immunomodulating therapy (biologic or nonbiologic), immunoglobulin therapy, or 20 mg or more of prednisone (or equivalent corticosteroid). Exclusion criteria included pre-existing or incident diagnosis of cancer, pregnancy, or intention to conceive during the study period, and criteria intended to avoid confounding interpretation of changes in outcome: current or planned participation in another interventional or observational study, known plans to alter inclusion criteria medications prior to onset of study or during study, and use of pulse steroids for more than 30 days combined or during the last 4 weeks of the intervention period.

The occurrence of adverse events was assessed during the coaching sessions and by a call to every participant by the principal investigator at the conclusion of the study. Coaches were instructed to convey possible adverse events to a study team physician (FK) who would report them to the Institutional Review Board.

The study was approved by Western Institutional Review Board (CSI: NCT03426384).

Intervention

The digital therapeutic technology has 3 key components: a smartphone iOS or Android app for the patient to track lifestyle activities (eg, diet, sleep habits, physical activity, bowel movements) and symptoms (Figure 1); software that analyzes and organizes data; and a web portal that presents all patient data to the health coach.
During weekly telehealth coaching sessions, the health coach viewed the data in the web portal and recommended interventions intended to confirm or reject suspected dietary, environmental, and lifestyle triggers. Potential trigger–symptom correlations were presented by the software and the prioritization of triggers and the decision on which intervention to suggest were performed by the health coach. Throughout the program, tracked symptoms were not a comprehensive representation of all participant’s complaints but rather were chosen by the coach based on their propensity to fluctuate, thereby providing indicators which were more likely to be responsive to change. The health coach also provided nutrition and lifestyle education as needed (eg, addition of protein at breakfast, instruction on nutrient-dense foods, recommendations for stress management techniques). Over-the-counter supplementation was recommended by the health coach on a case-by-case basis as appropriate (eg, vitamin D3 if patient records showed deficiency that had not already been addressed—see Multimedia Appendix 1 for full details). A single, certified health coach performed all coaching sessions for every participant. Participants randomized to the intervention group received an email with instructions on how to download the app, create a profile, and use the app to track dietary input. Throughout the study period, participants could receive technology and other support by messaging (through the app) or emailing the study team at any time. After 3-5 days of taking pictures of all the food and beverages consumed daily, participants completed an introductory telephone session to identify their symptoms and goals of the program, review initial tracking data, and receive further training on tracking of other environmental and lifestyle inputs.

Following this initial call, weekly 20-30-minute telehealth coaching sessions were scheduled for the ensuing 15 weeks. Each week, based on associations presented by the software between dietary or other tracked exposures (triggers) and symptoms, the coach suggested behavioral interventions to ameliorate symptoms (eg, eliminate dairy if a patient’s joint pain appeared to flare in relation to dairy intake over the past week). The results of these iterative, weekly interventions were reviewed in subsequent sessions. Compliance with interventions was assessed by analysis of digital tracking and weekly coaching discussions. Successful interventions were maintained, whereas those which did not impact symptoms were either rejected or subjected to longer trials.

Control group participants continued usual care as recommended by their treating physician(s); were not introduced to the intervention app (or any other sham app); and received no training, coaching, or other study interventions.

Prior to entry into the study, all participants had a call with a study staff member to review a summary of the trial, the intervention procedures and schedule, potential risks and benefits, alternative treatments, and provide informed consent. Control participants completed the same battery of assessments at the same intervals as the intervention group participants. At the end of 16 weeks, control participants met with a study team member by phone during which time final assessment surveys were administered, adverse events over the prior 16 weeks were ascertained, and the opportunity for cross-over to receive the digital therapeutic intervention was offered. All surveys were completed via an HIPAA (Health Insurance Portability and Accountability Act)-compliant version of SurveyGizmo.
Outcomes
The primary outcomes were changes between baseline and week 16 in 11 domains reflecting various aspects of HRQoL, as assessed by 3 validated patient-reported outcome measures (PROMs): (1) Functional Assessment of Chronic Illness Therapy-Fatigue (FACIT-F), consisting of 13 questions aggregated into 1 domain measuring fatigue; (2) Brief Pain Inventory-Short Form (BPI-SF), consisting of 15 questions classified into 2 domains (pain severity and pain interference), and; (3) Lupus Quality of Life (LupusQoL), consisting of 34 questions classified into 8 domains (fatigue, physical health, planning, burden to others, emotional health, pain, intimate relationships, and body image). All 3 outcome measures have been previously described [32-34] and validated for use in SLE [29,35,36]. The participants were asked to complete these PROMs on a secure website prior to the start of the intervention and at weeks 4, 8, 12, and 16.

Secondary outcomes (derived from analysis of tracking data and coach dashboard information) were tracking adherence (the number of days a participant logged at least one observation into the mobile app in a 24-hour period); session adherence (the number of weekly coaching calls a participant participated in over the 16 weeks); and types and prevalence of (1) the most commonly tracked symptoms, (2) suspected triggers, and (3) interventions. These data were generated from the participant’s tracking data and coaching notes.

Adherence
Tracking adherence was calculated as the number of days (24-hour period) at least one observation (eg, symptom, food, other lifestyle input) was entered into the app divided by the number of days in the 16-week program (n=112) to arrive at the percentage of days with tracked data (adherence of 100% indicates that the participant used the app to track more than once/day each day of the program). Coaching session adherence was calculated as the number of coaching sessions completed by the participant divided by 16 and converted to a percentage (adherence of 100% indicates that the participant completed 1 or more session/week each week of the program). Median and 25th and 75th percentile values for tracking and session adherence were then calculated for the whole group.

Statistical Analysis
Prior to the study, the sample size was computed based on the Mann–Whitney U test to provide approximately 80% power to detect an effect size proportional to a mean difference in improvement of about 10% with a standard deviation of 10% without correcting for multiple comparisons. This effect size was chosen based on early user experience with the program as well as consideration of previously established minimally important differences for the outcome measures [35-37]. It was determined that a sample size of 50 was sufficient to allow for attrition and still produce the needed power with the remaining participants expected to complete the study. To balance minimizing type I and type II errors, results were highlighted that were significant at an unadjusted significance level of 5% and also, due to the high level of correlation in outcomes, at a level adjusted using the Benjamini–Hochberg method to control the false detection rate at 5% for multiple comparisons.

Nonparametric tests were chosen based on minimal distributional assumptions given the small sample size: Wilcoxon signed-rank test for the change within the intervention and control groups between the baseline and 16-week/end-of-program domain scores; and Mann–Whitney U test for changes in score between the intervention and control groups. Medians, 25th, and 75th percentile values are displayed as measures of central tendency and spread. All statistical analyses were performed using IBM SPSS Statistics Subscription (Build 1.0.0.1072).

Intention-to-treat (ITT) analysis included participants who met inclusion criteria at the start of the intervention period, even if they did not complete the study. Per-protocol (PP) analysis was limited to participants who completed 10 or more sessions within the 16-week study period (based on prior exploratory testing), submitted end-of-study data, and experienced no exclusions. Missing follow-up scores from participants who dropped out of the intervention group were populated with the worst observed scores for that time point, thus biasing toward the null hypothesis.

Results
Study Population
In total, 50 patients were enrolled, with 47 included in ITT analysis and 34 in PP analysis (Figure 2). Table 1 shows the study population baseline demographics. The control and intervention groups were similar across most categories and any differences were not expected to impact results. For the full cohort, the median age was 43; 96% (44/46) were female; 59% (27/46) of participants were Caucasian, 17% (8/46) Black or African American, and 24% (11/46) Hispanic. Of the 25 ITT intervention participants, 6 (24%) were lost to follow up after completing 0 or 1 coaching sessions (1 discontinued inclusion medication after 1 session; 1 voluntarily withdrew after 1 session to care for a sick family member; 4 were lost to follow up after completing 1 [n=3 participants] or no [n=1] coaching sessions). Of the remaining 19, 16 completed at least ten coaching sessions over 16 weeks (for a completion rate of 84%) and were included in PP analysis. Medications at study entry and baseline scores on the 3 PROMs are shown in Table 2.
Figure 2. Participant flow. ITT: intention to treat; PP: per protocol.
Table 1. Study population demographics.\(^a\)

<table>
<thead>
<tr>
<th>Demographics</th>
<th>ITT(^b) Control</th>
<th>Intervention</th>
<th>PP(^c) Control</th>
<th>Intervention</th>
<th>EPP(^d) Control</th>
<th>Intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants who provided baseline data, N</td>
<td>21</td>
<td>25</td>
<td>18</td>
<td>16</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>Age, median (25th percentile, 75th percentile)</td>
<td>42 (36, 50)</td>
<td>44 (33, 51)</td>
<td>42 (35, 50)</td>
<td>45 (35, 54)</td>
<td>43 (37, 59)</td>
<td>36 (31, 47)</td>
</tr>
<tr>
<td>Ethnic background</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>2 (10)</td>
<td>6 (24)</td>
<td>2 (11)</td>
<td>3 (19)</td>
<td>0 (0)</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Caucasian or White</td>
<td>12 (57)</td>
<td>15 (60)</td>
<td>9 (50)</td>
<td>10 (63)</td>
<td>3 (100)</td>
<td>5 (56)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>7 (33)</td>
<td>4 (16)</td>
<td>7 (39)</td>
<td>3 (19)</td>
<td>0 (0)</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Primary language</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>20 (95)</td>
<td>25 (100)</td>
<td>17 (94)</td>
<td>16 (100)</td>
<td>3 (100)</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Spanish</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>20 (95)</td>
<td>24 (96)</td>
<td>17 (94)</td>
<td>15 (94)</td>
<td>3 (100)</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Male</td>
<td>1 (5)</td>
<td>1 (4)</td>
<td>1 (6)</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (11)</td>
</tr>
<tr>
<td>High school</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Some college/trade/technical training</td>
<td>4 (19)</td>
<td>7 (28)</td>
<td>3 (17)</td>
<td>3 (19)</td>
<td>1 (33)</td>
<td>4 (44)</td>
</tr>
<tr>
<td>Associate degree</td>
<td>5 (24)</td>
<td>6 (24)</td>
<td>4 (22)</td>
<td>5 (31)</td>
<td>1 (33)</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>9 (43)</td>
<td>5 (20)</td>
<td>8 (44)</td>
<td>3 (19)</td>
<td>1 (33)</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Master’s/Professional degree</td>
<td>2 (10)</td>
<td>6 (24)</td>
<td>2 (11)</td>
<td>5 (31)</td>
<td>0 (0)</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time paid</td>
<td>7 (33)</td>
<td>7 (28)</td>
<td>7 (39)</td>
<td>5 (31)</td>
<td>0 (0)</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Part-time paid</td>
<td>3 (14)</td>
<td>4 (16)</td>
<td>3 (17)</td>
<td>3 (19)</td>
<td>0 (0)</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>1 (5)</td>
<td>1 (4)</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td>1 (33)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Homemaker</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Out of work, not currently looking</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unable to work—on disability</td>
<td>5 (24)</td>
<td>11 (44)</td>
<td>3 (17)</td>
<td>6 (38)</td>
<td>2 (67)</td>
<td>5 (56)</td>
</tr>
<tr>
<td>Unable to work—other</td>
<td>4 (19)</td>
<td>1 (4)</td>
<td>4 (22)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Income Level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US $0-US $25,999</td>
<td>6 (29)</td>
<td>7 (28)</td>
<td>6 (33)</td>
<td>3 (19)</td>
<td>0 (0)</td>
<td>4 (44)</td>
</tr>
<tr>
<td>US $26,000-US $51,999</td>
<td>5 (24)</td>
<td>7 (28)</td>
<td>3 (17)</td>
<td>5 (31)</td>
<td>2 (67)</td>
<td>2 (22)</td>
</tr>
<tr>
<td>US $52,000-US $74,999</td>
<td>3 (14)</td>
<td>6 (24)</td>
<td>2 (11)</td>
<td>4 (25)</td>
<td>1 (33)</td>
<td>2 (22)</td>
</tr>
<tr>
<td>More than US $75,000</td>
<td>7 (33)</td>
<td>5 (20)</td>
<td>7 (39)</td>
<td>4 (25)</td>
<td>0 (0)</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Relationship status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Life partner (married/other)</td>
<td>13 (62)</td>
<td>15 (60)</td>
<td>11 (61)</td>
<td>11 (69)</td>
<td>2 (67)</td>
<td>4 (44)</td>
</tr>
<tr>
<td>Single/separate/divorced/widowed</td>
<td>8 (38)</td>
<td>10 (40)</td>
<td>7 (39)</td>
<td>5 (31)</td>
<td>1 (33)</td>
<td>5 (56)</td>
</tr>
</tbody>
</table>

\(^a\)Values are numbers (percentages) unless stated otherwise.  
\(^b\)ITT: intention to treat.  
\(^c\)PP: per protocol.  
\(^d\)EPP: ITT participants who were excluded from PP.
Table 2. Study population inclusion medications and baseline patient-reported outcome measure scores.\(^a\)

<table>
<thead>
<tr>
<th>Medications and outcome measure scores</th>
<th>ITT(^b)</th>
<th></th>
<th>PP(^c)</th>
<th></th>
<th>EPP(^d)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>Intervention</td>
<td>Control</td>
<td>Intervention</td>
<td>Control</td>
<td>Intervention</td>
</tr>
<tr>
<td>Participants who provided baseline data, N</td>
<td>21</td>
<td>25</td>
<td>18</td>
<td>16</td>
<td>3</td>
<td>9</td>
</tr>
</tbody>
</table>

**Inclusion medications\(^e\)**

<table>
<thead>
<tr>
<th>Medications and outcome measure scores</th>
<th>ITT(^b)</th>
<th></th>
<th>PP(^c)</th>
<th></th>
<th>EPP(^d)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>Intervention</td>
<td>Control</td>
<td>Intervention</td>
<td>Control</td>
<td>Intervention</td>
</tr>
<tr>
<td>Azathioprine</td>
<td>2 (10)</td>
<td>5 (20)</td>
<td>1 (6)</td>
<td>1 (6)</td>
<td>1 (33)</td>
<td>4 (44)</td>
</tr>
<tr>
<td>Belimumab</td>
<td>4 (19)</td>
<td>7 (28)</td>
<td>3 (17)</td>
<td>4 (25)</td>
<td>1 (33)</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Hydroxychloroquine</td>
<td>17 (81)</td>
<td>19 (76)</td>
<td>13 (72)</td>
<td>13 (81)</td>
<td>3 (100)</td>
<td>6 (67)</td>
</tr>
<tr>
<td>Immunoglobulin infusions</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Leflunomide</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Methotrexate</td>
<td>4 (19)</td>
<td>3 (12)</td>
<td>4 (22)</td>
<td>2 (13)</td>
<td>0 (0)</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Mycophenolate mofetil</td>
<td>5 (24)</td>
<td>2 (8)</td>
<td>5 (28)</td>
<td>2 (13)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

**HRQoL\(^f\), median (25th percentile, 75th percentile)**

<table>
<thead>
<tr>
<th>HRQoL(^g)</th>
<th>FACIT(^h)-Fatigue</th>
<th>20 (14, 26)</th>
<th>16 (10, 23)</th>
<th>20 (14, 27)</th>
<th>20 (10, 26)</th>
<th>7 (4, 18)</th>
<th>13 (8, 19)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPI-SF(^i)-Pain Severity</td>
<td>4 (3, 5.7)</td>
<td>5 (3, 6)</td>
<td>3 (3, 5)</td>
<td>4 (3, 6)</td>
<td>5 (5, 7)</td>
<td>6 (3, 7)</td>
<td></td>
</tr>
<tr>
<td>BPI-SF-Pain Interference</td>
<td>5 (5, 6)</td>
<td>6 (4, 7)</td>
<td>5 (4, 6)</td>
<td>6 (4, 7)</td>
<td>7 (3, 7)</td>
<td>6 (6, 8)</td>
<td></td>
</tr>
<tr>
<td>LupusQoL(^j)-Physical Health</td>
<td>50 (25, 59)</td>
<td>46 (28, 56)</td>
<td>51 (28, 65)</td>
<td>51 (34, 60)</td>
<td>25 (15, 28)</td>
<td>25 (12, 50)</td>
<td></td>
</tr>
<tr>
<td>LupusQoL-Pain</td>
<td>41 (16, 66)</td>
<td>41 (25, 66)</td>
<td>58 (25, 75)</td>
<td>50 (33, 66)</td>
<td>16 (8, 33)</td>
<td>25 (8, 50)</td>
<td></td>
</tr>
<tr>
<td>LupusQoL-Planning</td>
<td>50 (25, 75)</td>
<td>41 (8, 66)</td>
<td>62 (25, 75)</td>
<td>62 (25, 75)</td>
<td>41 (0, 41)</td>
<td>25 (8, 25)</td>
<td></td>
</tr>
<tr>
<td>LupusQoL-Intimate Relationships</td>
<td>50 (25, 87)</td>
<td>56 (25, 75)</td>
<td>50 (25, 75)</td>
<td>75 (25, 81)</td>
<td>68 (50, 87)</td>
<td>31 (25, 50)</td>
<td></td>
</tr>
<tr>
<td>LupusQoL-Burden to Others</td>
<td>25 (0, 41)</td>
<td>16 (0, 41)</td>
<td>25 (0, 58)</td>
<td>25 (4, 50)</td>
<td>0 (0, 33)</td>
<td>16 (0, 16)</td>
<td></td>
</tr>
<tr>
<td>LupusQoL-Emotional Health</td>
<td>54 (37, 70)</td>
<td>54 (29, 66)</td>
<td>56 (37, 70)</td>
<td>60 (35, 79)</td>
<td>50 (20, 70)</td>
<td>20 (16, 54)</td>
<td></td>
</tr>
<tr>
<td>LupusQoL-Body Image</td>
<td>37 (20, 56)</td>
<td>50 (25, 69)</td>
<td>31 (20, 65)</td>
<td>65 (18, 75)</td>
<td>40 (35, 50)</td>
<td>31 (25, 45)</td>
<td></td>
</tr>
<tr>
<td>LupusQoL-Fatigue</td>
<td>25 (6, 37)</td>
<td>25 (18, 31)</td>
<td>25 (12, 43)</td>
<td>28 (25, 50)</td>
<td>6 (0, 31)</td>
<td>18 (0, 18)</td>
<td></td>
</tr>
</tbody>
</table>

---

\(^a\)Values are n (%) unless stated otherwise.
\(^b\)ITT: intention to treat.
\(^c\)PP: per protocol.
\(^d\)EPP: ITT participants who were excluded from PP.
\(^e\)Totals do not equal 100\% as many patients were on multiple medications.
\(^f\)HRQoL: health-related quality of life.
\(^g\)FACTIT-Fatigue: Functional Assessment of Chronic Illness Therapy-Fatigue (FACTT-F); 52-point scale with 0 (worst).
\(^h\)BPI-SF: Brief Pain Inventory-Short Form; 10-point scale with 0 (best).
\(^i\)LupusQoL: Lupus Quality of Life; 100-point scale with 0 (worst).

**Adherence**

Table 3 shows tracking and coaching session adherence for the ITT and PP groups. In each group, tracking adherence exceeded 90\% and coaching session adherence exceeded 80\%. In the ITT group, 16/25 (64\%) and 14/25 (56\%) participants reached greater than 70\% tracking and session adherence, respectively. In the PP group, 16/16 (100\%) and 13/16 (81\%) participants reached greater than 70\% tracking and session adherence, respectively. The percentage of participants achieving 70\% or greater tracking and session adherence is reported based on early experience with the platform indicating that this level of engagement correlates with better outcomes.

**Table 3. Adherence results.**

<table>
<thead>
<tr>
<th>Adherence</th>
<th>Intention to treat</th>
<th>Per protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tracking %</td>
<td>Coaching sessions %</td>
</tr>
<tr>
<td>Median (25th, 75th percentile)</td>
<td>91.1 (50.9, 97.3)</td>
<td>81.3 (25.0, 81.3)</td>
</tr>
<tr>
<td>Over 70% adherence, n/N (%)</td>
<td>16/25 (64)</td>
<td>14/25 (56)</td>
</tr>
</tbody>
</table>
Intention-to-Treat Analysis
Within the intervention group, significant improvement over baseline was noted for FACT-F (median of 26.0 at the end of study vs 16.0 baseline, \( P = .04 \)), LupusQoL-Burden to Others (25.0 vs 16.7, \( P = .02 \)), and LupusQoL-Fatigue (62.5 vs 25.0, \( P = .007 \)). Within the control group, LupusQoL-Burden to Others (41.7 vs 20.8, \( P = .04 \)), LupusQoL-Body Image (45.0 vs 35.0, \( P = .047 \)), and LupusQoL-Fatigue (31.3 vs 25.0, \( P = .03 \)) saw improvement over baseline at 16 weeks. Comparing the 2 groups, although the intervention group improved more than the control group in 6 of 11 domains (FACT-F, BPI-SF-Pain interference, LupusQoL-Pain, LupusQoL-Emotional Health, LupusQoL-Body Image, and LupusQoL-Fatigue), none of these comparisons reached statistical significance (Table 4). No significant improvements were uncovered when the Benjamini–Hochberg adjustment was applied to the significance level to account for multiple comparisons.
Table 4. Intention-to-treat analysis of change in FACTT, BPI-SF, and LupusQoL domain scores from baseline to end of program.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Domain</th>
<th>Count</th>
<th>Within group Baseline</th>
<th>End of program (EOP)</th>
<th>Change in score (EOP: Baseline)</th>
<th>(P)-value</th>
<th>Between group Difference\textsuperscript{b}</th>
<th>(P)-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FACTT\textsuperscript{c} -Fatigue (range 0-52, higher is better)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>25</td>
<td>16.0 (9.5, 23.5)</td>
<td>26.0 (4.0, 44.0)</td>
<td>4.0 (–3.5, 21.0)</td>
<td>4.5</td>
<td>.17</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>22</td>
<td>19.5 (7.0, 26.3)</td>
<td>21.0 (10.5, 28.3)</td>
<td>−0.5 (–5.0, 7.3)</td>
<td>.04\textsuperscript{f}</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>BPI-SF\textsuperscript{d} -Pain Severity (range 0-10, lower is better)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>25</td>
<td>5.3 (3.0, 6.8)</td>
<td>5.3 (2.1, 8.3)</td>
<td>0.0 (–2.8, 2.3)</td>
<td>−0.6</td>
<td>.73</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>22</td>
<td>4.5 (3.0, 6.6)</td>
<td>4.4 (2.6, 7.1)</td>
<td>0.6 (–1.3, 1.0)</td>
<td>.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>BPI-SF-Pain Interference (range 0-10, lower is better)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>25</td>
<td>6.4 (4.4, 7.9)</td>
<td>4.7 (1.6, 9.3)</td>
<td>−0.6 (–3.6, 0.6)</td>
<td>−0.7</td>
<td>.31</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>22</td>
<td>5.6 (4.4, 6.7)</td>
<td>5.1 (1.6, 7.5)</td>
<td>0.1 (–1.2, 1.7)</td>
<td>.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LupusQoL\textsuperscript{e} -Physical Health (range 0-100, higher is better)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>25</td>
<td>46.9 (26.6, 56.3)</td>
<td>31.3 (4.7, 78.1)</td>
<td>0.0 (–18.8, 29.7)</td>
<td>−3.1</td>
<td>.88</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>22</td>
<td>46.9 (23.4, 60.9)</td>
<td>40.6 (21.9, 71.1)</td>
<td>3.1 (–10.2, 10.2)</td>
<td>.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LupusQoL -Pain (range 0-100, higher is better)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>25</td>
<td>41.7 (20.8, 66.7)</td>
<td>41.7 (0.0, 83.3)</td>
<td>8.3 (–20.8, 33.3)</td>
<td>12.5</td>
<td>.21</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>22</td>
<td>37.5 (14.6, 68.8)</td>
<td>33.3 (14.6, 66.7)</td>
<td>−4.2 (–16.7, 2.1)</td>
<td>.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LupusQoL-Planning (range 0-100, higher is better)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>25</td>
<td>41.7 (8.3, 70.8)</td>
<td>50.0 (0.0, 91.7)</td>
<td>0.0 (–12.5, 25.0)</td>
<td>0.0</td>
<td>.24</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>22</td>
<td>45.8 (22.9, 75.0)</td>
<td>41.7 (18.8, 77.1)</td>
<td>0.0 (–27.1, 8.3)</td>
<td>.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LupusQoL-Burden to Others (range 0-100, higher is better)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>25</td>
<td>16.7 (0.0, 41.7)</td>
<td>25.0 (0.0, 83.3)</td>
<td>0.0 (0.0, 50.0)</td>
<td>−8.3</td>
<td>.92</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>22</td>
<td>20.8 (0.0, 45.8)</td>
<td>41.7 (0.0, 77.1)</td>
<td>8.3 (0.0, 16.7)</td>
<td>.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LupusQoL-Intimate Relationships (range 0-100, higher is better)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>25</td>
<td>50.0 (25.0, 75.0)</td>
<td>62.5 (0.0, 87.5)</td>
<td>−12.5 (–25.0, 25.0)</td>
<td>−12.5</td>
<td>.46</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>22</td>
<td>56.3 (25.0, 87.5)</td>
<td>62.5 (25.0, 100.0)</td>
<td>0.0 (–3.1, 12.5)</td>
<td>.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LupusQoL-Emotional Health (range 0-100, higher is better)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>25</td>
<td>54.2 (25.0, 68.8)</td>
<td>75.0 (4.2, 93.8)</td>
<td>8.3 (–10.4, 29.2)</td>
<td>6.2</td>
<td>.37</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>22</td>
<td>52.1 (29.2, 70.8)</td>
<td>56.3 (37.5, 70.8)</td>
<td>2.1 (–12.5, 12.5)</td>
<td>.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LupusQoL-Body Image (range 0-100, higher is better)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>25</td>
<td>41.3 (23.8, 68.8)</td>
<td>51.9 (0.0, 90.0)</td>
<td>13.1 (–30.3, 21.3)</td>
<td>8.1</td>
<td>.505</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>22</td>
<td>35.0 (20.0, 56.3)</td>
<td>45.0 (30.0, 70.0)</td>
<td>5.0 (0.0, 25.0)</td>
<td>9.4</td>
<td>.22</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}Between group

\textsuperscript{b}Within group
## Per-Protocol Analysis

Within-group analysis of the PP intervention population revealed improvement over baseline at 16 weeks in all domains except LupusQoL-Intimate Relationships at unadjusted significance levels (\(P=0.05\); **Table 5**). Adjusting for multiple comparisons, statistically significant improvement was achieved by the PP intervention group in 8 domains: FACIT-F (43.5 at the end of study vs 20.5 baseline; \(P=0.001\)), LupusQoL-Fatigue (81.3 vs 28.1; \(P<0.001\)), LupusQoL-Physical Health (71.9 vs 51.6; \(P=0.02\)), LupusQoL-Planning (83.3 vs 62.5; \(P=0.008\)), LupusQoL-Burden to Others (79.2 vs 25.0; \(P=0.003\)), LupusQoL-Emotional Health (83.3 vs 60.4; \(P=0.01\)), LupusQoL-Body Image (87.5 vs 56.3, \(P=0.01\)), and BPI-SF-Pain Interference (2.0 vs 6.3; \(P=0.003\)). The usual care PP population had significant improvement over baseline for LupusQoL-Fatigue only (34.4 vs 25.0; \(P=0.028\)).

Between-group comparisons demonstrated greater improvement in the intervention group than in the control group for every domain. Adjusting for multiple tests, significant differences in favor of the intervention group were reached in 6 domains: FACIT-F (difference in median changes of 18.0, \(P<0.001\)), BPI-SF-Pain interference (–2.5, \(P=0.02\)), LupusQoL-Pain (12.5, \(P=0.004\)), LupusQoL-Planning (16.7, \(P=0.004\)), LupusQoL-Emotional Health (16.7, \(P=0.02\)), and LupusQoL-Fatigue (25.0, \(P<0.001\)). Three additional domains reached significance at an unadjusted level of 5%: BPI-SF-Pain Severity (–1.9, \(P=0.049\)), LupusQoL-Physical Health (14.1, \(P=0.049\)), and LupusQoL-Burden to Others (29.2, \(P=0.04\)). The magnitude of the improvements in all domains (absolute and relative) is shown in **Figure 3**. Significantly greater improvement was seen in the intervention group compared with the control group. Results on an absolute basis are as follows: FACIT-F (34% intervention vs –1% control, \(P<0.001\)), BPI-SF-Pain severity (13% vs –16%, \(P=0.049\)), BPI-SF-Pain interference (25% vs 0%, \(P=0.02\)), and 4 LupusQoL measures, namely, pain (13% vs 0%, \(P=0.004\)), planning (17% vs 0%, \(P=0.004\)), emotional health (21% vs 4%, \(P=0.02\)), and fatigue (38% vs 13%, \(P<0.001\)).
### Table 5. Per-protocol analysis of change in FACT-T, BPI-SF, and LupusQoL domain scores from baseline to end of program.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Within group</th>
<th>Between group</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>Baseline</td>
<td>End of program (EOP)</td>
</tr>
<tr>
<td><strong>FACT-T</strong>&lt;sup&gt;c&lt;/sup&gt; -Fatigue (range 0-52, higher is better)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>16</td>
<td>20.5 (10.3, 26.8)</td>
<td>43.5 (28.5, 47.8)</td>
</tr>
<tr>
<td>Control</td>
<td>18</td>
<td>20.5 (14.0, 27.3)</td>
<td>22.0 (12.5, 28.3)</td>
</tr>
<tr>
<td><strong>BPI-SF</strong>&lt;sup&gt;d&lt;/sup&gt; -Pain Severity (range 0-10, lower is better)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>16</td>
<td>4.8 (3.0, 6.5)</td>
<td>3.3 (1.6, 5.2)</td>
</tr>
<tr>
<td>Control</td>
<td>18</td>
<td>3.9 (2.9, 5.9)</td>
<td>3.8 (2.6, 6.4)</td>
</tr>
<tr>
<td><strong>BPI-SF-Pain Interference</strong>&lt;sup&gt;d&lt;/sup&gt; (range 0-10, lower is better)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>16</td>
<td>6.3 (4.0, 7.5)</td>
<td>2.0 (0.5, 5.3)</td>
</tr>
<tr>
<td>Control</td>
<td>18</td>
<td>5.4 (4.1, 6.3)</td>
<td>4.9 (1.6, 6.5)</td>
</tr>
<tr>
<td><strong>LupusQoL</strong>&lt;sup&gt;e&lt;/sup&gt; -Physical Health (range 0-100, higher is better)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>16</td>
<td>51.6 (34.4, 61.7)</td>
<td>71.9 (37.5, 93.0)</td>
</tr>
<tr>
<td>Control</td>
<td>18</td>
<td>51.6 (27.3, 65.6)</td>
<td>48.4 (26.6, 71.1)</td>
</tr>
<tr>
<td><strong>LupusQoL-Pain</strong> (range 0-100, higher is better)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>16</td>
<td>50.0 (33.3, 66.7)</td>
<td>83.3 (47.9, 89.6)</td>
</tr>
<tr>
<td>Control</td>
<td>18</td>
<td>58.3 (22.9, 75.0)</td>
<td>41.7 (16.7, 66.7)</td>
</tr>
<tr>
<td><strong>LupusQoL-Planning</strong> (range 0-100, higher is better)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>16</td>
<td>62.5 (20.8, 75.0)</td>
<td>83.3 (56.3, 100.0)</td>
</tr>
<tr>
<td>Control</td>
<td>18</td>
<td>62.5 (25.0, 75.0)</td>
<td>41.7 (25.0, 77.1)</td>
</tr>
<tr>
<td><strong>LupusQoL-Burden to Others</strong> (range 0-100, higher is better)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>16</td>
<td>25.0 (2.1, 54.2)</td>
<td>79.2 (31.3, 83.3)</td>
</tr>
<tr>
<td>Control</td>
<td>18</td>
<td>25.0 (0.0, 60.4)</td>
<td>41.7 (0.0, 77.1)</td>
</tr>
<tr>
<td><strong>LupusQoL-Intimate Relationships</strong> (range 0-100, higher is better)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>11</td>
<td>75.0 (25.0, 75.0)</td>
<td>87.5 (75.0, 100.0)</td>
</tr>
<tr>
<td>Control</td>
<td>15</td>
<td>62.5 (25.0, 87.5)</td>
<td>50.0 (25.0, 87.5)</td>
</tr>
<tr>
<td><strong>LupusQoL-Emotional Health</strong> (range 0-100, higher is better)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>16</td>
<td>60.4 (34.4, 81.3)</td>
<td>83.3 (68.8, 99.0)</td>
</tr>
<tr>
<td>Control</td>
<td>18</td>
<td>56.3 (35.4, 71.9)</td>
<td>56.3 (40.6, 67.7)</td>
</tr>
<tr>
<td><strong>LupusQoL-Body Image</strong> (range 0-100, higher is better)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>13</td>
<td>56.3 (14.4, 69.4)</td>
<td>87.5 (68.8, 95.0)</td>
</tr>
<tr>
<td>Control</td>
<td>15</td>
<td>31.3 (20.0, 65.0)</td>
<td>40.0 (25.0, 70.0)</td>
</tr>
<tr>
<td><strong>LupusQoL-Fatigue</strong> (range 0-100, higher is better)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>16</td>
<td>28.1 (25.0, 53.1)</td>
<td>81.3 (64.1, 92.2)</td>
</tr>
<tr>
<td>Control</td>
<td>18</td>
<td>25.0 (10.9, 43.8)</td>
<td>34.4 (25.0, 53.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Within-group values are median (25th percentile, 75th percentile). Nonparametric tests were chosen in order to require minimal distributional assumptions given the small sample size. Medians, 25th, and 75th percentile values are displayed as measures of central tendency and spread. The within-group P-value is from the Wilcoxon signed-rank test; the between-group P-value is from the Mann–Whitney U test; P-values themselves are unadjusted but the threshold for statistical significance is set using the Benjamini–Hochberg adjustment. LupusQoL-Intimate Relationships and LupusQoL-Body Image allow N/A responses.
\(^b\) Difference in median change (intervention – control).

\(^c\) FACIT-Fatigue: Functional Assessment of Chronic Illness Therapy-Fatigue (FACIT-F); 52-point scale with 0 (worst).

\(^d\) BPI-SF: Brief Pain Inventory-Short Form; 10-point scale with 0 (best).

\(^e\) LupusQoL: Lupus Quality of Life; 100-point scale with 0 (worst).

\(^f\) Statistically significant after using the Benjamini–Hochberg adjustment to account for multiple comparisons.

\(^g\) Statistically significant at an unadjusted 2-sided significance level of 5%.
Figure 3. Absolute and Relative Improvement by Domain. Absolute improvement was median change from baseline to endpoint divided by total possible domain score. Relative improvement was median change divided by the median baseline domain score. Changes in BPI-SF-pain interference and BPI-SF-pain severity are converted to positive % for consistency with other domains. P-values are from the Mann–Whitney U test comparing changes in score between intervention and control groups. P-values are unadjusted. Although both ITT intervention and control groups achieved significant improvement in some domains, when the groups were compared, no statistically significant differences were found. aStatistically significant after using the Benjamini–Hochberg adjustment. Statistically significant at an unadjusted two-sided significance level of 5%. FACIT: Functional Assessment of Chronic Illness Therapy; ITT: intention to treat.

**PP Absolute and Relative Improvement by Domain**

**ITT Absolute and Relative Improvement by Domain**

Per-Protocol Analysis of Longitudinal Change

Figures 4-7 depict change over time in FACIT-F, LupusQoL, and BPI-SF in both the ITT and PP groups. Improvement in the intervention group started in the first 4 weeks and continued through week 16 with the following exceptions: FACIT-F and LupusQoL-Fatigue had slightly higher improvement rates between weeks 4 and 8 and weeks 12 and 16 (Figure 4); a
significant portion of pain reduction occurred between weeks 12 and 16 (Figure 7). The control group experienced modest improvement in LupusQoL-Fatigue at 12 weeks which diminished by week 16, whereas all other domains remained largely unchanged or deteriorated over the course of the 16 weeks.

Figure 4. Change over time in FACT-Fatigue and LupusQoL-Fatigue. FACT: Functional Assessment of Chronic Illness Therapy; LupusQoL: Lupus Quality of Life.

Figure 5. Change over time in LupusQoL-Physical Health, LupusQoL-Pain and LupusQoL-Burden to Others. LupusQoL: Lupus Quality of Life.
Figure 6. Change over time in LupusQoL-Planning, LupusQoL-Relationships, LupusQoL-Emotional Health and LupusQoL-Body Image. LupusQoL: Lupus Quality of Life.

Figure 7. Change over time in BPI-SF Pain Severity and BPI-SF Pain Interference. BPI-SF: Brief Pain Index-Short Form.

Frequency of Tracked Symptoms, Triggers, and Interventions

Table 6 displays the top 3 participant-tracked inputs (symptoms and suspected triggers) and top 4 coach-recommended interventions in the ITT and PP groups. Among both groups, the 3 most frequently tracked symptoms were fatigue, joint pain, and brain fog. The most common triggers in both groups were dairy, gluten, and nightshades (a family of plants that include potatoes, tomatoes, capsicum, bell peppers, eggplant, and tobacco). The most commonly recommended interventions, aside from ensuring adequate hydration, were dietary elimination...
of triggers and the addition of digestive enzyme supplements, apple cider vinegar, and protein shakes.

### Table 6. Frequency of tracked symptoms, triggers, and interventions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intention to treat</th>
<th>Per protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Relative frequency (%)</td>
</tr>
<tr>
<td><strong>Interventions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dietary elimination</td>
<td>17</td>
<td>68</td>
</tr>
<tr>
<td>Digestive enzymes</td>
<td>19</td>
<td>76</td>
</tr>
<tr>
<td>Protein shake</td>
<td>17</td>
<td>68</td>
</tr>
<tr>
<td>Apple cider vinegar</td>
<td>15</td>
<td>60</td>
</tr>
<tr>
<td><strong>Triggers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dairy</td>
<td>19</td>
<td>76</td>
</tr>
<tr>
<td>Gluten</td>
<td>14</td>
<td>56</td>
</tr>
<tr>
<td>Nightshades</td>
<td>7</td>
<td>28</td>
</tr>
<tr>
<td><strong>Symptoms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joint pain</td>
<td>6</td>
<td>24</td>
</tr>
<tr>
<td>Brain fog</td>
<td>6</td>
<td>24</td>
</tr>
<tr>
<td>Fatigue</td>
<td>7</td>
<td>28</td>
</tr>
</tbody>
</table>

*aTotal population sampled includes intention to treat (N=25) and per protocol (N=16).

### Adverse Events

No adverse events attributable to the intervention occurred. Four participants (3 from the control group and 1 from the intervention group) experienced SLE exacerbations requiring pulse steroids within the last 4 weeks of the study.

### Discussion

#### Principal Findings

To the authors’ knowledge, this is the first study to show that a digital therapeutic intervention targeting dietary, environmental, and lifestyle factors can improve HRQoL when added to usual care in patients with SLE. Participants who completed the 16-week protocol showed continuous improvement across all HRQoL domains and statistically greater improvement than those receiving usual care alone for the majority of domains. Of particular interest is the significant improvement noted in fatigue. Fatigue is one of the most debilitating symptoms reported by patients with SLE; is highly correlated with work disability [38], workplace absence (absenteeism), or impaired workplace performance (presenteeism) [39,40]; and is frustratingly recalcitrant to treatment. Although not formally assessed (and therefore only serves as a point for further exploration in future studies), qualitative data collected via coaching notes revealed that 2 participants in the PP intervention group who had been on disability at the start of the study (15 years and 3 years) felt ready for work.

In this SLE population, the most common triggers identified as correlating negatively with symptoms and leading to improvement upon elimination were all dietary—the top 3 being dairy, gluten, and nightshades. While these findings do not provide conclusive evidence linking dairy, gluten, and nightshades to SLE, accumulating data from in vitro, animal, and human studies support the need for ongoing investigation into these potential triggers [41-43].

Elimination of food triggers identified by the program’s software as aggravating symptoms was central to the therapeutic approach of this platform. In addition, a variety of low-risk, nutritional interventions not previously studied in an SLE population were frequently incorporated into the participants’ personalized plans. These interventions were primarily aimed at improving the participants’ numerous digestive and energy-level complaints which weigh heavily on HRQoL in SLE and included digestive enzymes, small amounts of apple cider vinegar, and protein shakes.

Progress in the care of patients with SLE has been slow, largely attributable to inherent disease characteristics as well as health care access and socioeconomic obstacles. As discussed, disease heterogeneity is perhaps the most significant obstacle to progress. Other barriers to advancement are lack of diagnostic, predictive, prognostic, and drug-response biomarkers; ineffective management of SLE due to social determinants of care in predominantly lower socioeconomic status areas; and lack of treatment adherence [24]. Nontraditional solutions to these challenges should be explored and digital therapeutics offer one such novel approach. The digital therapeutic intervention tested here focused on identifying and eliminating dietary, environmental, and lifestyle triggers of SLE as an adjunct to usual care. This approach implicitly takes disease heterogeneity into account, leverages the growing understanding of the role environment plays in initiating and propagating SLE, and personalizes each patient’s recommendations supported by software data analytics. This personalized approach is especially intriguing as it applies to dietary interventions in SLE. A recent
review article assessing the significance and impact of dietary factors on SLE pathogenesis found that small and personalized improvements in diet could alter the clinical status of patients with SLE and concluded that “proper diet in SLE can help preserve the body’s homeostasis, increase the period of remission, prevent adverse effects of medication [especially systemic corticosteroids] and improve the patient’s physical and mental well-being” [44].

With on-going research, digital therapeutics may hold the key to overcoming many barriers to SLE care. The enormity of data that can be collected and analyzed via a digital therapeutic platform has the potential to help identify new SLE biomarkers. Aspects of care that prove difficult to deliver to disadvantaged populations with the traditional medical model may be made more accessible. Importantly, if larger studies validate these preliminary findings and build on this work by demonstrating improvements in disease activity measures (eg, Systemic Lupus Erythematosus Disease Activity Index [SLEDAI], SLE Responder Index [SRI]), then dietary and lifestyle interventions delivered in conjunction with a digital therapeutic device may allow for more selective and conservative use of costly, potentially dangerous immune-modulating drugs. Medication changes were not formally followed in this study but information from coaching notes revealed that 5 study participants in the PP intervention group were able to reduce or discontinue immune-modulating medications. In addition, several participants reduced or discontinued use of multiple symptom-relieving medications (including over-the-counter and prescription drugs for gastrointestinal symptoms, pain, depression, and anxiety). As medication usage was not a prespecified outcome in this trial and was not formally assessed, conclusions about the impact of this intervention on medication usage cannot be made. However, if these results are reproduced in larger studies (in which medication information is formally collected and analyzed) the implications of drug reduction alone are important. Polypharmacy is highly prevalent in SLE [45], is associated with elevated risk of adverse drug events, and was shown in a 2017 meta-analysis to be linked to increased mortality [46].

It was not possible in this small pilot trial to examine the underlying physiological mechanisms responsible for patients’ improvements. Provocative findings from several lines of research compel one to consider the effects that the collection of lifestyle modifications, particularly dietary changes, may have had on the health of the intestinal epithelium and the gut microbiome. In animal [14,47-49] and human [50,51] studies, mounting evidence points to a central role of the intestinal epithelial barrier and related diversity and function of the gut microbiome in autoimmune disease. In 2014, the National Institutes of Health (NIH) launched the Integrative Human Microbiome Project “to generate resources to permit comprehensive characterization of the human microbiota to further our understanding of how the microbiome impacts human health and disease” [51]. One of the 3 microbiome-associated conditions which are being explored is autoimmune in nature, namely, inflammatory bowel disease. As microbiome characteristics have also been implicated in SLE, it would be valuable in future studies of this digital therapeutic to assess microbiome composition before and after the intervention.

This exploratory pilot study has many limitations and the results should be interpreted in this context. Physician-scored, validated SLE disease activity measures (such as British Isles Lupus Assessment Group or SLEDAI) were not captured, limiting the capacity to assess disease severity at baseline and change in disease activity by strict clinical criteria throughout the study. In this exploratory pilot study, limited budget and research manpower restricted the ability to pursue this depth of data collection. While inclusion of such clinical disease activity scores in future, larger studies is planned and will provide critical insights, absence of these measures should not diminish the relevance of HRQoL outcomes. The debilitating symptoms, toxicity of immune-modulating treatments, unpredictability of disease activity, and fear of serious, even life-threatening manifestations associated with SLE have a profound impact on HRQoL across multiple domains. These features are not adequately captured by clinical measures of disease activity, which previous research has shown to have poor correlation with patient assessment of HRQoL [52]. Furthermore, HRQoL has been found to be associated with treatment adherence and health care utilization in patients with SLE [53]. The PROMs utilized in this study were chosen to capture many of the diverse domains that contribute to the complex concept of HRQoL.

Selection bias may have been introduced by heavy recruitment from online SLE and other autoimmune patient websites and therefore the study group may not be representative of the general SLE population. However, the number of patients who seek online medical advice is large; continues to grow; and crosses gender, age, and socioeconomic differences [54]. Selection bias may have also been introduced by the requirement of owning a smartphone. Smartphone ownership, however, has become increasingly common across gender, race, education, and economic levels [55], hopefully minimizing this bias. But, in future studies this can be addressed by providing smartphones for those in need.

This study failed to show statistically significant between-group differences in any measured domain in the ITT analysis. These results were affected by disproportionate attrition from the intervention group early in the study (Figure 2). Six intervention participants (6/25, 24%) left the study after having completed 0 to 1 of 16 sessions, whereas only 1 control group participant was lost early. Missing data from participants who dropped out of the intervention group were populated with the worst observed scores for that time point, thus biasing toward the null hypothesis. Furthermore, while 1 participant in the intervention group did receive pulse steroids within the last 4 weeks of the study period, excluding her from PP analysis, 3 patients in the control group also received pulse steroids in this time frame. Any positive effect this treatment had on outcomes would have biased toward the null hypothesis. The attrition rate may speak to the requirements inherent in this type of intervention, namely, that participants need to be motivated and engaged with an aptitude for regular app use and an interest in attending weekly coaching sessions. In future studies, early attrition will be addressed by building a run-in period into the design to help mitigate this issue. That this intervention has shown an 83%
completion rate (participating in at least twelve of sixteen coaching sessions) in 70 autoimmune patients from a private insurance cohort is reassuring that the program has acceptable usability (internal data).

As potential adverse events were collected for the control group only at the end of the study (as opposed to the intervention group who were queried about potential adverse events on weekly coaching calls), these data may have been subject to recall bias. Future studies, which are planned to include a sham app and weekly sham coaching calls (see below), will overcome this potential bias.

There was no sham app or sham coaching in this study. Digital apps and health coaching alike are intrinsically engaging, thus vulnerable to the placebo response. It is not possible to tell to what extent HRQoL improvements were influenced by this engagement and patient expectations rather than the program interventions. Future studies should include a convincing sham app and interaction between controls and a health coach at the same frequency as that which occurs with the intervention group. Development of a sham app and sham coaching protocols are underway.

Conclusions
In conclusion, the digital therapeutic and coaching intervention tested in this pilot trial resulted in statistically significant, clinically meaningful improvements when added to usual care, compared with usual care alone, in several measures of HRQoL (including pain and fatigue) in adult patients with SLE. The study demonstrated that an adaptive, multifaceted intervention which aims at identifying and limiting each SLE participant’s specific dietary and environmental triggers can improve symptoms and HRQoL without additional pharmaceutical manipulation of the immune system. These promising results stimulate a call for a larger study that includes measurement of validated SLE disease activity measures, sham controls, analysis of the biological mechanisms that underlie the improvements, and long-term follow-up of patients to confirm sustained gains in HRQoL. Broad adoption of the intervention could assist in building a database of SLE triggers which could deepen the understanding of the etiology of this disease and potentially contribute to SLE prevention in the future. Finally, given the expected role of diet, environment, and lifestyle in other autoimmune diseases, many of which have gaps in care similar to those in SLE, studies of the intervention’s application to other autoimmune conditions is warranted.
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Abstract

Background: Chronic pain from temporomandibular disorders remains an undertreated condition with debate regarding the most effective treatment modalities.

Objective: The aim of the study was to investigate the treatment effect of an internet-based multimodal pain program on chronic temporomandibular disorder pain and evaluate the feasibility of a larger randomized controlled trial.

Methods: An unblinded randomized controlled pilot trial was conducted with 43 participants (34 females, 9 males; median age 27, IQR 23-37 years) with chronic temporomandibular pain. Participants were recruited within the Public Dental Health Service and randomized to intervention (n=20) or active control (n=23). The intervention comprised a dentist-assisted internet-based multimodal pain program with 7 modules based on cognitive behavior therapy and self-management principles. The control group received conventional occlusal splint therapy. Primary outcomes included characteristic pain intensity, pain-related disability, and jaw functional limitation. Secondary outcomes were depression, anxiety, catastrophizing, and stress. Outcomes were self-assessed through questionnaires sent by mail at 3 and 6 months after treatment start. Feasibility evaluation included testing the study protocol and estimation of recruitment and attrition rates in the current research setting.

Results: Only 49% of participants (21/43) provided data at the 6-month follow-up (internet-based multimodal pain program: n=7; control: n=14). Of the 20 participants randomized to the internet-based multimodal pain program, 14 started treatment and 8 completed all 7 modules of the program. Between-group analysis showed no significant difference for any outcome measure at 3- or 6-month follow-up—characteristic pain intensity (3 months: χ2=10.2, P=.04; Wilcoxon: z=-2.3, P=.02), pain-related disability (3 months: χ2=10.2, P=.04; Wilcoxon: z=-2.3, P=.02), jaw functional limitation score at the 6-month follow-up compared to baseline (Friedman: χ2=10.2, P=.04; Wilcoxon: z=-2.3, P=.02). In the occlusal splint group, jaw function limitation was also reduced at the 6-month follow-up (Friedman: χ2=2.0, P=.045; Wilcoxon: z=-2.3, P=.02), and there was a reduction in characteristic pain intensity at the 3- and 6-month follow-up (Friedman: χ2=25.1, P=.01; Wilcoxon 3 months: z=-3.0, P=.003; Wilcoxon 6 months: z=-3.3, P=.001).

Conclusions: This study was not able to demonstrate a difference in treatment outcome between an internet-based multimodal pain program and occlusal splint therapy in patients with chronic temporomandibular pain. However, the findings suggested that the internet-based multimodal pain program improves jaw function. The results also confirmed the treatment effect of occlusal
splint therapy for chronic temporomandibular pain. Furthermore, because of the high attrition rate, this randomized controlled trial with this design is not feasible.

**Trial Registration:** ClinicalTrials.gov NCT04363762; https://clinicaltrials.gov/show/NCT04363762

(J Med Internet Res 2020;22(10):e22326) doi:10.2196/22326
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chronic pain; cognitive behavior therapy; combined modality therapy; facial pain; feasibility studies; health services research; internet-based intervention; occlusal splints; pilot projects; temporomandibular disorders

**Introduction**

Temporomandibular disorders (TMD) are underdiagnosed and undertreated conditions in the general population [1]. TMD involves conditions affecting the temporomandibular joint and the masticatory muscles and has a prevalence of 10%-15% in the adult population [2]. Typical TMD complaints consist of pain, fatigue, and stiffness in the jaw muscles; limitations in jaw movements; and clicking or grating noises from the jaw joints [3]. Chronic TMD pain negatively affects quality of life, and in Sweden, even though the estimated treatment need is 5%-15%, only 0.5%-1.5% receive treatment in general dentistry [4,5]. The Swedish national guidelines [1] recommend a multimodal treatment approach, and common treatment options include occlusal appliances, physiotherapy, pharmacologic treatment, and behavior treatment. There are still debates regarding the most efficient and cost-effective treatment option that can easily be distributed and applied.

Internet-based intervention is an appealing modality for multimodal TMD treatment as it may not only assist dentists in providing treatment at reduced costs but may also potentially reduce traveling time, treatment costs, and waiting lists for patients. Generally, in the field of pain, there are several apps for various chronic pain conditions (eg, headache, fibromyalgia, and back pain) [6-9]. Internet-based treatment reduces pain intensity and pain interference [9,10] and internet-based cognitive behavior therapy seems to be at least as effective as a face-to-face intervention for chronic pain [11]. However, findings regarding depression and anxiety are inconsistent [12], and there are no internet-based cognitive behavior therapy studies on chronic TMD pain.

This study set out to collect data on the effectiveness of a guided internet-based multimodal pain program for adults with chronic TMD pain compared to that of conventional occlusal splint therapy. As the study progressed, it also became a measure to evaluate the feasibility of a larger randomized controlled trial.

**Methods**

**Study Design**

An unblinded, parallel-arm, pilot randomized controlled trial with equal allocation was conducted. The participants were randomized to the internet-based multimodal pain program or to an active control. The study was approved by the Ethics Review Board in Lund, Sweden (No. 2016/6). The examination and treatments were free of charge for the participants, and no other financial compensation was given. See Multimedia Appendix 1 for the informed consent documentation in Swedish. This study was retrospectively registered at ClinicalTrials.gov (NCT04363762).

Furthermore, this study was part of a large research project with a primary objective of studying changes in the brain in patients with chronic TMD pain after treatment. Therefore, all participants underwent magnetic resonance imaging (MRI) of the brain. The neuroimaging data will be presented elsewhere; however, the feasibility aspect of this additional examination will be addressed here.

**Participants**

Participant inclusion criteria were (1) age between 18 and 75 years; (2) at least one TMD pain diagnosis such myalgia, myofascial pain with referral, headache attributed to TMD, or arthralgia according to the Diagnostic Criteria for Temporomandibular Disorders (DC/TMD) [13]; (3) chronic (≥3 months) TMD pain, experienced once a week or more often, with an intensity of ≥3 (on a scale from 0 to 10); (4) access to a computer with an internet connection and a mobile phone; (5) sufficient computer literacy; and (6) Swedish language fluency. Exclusion criteria were (1) chronic inflammatory systemic diseases; (2) all psychiatric disorders except depression and anxiety due to high comorbidity; (3) occlusal splint therapy in the past 12 months; (4) ongoing extensive dental treatment; and (5) conditions precluding MRI examination.

**Procedure**

Participants were recruited from a general dental care clinic (Fälldstorget, Lund) within the National Dental Care in Skåne, Sweden. To identify potential participants, all consecutive adult patients visiting for a regular dental check-up were screened with the 2Q/TMD screening tool [14,15]. If a patient was deemed eligible for the inclusion examination, oral and written information about the study were given, and a new appointment was booked for an inclusion examination. The patient was asked to provide written informed consent, if they were deemed eligible after the inclusion examination. Permutated block randomization with a fixed block size of 10 was used. At the moment of assignment, the local research coordinator blindly picked a piece of paper from an envelope with allocated treatment. Before the study start, 6 sets of opaque envelopes with 10 allocation notes each, 5 with “internet-based multimodal pain program” and 5 with “occlusal splint,” were prepared. All 10 notes in one envelope had to be used before the next envelope was opened. If allocated to internet-based multimodal pain program, working material was sent to the participant by mail, and the treatment was started, with assistance provided by phone. If allocated to treatment with occlusal splint, a new...
appointment was booked for delivering the splint. Follow-up was performed 3 and 6 months after treatment start with questionnaires that were mailed to the participants. Participants also underwent an MRI of the brain at baseline, after randomization but before treatment start, and 6 months after treatment start at Skåne University Hospital, Malmö, Sweden.

Participant recruitment started in April 2016 and ended in December 2018. Screening was paused during annual summer holiday periods (June-August 2016, 2017, 2018) and during February-April 2017 due to technical issues with the MRI scanner.

**Inclusion Examination**

All participants underwent a standardized examination according to DC/TMD to control for eligibility and collect baseline data. The DC/TMD includes a clinical examination and questionnaires described below [13]. Demographic data and pretreatment expectancies on allocated treatment were also assessed.

**Clinical Examination**

The clinical DC/TMD examination comprises a standardized assessment of pain and headache locations, jaw opening capacity, pain on mandibular movement, pain on palpation, and temporomandibular joint noises [13]. The clinical examinations were carried out by one of 2 trained dentists [16].

The DC/TMD Symptom Questionnaire was used to assess pain symptoms involving the jaw, jaw noise and locking, and headache. Data from this questionnaire were combined with findings from the clinical examination for diagnosis according to DC/TMD [13].

**Questionnaires**

**Pain**

The Graded Chronic Pain Scale [17] was used to assess the subdomains of characteristic pain intensity (pain intensity for reported worst, current, and average pain) and pain-related disability (how much facial pain changed the patient’s ability to participate in daily activities, social activities, and work). The questionnaire included the assessment of pain intensity and pain-related disability scored on a 0-10 numeric rating scale, modified from [17].

A full-body pain drawing was used to assess pain locations and distribution [18]. Pain distribution was categorized as local pain in the face area; regional pain in the neck area in addition to local pain; or widespread pain at any other site of the body in addition to local or regional pain.

**Physical Functioning**

The Jaw Functional Limitation Scale-8 was used to assess jaw function in the masticatory system [19]. The Oral Behaviors Checklist was used to assess the self-reported frequency of oral parafunctional behaviors during awake time [20].

**Emotional Functioning**

The Patient Health Questionnaire-9 was used to assess depression, and the Patient Health Questionnaire-15 was used to assess nonspecific physical symptoms [21,22]. Anxiety was assessed with the Generalized Anxiety Disorders-7 [23], stress was assessed with the Perceived Stress Scale-10, and catastrophizing was assessed with the Pain Catastrophizing Scale [24,25].

**Patient Outcome Expectancy**

A Swedish translation of the Stanford Expectations of Treatment Scale was used to assess positive and negative pretreatment expectancies of treatments [26].

**Treatment Modalities**

**Intervention**

The internet-based multimodal pain program is based on cognitive behavior therapy and self-management principles that help patients to cope with chronic TMD pain. It was developed for use in general dentistry by orofacial pain specialists at the Department of Orofacial Pain and Jaw Function at Malmö University, Sweden, in collaboration with Psykologpartners AB (a Swedish provider of internet-based psychological treatment).

The internet-based multimodal pain program adapts face-to-face therapy to a software platform program. Access required a 2-factor authentication system. A demo of the program is available (Multimedia Appendix 2). The internet-based multimodal pain program consisted of 7 treatment modules (Table 1, Figure 1) and offline activities included homework assignments in a paperback workbook. The intended treatment duration was 7 weeks: 1 module/week; 40 minutes/module online plus time for homework assignments.

The internet-based multimodal pain program was designed to be used without guidance. However, to support study adherence, telephone, email, and asynchronous chat support was provided by a dentist (JL) who had received 2-day training on internet-based cognitive behavior therapy arranged by Psykologpartners AB. At the start-up phone call, participants were guided through the functions in the program and were informed about time requirements for the treatment. Follow-up phone calls after each finished module involved individualized support and feedback. If participants were unreachable at scheduled follow-up calls, a message through the chat function in the program was sent with a prompt to get in touch. If still not heard from in the subsequent 2 weeks, the dentist tried to contact the participant by phone. If still not reached, access to the internet-based multimodal pain program was removed, and the participant was withdrawn from the study. A letter was sent to the participant with information about the withdrawal and a prompt to seek treatment from a dentist.
<table>
<thead>
<tr>
<th>Module</th>
<th>Theme</th>
<th>Content</th>
<th>Cognitive behavior therapy component</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Introduction</td>
<td>Information: introduction to the treatment program and cognitive behavior therapy, goal setting Assignment: a reflection on previous strategies of handling temporomandibular disorder pain, assessment of core values</td>
<td>Values and goals</td>
</tr>
<tr>
<td>2</td>
<td>What is face and jaw pain?</td>
<td>Information: etiology and epidemiology of temporomandibular disorder pain, anatomy of the masticatory system Assignment: pain drawing, identify jaw functions limited by pain</td>
<td>Psychoeducation and assessment</td>
</tr>
<tr>
<td>3</td>
<td>What affects my pain in the face and jaw?</td>
<td>Information: modulating and maintaining factors of temporomandibular disorder pain, pain physiology, acute and chronic pain, the link between quality of life and temporomandibular disorder pain Assignment: 7-day pain diary</td>
<td>Psychoeducation and assessment</td>
</tr>
<tr>
<td>4</td>
<td>How can I relieve my pain?</td>
<td>Information: treatment alternatives including analgesics, relaxation, jaw exercises, different occlusal splints, acupuncture, and massage Assignment: identify pain modulators from pain diary, practice relaxation, and jaw exercises</td>
<td>Applied relaxation and skills training</td>
</tr>
<tr>
<td>5</td>
<td>The relation between stress and pain</td>
<td>Information: stress responses, the link between stress and pain Assignment: a questionnaire to assess the degree of stress, situational analyses, list desired ways to enhance recuperation, continue relaxation and jaw exercises</td>
<td>Functional analysis, problem-solving, relaxation, skills training</td>
</tr>
<tr>
<td>6</td>
<td>How can I reduce my stress and pain levels?</td>
<td>Information: stress and pain management; breathing exercises, diet, sleep, training, time management, setting boundaries and acceptance, continued relaxation and jaw exercises Assignment: mapping sleep, training and dietary habits in a weekly schedule and do an activity planning aiming to make desired changes regarding these, continued relaxation and jaw exercises</td>
<td>Committed action, relaxation, skills training</td>
</tr>
<tr>
<td>7</td>
<td>Summary and a plan for future action</td>
<td>Information: Setbacks and maintenance planning, a summary of the program Assignment: Develop a maintenance plan</td>
<td>Summary and maintenance plan</td>
</tr>
</tbody>
</table>
Control Condition

Participants in the active control group received a hard Michigan-type stabilization splint placed in the upper jaw [27]. The occlusal splint was chosen as the control treatment because it is a conventional and reversible treatment for TMD pain, and it has known moderate efficacy [5]. The splints were made of acrylic, covered all the maxillary teeth, and had a smooth, flat surface. It was fitted to allow all supporting teeth to contact simultaneously on jaw closure, and canine guidance and disocclusion of the posterior teeth were provided in the lateral and protrusive excursion. Participants were instructed to wear it only at night. A clinical check-up of the participants in the occlusal splint group was performed within 2-6 weeks after treatment start. Scheduled time at the dentist was in total 60 minutes for this therapy.

Follow-up

Follow-up was conducted with questionnaires comprising a short version of the DC/TMD instruments. The questionnaires were sent to participants by mail at 3 and 6 months after treatment start. If the questionnaire was not returned within a month, a reminder was sent by email or by phone.

Outcome Measures

Preliminary Evaluation of Participant Responses to Intervention

Measures specific to TMD included in the DC/TMD were used as outcome measures, guided by the Initiative on Methods, Measurement, and Pain Assessment in Clinical Trials (IMMPACT) recommendations on core domains [28,29]. Primary outcomes included characteristic pain intensity, pain-related disability, and physical functioning (jaw functional limitation score). Secondary outcomes were depression and anxiety as measures of emotional functioning. The IMMPACT core domains also include ratings of global improvement and satisfaction with treatment, but this was not assessed in this study. In addition to the IMMPACT core domains, catastrophizing and stress were evaluated as secondary outcomes.

Feasibility

Feasibility evaluation of the study included testing the study protocol and estimating recruitment and attrition rates in the current research setting. With preliminary results, post hoc power and sample size calculation were performed. Recruitment and attrition rates along with a new estimated sample size.
allowed a decision on the feasibility of conducting a future larger randomized controlled trial to be made. Usage metrics of internet-based multimodal pain program were not assessed.

**Adverse Effects**

Adverse events for the internet-based multimodal pain program treatment were collected through the follow-up phone calls. Also, all participants randomized to internet-based multimodal pain program were given written information at the 3-month follow-up about the opportunity to withdraw from the study and receive rescue treatment if symptoms worsened or if they were not satisfied with the treatment outcome. In a similar manner, participants randomized to occlusal splint therapy were free to withdraw from the study at any time, without penalty or loss of benefits, to seek additional treatment.

**Statistical Analysis**

Nonparametric statistics were used due to the characteristics of the pain-related variables. For descriptive statistics, median, 25th percentile, and 75th percentile, as well as the number of observations or proportions, are reported. To explore the potential effects of the internet-based multimodal pain program in this early-stage trial, per protocol between-group comparisons of change in characteristic pain intensity level, pain-related disability, jaw functional limitation score, degree of depression, anxiety, catastrophizing, and stress at the 3- and 6-month follow-up were performed with the Wilcoxon rank-sum test. Friedman analysis of variance was used for within-group comparisons. Significant results from the Friedman analysis were followed by posthoc Wilcoxon matched-pair signed-rank testing. In addition, Spearman rank-order was used to test possible association between positive and negative treatment expectancy and changes in outcome measures at the 6-month follow-up within respective treatment groups. Dropout analysis was performed to test the difference between completers and dropouts within allocated treatment groups. Furthermore, a comparison of baseline characteristics of participants between study groups was made. Chi-square test was used for categorical variables and the Wilcoxon rank-sum test was used for ordinal variables.

Estimation of required sample size was based on a previous neuroimaging study to detect statistically significant results in functional MRI [30]. According to this, 20 participants in each group should be recruited; however, the goal was to recruit 30 participants in each group to compensate for dropouts. It was also considered to be sufficient to provide useful information about the feasibility of a future larger randomized controlled trial. A posthoc power analysis with characteristic pain intensity as the outcome measure was performed. The sample size required for a parametric test on the between-group comparison was computed, and 15% was added, as nonparametric testing could be used in a future randomized controlled trial [31].

All data management and statistical analyses were performed unblinded using StataSE (version 15.1; StataCorp LLC). A probability level of \( P < .05 \) was considered significant.

**Results**

**Participants**

Participant flow through each stage of the trial is presented in Figure 2. The baseline characteristics of the sample are described in Table 2. Comparisons of baseline demographic, clinical, and psychosocial characteristics showed no statistical difference between treatment groups except that the occlusal splint group had a significantly greater number of jaw muscles with pain on palpation (\( P = .049; \) Table 2).
Figure 2. Flow diagram of the unblinded, parallel-arm, pilot randomized trial. iMPP: internet-based multimodal pain program; MRI: magnetic resonance imaging.
Table 2. Demographic, clinical, and psychosocial characteristics at baseline for patients with chronic temporomandibular disorder pain randomized to treatment with a guided internet-based multimodal pain program (iMPP, n=20) or occlusal splint (control, n=23).

<table>
<thead>
<tr>
<th>Variable</th>
<th>iMPP</th>
<th>Controls</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>27 (23-37)</td>
<td>27 (23-38)</td>
<td>.71</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td>.54</td>
</tr>
<tr>
<td>Male</td>
<td>5 (25)</td>
<td>4 (17)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>15 (75)</td>
<td>19 (83)</td>
<td></td>
</tr>
<tr>
<td>Birth country, n (%)</td>
<td></td>
<td></td>
<td>.76</td>
</tr>
<tr>
<td>Sweden or other Nordic country</td>
<td>18 (90)</td>
<td>20 (87)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2 (10)</td>
<td>3 (13)</td>
<td></td>
</tr>
<tr>
<td>Civil status, n (%)</td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Single</td>
<td>8 (40)</td>
<td>4 (17)</td>
<td></td>
</tr>
<tr>
<td>Married or de facto</td>
<td>6 (30)</td>
<td>14 (61)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>2 (10)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>4 (20)</td>
<td>5 (22)</td>
<td></td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td>.43</td>
</tr>
<tr>
<td>University</td>
<td>9 (45)</td>
<td>12 (52)</td>
<td></td>
</tr>
<tr>
<td>Professional training</td>
<td>1 (5)</td>
<td>3 (13)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>10 (50)</td>
<td>7 (30)</td>
<td></td>
</tr>
<tr>
<td>Elementary school</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td>.29</td>
</tr>
<tr>
<td>Employed</td>
<td>17 (85)</td>
<td>19 (83)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>1 (5)</td>
<td>4 (17)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Registered disabled</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Missing data</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Clinical characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characteristic pain intensity (0-10), median (IQR)</td>
<td>4.7 (3.7-5.3)</td>
<td>4 (3.7-5.7)</td>
<td>.61</td>
</tr>
<tr>
<td>Duration of temporomandibular disorder pain (months), median (IQR)</td>
<td>30 (12-120)</td>
<td>102 (12-300)</td>
<td>.36</td>
</tr>
<tr>
<td>Pain free mouth opening (mm), median (IQR)</td>
<td>41 (33-51)</td>
<td>36 (27-51)</td>
<td>.46</td>
</tr>
<tr>
<td>Maximum Unassisted mouth opening (mm), median (IQR)</td>
<td>52 (48-57)</td>
<td>49 (41-59)</td>
<td>.29</td>
</tr>
<tr>
<td>Number of muscles with pain on palpation (0-4), median (IQR)</td>
<td>4 (2-4)</td>
<td>4 (4-4)</td>
<td>.049</td>
</tr>
<tr>
<td>Pain distribution, n (%)</td>
<td></td>
<td></td>
<td>.74</td>
</tr>
<tr>
<td>Face</td>
<td>11 (55)</td>
<td>11 (48)</td>
<td></td>
</tr>
<tr>
<td>Face and neck</td>
<td>9 (45)</td>
<td>12 (52)</td>
<td></td>
</tr>
<tr>
<td>Other parts of the body</td>
<td>11 (55)</td>
<td>11 (48)</td>
<td></td>
</tr>
<tr>
<td>Self-reported comorbidities, n (%)</td>
<td></td>
<td></td>
<td>.40</td>
</tr>
<tr>
<td>Gastrointestinal disorders</td>
<td>5 (25)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>Neurological disorder</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Psychiatric disorder</td>
<td>6 (30)</td>
<td>3 (13)</td>
<td></td>
</tr>
<tr>
<td>Tinnitus</td>
<td>6 (30)</td>
<td>7 (30)</td>
<td></td>
</tr>
<tr>
<td>Other pain states</td>
<td>6 (30)</td>
<td>7 (30)</td>
<td></td>
</tr>
<tr>
<td>Psychosocial characteristics, median (IQR)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Preliminary Evaluation of Participant Responses to Intervention

The between-group analysis of change in outcome measures (Table 3) showed no significant difference between the treatment groups at any follow-up regarding characteristic pain intensity (3 months: \( P=.58 \); 6 months: \( P=.41 \)), pain-related disability (3 months: \( P=.51 \); 6 months: \( P=.12 \)), jaw functional limitation (3 months: \( P=.45 \); 6 months: \( P=.90 \)), degree of depression (3 months: \( P=.64 \); 6 months: \( P=.65 \)), anxiety (3 months: \( P=.93 \); 6 months: \( P=.31 \)), stress (3 months: \( P=.66 \); 6 months: \( P=.74 \)), or catastrophizing (3 months: \( P=.86 \); 6 months: \( P=.85 \)). Within-group analysis (Table 3) showed a significant reduction in jaw function limitation at the 6-month follow-up in the internet-based multimodal pain program group (Friedman: \( \chi^2=10.2, P=.04 \); Wilcoxon: \( z=-2.3, P=.02 \)). In the occlusal splint group, characteristic pain intensity was significantly reduced at both 3- and 6-month follow-up (Friedman: \( \chi^2=25.1, P=.01 \); Wilcoxon 3 month: \( z=-3.0, P=.003 \); Wilcoxon 6 month: \( z=-3.3, P=.001 \)) and jaw function limitation was reduced at the 6-month follow-up (Friedman: \( \chi^2=20.0, P=.045 \); Wilcoxon: \( z=-2.33, P=.02 \)).
Table 3. Difference in outcome measure scores at 3- and 6-month follow-up, as well as results from within- and between-group comparisons.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Between-group differences</th>
<th>Within-group differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wilcoxon rank-sum</td>
<td>Friedman</td>
</tr>
<tr>
<td></td>
<td>3 months 6 months</td>
<td>3 months 6 months</td>
</tr>
<tr>
<td></td>
<td>z score  P value</td>
<td>z score  P value</td>
</tr>
<tr>
<td></td>
<td>χ² P value  z score  P value</td>
<td>χ² P value  z score  P value</td>
</tr>
<tr>
<td>Primary outcomes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔGCPS CPI</td>
<td>0.56 .58 .82 .41</td>
<td></td>
</tr>
<tr>
<td>iMPP</td>
<td>1.3 (2.0, 0.3) 1.6 (3.0, 0.3)</td>
<td>4.8 .31 N/A N/A</td>
</tr>
<tr>
<td>Occlusal splint</td>
<td>−2.0 (−3.3, −1.0) −2.5 (−3.3, −1.3)</td>
<td>25.1 .01 −3.01 .003 −3.27 .001</td>
</tr>
<tr>
<td>ΔGCPS DS</td>
<td>0.67 .51 1.55 .12</td>
<td></td>
</tr>
<tr>
<td>iMPP</td>
<td>0.0 (−1.0, 0.0) 0.0 (−0.3, 0.3)</td>
<td>5.5 .24 N/A N/A</td>
</tr>
<tr>
<td>Occlusal splint</td>
<td>−0.3 (−1.3, 0.0) −0.7 (−2.0, 0.0)</td>
<td>20.2 .06 N/A N/A</td>
</tr>
<tr>
<td>ΔJFL</td>
<td>−0.75 .45 0.12 .90</td>
<td></td>
</tr>
<tr>
<td>iMPP</td>
<td>0.5 (−0.8, 0.3) 0.5 (−0.9, 0.1)</td>
<td>10.2 .04 −1.91 .06 −2.29 .02</td>
</tr>
<tr>
<td>Occlusal splint</td>
<td>0.0 (−0.9, 0.0) −0.8 (−1.1, 0.0)</td>
<td>20.0 .045 −1.69 .09 −2.33 .02</td>
</tr>
<tr>
<td>Secondary outcomes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔPHQ-9</td>
<td>0.47 .64 −0.45 .65</td>
<td></td>
</tr>
<tr>
<td>iMPP</td>
<td>1.0 (−1.0, 2.0) 0.0 (−6.0, 2.0)</td>
<td>9.9 .04 0.54 .59 −0.69 .49</td>
</tr>
<tr>
<td>Occlusal splint</td>
<td>0.0 (−3.0, 1.0) −1.0 (−2.0, 2.0)</td>
<td>23.5 .02 −0.60 .55 −0.51 .61</td>
</tr>
<tr>
<td>ΔGAD-7</td>
<td>0.09 .93 −1.02 .31</td>
<td></td>
</tr>
<tr>
<td>iMPP</td>
<td>0.0 (0.0, 0.0) 0.0 (−6.0, 1.0)</td>
<td>9.9 .04 −0.16 .88 −0.95 .34</td>
</tr>
<tr>
<td>Occlusal splint</td>
<td>−1.0 (−2.0, 3.0) 0.0 (−2.0, 1.0)</td>
<td>27.5 .007 0.11 .91 −0.16 .87</td>
</tr>
<tr>
<td>ΔPSS-10</td>
<td>0.44 .66 −0.34 .74</td>
<td></td>
</tr>
<tr>
<td>iMPP</td>
<td>4.0 (−2.0, 6.0) 0.0 (−8.0, 2.0)</td>
<td>10.9 .03 0.41 .69 −0.77 .44</td>
</tr>
<tr>
<td>Occlusal splint</td>
<td>0.0 (−4.0, 5.0) −0.5 (−5.0, 3.0)</td>
<td>27.9 .006 0.26 .80 −0.25 .80</td>
</tr>
<tr>
<td>ΔPCS</td>
<td>0.18 .86 0.19 .85</td>
<td></td>
</tr>
<tr>
<td>iMPP</td>
<td>−1.0 (−6.0, 0.0) −4.0 (−6.0, 1.0)</td>
<td>9.5 .049 −0.54 .59 −1.02 .31</td>
</tr>
<tr>
<td>Occlusal splint</td>
<td>−2.0 (−7.0, 0.0) −3.0 (−1.1, 0.0)</td>
<td>20.8 .052 N/A N/A</td>
</tr>
</tbody>
</table>

aDifference in outcome measure between follow-ups and baseline.
bAt 3-month follow-up—internet-based multimodal pain program group: n=5 and occlusal splint group: n=15.
cAt 6-month follow-up—internet-based multimodal pain program group: n=7 and occlusal splint group: n=14.
dGCPS CPI: Graded Chronic Pain Scale Characteristic Pain Intensity.
eIMPP: internet-based multimodal pain program.
fN/A: not applicable.
gGCPS DS: Graded Chronic Pain Scale Disability Score.
hJFL: Jaw Functional Limitation Scale-8.
iPHQ-9: Patient Health Questionnaire-9 (for depression).
jGAD-7: Generalized Anxiety Disorders-7.
kPSS-10: Perceived Stress Scale-10.
lPCS: Pain Catastrophizing Scale.

Pretreatment Expectations
Comparison of pretreatment expectations on allocated treatment did not show any significant difference in positive (P=.56) or negative expectancy (P=.81) between groups (Table 2). In the internet-based multimodal pain program group there was a significant correlation between positive expectancy at baseline and change in pain-related disability (p=0.78, P=.04).
There was also a significant negative correlation between positive expectancy and change in the degree of depression ($\rho = -0.78, P = .04$). In the occlusal splint group, positive expectancy was positively correlated to change in catastrophizing ($\rho = 0.66, P = .01$). No significant correlation was found between negative expectancy and change in treatment outcomes (Table 4).

Table 4. Spearman correlations for positive and negative treatment expectancy between baseline and difference in outcome measurements 6 months after treatment start.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Internet-based multimodal pain program (n=7)</th>
<th></th>
<th>Occlusal splint (n=14)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive expectancy</td>
<td>Negative expectancy</td>
<td>Positive expectancy</td>
<td>Negative expectancy</td>
</tr>
<tr>
<td></td>
<td>$\rho$ P value</td>
<td>$\rho$ P value</td>
<td>$\rho$ P value</td>
<td>$\rho$ P value</td>
</tr>
<tr>
<td>Characteristic pain intensity</td>
<td>0.26 .57</td>
<td>0.19 .69</td>
<td>0.25 .39</td>
<td>0.24 .40</td>
</tr>
<tr>
<td>Pain-related disability (GCPS DS², 0-10)</td>
<td>0.78 .04</td>
<td>0.65 .11</td>
<td>0.49 .08</td>
<td>-0.21 .48</td>
</tr>
<tr>
<td>Jaw function limitation (JFL³, 0-10)</td>
<td>-0.36 .43</td>
<td>-0.11 .81</td>
<td>0.18 .56</td>
<td>0.14 .65</td>
</tr>
<tr>
<td>Depression (PHQ-9⁴, 0-27)</td>
<td>-0.78 .04</td>
<td>-0.54 .21</td>
<td>-0.15 .61</td>
<td>-0.12 .69</td>
</tr>
<tr>
<td>Anxiety (GAD-7⁵, 0-21)</td>
<td>-0.42 .34</td>
<td>-0.19 .68</td>
<td>-0.48 .08</td>
<td>-0.16 .58</td>
</tr>
<tr>
<td>Stress (PSS-10⁶, 0-40)</td>
<td>-0.24 .61</td>
<td>0.04 .93</td>
<td>0.17 .55</td>
<td>0.24 .41</td>
</tr>
<tr>
<td>Catastrophizing (PCS⁷, 0-52)</td>
<td>-0.40 .38</td>
<td>0.32 .49</td>
<td>0.66 .01</td>
<td>0.25 .39</td>
</tr>
<tr>
<td>Positive expectancy (SETS⁸, 1-7)</td>
<td>N/Ab</td>
<td>N/A</td>
<td>0.20 .41</td>
<td>N/A</td>
</tr>
<tr>
<td>Negative expectancy (SETS, 1-7)</td>
<td>0.20 .41</td>
<td>N/A</td>
<td>0.07 .77</td>
<td>N/A</td>
</tr>
</tbody>
</table>

²GCPS DS: Graded Chronic Pain Scale Disability Score.
³JFL: Jaw Functional Limitation Scale-8.
⁴PHQ-9: Patient Health Questionnaire-9.
⁵GAD-7: Generalized Anxiety Disorders -7.
⁶PSS-10: Perceived Stress Scale-10.
⁷PCS: Pain Catastrophizing Scale.
⁸SETS: Stanford Expectations of Treatment Scale.

Feasibility

An average of 101 patients were screened per month, and 5 patients per month went through the inclusion examination. From this, 2 participants per month were enrolled, and 43 participants were recruited during the a priori determined recruitment period—fewer than had initially been planned. An attempt was made to extend the recruitment period, but it was considered futile under the current circumstances. The attrition rate showed an unbalanced dropout between groups (Figure 3). The proportion of dropout at the 6-month follow-up was 65% (13/20) for the internet-based multimodal pain program group and 39% (9/23) for the occlusal splint group. In total, 51% (22/43) of the enrolled patients did not complete the 6-month follow-up. Figure 3 also shows how many participants completed each module in the internet-based multimodal pain program treatment. Of the 20 participants in the internet-based multimodal pain program, 14 started treatment, and 8 completed all 7 modules of the program. Of those who completed the program, the time spent between the start-up phone calls and the last follow-up phone call was a median of 14 (IQR 8-15) weeks. No adverse events were reported by participants randomized to internet-based multimodal pain program, and none choose to receive additional treatment at the 3-month follow-up.
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Dropout Analysis

The dropout analysis showed no difference between completers and dropouts in the internet-based multimodal pain program group regarding demographic factors, clinical or psychosocial characteristics (Multimedia Appendix 3). In the occlusal splint group, the dropouts were significantly younger ($P=.02$), had a lower proportion of married or de facto ($P=.01$), a lower proportion of participants with full time employment ($P<.01$), and a higher number of unspecific physical symptoms compared to completers ($P=.03$; Multimedia Appendix 3).

Posthoc Power

Posthoc power calculations showed a power of 11% and a sample size of 292 required for detecting a significant difference in characteristic pain intensity between 2 groups with $\alpha=.05$ and $\beta=.80$ (characteristic pain intensity at the 6-month follow-up—internet-based multimodal pain program: mean 2.85; occlusal splint: mean 2.17; entire sample SD 1.92).

Discussion

General

This study set out to assess the effectiveness of an internet-based multimodal pain program for adults with chronic TMD pain in comparison to occlusal splint therapy in general dentistry. No differences in clinical outcomes were found between the 2 treatment modalities. However, within the internet-based multimodal pain program group, jaw functional limitation was reduced and within the occlusal splint group, characteristic pain intensity and jaw functional limitation was reduced. As the study proceeded, a substantially higher dropout rate than expected was observed. Consequently, this pilot study showed that a randomized controlled trial with this design is not feasible.

No Difference in Treatment Effect

This study did not find any difference in any of the recommended IMMPACT core outcome measures between the internet-based multimodal pain program and occlusal splint therapy. One possible explanation for this is the small sample size due to fewer participants recruited than planned and the substantial dropout rate. The lack of sufficient power due to the small sample size is a major limitation of this study regarding interpretation of treatment effect. Another possible explanation is our choice to include an active control condition. In this study, the effectiveness of internet-based multimodal pain program was compared to occlusal splint therapy—a treatment with moderate efficacy on TMD pain [5]. Our choice of this control condition in an early phase trial can be debated. However, according to the Helsinki declaration, “The benefits, risks, burdens, and effectiveness of a new intervention must be tested against those of the best proven intervention(s), except in the following circumstances: where no proven intervention exists, the use of placebo, or no intervention, is acceptable [32].”

The Internet-Based Multimodal Pain Program Improves Jaw Function

Physical function is an important factor to assess in chronic pain studies [28]. In this study, we used the Jaw Function Limitation scale to assess jaw function. Within-group analysis indicated that the internet-based multimodal pain program increases jaw function for those with chronic TMD pain. This can be expected because the internet-based multimodal pain program comprises jaw exercises as well as psychoeducation and situational analyses that aim to reduce fear of movement [33]. The multimodal internet-based pain program therapy, therefore, seems to improve physical function. However, the findings cannot be generalized due to the small sample size.
Potential treatment effects on the other outcome measures were not possible to determine in this study. The lack of change regarding pain intensity and pain-related disability was somewhat unexpected, as others have shown that multimodal treatment and cognitive behavior therapy are effective for patients with chronic orofacial pain [34-36], and internet interventions have been shown to improve pain interference and pain intensity [9,37].

The IMMPACT core outcome domain of participant ratings of global improvement was not assessed in this study since it is not a part of the DC/TMD instrument that was used in this study. Future studies should consider assessing global change because it could provide an estimate of overall change in symptoms in addition to those of the primary outcomes. This may be especially important when investigating a multicomponent treatment package where the relative contribution of each active component is unknown.

**Occlusal Splint Treatment Reduces Pain and Improves Jaw Function**

Within the occlusal splint group, characteristic pain intensity and jaw functional limitation were significantly reduced at the 6-month follow-up compared to baseline. The treatment effect of occlusal splint treatment on pain intensity was expected and is consistent with the literature [38]. A reduction in jaw functional limitation after occlusal splint therapy has also been reported [39]. It can, therefore, be assumed that the delivered control condition worked as expected.

**Pretreatment Expectation**

IMMPACT recommends that expectations be considered as a phenotypic measure in clinical trials, and in this study, it was assessed with the multidimensional Stanford Expectations of Treatment Scale [40]. Research suggests that expectations influence the treatment outcome, and patients with positive expectations seem to benefit from medical treatment to a greater extent for a variety of conditions, including chronic pain [41]. The negative relation between positive expectancy and degree of depression in the internet-based multimodal pain program group is in line with this. Interestingly, this study also found a positive relation between positive expectancy and pain-related disability in the internet-based multimodal pain program group and that positive expectancy was positively associated with catastrophizing in the occlusal splint group. These relationships are interesting because it might suggest that positive expectations that are too high could have a negative impact on treatment outcome and also highlights the complex relationship of expectations on treatment and treatment outcome. Further studies are recommended to better understand the relationship between pretreatment expectations and outcomes of orofacial pain management protocols.

**Randomized Control Trial Not Feasible**

Individuals with chronic TMD pain were effectively recruited with this study protocol. All eligible patients except one chose to participate in the study, suggesting that participation was appealing. Retaining participants, on the other hand, turned out to be more of a challenge. The high proportion of loss to follow-up confirms the difficulty of collecting data in longitudinal studies. However, the total proportion of dropouts in this trial (22/43, 51%) was relatively high compared to those for other clinical chronic pain trials, for which attrition ranged from 5% to 46% [42]. It was also surprising that some participants dropped out before the treatment start. A possible explanation for this might be the mandatory MRI examinations before and after the treatment period, particularly given that the MRI examinations were performed in a different city than that in which the participants were recruited. In addition, technical issues with the MRI scanner during a 6-month period in 2017 caused further inconvenience for the participants.

In addition to high attrition, unbalanced dropout for the 2 treatment modalities at the 6-month follow-up was observed. This imbalance could be explained neither by a difference between the treatment groups regarding baseline characteristics, treatment expectations, adverse effects, or the need of rescue treatment nor by differences in baseline characteristics between dropouts and completers. The dropout rate in the occlusal splint group was 39% (9/23). A systematic review of randomized controlled trials on occlusal treatments in TMD reported a dropout rate of less than 10% [43]. We believe that the MRI examinations were a major factor in the unexpectedly high dropout rate in this group. In the internet-based multimodal pain program group, the dropout rate of 65% is comparable to those of other internet-based trials; attrition has been recognized as one of the methodological challenges in the evaluation of eHealth apps [44], and future studies should consider an allocation process that compensates for this risk. It is, however, clear that that a randomized controlled trial with the current design is not feasible from economic and ethical perspectives due to the high attrition rate, even if the study may be considered practically feasible.

**Future Studies**

Further work is required to explore the potential of internet-based treatment for chronic orofacial pain. However, since the feasibility of this study design was suboptimal, different approaches have to be considered. For a future trial, adjustments in study design should be considered to reduce nonusage and dropout attrition. Inspired by a prior study [45] on an eHealth app for pain with low nonusage attrition, changes to the internet-based multimodal pain program could include optimization of scheme and triggers for reminders and offer different levels of clinical support according to the patient’s preferences. Furthermore, the internet-based treatment used by that study had fewer modules that were less time consuming compared to those in this study’s internet-based multimodal pain program [45]. Fewer and more focused modules should, therefore, be considered. Other possible changes to the internet-based multimodal pain program to make it more user-friendly include converting the offline workbook to a digital format and developing an app for mobile devices. In addition to improving the internet-based multimodal pain program itself, changes in the study protocol and design should be considered. We believe that the additional pre and posttreatment MRI examination was the primary reason for the high dropout rate in this study. Accordingly, a study of the treatment effect of
internet-based multimodal pain program should not include MRI examinations. Also, conversion to a hybrid trial model with follow-up data collection online could make it more convenient to participate in the study and increase retention. Finally, novel study designs such as n-of-1 or noninferiority trials should be considered to optimize the quality and quantity of data acquired [46,47].

**Conclusion**

This study was not able to demonstrate a difference in treatment outcome between an internet-based multimodal pain program and occlusal splint therapy in patients with chronic TMD pain. However, within the internet-based multimodal pain program group, the results suggested that internet-based multimodal pain program improves jaw function. The results also confirmed the treatment effect of occlusal splint therapy in chronic TMD pain. Furthermore, the outcome of this pilot study showed that a randomized controlled trial with this design is not feasible due to a too high attrition rate.
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Abstract

Background: Value is one of the central concepts in health care, but it is vague within the field of summative eHealth evaluations. Moreover, the role of context in explaining the value is underexplored, and there is no explicit framework guiding the evaluation of the value of eHealth interventions. Hence, different studies conceptualize and operationalize value in different ways, ranging from measuring outcomes such as clinical efficacy or behavior change of patients or professionals to measuring the perceptions of various stakeholders or in economic terms.

Objective: The objective of our study is to identify contextual factors that determine similarities and differences in the value of an eHealth intervention between two contexts. We also aim to reflect on and contribute to the discussion about the specification, assessment, and relativity of the “value” concept in the evaluation of eHealth interventions.

Methods: The study concerned a 6-month eHealth intervention targeted at elderly patients (n=107) diagnosed with cognitive impairment in Italy and Sweden. The intervention introduced a case manager role and an eHealth platform to provide remote monitoring and coaching services to the patients. A model for evaluating the value of eHealth interventions was designed as monetary and nonmonetary benefits and sacrifices, based on the value conceptualizations in eHealth and marketing literature. The data was collected using the Mini–Mental State Examination (MMSE), the clock drawing test, and the 5-level EQ-5D (EQ-5D-5L). Semistructured interviews were conducted with patients and health care professionals. Monetary data was collected from the health care and technology providers.

Results: The value of an eHealth intervention applied to similar types of populations but differed in different contexts. In Sweden, patients improved cognitive performance (MMSE mean 0.85, SD 1.62, \(P<.001\)), reduced anxiety (EQ-5D-5L mean 0.16, SD 0.54, \(P=.046\)), perceived their health better (EQ-5D-5L VAS scale mean 2.6, SD 9.7, \(P=.035\)), and both patients and health care professionals were satisfied with the care. However, the Swedish service model demonstrated an increased cost, higher workload for health care professionals, and the intervention was not cost-efficient. In Italy, the patients were satisfied with the care received, and the health care professionals felt empowered and had an acceptable workload. Moreover, the intervention was cost-effective. However, clinical efficacy and quality of life improvements have not been observed. We identified 6 factors that influence the value of eHealth intervention in a particular context: (1) service delivery design of the intervention (process of delivery), (2) organizational setup of the intervention (ie, organizational structure and professionals involved), (3) cost of different treatments, (4) hourly rates of staff for delivering the intervention, (5) lifestyle habits of the population (eg, how physically active they were in their daily life and if they were living alone or with family), and (6) local preferences on the quality of patient care.
Conclusions: Value in the assessments of eHealth interventions need to be considered beyond economic terms, perceptions, or behavior changes. To obtain a holistic view of the value created, it needs to be operationalized into monetary and nonmonetary outcomes, categorizing these into benefits and sacrifices.

(J Med Internet Res 2020;22(10):e17720) doi: 10.2196/17720
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Introduction

The Concept of Value in eHealth

The concept of value has taken a central role in health care, including eHealth development and evaluation. This trend has been ongoing in health care since 2006, when Porter and Teisberg introduced the value-based health care concept to improve and innovate healthcare [1], resulting in increased interest in the value concept. For example, some argue that there has been a shift in the health care discourse from improvement of quality to improvement of value [2]. Moreover, many improvements using the value concept have been reported in recent years [3]. However, the concept of value is somewhat unclear within the context of summative eHealth evaluation. Subsequently, it has been approached in different ways in various studies. Sometimes, value has been investigated as positive outcomes such as clinical efficacy or behavior change of patients or professionals [4,5]. Others have aimed to identify value through the perceptions of various stakeholders [6,7]. In order to arrange reimbursement for an eHealth service and to support decisions about investments in technology development or implementation, the value of eHealth has also been interpreted in economic terms (ie, whether health outcomes justify the costs) [8]. While different evaluation frameworks have addressed some aspects of value [9], there is no framework that explicitly guides the evaluation of value in eHealth interventions. The immature conceptual and methodological base of value in eHealth can create confusion due to the large number of studies that are hard to compare, learn from, and transfer from one context to another.

To explore the conceptualizations of value beyond the area of eHealth, inspiration could be taken from other disciplines, such as the marketing of products and services. One way to approach value can be as benefits and sacrifices, which measure service quality in relation to cost [10] and can reflect both monetary and nonmonetary outcomes [11]. In addition, value occurs from the interaction between a subject (eg, a patient) and an object (an eHealth intervention) and is relative. Relativity means that value is comparative (signifying that the value of one eHealth intervention can be compared to the other), personal (what is valuable for one end-user or stakeholder is not necessarily valuable for the other), and situational (ie, value depends on the context of use) [10]. Assuming that value is relative, one can question the usefulness of evaluating a certain eHealth intervention in a specific context. How do the results translate from one context to the next when the concept of value, costs, and benefits are potentially different? Systematic reviews that have analyzed eHealth intervention studies in dementia care [12] and eHealth evaluation frameworks [13] revealed that the role of context has been neglected. The current discourse treats the context as the circumstances under which an intervention is effective or not [14]. However, there are no studies that have explicitly investigated how the context influences the value of the eHealth intervention. Knowledge of these contextual factors can help to translate the interventions into practice or new settings [15-17].

To sum up, one way of conceptualizing the assessment of value in eHealth interventions could be to combine the benefit-and-sacrifice approach from marketing [8] with the value-based health care logic that assesses patient outcomes against cost [1]. In this view, benefits could refer to financial earnings or savings as monetary benefits, and eHealth service quality or utility as nonmonetary benefits [18]. Sacrifices relate to the financial investment and expenditure as monetary sacrifices, and social disadvantages (ie, what it takes to provide the service physically or emotionally) as nonmonetary sacrifices. In addition, it might also be fruitful to add an emphasis on the context, which has been lacking in eHealth studies [12,13,17]. The proposed structure of assessing the value of an eHealth intervention is depicted in Textbox 1.

Textbox 1. Structure of the value assessment of an eHealth intervention.

<table>
<thead>
<tr>
<th>Benefits</th>
<th>Monetary</th>
<th>Nonmonetary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sacrifices</td>
<td>Monetary</td>
<td>Nonmonetary</td>
</tr>
</tbody>
</table>

In this study, we identified the value of a nonpharmacological eHealth intervention, which combined an integrated care model with eHealth and targeted to treat cognitive impairment in elderly populations in Italy and Sweden.
The 2 objectives that guided this study were (1) to identify the contextual factors that determined the similarities and differences in the value of an eHealth intervention between the 2 contexts, and (2) to reflect on and contribute to the discussion about the specification, assessment, and relativity of the “value” concept in the evaluation of eHealth interventions.

Context
This study was a part of the European Union–funded project “Digital Environment for Cognitive Inclusion” (DECI). The entire DECI project was performed over 3 years and focused on the development of digital solutions to improve the care of elderly individuals with mild cognitive impairment (MCI) and mild dementia (MD).

In our study, we examined the implementation of a 6-month eHealth intervention among patients recruited in Sweden and Italy. The inclusion criteria for participants were ≥60 years of age, a diagnosis of MCI or a diagnosis of dementia according to DSM-5 criteria, a clinical dementia rating (CDR) of ≤1, living at home, and the ability to provide informed consent or the availability of a proxy for informed consent. The exclusion criteria were living in a care institution, previous or present major psychiatric illness (eg, schizophrenia, bipolar disorder, or recurrent major depression), previous or present major neurological illness other than MCI or MD (eg, stroke, multiple sclerosis, brain tumor, traumatic brain injury), the presence of other serious comorbidities (eg, severe chronic obstructive pulmonary disease, severe heart disease, or severe chronic kidney failure), a history of drug or alcohol abuse, severe sensory impairments (mainly visual and auditory), a history of intellectual disability or other developmental diseases, and a life expectancy of less than 1 year (as judged by a clinician). The specific procedures for the inclusion of patients in Italy and Sweden differed. After inclusion, the 6-month eHealth intervention was initiated.

Clinical efficacy variables and quality of life were assessed at baseline and at the end of the 6-month intervention. Further data in terms of monetary and nonmonetary outcomes were obtained by performing semistructured interviews 6 months after the eHealth intervention and by collecting information from the health care providers after the intervention had been completed.

The DECI Intervention
The DECI intervention consisted of a set of integrated eHealth applications and a service model, as depicted in Figure 1.

The digital component of the intervention was centered around a web-based portal that disclosed a set of several services via single sign-on. A digital platform that served as the data repository for a patient allowed for the following main functionalities: messaging among the key actors for a patient’s care (the patient, professional caregivers, family members, and informal caregivers), sending data to and retrieving data from a patient’s electronic medical record (EMR) and other digital applications, and the provision and processing of patient-centered surveys. A web-based service provided the Otago fall prevention program [19] (used for improving physical health [20]) through video instruction, accompanied by written instructions and a voice-over that pronounced these written instructions. Patients could indicate the difficulty they had with exercises; based upon this feedback, the service decided whether (1) they could continue to the next level of the Otago program after completing a week, (2) they would remain at the same level, or (3) they would go down a level. Figure 2 depicts a screenshot of an exercise in the Otago program.
Smartbrain [21], a web-based collection of exercises aimed at cognitive stimulation normally provided to patients with MCI, Alzheimer disease, Parkinson disease, and similar conditions, offered patients different difficulty levels. In addition, a physical activity dashboard supported by the ADAMO care watch (Caretek s.r.l) and that included pedometer functionality [22] allowed care professionals to inspect a patient’s physical activity (in terms of daily steps and active hours) and provided the patient with daily feedback about his or her physical activity levels.

The patients received a tablet for accessing digital services. Next, the case manager role was introduced as the organizational element of the intervention. The case manager was responsible for coordinating care and introducing the technology to the patients.

**The Italian Context of the DECI Intervention**

The Italian National Health System provides free health care for patients throughout the country. It is funded by taxes and charges for some services. The DECI study was carried out in the Milan area (Lombardy region) at the Istituto Palazzolo (IP), Fondazione Don Gnocchi (FDG). All services are integrated to offer a care program that is shared between the elderly patients and the caregivers, and to provide follow-up along all the clinical pathways. The DECI project mainly targeted patients enrolled at the Memory Clinic of the Istituto Palazzolo.

Patients eligible for inclusion were identified using the IP-FDG Memory Clinic database and were then contacted to receive information on the study and a proposal of participation. Then, an inclusion visit was arranged for written informed consent, clinical anamnesis, and a neuropsychological and functional examination of patients that accepted participation and met the inclusion criteria. Afterward, patients received training and delivery of the study materials. If needed, a follow-up visit was arranged. Lastly, clinical and satisfaction assessments were performed at the exit visit.

The Italian DECI team consisted of 1 senior physician specialized in geriatrics and dementia, 1 social worker (case manager), 2 neuropsychologists, and 1 engineer. A physiotherapist from the rehabilitation services gave advice but did not participate actively in visits and follow-up. The patients received a 10.1-inch Samsung Android tablet with a 4G SIM card to guarantee connectivity. The case manager and one of the neuropsychologists provided instructions and training for the patient regarding the DECI platform, usually during an individualized 90-minute meeting at the memory clinic. Related information was also available through the case manager by phone or through the message system of the DECI platform. The patients used the tablet for physical and cognitive training during the 6-month intervention. An online help desk by phone was established during working hours (Monday to Friday). Inclusion visits and follow-up were carried out at the memory clinic.

**The Swedish Context of the DECI Intervention**

Health care in Sweden is tax-funded and provided by the communities (elderly care) and the counties (specialized and primary care). The DECI study was carried out in the Skaraborg region, which has a permanent interorganizational network for integrated care that delivers mobile, coordinated person-centered care for patients with various chronic diseases. DECI patients receive mobile, networked care managed by the Swedish DECI team.

The study purpose was described in advertisements in local media and leaflets that were distributed in local care units. Then, patients who contacted the Swedish DECI team were invited for screening. Patients who met the inclusion criteria and agreed to participate were visited at home for written informed consent, arranged.
clinical anamnesis, and neuropsychological and functional examination; inclusion and exclusion criteria were checked further. During subsequent visits, patients received training and delivery of the material. Lastly, clinical and satisfaction assessments were performed at the exit visit at the patient’s home.

The DECI team consisted of 1 senior physician specialized in geriatrics from Skaraborg Hospital Group and 1 experienced nurse from one of the communities (case manager). An occupational therapist and a physiotherapist from 2 other communities in Skaraborg gave advice but did not participate in the home visits. All patients received a 10.1-inch Samsung Android tablet with a 4G SIM card to guarantee connectivity. The patients were assessed using memory tests. The case manager and the geriatrician provided instructions and training for the patient regarding the DECI platform, usually during a 1-hour long meeting at the patient’s home. Information was also given during subsequent visits at the patients’ home by the case manager, in some cases with the geriatrician also present. The patient used the tablet for physical and cognitive training during the 6-month intervention. An online help desk by phone was established during working hours (Monday to Friday). Follow-up was carried out at the patients’ homes.

**Methods**

**Value Specification**

The evaluation conducted in this study was based on Textbox 1. In order to meet the requirements and aims of the DECI project, the model presented in Textbox 1 was populated with the variables collected during the project. The specification of value for the DECI intervention is depicted in Textbox 2.

**Textbox 2.** Value specification in the Digital Environment for Cognitive Inclusion (DECI) intervention.

<table>
<thead>
<tr>
<th>Benefits</th>
<th>Monetary</th>
<th>Income</th>
<th>Prevented cost of treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonmonetary</td>
<td>Clinical efficacy</td>
<td>Quality of life</td>
<td>Patient satisfaction</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sacrifices</th>
<th>Monetary</th>
<th>Investment</th>
<th>Operating expenses</th>
<th>Cost of spent time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonmonetary</td>
<td>Patient safety</td>
<td>Workload</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The monetary benefits were operationalized as income and the prevented cost of treatment. The nonmonetary benefits were expressed as clinical efficacy, quality of life, patient satisfaction, and job satisfaction. The monetary sacrifices were operationalized as investment, operating expenses, and the cost of spent time. The nonmonetary sacrifices were expressed as patient safety and workload.

**Data Collection and Analysis**

Data to assess the monetary and nonmonetary outcomes of DECI (Textbox 2) were collected from the Italian and Swedish health care providers involved in the project. Details of the collection and analysis of data are described below.

**Monetary Benefits**

**Income**

Income data was related to the annual state reimbursement for the treatment of MCI for a single patient. The total yearly income was calculated by multiplying the projected yearly population in the treatment by the yearly state reimbursement per patient.

**Prevented Cost of Treatment**

Prevented cost included the postponement of care and the prevented cost of treatment of falls. Postponement of care was based on the delayed conversion from MCI to MD. Data was collected using the Clinical Dementia Rating Scale (CDR) [23].
at baseline and at follow-up after 6 months. The annual cost of treatment of MD was collected from the Italian and Swedish health care providers involved in the project. In the analysis of data, the conversion rate (changes in CDR after 6 months) was multiplied by the annual targeted population and the cost of MD treatment.

Data regarding falls were theorized based on the assumptions extracted from the relevant literature, since such data was not collected in the DECI study. Elderly people (from 65 years of age and older) fall 0.33 times a year [24], which can create care needs such as visits to a general practitioner (GP; 9%), emergency visits (5%) [25], or treatments for fracture (3%, based on the professional judgment of health care professionals in the DECI study). Previous studies involving the Otago physical activity coaching program have demonstrated that it helps to prevent falls by 68% [26]. The cost information for GP visits, emergency visits, and treatments for fracture was collected from the Italian and Swedish health care providers involved in the project. During the data analysis, a preventable number of falls was calculated by multiplying 0.33 by 68% and by a targeted population size. Then, a number of prevented GP visits, emergency visits, and fractures were calculated by multiplying the number of falls by 9%, 5%, and 3%, respectively. To calculate the cost, the results were multiplied by the costs for a single GP visit, emergency visit, and fracture treatment. The results were summed up to calculate the total preventable costs due to falls.

**Nonmonetary Benefits**

**Clinical Efficacy**

The Mini–Mental State Examination (MMSE) [27] and the clock drawing test (CDT) [28] were used to assess the cognitive performance of the patients. The instruments were administered at baseline (T0) and at follow-up after 6 months of intervention (T1). Within-group differences were calculated by comparing values at T1 with those at T0 using the Wilcoxon test. Between-group differences were analyzed by comparing the changes from baseline (T1–T0) using the Mann–Whitney U test. The statistical analysis was performed using SPSS for Windows (version 24; IBM Corp.). A P value of <.05 was considered statistically significant.

**Quality of Life**

The EQ-5D-5L [29] questionnaire was used to estimate quality of life at baseline and at follow-up after 6 months. Within-group differences were calculated using the Wilcoxon test, and between-group differences were analyzed by comparing the changes from baseline using the Mann–Whitney U test.

**Patient Satisfaction**

Data were collected using semistructured interviews with patients in Sweden and Italy after 6 months of having used the DECI services services (the interview protocol can be found in Multimedia Appendix 1). The sampling was purposeful [30] in order to be careful not to create too big of a cognitive burden during the assessment activities. Thematic analysis [31] of the data helped to identify the perceived benefits by the patients and the necessary sacrifices in order to deliver it.

**Job Satisfaction**

Data were collected using in-depth semistructured interviews with the health care professionals providing the DECI services in Italy and Sweden services (the interview protocol can be found in Multimedia Appendix 2). Thematic analysis [31] of the data identified the perceived benefits by the health care professionals and the necessary sacrifices in order to deliver it.

**Monetary Sacrifices**

**Cost of Spent Time**

The spent time included the direct provision of the DECI services and participation in the multi-disciplinary meetings (those hours did not overlap). The hours spent by healthcare professionals were collected from the Swedish and Italian healthcare providers. The cost was then calculated by multiplying the number of hours by the hourly tariff. The total cost of spent time was a sum of costs of the different professional categories.

**Investment**

Investment related to the one-time cost of starting to use the DECI technologies. Investment data were collected via email from the healthcare providers.

**Operating Expenses**

Operating expenses included the annual cost of hardware (tablets), servers, the usage fees of DECI technologies, maintenance, and a help-desk function. Data were collected from the healthcare and technology providers using an Excel file containing various categories of the operating expenses. The usage fees of the DECI technology were stable, except for the fee for the ADAMO activity monitoring device (a wristwatch) that depended on the number of users.

**Nonmonetary Sacrifices**

**Patient Safety**

Data were collected using semistructured interviews with patients and health care professionals. The data were thematically analyzed in order to identify safety-related issues.

**Workload**

Data were collected through semistructured interviews with health care professionals. The data were thematically analyzed in order to identify the workload-related issues.

**Monetary Benefit/Sacrifice Ratio**

The ratio was calculated by dividing the sum of monetary benefits by the sum of monetary sacrifices (Ratio=Benefits/Sacrifices). The ratio was calculated for the scenarios at year 1, year 2, and year 3 of using the DECI services.

**Ethics**

The DECI study was approved by the Ethical Committee of the Fondazione Don Carlo Gnocchi and the Regional Ethical Committee of Gothenburg.
Results

Demographic Characteristics

Table 1 depicts the demographic characteristics of the patients involved in the study.

Table 1. Demographic characteristics of patients in Italy (n=53) and Sweden (n=54) at baseline.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Patients in Italy (n=53)</th>
<th>Patients in Sweden (n=54)</th>
<th>P value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>77.6 (5.3)</td>
<td>74.8 (5.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>.66</td>
</tr>
<tr>
<td>Female</td>
<td>27 (51)</td>
<td>30 (56)</td>
<td>.007</td>
</tr>
<tr>
<td>Male</td>
<td>26 (49)</td>
<td>24 (44)</td>
<td></td>
</tr>
<tr>
<td>Diagnosis, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCI(^b)</td>
<td>39 (74)</td>
<td>49 (91)</td>
<td>.007</td>
</tr>
<tr>
<td>MD(^c)</td>
<td>14 (26)</td>
<td>5 (9)</td>
<td></td>
</tr>
<tr>
<td>Education years, mean (SD)</td>
<td>9.2 (4.3)</td>
<td>11.6 (2.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MMSE(^d) (range 0-30), mean (SD)</td>
<td>26.6 (2.9)</td>
<td>28.2 (1.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CDT(^e) (range 0-5), mean (SD)</td>
<td>3.30 (1.38)</td>
<td>4.81 (0.52)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Differences between groups were examined using the Mann-Whitney U test for continuous variables and using chi-square tests for categorical variables.

\(^b\)MCI: mild cognitive impairment.

\(^c\)MD: mild dementia.

\(^d\)MMSE: Mini–Mental State Examination.

\(^e\)CDT: clock drawing test.

Monetary Benefits

Prevented Cost of Treatment

The results in Italy showed a 10% lower conversion rate from MCI to MD compared to the conversion rates of patients in regular care. In the Swedish patients, who were younger than the Italian patients and had a less marked decrease in cognitive function at baseline (higher MMSE and CDT scores; Table 1), the results showed a 2% higher conversion rate from MCI to MD compared to the patients in regular care, thus bringing no preventable costs from the postponed care. Since the postponement of care (which is the element of the preventable costs) was zero, the Swedish preventable costs consisted of the prevention of falls only.

Income

The Italian and Swedish health care systems reimburse the cost of time when providing the eHealth-supported care. Therefore, the cost of time spent on providing the DECI treatment (a category in monetary sacrifices) was considered as income for year 1, year 2, and year 3.

Summary of Monetary Benefits

Table 2 shows a summary of the monetary benefits per patient in Italy and Sweden for 3 years.

Table 2. Monetary benefits, in euros (a currency exchange rate of EUR €1=US $1.18 is applicable).

<table>
<thead>
<tr>
<th>Monetary benefits in Italy and Sweden</th>
<th>Year 1 (€)</th>
<th>Year 2 (€)</th>
<th>Year 3 (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preventable costs - Italy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>191,696</td>
<td>287,544</td>
<td>335,468</td>
</tr>
<tr>
<td>Per patient</td>
<td>1916</td>
<td>1916</td>
<td>1916</td>
</tr>
<tr>
<td>Preventable costs - Sweden</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>6155</td>
<td>9232</td>
<td>10,770</td>
</tr>
<tr>
<td>Per patient</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Income - Italy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>67,938</td>
<td>101,906</td>
<td>118,891</td>
</tr>
<tr>
<td>Per patient</td>
<td>679</td>
<td>679</td>
<td>679</td>
</tr>
<tr>
<td>Income - Sweden</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>826,882</td>
<td>1,240,324</td>
<td>1,447,044</td>
</tr>
<tr>
<td>Per patient</td>
<td>1,653</td>
<td>1,653</td>
<td>1,653</td>
</tr>
</tbody>
</table>
The large differences in monetary values between Italy and Sweden occurred due to the different targeted population sizes. In Italy, it was 100 patients in year 1, 150 patients in year 2, and 175 patients in year 3. In Sweden, it was 500 patients in year 1, 750 patients in year 2, and 875 patients in year 3.

Nonmonetary Benefits

Clinical Efficacy

The mean (SD) changes in MMSE and CDT scores in Italy were -0.14 (2.86) and 0.23 (1.52), respectively; in Sweden, these changes were 0.85 (1.62) and -0.11 (0.57), respectively. In Italy, both MMSE and CDT scores at the 6-month follow-up were similar to those at baseline ($P=0.35$ and $P=0.34$, respectively). In Sweden, MMSE scores were higher (better) at the 6-month follow-up compared to those at baseline ($P<0.001$), whereas CDT scores were unchanged ($P=0.18$). When comparing the results in Italy versus those in Sweden, the changes in MMSE scores were significantly greater in the Swedish cohort ($P=0.004$), whereas there were no differences in CDT scores ($P=0.15$). Thus, as determined by MMSE scores, cognitive performance was improved in the Swedish study population but not in the Italian study population.

Quality of Life

In Italy, there was no difference between the 6-month follow-up and baseline in any of the EQ-5D-5L subscales (mobility, $P=0.41$; self-care, $P=0.41$; activity, $P=0.58$; pain, $P=0.16$; anxiety, $P=0.59$) and the EQ-5D-5L visual analog scale (VAS), $P=0.53$. In Sweden, there were improvements in the mean (SD) changes in the EQ-5D-5L subscale anxiety and the EQ-5D-5L VAS scale, which were 0.16 (0.54) and 2.6 (9.7), respectively. The 6-month follow-up values in these variables were also significantly different from those at baseline ($P=0.046$ and $P=0.035$, respectively), confirming beneficial effects in these variables in the Swedish cohort. Other EQ-5D-5L subscales were unchanged in Sweden: mobility, $P=0.20$; self-care, $P=0.16$; activity, $P=0.20$; and pain, $P=0.26$. However, when comparing the results in Italy versus those in Sweden, there were no between-group differences. Therefore, although some improvement was observed in Sweden, there was no difference in the effect on quality of life between the countries.

Patient Satisfaction

In Italy, 10 patients were interviewed. The patients perceived the DECI service as simple and as containing engaging exercises, which helped the patients become more physically and cognitively active. The patients were willing to try more advanced exercises matching their physical condition, and it was deemed that a customized exercise program could increase the motivation of the patients. Some patients struggled to navigate the technologies and sought help from health care professionals or family members. Like in Sweden, the help-desk function could help to reduce the load on clinicians for solving technical questions or problems. The activity monitoring watch was appreciated by the patients, but its design could be improved in order to meet the aesthetic standards of the elderly.

In Sweden, 10 patients were interviewed. The DECI service was appreciated by the patients due to the clinician-monitored exercise possibilities at home and multiple home visits by health care professionals. The patients expressed a willingness to continue using the physical and cognitive activity programs. Previous information technology (IT) experience was determined to be helpful in navigating the tablet. Less experienced patients relied on family members for help, while others called health care professionals. Therefore, an IT help desk that helps to solve tablet-related issues is a necessary element of the service. The activity monitoring watch did not meet patients’ expectations without a pedometer and a display.

Job Satisfaction

In Italy, 4 health care professionals were interviewed. Their occupations were a geriatrician, a social worker, a neuropsychologist, and a clinical neuropsychologist. The health care professionals felt enabled to build relationships with patients through a dedicated case manager. The physical and cognitive activity coaching programs gave the professionals tools that could not be found in usual care practices. The exercises motivated and engaged the patients, which positively contributed to the job satisfaction of the professionals. The ability to remotely monitor patients’ performances and adherence to the tools was seen as an additional value. The professionals also utilized the messaging and data sharing functions in the DECI platform, which facilitated the interdisciplinary work.

In Sweden, 2 health care professionals were interviewed. Their occupations were a geriatrician and a nurse. The professionals were satisfied that the DECI services helped to form positive relationships with the patients while visiting them in their home environments. The case manager’s role was perceived as rewarding. Professionals could deepen their knowledge of the patients when observing physical status in their usual environment. The professionals felt empowered since they could offer digital tools to the patients with beneficial, customized exercises for different muscle groups and cognitive conditions. However, the messaging function in the DECI platform was perceived as having low value, since the mobile team was mostly on the road and used mobile phones for communication.

Monetary Sacrifices

Investment

In Italy, the one-time investment concerned the cost of staff for server preparation in the hospital. In Sweden, the investment concerned the cost of staff for server preparation and installation of the DECI technologies. Additionally, investments in Sweden also entailed one-time costs for purchasing tablets, including 4G-sim cards for training for patients ($n=52$) and members of the DECI-team ($n=2$).

Operating Expenses

In both Italy and Sweden, the highest usage fee concerned the ADAMO activity monitoring device. The annual operating costs in Italy include purchasing the tablets (a stable number of tablets purchased for patients every year, depreciation in 12 months), server hosting, the configuration of the tablets, the personnel cost of maintenance and the help desk, licenses, and 4G connectivity. In Sweden, it consists of the server hosting,
Cost of Spent Time
The cost was calculated based on the hours spent on the DECI service provision and the multi-disciplinary meetings (Table 3). The following professional categories were involved in Italy: physician, nurse practitioner, physiotherapist, technician, case manager (social worker), and psychologist. In Sweden, the cost was calculated for a geriatrician, an occupational therapist, a physiotherapist, and a nurse practitioner.

Table 3 shows a summary of the monetary sacrifices per patient in Italy and Sweden for 3 years. The large differences in monetary values between Italy and Sweden occurred due to the different targeted population sizes and care models.

Nonmonetary Sacrifices
Patient Safety
In Italy, the ADAMO activity monitoring device caused an allergic reaction in 1 patient, due to sensitivity to nickel and plastic. The health care professionals in Italy (n=4, 1 geriatrician, 1 social worker, 1 neuropsychologist, and 1 clinical neuropsychologist) and Sweden (n=2, 1 geriatrician and 1 nurse) noted that the physical activity training program Otago could be less safe for older people if used without supervision. Hence, the level of exercise difficulty is of high importance.

Workload
In Italy, the 4 health care professionals dedicated, on average, 29.3 hours a week to engage with the existing patients at the memory clinic that took part in the DECI study (the result is based on their self-reported data). A substantial amount of this time was dedicated to digital data entry for the DECI study. This time was used for patient inclusion, training, phone calls, solving technical issues, and digital data entry for the study.

In Sweden, the 2 health care professionals spent, on average, 52.5 hours per week, thus reporting overtime. This time was used for the full-scale dementia examination, training, phone calls, home visits to the patients, solving technical issues, and digital data entry for the study. The result is based on their self-reported data.

Monetary Benefit/Sacrifice Ratio
Table 4 depicts a summary of monetary benefits and sacrifices, and provides a calculation of the benefit/sacrifice ratio in Italy and Sweden for 3 years.
Table 4. Summary of the DECI scenario in monetary value, in euros (a currency exchange rate of EUR €1=US $1.18 is applicable).

<table>
<thead>
<tr>
<th>Benefits and sacrifices in Italy and Sweden</th>
<th>Year 1</th>
<th>Year 2</th>
<th>Year 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total monetary benefits – Italy (€)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>259,633</td>
<td>389,450</td>
<td>454,359</td>
</tr>
<tr>
<td>Per patient</td>
<td>2596</td>
<td>2596</td>
<td>2596</td>
</tr>
<tr>
<td><strong>Total monetary benefits – Sweden (€)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>833,037</td>
<td>1,249,555</td>
<td>1,457,815</td>
</tr>
<tr>
<td>Per patient</td>
<td>1666</td>
<td>1666</td>
<td>1666</td>
</tr>
<tr>
<td><strong>Total monetary sacrifices – Italy (€)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>198,047</td>
<td>278,639</td>
<td>319,004</td>
</tr>
<tr>
<td>Per patient</td>
<td>1980</td>
<td>1857</td>
<td>1822</td>
</tr>
<tr>
<td><strong>Total monetary sacrifices – Sweden (€)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1,060,424</td>
<td>1,487,761</td>
<td>1,725,263</td>
</tr>
<tr>
<td>Per patient</td>
<td>2120</td>
<td>1983</td>
<td>1971</td>
</tr>
<tr>
<td>Benefit/sacrifice ratio - Italy</td>
<td>1.31</td>
<td>1.39</td>
<td>1.42</td>
</tr>
<tr>
<td>Benefit/ sacrifice ratio - Sweden</td>
<td>0.78</td>
<td>0.84</td>
<td>0.84</td>
</tr>
</tbody>
</table>

The benefit/sacrifice ratio showed that the Italian intervention could bring positive monetary value from the first year onward. In Sweden, the intervention did not bring monetary value during the first 3 years. However, the gap between monetary benefits and sacrifices reduces with the growing number of patients.

**Discussion**

**Principal Findings**

This study was guided by 2 objectives: (1) to identify the contextual factors that determine the similarities and differences in the value of an eHealth intervention between 2 contexts, and (2) to reflect on and contribute to the discussion about the specification, assessment, and the relativity of the “value” concept in evaluating eHealth interventions. This study was based on the implementation of an eHealth platform for remote home monitoring of physical and cognitive activity for people suffering from cognitive impairment in Italy and Sweden.

The findings of this study show that there is a differing value derived from the implementation of the same eHealth technology to similar types of populations in different contexts.

We translated value into benefits and sacrifices and assessed these for the intervention in 2 countries. In Sweden, the identified benefits of the eHealth intervention included improved cognitive performance assessed by the MMSE, reduced patient anxiety assessed by the EQ-5D-5L, better perceived health estimated using the EQ-5D-5L VAS scale, and satisfaction with the care received. However, these benefits can require sacrifices, such as an increased cost and higher workload for health care professionals. With the service model of Sweden (home visits), a lower number of patients could be visited per day. Additionally, the relatively high hourly rates of the staff increased the cost of the intervention. In Italy, the identified benefits included patient satisfaction with the care received, empowered health care professionals, and acceptable workloads. Moreover, for the Italian patients, who were older and had a more marked decrease in cognitive function (lower MMSE and CDT scores) at baseline than the Swedish patients, the intervention could bring positive monetary value from the first year onward. This was the result of a higher preventable cost of treatment and state reimbursement, in comparison to the cost that was based on relatively lower hourly staff rates and the service model that reduced the time spent per patient (the intervention was implemented on a sample of existing patients of the clinic and the visits were performed at the clinic). However, the clinical efficacy and quality-of-life improvements have not been observed over the course of the 6-month intervention in Italy.

In this study, the monetary side of value was influenced by factors such as (1) the service delivery design of the intervention (process of delivery), (2) the organizational setup of the intervention (ie, organizational structure and professionals involved), (3) the cost of different treatments, and (4) the hourly rates of staff for delivering the intervention. These factors affected the cost-effectiveness through the expenses incurred (including potentially preventable costs due to the intervention) and necessary investments. The nonmonetary side of the value of the intervention was also influenced by the service delivery design and organizational setup of the intervention, as well as by a fifth factor: (5) the lifestyle habits of the population (eg, how physically active they were in their daily lives and if they were living alone or with family). Finally, the value of eHealth should be seen against the sixth factor: (6) local preferences on the quality of patient care. This study showed that even the non–cost-efficient intervention can be viewed as valuable locally and deemed worthy of implementation. In such a case, local preferences on the quality of patient care can be a decisive factor. Particular positive nonmonetary outcomes might be valued highly enough to proceed with adopting the eHealth-supported service model. Moreover, it should not be neglected that the service delivery design and organizational
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set-up of the intervention can be adjusted to make it more cost-efficient.

A summary of the contextual factors affecting the value of eHealth intervention is provided in Textbox 3.

Textbox 3. Conceptual model for eHealth value specification and the influencing contextual factors.

<table>
<thead>
<tr>
<th>Contextual factors (benefits)</th>
<th>Monetary</th>
<th>Nonmonetary</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Service delivery design of an intervention (process)</td>
<td>Service delivery design of an intervention (process)</td>
</tr>
<tr>
<td></td>
<td>Organizational setup of an intervention (structure)</td>
<td>Organizational setup of an intervention (structure)</td>
</tr>
<tr>
<td></td>
<td>Cost of different treatments</td>
<td>Lifestyle habits of the population</td>
</tr>
<tr>
<td></td>
<td>Hourly rates of staff for delivering an intervention</td>
<td>Local preferences on the quality of patient care</td>
</tr>
</tbody>
</table>

Limitations

The identified contextual factors affecting the value of eHealth interventions could be limited because the study was based on a summative eHealth evaluation conducted in 2 countries. To study 2 countries in-depth demanded time and effort, and including more countries was not feasible. Other contextual setups could enrich the list of the factors and need to be investigated further. Also, the study was constrained by a 6-month follow-up time for the patients. A longer follow-up time could enrich the contextual factors and the proposed eHealth value conceptualization by revealing long-term effects.

Comparison with Prior Work

The conceptual model proposed for assessing the value of eHealth interventions (Textbox 3) was built on prominent eHealth evaluation frameworks [32,33], in addition to previous conceptualizations of value in the eHealth [4-8] and marketing literature [10]. We argue that value needs to be operationalized in both monetary and nonmonetary outcomes, and our model suggests categorizing them into benefits and sacrifices. In practice, an evaluation study on value needs to adapt the model to its needs by populating the model with the themes of evaluation. It is important not to overlook the nonmonetary aspects that can reveal a broader and more accurate view of the value created (in contrast to the cost-versus-outcomes view [1,8,34,35]). We propose that all the parts of the model (monetary and nonmonetary benefits/sacrifices) need to be assessed in order to obtain a holistic view of the value created.

Regarding the conceptualization of value for eHealth interventions, our study showed that an overly limited view on value is obtained if assessing it as only positive outcomes, such as behavior change or clinical efficacy [4,5], perceptions regarding the added value by various stakeholders [6,7], or economic outcomes [8]. The view of value as clinical efficacy [4] is sometimes not possible when studies have a shorter follow-up time. Furthermore, this study showed that economic outcomes might be an overly limited measure of value, when the non–cost-efficient intervention can be viewed as valuable locally for other positive outcomes and deemed worthy for implementation in practice despite the increased cost. We suggest the following conceptualization of value for eHealth interventions:

Value is a holistic view of the created monetary and nonmonetary benefits of eHealth that require monetary and nonmonetary sacrifices in a particular context.
Finally, we argue that more studies need to apply a holistic view to the summative assessments of value, rather than focusing on defining value for the stakeholders during the design process [36]. This holistic value assessment could help to clarify which adjustments could be made to reduce sacrifices and maximize benefits. Moreover, such assessments (especially across multiple contexts) could improve the transferability of eHealth interventions.

**Conclusions**

This study offers a step toward better conceptualization of the value concept within the eHealth context. We argue that it should be interpreted as both monetary and nonmonetary benefits and sacrifices achieved in a context. Next, we argue that without considering value beyond economic terms or assessing it as merely perceptions, a full picture of the value created might be missed. We offer a model that provides some conceptual considerations for the assessment of value of eHealth. Applied within a summative evaluation in this cross-context study, it can be a useful starting point for future research.
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Efficacy of Electronic Acupuncture Shoes for Chronic Low Back Pain: Double-Blinded Randomized Controlled Trial

Background: Chronic low back pain is a common problem and is associated with high costs, including those related to health care and indirect costs due to absence at work or reduced productivity. Previous studies have demonstrated that acupuncture or electroacupuncture can relieve low back pain. Electronic acupuncture shoes (EAS) are a novel device designed in this study. This device combines the properties of acupuncture and transcutaneous electrical nerve stimulation for clinical use.

Objective: The aim of this study was to evaluate the efficacy of EAS in patients with chronic low back pain.

Methods: In this prospective double-blinded randomized controlled study, the data of 83 patients who experienced chronic low back pain were analyzed. Patients came to our clinic for 20 visits and underwent assessment and treatment. Patients were randomly allocated to receive either EAS plus placebo nonsteroidal anti-inflammatory drugs (NSAIDs) (EAS group, n=42) or sham EAS plus NSAIDs (NSAID group, n=41). The visual analog scale (VAS) score and range of motion were assessed at baseline, before and after each EAS treatment, and 2 weeks after the last treatment. The time for achieving pain remission was recorded. Quality of life was assessed at the 2nd, 14th, and 20th visits.

Results: After 6 weeks of treatment, the treatment success rate in each visit in the EAS group was higher than that in the NSAID group, as revealed by the intention-to-treat (ITT) and per-protocol (PP) analyses, but significant differences were observed only during the 16th visit in the ITT analysis (EAS group: 31/37, 84% and NSAID group: 21/34, 62%; P=0.04). The change in the VAS score from baseline in each visit in the EAS group was greater than that in the NSAID group, as revealed by the ITT and PP analyses, and significant differences were observed in the 5th visit and 9th visit in the ITT analysis (P=0.048 and P=0.048, respectively). Significant differences were observed in the left rotation in the 2nd visit and 4th visit (P=0.049 and P=0.03, respectively). No significant differences were observed in the VAS score before and after treatment in each visit and in the quality of life in both groups.

Conclusions: EAS might serve as a reliable alternative therapeutic tool for patients with chronic low back pain who are contraindicated for oral NSAIDs.
Low back pain (LBP) is a common problem worldwide, and its prevalence ranges from 22% to 48% [1]. The lifetime prevalence of LBP is 84% [2]. LBP is associated with high costs, including those related to healthcare and indirect costs from missed work or reduced productivity [1]. Acupuncture is a cost-effective treatment strategy for chronic LBP (CLBP) [3]. CLBP is commonly defined as back pain that persists for at least 12 weeks. In clinics, physicians usually prescribe nonsteroidal anti-inflammatory drugs (NSAIDs) to relieve pain. However, these NSAIDs can cause side effects such as nausea, peptic ulcer, gastrointestinal bleeding, and elevated blood pressure.

Lee et al [4] proposed that acupuncture is a simple and effective strategy for relieving pain, but it cannot improve the loss of function and disability resulting from LBP. The guidelines of the American College of Physicians strongly recommend acupuncture for the selective nonpharmacologic treatment of CLBP [1]. The mechanism of acupuncture analgesia is associated with central neurotransmitters, immune cytokines, and cytokines from the spinal glial cells [5]. These substances can produce various effects such as analgesic, muscle relaxation, anti-inflammatory, mild anxiolytic, and antidepressant effects [6].

Electroacupuncture is defined as applying electrical stimulation to acupuncture needles [6]. This strategy may result in a faster analgesic and anesthetic effect, and high-frequency electroacupuncture has been reported to control pain more effectively than low-frequency electroacupuncture [7]. Electronic acupuncture shoes (EAS) are a newly designed device; these shoes show a combination of the properties of electroacupuncture and transcutaneous electrical nerve stimulation (TENS) and employ a pain-controlling mechanism different from that of acupuncture TENS [8-10].

Electroacupuncture has been incorporated as a component in many medical devices. For example, the electronic system in the smart assistive knee brace serves as a driving force through heating and cooling on the shape memory alloy to induce a cycle of contraction and elongation [11]. However, in the EAS, the electronic system plays the key role in the therapeutic effect by applying the current loop between KI1 and shimian to induce reactions in the human body through the central [12,13] and peripheral pathways [14-16], respectively. The electronic system is incorporated into the shoes with an appropriate parameter setting such that the location of the electrical stimulation is accurate. If a person contracts a new type of infectious disease such as COVID-19, EAS can serve as a very good modality for home health care and can provide therapeutic effects immediately with few contraindications. This device can be used for patients who fear acupuncture needles, and it can be manipulated by patients themselves. Our study compared the noninferiority effects of EAS with NSAIDs for the treatment of patients with CLBP.

Methods

Patient Selection

This study was approved by the Institutional Review Board of the Chang Gung Medical Foundation, and this trial was registered at the ClinicalTrials.gov website (NCT02468297). We registered this trial retrospectively because of the following reasons. We began to enroll patients in April 2004 but stopped in November 2008. We needed to ensure that the amplitude of the electric current was around an appropriate range. Thus, the trial protocol was revised for performing a test to determine the resistance of the sole of every participant. After the revision of the protocol, we re-enrolled patients in April 2009. The manufacturer of EAS did not want to disclose the trade secret before the trial had been completed.

Informed consent was obtained from each participant. A total of 90 patients of both sexes were prospectively screened for study participation. All patients were outpatients of the Department of Rehabilitation, Orthopedics, and Chinese Medicine. We selected patients with the following inclusion criteria: diagnosis of CLBP, that is, the location of pain was below the 12th rib and above the horizontal gluteal crease and lasted for more than 12 weeks; age range of 20 to 60 years; and provision of signed informed consent. Patients were excluded if he or she met the following medical conditions, including cancer, rheumatoid arthritis, renal stone, diabetes mellitus, pacemaker implantation, under steroid treatment, fracture or surgical history of the back, spinal cord compression syndrome (eg, herniated intervertebral disc or spinal cord disorder), visceral organ infectious disease (eg, pancreatitis and pylonephritis), or visual coordination disorder. Women who experienced menopause before 50 years of age, underwent ovary excision, or were pregnant were excluded. Further, women considering to be pregnant were asked to not enroll, and enrolled women were asked to agree to contraception or abstinence. Moreover, before joining the trial, their pregnancy test must be negative. Patients were also excluded if they were not free from previous participation in other trials within 30 days before joining this trial, showed contraindications to ibuprofen, or if they had poor heart, liver, gastrointestinal tract, and renal function. Further, if the physician suspected that EAS treatment might have adverse effects on the patient based on the physical examination and laboratory data at the first visit, the patient was not enrolled.

Study Setting

All patients were randomly assigned to either EAS group (EAS plus placebo NSAIDs) or NSAID group (sham EAS)
Based on a concealed allocation approach, a computerized random number table was used to determine group allocation. Numbered opaque sealed envelopes contained ibuprofen or placebo analgesics and numbered EAS, and no restrictions were placed on randomization. The envelopes for the analgesics and EAS were kept by a pharmacist who was not an assessor of the study. All assessors and patients were blinded to group allocation.

EAS and NSAID settings

In the first visit (first week), patients were assessed by physical examination, vital sign evaluation, blood test (complete blood count, clinical chemistry, and pregnancy test), radiography of the lumbar spine in the anterior-posterior and lateral views, deep tendon reflex test, and sensation, range of motion, and pain scales. Subsequently, patients received EAS treatment (EAS group) or placebo EAS (NSAID group) for 1 hour 3 times a week for 6 weeks. Patients were assessed at baseline (first visit), before and after each EAS treatment (2nd-19th visit), and 2 weeks after the last treatment (20th visit).

Experimental Group

In the first week of treatment, patients in the EAS group received placebo analgesics. Before EAS treatment, patients were asked to remove any conducting metal accessories, watch, mobile, and socks. Each patient had their own EAS.

During treatment, if the patient experienced any discomfort, indicated by symptoms such as extreme LBP, spasm in both lower limbs, paralysis, tachycardia, or dizziness, the assessors recorded the symptoms and their duration. If the symptoms were slight, EAS treatment was ceased for 5-10 minutes and then continued after the symptoms were relieved. If the symptoms were severe, EAS treatment was stopped at once, and the assessors recorded the reasons for stopping the management and the treatment duration. After each treatment, the patient rested for 3-5 minutes, relaxed the joints of the lower limbs, and then underwent the efficacy assessment.

Control Group

In the first week of treatment, patients in the NSAID group received 400 mg ibuprofen 3 times a day. Subsequently, they received EAS treatment without electric current 3 times a week for 6 weeks, as in the EAS group.

Outcome Measurements and Follow-Up

Primary Outcome Measurement: Pain Intensity

Pain intensity was assessed using the visual analog scale (VAS). The VAS is an 11-point scale ranging from 0 to 10. A VAS score of 0 implies absence of pain, and a score of 10 implies unbearable pain. Patients rated their pain levels before and after each EAS treatment (2nd-19th visit); otherwise, pain levels were assessed at the first visit and at 2 weeks after the last treatment (20th visit) [17].

Secondary Outcome Measurements

Time for Achieving Pain Remission

This measurement represented the course of pain remission and was defined as the time point when the VAS score began to decrease.

Range of Motion

The patient stood upright without shoes and with both heels close together and toes slightly apart by 15°. During measurement, the knee was extended and hands were relaxed and dropped naturally. The distance from the middle finger of both hands to the floor was measured under lumbar flexion, extension, and lateral bending. Patients sat on chairs with their feet at shoulder width. Their elbows were in flexion position, and their hands were placed in front of the chest. The angle of the protractor on the wrist was measured under lumbar rotation. The range of motion of the lumbar spine was assessed before and after each EAS treatment (2nd-19th visit); otherwise, the range of motion was assessed at the first visit and at 2 weeks after the last treatment (20th visit). The study protocol, the circumstance of the experimental investigation, and the study assessments are shown in Figure 1.
Quality of Life
The 36-item short form (SF-36) health survey was used to assess the health-related quality of life. It consists of 36 questions grouped into 8 domains: general health (6 items), vitality (4 items), physical function (10 items), bodily pain (2 items), physical role limitation (4 items), emotional role limitation (3 items), social function (2 items), and mental health (5 items). For each domain, scores range from 0 to 100, and higher scores reflect better quality of life [18].

Maintaining Treatment Effect
The Roland Morris Disability Scale (RMDS) questionnaire was used to assess the functional disability due to LBP. This questionnaire consists of 24 questions that focus on the regular activities of daily living. Each affirmative answer corresponds to 1 point, and the total number of points determines the final score. The total score ranges from 0 to 24, and higher scores reflect increased disability. Scores higher than 14 indicate severe impairment [19]. The SF-36 and the RMDS questionnaire were administered to patients at the 2nd, 14th, and 20th visits.

Statistical Analysis
The objective of the statistical analysis was to effectively determine whether the difference between the treatment success rate of the experimental group was at least 30% more than that of the control group, where treatment success denoted VAS score after treatment being lower than that before treatment. \( \alpha \) and \( \beta \) were set as .10 and .20, respectively. At a test power of 80%, the estimated effective sample size was 66. Thus, according to an experimental group-control group ratio of 1:1, the number of patients assigned to each group was 33. To
reasonably assess the treatment outcome, the patients were required to undergo more than 12 treatments before their treatment outcome was included in the assessment. The SAS program (version 9.3) was used to analyze the data (SAS Institute Inc). Chi-squared test and Fisher exact test were used for the comparison of the categorical variables between the groups. For continuous variables, Student t test (two-tailed) was applied for 2 independent samples between the groups, while paired t test was chosen for within-group evaluation. The results are reported as mean (SD). A P value of <.05 was considered statistically significant.

Results

Analytic Paradigms
The population evaluated in the intention-to-treat (ITT) analysis included those who met the inclusion and exclusion criteria and who received treatment at least once without violating the protocol. The population evaluated in the per-protocol (PP) analysis was included as those receiving treatment at least 12 times without violating the protocol.

Subject Characteristics
Eighty-three patients were enrolled in this study between April 2009 and January 2012. One patient was excluded because of not meeting the inclusion criteria, and 10 patients were excluded because they received analgesics. The CONSORT (Consolidated Standards of Reporting Trials) (Multimedia Appendix 1) flow diagram for the study is shown in Figure 2. Patient characteristics, including age, sex, weight, height, and duration of pain, were similar between the groups, except for age in the ITT analysis, which differed significantly (EAS group, 45.7 years and NSAID group, 41.1 years, P=.04) (Table 1).

Figure 2. CONSORT flow diagram. CONSORT: Consolidated Standards of Reporting Trials; EAS: electronic acupuncture shoes; NSAID: nonsteroidal anti-inflammatory drug; ITT: intention-to-treat; PP: per-protocol.

Subjects assessed for eligibility (N=90)
- Excluded (n=7) Assessing failure
  - Randomized (n=83) Allocation
    - Allocated to EAS group (n=42)
      - Excluded (n=4) Taking analgesic (n=4)
    - Allocated to NSAID group (n=41)
      - Excluded (n=7) Not eligible for inclusion criteria (n=1) Taking analgesic (n=6)
  - ITT population (n=38)
    - Dropped out (n=5) Lost to follow-up (n=3) Did not want to take drugs (n=1) Not satisfied with treatment (n=1)
  - ITT population (n=34)
    - Efficacy Analysis
      - Dropped out (n=4) Lost to follow-up (n=3) Foot injury (n=1)
  - PP population (n=33)
    - Dropped out (n=2) Lost to follow-up (n=1) Did not want to take drugs (n=1)
  - Completed population (n=31)
  - PP population (n=30)
    - Dropped out (n=1) Inconvenient traffic transportation (n=1)
    - Completed population (n=29)
Table 1. Characteristics of the patients and duration of pain.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intention-to-treat population</th>
<th>Per-protocol population</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group EAS&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Group NSAID&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Patients, n</td>
<td>38</td>
<td>34</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>45.7 (10.19)</td>
<td>41.8 (8.10)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Females, n</td>
<td>28</td>
<td>19</td>
</tr>
<tr>
<td>Males, n</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>58.5 (11.25)</td>
<td>63.5 (12.52)</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>161.8 (8.18)</td>
<td>164.1 (9.32)</td>
</tr>
<tr>
<td>Duration of pain (years), mean (SD)</td>
<td>8.6 (7.79)</td>
<td>8.5 (6.73)</td>
</tr>
</tbody>
</table>

<sup>a</sup>EAS: electronic acupuncture shoes.
<sup>b</sup>NSAID: nonsteroidal anti-inflammatory drug.
<sup>c</sup>Only this value was significant at P<.05.

Adverse Effects

No severe adverse effects were reported in this study. Moderate and mild adverse effects such as pain in the extremities, back pain, hypoesthesia, and arthralgia were recorded. As shown in Table 2, no significant differences were observed between both the groups. All adverse effects occurred during the period of EAS (or sham) treatment and were relieved after the completion of EAS (or sham) treatment without sequelae.

Table 2. Data of the adverse effects in the patients.

<table>
<thead>
<tr>
<th>Adverse effects</th>
<th>Group EAS&lt;sup&gt;a&lt;/sup&gt;, n=42, n (%)</th>
<th>Group NSAID&lt;sup&gt;b&lt;/sup&gt;, n=41, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients with at least one adverse effect</td>
<td>22 (52)</td>
<td>19 (46)</td>
</tr>
<tr>
<td>Feeling hot</td>
<td>5 (12)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Pain in the sole</td>
<td>6 (14)</td>
<td>6 (15)</td>
</tr>
<tr>
<td>Arthralgia</td>
<td>3 (7)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Back pain</td>
<td>5 (12)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Limb discomfort</td>
<td>4 (10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Muscle tightness</td>
<td>4 (10)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Musculoskeletal pain</td>
<td>4 (10)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Pain in extremity</td>
<td>13 (31.0)</td>
<td>9 (22)</td>
</tr>
<tr>
<td>Sensation of heaviness</td>
<td>3 (7)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Hypoesthesia</td>
<td>13 (31)</td>
<td>7 (17)</td>
</tr>
</tbody>
</table>

<sup>a</sup>EAS: electronic acupuncture shoes.
<sup>b</sup>NSAID: nonsteroidal anti-inflammatory drug.

Primary Outcome Measurements

Treatment Success Rate

Treatment success was defined as the VAS score after the intervention being lower than that before the intervention. The treatment success rate in each visit is shown in Table 3. During the period from the 2nd visit to 5th visit, the NSAID and EAS groups were prescribed ibuprofen and placebo, respectively, for 7 days, and the treatment success rate in each visit was higher in the EAS group in both the ITT and PP analyses, but without significant differences. During the period from the 6th visit to 19th visit, the treatment success rate in each visit in the EAS group was higher than that in the NSAID group in the ITT and PP analyses, and significant differences were observed only during the 16th visit in the ITT analysis (EAS group: 31/37, 84% and NSAID group: 21/34, 62%; P=.04). The treatment success rate in the last visit (20th visit) in the EAS group was lower than that in 19th visit in both the ITT and PP analyses. The treatment success rate in the EAS group was higher than that in the NSAID group, but there were no significant differences.
### Table 3. Data of the success rate of the treatment at each visit.

<table>
<thead>
<tr>
<th>Visit</th>
<th>Success rate in the intention-to-treat population</th>
<th>Success rate in the per-protocol population</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group EAS&lt;sup&gt;a&lt;/sup&gt;, n=38&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td>Group NSAID&lt;sup&gt;c&lt;/sup&gt;, n=34, n (%)</td>
</tr>
<tr>
<td></td>
<td>Group EAS, n=33, n (%)</td>
<td>Group NSAID, n=30, n (%)</td>
</tr>
<tr>
<td>2</td>
<td>19 (50)</td>
<td>16 (47)</td>
</tr>
<tr>
<td>3</td>
<td>24 (65)</td>
<td>21 (62)</td>
</tr>
<tr>
<td>4</td>
<td>24 (65)</td>
<td>21 (62)</td>
</tr>
<tr>
<td>5</td>
<td>26 (70)</td>
<td>19 (56)</td>
</tr>
<tr>
<td>6</td>
<td>27 (73)</td>
<td>22 (65)</td>
</tr>
<tr>
<td>7</td>
<td>25 (67)</td>
<td>22 (65)</td>
</tr>
<tr>
<td>8</td>
<td>28 (76)</td>
<td>22 (65)</td>
</tr>
<tr>
<td>9</td>
<td>28 (76)</td>
<td>21 (62)</td>
</tr>
<tr>
<td>10</td>
<td>28 (76)</td>
<td>22 (65)</td>
</tr>
<tr>
<td>11</td>
<td>30 (81)</td>
<td>23 (68)</td>
</tr>
<tr>
<td>12</td>
<td>29 (78)</td>
<td>23 (68)</td>
</tr>
<tr>
<td>13</td>
<td>31 (84)</td>
<td>24 (71)</td>
</tr>
<tr>
<td>14</td>
<td>31 (84)</td>
<td>22 (65)</td>
</tr>
<tr>
<td>15</td>
<td>29 (78)</td>
<td>22 (65)</td>
</tr>
<tr>
<td>16</td>
<td>31 (84)</td>
<td>21 (62)</td>
</tr>
<tr>
<td>17</td>
<td>26 (70)</td>
<td>20 (59)</td>
</tr>
<tr>
<td>18</td>
<td>27 (73)</td>
<td>21 (62)</td>
</tr>
<tr>
<td>19</td>
<td>29 (78)</td>
<td>20 (59)</td>
</tr>
<tr>
<td>20</td>
<td>25 (68)</td>
<td>20 (59)</td>
</tr>
</tbody>
</table>

<sup>a</sup>EAS: electronic acupuncture shoes.

<sup>b</sup>n=37 after the 2nd visit because the patient number 55 was excluded from the intention-to-treat analysis (the patient was not satisfied with treatment and she quit the study).

<sup>c</sup>NSAID: nonsteroidal anti-inflammatory drug.

<sup>d</sup>Only this value was significant at P<.05.

### Changes in the VAS Score From the Baseline

We calculated the change in the VAS score from the baseline after each treatment, and the results are shown in Figure 3. The VAS score at baseline was the VAS score measured during the first visit. At the first visit, mean (SD) VAS scores in the EAS and NSAID groups were 4.4 (2.46) and 4.2 (2.35), respectively, in the ITT analysis. The mean (SD) VAS scores in the EAS and NSAID groups were 4.4 (2.58) and 4.2 (2.46), respectively, in the PP analysis. No significant differences were observed between both groups. The change in the VAS score from baseline at each visit in the EAS group was greater than that in the NSAID group in the ITT and PP analyses, and significant differences were observed at the 5th visit and 9th visit in the ITT analysis (P=.048 and P=.048, respectively). In both the ITT and PP analyses, VAS scores in the EAS and NSAID groups gradually decreased during the period from the 2nd visit to the 4th visit but increased in the 5th visit. During the period from the 6th visit to 19th visit, the VAS score in the NSAID group fluctuated up and down. However, the VAS score in the EAS group continued to decrease from the 6th visit to the 17th visit and fluctuated from the 17th visit to the 19th visit in the ITT analysis. In the ITT analysis, VAS scores in the last visit in both groups were less than that at baseline. A similar trend was observed in the PP analysis.
**Figure 3.** Change in visual analog scale (VAS) score from baseline in each visit in intention-to-treat and per-protocol analyses. Data are represented as means. The groups were compared at a significance level of .05. The x axis represents the day of visit for treatment, while the y axis indicates the change in VAS score from the baseline. EAS: electronic acupuncture shoes; NSAID: nonsteroidal anti-inflammatory drug; ITT: intention-to-treat; PP: per-protocol.

**VAS Scores Before and After Treatment in Each Visit**

As presented in **Figure 4**, no significant differences were observed between the groups in both the ITT and PP analyses.
Secondary Outcome Measurements

Time for Achieving Pain Remission

This measurement represented the course of pain remission and was defined as the time point when the VAS score began to decrease. As presented in Table 4, the time for achieving pain remission in the EAS group was 14.5 days, which was shorter than that in the NSAID group (17.4 days), but these differences were not significant in the ITT analysis. The time for achieving pain remission in the EAS group was 15.7 days, which was shorter than that in the NSAID group (16.9 days), but these differences were not significant in the PP analysis.
Table 4. Time for achieving pain remission.

<table>
<thead>
<tr>
<th></th>
<th>Intention-to-treat population</th>
<th>Per-protocol population</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group EAS(^a), n=38</td>
<td>Group NSAID(^b), n=34</td>
</tr>
<tr>
<td>Mean (SD), days</td>
<td>14.5 (15.73)</td>
<td>17.4 (18.84)</td>
</tr>
<tr>
<td>Median days</td>
<td>8.0</td>
<td>8.0</td>
</tr>
<tr>
<td>Range of days (min, max)</td>
<td>3.0, 63.0</td>
<td>2.0, 63.0</td>
</tr>
</tbody>
</table>

\(^a\)EAS: electronic acupuncture shoes.
\(^b\)NSAID: nonsteroidal anti-inflammatory drug.

Range of Motion

The range of motion included right and left flexion, lateral bending, rotation, and extension. The results are shown in Figure 5. No significant differences were observed between the groups in both the ITT and PP analyses. However, significant differences were observed in the left rotation at the 2nd visit and 4th visit (P=.049 and P=.03, respectively).

Figure 5. Change in range of motion from baseline in intention-to-treat and per-protocol analyses. The x axis represents the day of visit for treatment, while the y axis indicates the distance (cm). EAS: electronic acupuncture shoes; NSAID: nonsteroidal anti-inflammatory drug; ITT: intention-to-treat; PP: per-protocol.

Quality of Life and Maintaining Treatment Effect

The quality of life and maintaining treatment effect were assessed using SF-36 (Table 5) and RMDS (Table 6), respectively. All the results showed no significant differences between the groups in both the ITT and PP analyses.
Table 5. Quality of life assessed using the 36-item short form health survey.

<table>
<thead>
<tr>
<th>Visit, SF-36&lt;sup&gt;a&lt;/sup&gt; scale</th>
<th>Intention-to-treat population</th>
<th>Per-protocol population</th>
<th>P value</th>
<th>Intention-to-treat population</th>
<th>Per-protocol population</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group EAS&lt;sup&gt;b&lt;/sup&gt;, n=38&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</td>
<td>Group NSAID&lt;sup&gt;d&lt;/sup&gt;, n=34, mean (SD)</td>
<td>Group EAS, n=33, mean (SD)</td>
<td>Group NSAID, n=30, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Visit 2 (baseline)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical function</td>
<td>73.6 (19.96)</td>
<td>75.1 (16.72)</td>
<td>.72</td>
<td>75.0 (19.16)</td>
<td>74.8 (17.49)</td>
<td>.97</td>
</tr>
<tr>
<td>Role limitation (Physical)</td>
<td>50.0 (43.11)</td>
<td>44.1 (39.91)</td>
<td>.55</td>
<td>54.5 (41.67)</td>
<td>44.2 (41.36)</td>
<td>.33</td>
</tr>
<tr>
<td>Role limitation (Emotional)</td>
<td>61.4 (42.82)</td>
<td>56.9 (39.81)</td>
<td>.64</td>
<td>66.7 (40.82)</td>
<td>60.0 (39.54)</td>
<td>.51</td>
</tr>
<tr>
<td>Vitality</td>
<td>49.1 (21.82)</td>
<td>50.9 (12.40)</td>
<td>.66</td>
<td>49.7 (20.32)</td>
<td>53.2 (10.04)</td>
<td>.39</td>
</tr>
<tr>
<td>Mental health</td>
<td>61.4 (15.06)</td>
<td>63.4 (15.39)</td>
<td>.58</td>
<td>61.3 (14.34)</td>
<td>66.0 (14.45)</td>
<td>.21</td>
</tr>
<tr>
<td>Social function</td>
<td>73.0 (18.50)</td>
<td>65.4 (21.77)</td>
<td>.12</td>
<td>72.7 (18.87)</td>
<td>66.7 (22.34)</td>
<td>.25</td>
</tr>
<tr>
<td>Bodily pain</td>
<td>55.6 (19.20)</td>
<td>53.9 (18.29)</td>
<td>.70</td>
<td>56.5 (19.18)</td>
<td>55.3 (18.20)</td>
<td>.80</td>
</tr>
<tr>
<td>General health</td>
<td>51.9 (20.55)</td>
<td>48.8 (18.89)</td>
<td>.50</td>
<td>53.1 (21.06)</td>
<td>49.6 (19.54)</td>
<td>.49</td>
</tr>
<tr>
<td><strong>Visit 14 (change from baseline)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical function</td>
<td>−1.6 (11.16)</td>
<td>−0.3 (19.26)</td>
<td>.73</td>
<td>−1.8 (11.98)</td>
<td>−0.3 (20.55)</td>
<td>.73</td>
</tr>
<tr>
<td>Role limitation (Physical)</td>
<td>1.3 (31.27)</td>
<td>8.1 (40.23)</td>
<td>.43</td>
<td>1.5 (33.62)</td>
<td>9.2 (42.79)</td>
<td>.43</td>
</tr>
<tr>
<td>Role limitation (Emotional)</td>
<td>3.5 (36.18)</td>
<td>−2.0 (36.64)</td>
<td>.53</td>
<td>4.0 (38.87)</td>
<td>−2.2 (39.08)</td>
<td>.53</td>
</tr>
<tr>
<td>Vitality</td>
<td>3.2 (11.07)</td>
<td>1.3 (11.83)</td>
<td>.48</td>
<td>3.8 (11.85)</td>
<td>1.5 (12.60)</td>
<td>.47</td>
</tr>
<tr>
<td>Mental health</td>
<td>2.0 (9.05)</td>
<td>−0.8 (12.33)</td>
<td>.27</td>
<td>2.3 (9.70)</td>
<td>−0.9 (13.15)</td>
<td>.27</td>
</tr>
<tr>
<td>Social function</td>
<td>2.3 (12.28)</td>
<td>4.4 (15.35)</td>
<td>.52</td>
<td>2.7 (13.17)</td>
<td>5.0 (16.28)</td>
<td>.53</td>
</tr>
<tr>
<td>Bodily pain</td>
<td>3.1 (12.8)</td>
<td>6.8 (15.61)</td>
<td>.27</td>
<td>3.6 (13.75)</td>
<td>7.8 (16.43)</td>
<td>.28</td>
</tr>
<tr>
<td>General health</td>
<td>2.4 (12.39)</td>
<td>3.2 (15.19)</td>
<td>.82</td>
<td>2.8 (13.28)</td>
<td>3.6 (16.16)</td>
<td>.83</td>
</tr>
<tr>
<td><strong>Visit 20 (change from baseline)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical function</td>
<td>0.0 (12.63)</td>
<td>−3.2 (13.25)</td>
<td>.29</td>
<td>0 (13.58)</td>
<td>3.7 (14.08)</td>
<td>.30</td>
</tr>
<tr>
<td>Role limitation (Physical)</td>
<td>3.3 (30.85)</td>
<td>11.0 (37.03)</td>
<td>.34</td>
<td>3.8 (33.14)</td>
<td>12.5 (39.25)</td>
<td>.34</td>
</tr>
<tr>
<td>Role limitation (Emotional)</td>
<td>0 (39.52)</td>
<td>4.9 (37.72)</td>
<td>.59</td>
<td>0 (42.49)</td>
<td>5.6 (40.19)</td>
<td>.60</td>
</tr>
<tr>
<td>Vitality</td>
<td>3.2 (15.33)</td>
<td>5.0 (14.09)</td>
<td>.52</td>
<td>3.8 (16.49)</td>
<td>5.7 (14.90)</td>
<td>.63</td>
</tr>
<tr>
<td>Mental health</td>
<td>1.5 (8.74)</td>
<td>1.0 (10.15)</td>
<td>.82</td>
<td>1.7 (9.38)</td>
<td>1.1 (10.82)</td>
<td>.82</td>
</tr>
<tr>
<td>Social function</td>
<td>4.3 (11.36)</td>
<td>0.7 (19.69)</td>
<td>.36</td>
<td>4.9 (12.08)</td>
<td>0.8 (21.00)</td>
<td>.36</td>
</tr>
<tr>
<td>Bodily pain</td>
<td>8.4 (15.13)</td>
<td>10.1 (14.71)</td>
<td>.63</td>
<td>9.6 (15.87)</td>
<td>11.4 (15.18)</td>
<td>.65</td>
</tr>
<tr>
<td>General health</td>
<td>2.4 (11.84)</td>
<td>3.5 (14.80)</td>
<td>.74</td>
<td>2.8 (12.69)</td>
<td>3.9 (15.73)</td>
<td>.75</td>
</tr>
</tbody>
</table>

<sup>a</sup>SF-36: 36-item of a short form health survey.

<sup>b</sup>EAS: electronic acupuncture shoes.

<sup>c</sup>n=37 after the 2nd visit because the patient number 55 was excluded from the intention-to-treat analysis (the patient was not satisfied with treatment and she quit the study).

<sup>d</sup>NSAID: nonsteroidal anti-inflammatory drug.
Table 6. Quality of life assessed using the Roland Morris Disability Scale.

<table>
<thead>
<tr>
<th>Visit, Roland Morris Disability Scale</th>
<th>Intention-to-treat population</th>
<th>Per-protocol population</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group EAS(^a), n=33(^b)</td>
<td>Group NSAID(^c), n=34</td>
</tr>
<tr>
<td>Visit 2 (baseline)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>7.3 (4.64)</td>
<td>7.6 (4.62)</td>
</tr>
<tr>
<td>Median</td>
<td>6.5</td>
<td>7.0</td>
</tr>
<tr>
<td>Range (min, max)</td>
<td>0.0, 17.0</td>
<td>1.0, 18.0</td>
</tr>
<tr>
<td>Visit 14 (baseline)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>7.3 (4.64)</td>
<td>7.6 (4.62)</td>
</tr>
<tr>
<td>Median</td>
<td>6.5</td>
<td>7.0</td>
</tr>
<tr>
<td>Range (min, max)</td>
<td>0.0, 17.0</td>
<td>1.0, 18.0</td>
</tr>
<tr>
<td>Visit 20 (baseline)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>−2.1 (4.79)</td>
<td>−2.4 (4.62)</td>
</tr>
<tr>
<td>Median</td>
<td>−2.0</td>
<td>−1.0</td>
</tr>
<tr>
<td>Range (min, max)</td>
<td>−11.0, 9.0</td>
<td>−16.0, 3.0</td>
</tr>
</tbody>
</table>

\(^a\)EAS: electronic acupuncture shoes.
\(^b\)n=37 after the 2nd visit because the patient number 55 was excluded from the intention-to-treat analysis (the patient was not satisfied with treatment and she quitted the study).
\(^c\)NSAID: nonsteroidal anti-inflammatory drug.

**Discussion**

**Principal Results**

We conducted a trial to compare the effects of EAS and conventional treatment (NSAIDs) for CLBP. In the ITT and PP analyses, the change in the VAS score from baseline in the EAS group in each visit was greater than that in the NSAID group, and significant differences were observed in the 5th visit and 9th visit in the ITT analysis (P=.048 and P=.048, respectively). In the ITT and PP analyses, the treatment success rate in each visit in the EAS group was higher than that in the NSAID group, and significant differences were observed only in the 16th visit (P=.04). In both the ITT and PP analyses, there were no significant differences in the VAS score before and after each treatment between the groups. No significant differences were observed in the time required for achieving pain remission, range of motion, SF-36 scores, and RMDS scores between the groups, but significant differences were observed in the left rotation at the 2nd and 4th visits.

**Comparison With Prior Work**

EAS are a novel medical device, and it combine the properties of electroacupuncture and TENS and are different from acupoint TENS [8-10]. Electrodes of TENS are placed on the painful area of the body, that is, close to the lesion or near the nerve bundles proximal to the painful area [8]. Instead of local treatment, EAS are worn on the feet with electrical stimulation over 2 acupoints (KI1 and shimian) on the soles. Moreover, the administration of both conventional TENS and acupuncture-like TENS is required to achieve physiological intentions (paresthesia and muscle twitch, respectively) to confirm its effectiveness, thereby making patient blinding impossible [8-10]. By contrast, EAS outputs complex waveforms composed of low-frequency and middle-frequency waves. Furthermore, the amplitude of the current is so low that patients wearing EAS barely notice they are under treatment.

In clinical practice, needling on yongquan (KI1) is usually employed for treating conditions of disturbance of consciousness [20]. Few studies have evaluated the effect of electroacupuncture on KI1 [21]. Shimian is an extra acupoint, not located on the meridian, and it is employed to treat insomnia. According to the theory of traditional Chinese medicine, the flow of defensive qi (wei qi) travels around the outer side of the body (yang) through a special pattern and streams into the inner side of the body (yin) through the kidney meridian [22-24]. Moreover, in traditional Chinese medicine, one mechanism underlying insomnia is that the defensive qi cannot stream from the yang to yin [22,23]. Thus, many acupoints of the kidney meridian are believed to regulate the flow of defensive qi and are used to treat insomnia [25,26]. According to the theory of traditional Chinese medicine, chronic pain is a result of disharmony or depletion in the supply of qi [27,28]. For these reasons, we suspected that the regulation of the circulating defensive qi might relieve chronic pain. Therefore, we chose the yongquan and shimian as our treatment acupoints and applied electric current to these areas.

Yang et al [12] conducted an animal study, wherein the results revealed that the application of TENS on KI1 could produce analgesic effects; this was demonstrated through the increased response time of hind paw licking to thermal stimuli induced by complete Freund’s adjuvant. The results of immunostaining and western blotting of the brain and spinal tissue of rats revealed that the application of TENS on KI1 inhibited ERK2 activation and c-Fos expression, which are associated with pain...
perception. In that study, TENS was not applied as a conventional method to the painful lesion or nearby nerve bundles but on an acupuncture distal to the painful site. Stimuli were transferred through the peripheral afferent fiber to the central nervous system and they caused changes in the brain network, thereby affecting pain perception and modulation [13]. These findings can explain that EAS may alleviate CLBP through a central pathway.

Furthermore, we think that EAS also work possibly through a peripheral pathway. Application of acupuncture on acupuncture points remote from the lesion or site of pain to alleviate disease or uncomfortableness is a fundamental concept based on the meridian theory in traditional Chinese medicine. A study demonstrated that acupuncture on distal acupuncture points could increase the blood flow of the meridian distribution area that the acupoints belong to [14]. A few studies found that CLBP is correlated with insufficient blood flow in the lumbar-pelvic region [15,16]. To summarize these theories and findings, we speculate EAS may alleviate CLBP by improving the blood flow.

The strengths of our study are as follows. First, we designed a randomized, double-blinded, placebo-controlled, dual-intervention (real EAS with placebo analgesic and sham EAS with ibuprofen) crossover trial to investigate the effect of EAS compared with that of conventional NSAIDs. Achieving participant blinding is very difficult in the design of an electroacupuncture or TENS study unless patients have little knowledge of electroacupuncture or TENS [8]. In this study, all patients were unaware of EAS because EAS are innovative medical devices. Even if patients were aware of EAS, they still could not differentiate between the real and sham treatment because the applied current was too small to be felt. Second, we employed rigorous methodology in sample size calculation and analytical paradigms (ITT and PP) to evaluate the effects of the intervention [29]. Third, we obtained various outcome measurements to compare the effects of EAS and NSAIDs; we focused not only on the pain itself but also on the mental status and the range of motion affecting the quality of life of the patients.

Limitations and Future Directions

Our study has several limitations. First, we did not test the success of blinding by using an assessment tool such as that developed by Deyo et al [30], although patients were not knowledgeable about EAS and the applied current was extremely low. Second, the duration of ibuprofen intake was only 1 week in order to prevent the side effects such as gastrointestinal, cardiovascular, renal, hepatic, and other systemic adverse effects [31-35]; therefore, we could not determine whether a longer intake of ibuprofen would achieve a higher efficacy. In clinical practice, the duration of NSAID use in patients with CLBP should be examined and evaluated regularly [36]. Treatments for CLBP include pharmacological, interventional, and surgical strategies [36]. Oral NSAIDs are widely used as first-line therapy for CLBP [36]. However, for specific populations with CLBP, the risk of adverse effects and drug-drug interactions [37-41] should be considered before prescribing oral NSAIDs. In this situation, developing an alternative therapy with similar efficacy to NSAIDs is crucial. The effect of TENS on CLBP is still debatable [42]; although the effectiveness of acupuncture is highly recommended [43], it depends on the performer.

EAS might serve as a reliable alternative therapeutic tool. Additional studies for evaluating the effect of EAS on other sites or categories of pain such as neck pain or pain caused by cancer should be conducted. EAS are more than just a tool for treating LBP. If sensors can be integrated to monitor physiological parameters and then shared on the internet, physicians will be able to personalize the amount of electrical stimulation through remote control [44]. This system will make a great contribution to mobile health, and in this era of new infectious diseases such as COVID-19, this feature will enhance the applicability of EAS [45].

Conclusion

In this prospective double-blinded randomized controlled study, we demonstrated that EAS had a better treatment success rate and analgesic effect compared to NSAIDs in patients with CLBP during some of their visits for treatment, with partial improvement in the range of motion. EAS could be considered as a potential noninferior and reliable alternative therapeutic tool for patients with CLBP who are contraindicated for oral NSAIDs.

Data Availability

There are restrictions on the availability of data for this study owing to the signed consent agreements regarding data security, which only allow access to external researchers for research monitoring purposes. Requestors wishing to access the trial data to replicate or check our analyses can apply to Protech Pharmaservices Corporation (contact@ppccro.com) after receiving permission from the East Bamboo Company Limited (ingo@eastbamboo.com.tw) and principal investigator Doctor Yu-Sheng Chen (cusp01@cgmh.org.tw).
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Abstract

Background: Adolescent depression carries a high burden of disease worldwide, but access to care for this population is limited. Prevention is one solution to curtail the negative consequences of adolescent depression. Internet interventions to prevent adolescent depression can overcome barriers to access, but few studies examine long-term outcomes.

Objective: This study compares CATCH-IT (Competent Adulthood Transition with Cognitive Behavioral Humanistic and Interpersonal Training), an internet-based intervention, to a general health education active control for depression onset at 12 and 24 months in adolescents presenting to primary care settings.

Methods: A 2-site randomized trial, blinded to the principal investigators and assessors, was conducted comparing Competent Adulthood Transition with Cognitive Behavioral Humanistic and Interpersonal Training to health education to prevent depressive episodes in 369 adolescents (193 youths were randomly assigned to Competent Adulthood Transition with Cognitive Behavioral
Humanistic and Interpersonal Training and 176 to health education) with subthreshold depressive symptoms or prior depressive episodes. Participants were recruited from primary care settings in the United States. The primary outcome was the occurrence of a depressive episode, determined by the Depression Symptom Rating. The secondary outcome was functioning, measured by the Global Assessment Scale.

**Results:** In intention-to-treat analyses, the adjusted hazard ratio favoring Competent Adulthood Transition with Cognitive Behavioral Humanistic and Interpersonal Training for first depressive episode was not statistically significant at 12 months (hazard ratio 0.77, 95% CI 0.42-1.40, P=.39) and 24 months (hazard ratio 0.87, 95% CI 0.52-1.47, P=.61). Competent Adulthood Transition with Cognitive Behavioral Humanistic and Interpersonal Training provided preventive benefit for first depressive episode for those with mild hopelessness or at least moderate paternal monitoring at baseline. Global Assessment Scale scores improved comparably in both groups (intention-to-treat).

**Conclusions:** A technology-based intervention for adolescent depression prevention implemented in primary care did not have additional benefit at 12 or 24 months. Further research is necessary to determine whether internet interventions have long-term benefit.

**Trial Registration:** ClinicalTrials.gov NCT01893749; http://clinicaltrials.gov/ct2/show/NCT01893749.

(J Med Internet Res 2020;22(10):e16802) doi:10.2196/16802

**KEYWORDS**

adolescent; depression; prevention; scalable; eHealth

**Introduction**

As many as 7%-13% of adolescents living in the United States and other high-income countries experience minor or major depressive episodes each year [1]. Adolescents with depressive episodes, compared to those without depression, have a higher incidence of social adjustment challenges [2,3] and are at risk for future suicide attempts and recurrent depressive episodes throughout life [4]. Unfortunately, only a minority of depressed adolescents receive treatment [5]. The negative consequences of untreated depression, delayed treatment, and extensive lack of access to treatment call for evidence-based preventive interventions that can be disseminated widely.

Recent systematic reviews and meta-analyses [6,7] found that evidence-based interventions (eg, cognitive behavioral therapy) for adolescent depression prevention and treatment could be successfully delivered via the internet [6], indicating their potential to increase access to effective preventive programs. While digital interventions can circumvent geographic barriers, time constraints, and stigma by allowing users to access interventions from their personal devices, their effects on adolescent depression prevention are mixed [7,8], and more intensive interventions with human support or guidance may have superior results [7,8].

To this point, most digital-based preventive interventions have primarily focused on short-term reduction in depressive symptoms and have not focused on how the interventions impact the risk of developing depressive episodes over time. In a review [9] examining 83 studies targeting depressive outcomes in youth, of which 8 were delivered online, only one-third (32/83) specifically focused on reducing the risk of depressive episodes rather than symptoms; small effect size reductions of depressive symptoms were found postintervention, and there was a modest absolute risk reduction of depressive episodes [9]. This limitation, in part, results from a lack of prospective studies examining the long-term outcomes necessary to detect depression onset [7,10]. A prior randomized clinical trial of CATCH-IT [11-13], the internet-based depression prevention intervention evaluated in this study, demonstrated lower depressive symptoms at 6, 12, and 30 months, relative to baseline. Despite these long-term outcomes, because randomization was based on primary care delivery models of CATCH-IT, all participants in that study received CATCH-IT rather than an active comparator.

This randomized clinical trial compared the efficacy of the CATCH-IT intervention to an online general health education program in preventing the onset of depressive episodes at 12 and 24 months in an intermediate to high-risk group of adolescents recruited from primary care settings [14]. We previously reported that at 6 months, CATCH-IT demonstrated preventive benefit against depressive episodes compared to that offered by health education for adolescents with higher depressive symptoms at baseline but not for the entire sample [15]. Given our prior 6-month results, showing significant effects for moderation based on baseline adolescent characteristics and documenting increased benefit of psychotherapy after termination (sleeper effects) [16-18], we hypothesized that a depression prevention benefit might emerge for the CATCH-IT group, and significant moderation relationships (in prespecified theory-based covariates) might be demonstrated in intention-to-treat analysis at 12 and 24 months [14].

**Methods**

**Study Design and Setting**

To evaluate the efficacy of CATCH-IT in a scalable setting, we used a hybrid type 1 efficacy-implementation design in which we tested the efficacy of the clinical intervention while simultaneously collecting information for large-scale implementation [19]. Focus groups tested the prototype of the system for usability and accessibility in urban minority adolescents. Adolescent participants welcomed the platform and expressed preference for an online program that is engaging...
and private with some face-to-face interaction to express their feelings.

The trial model was implemented in 8 major US health systems (31 primary care sites including more than 41,000 adolescents) in a population health approach (screen all youth, offer intervention, assessment, refer those in need of treatment) with over 1200 primary care staff consenting and being trained. Data were collected from urban and suburban clinics located in Boston, Massachusetts and surrounding areas, and in Chicago, Illinois and surrounding areas, including northern Indiana. Participating primary care clinics were recruited by study staff and health care providers at the study sites. Research staff worked closely with office nursing staff conducting in-person adolescent screening and primary health care providers trained in motivational interviewing [14,20].

A more detailed description of our protocol, which follows the CONSORT statement, and a detailed description of the study design and implementation process appear elsewhere [14,20]. Institutional review board approval was received from the institutional review board of record (University of Illinois at Chicago) and local institutional review boards. A data safety and monitoring board reviewed the trial and results twice per year.

Eligibility Criteria
Eligible adolescents were aged 13 to 18 years and had either an elevated score on the Center for Epidemiologic Studies Depression (CES-D) scale [21] (8-17 on 10-item scale at screening or ≥16 on a 20-item scale at baseline, indicating clinically significant risk for depression) [22] or a prior history of a major depressive episode or dysthymia [21,23]. Adolescents were excluded if they had a current DSM-IV (Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition) diagnosis of major depressive disorder or were currently being treated for major depressive disorder. Adolescents with schizophrenia, psychosis, bipolar disorder, significant reading impairment or developmental disability, current drug or alcohol abuse, imminent risk of suicide, or who were in treatment for serious medical conditions were also excluded.

Participant Recruitment and Enrollment
Adolescents were recruited from February 2012 to July 2016 via screening, posted flyers, recruitment letters (sent to all families) and by information offered directly to families by their primary care physician during clinic visits. Initial screening for risk of depression was administered either during a face-to-face interview or over the phone using the Patient Health Questionnaire-2 [11,24]. A positive screen was the presence of any cardinal depression symptom (depressed mood, irritability, or anhedonia over the prior 2 weeks). Eligible participants and parents were then referred for an enrollment assessment at the office of their primary care physician. During this appointment, eligibility was formally confirmed through a full assessment (using Kiddie Schedule for Affective Disorders Scale, KSADS; CES-D10), accessibility to a computer and internet was confirmed, and baseline informed consent was obtained (see Figure 1 for CONSORT diagram). Participants were provided with the study website URL and personal log-in information.
Implementation

We previously published a report [20] on the implementation of this study in 30 participating clinics with 42,310 adolescents (data were not available on adolescents from 1 additional clinic). A total of 369 adolescents were randomized into the intervention or control program. The average reach (the proportion of target audience exposed to the intervention) for screening across the Chicago study sites was 0.216, and the average reach value for enrollment across all study sites was 0.181. We describe the effect of internal barriers to recruiting adolescents (eg, screening adolescents, transferring screening results to the research team) on the screening and enrollment process by reporting reach; these internal barriers, which were related to the implementation of universal screening [20].

Randomization and Masking

Random assignment to CATCH-IT or health education was achieved via a computer-generated sequence blocked by site and time of entry. Participants were also stratified according to their gender, age (13-14 years; 15-18 years) [25,26], and the severity of their risk of depressive episode (current CES-D score or prior episode of major depressive disorder). Allocation to CATCH-IT versus health education was 1:1. Although condition assignment was kept from participants, families, clinicians, and investigators until all initial assessments and preliminary data gathering were completed, it was not possible to blind the participants to their assignment, nor could the primary care clinician be blinded, as CATCH-IT implementation required clinicians to perform 3 motivational interviews over the course of the study. However, the 2 arms were presented to adolescents and parents as different approaches to improving adolescent health (eg, coping skills training or physical health improvement). Assessors were blinded for the duration of the study, and investigators were blinded until all 12-month data were collected.

Treatment Arms

The CATCH-IT Intervention

CATCH-IT, an internet-based depression prevention intervention delivered in primary care settings, sought to address gaps in the field of adolescent depression prevention: (1) the implementation of a low cost and low burden intervention in primary care where youth and their families usually receive care and (2) the efficacy of an intervention in reducing diagnosed depressive episodes (versus only symptom reduction) across a 24-month follow-up period [27,28]. CATCH-IT, originally developed in the United States, incorporates cognitive behavioral therapy and interpersonal psychotherapy and was developed to

Figure 1. CONSORT Diagram. CATCH-IT: Competent Adulthood Transition with Cognitive Behavioral Humanistic and Interpersonal Training; GAS: Global Assessment Scale; K-SADS: Kiddie Schedule for Affective Disorders and Schizophrenia; MI: motivational interview.
have high levels of interactivity using previously published methods [27,28].

CATCH-IT integrates a set of sequential online modules with a coaching component consisting of direct interviews and periodic phone calls. There are 15 adolescent modules (14 modules on depression and an optional anxiety module with relaxation technique) designed to develop coping strategies protective against depression and 5 parent modules [29] (described in prior publications in detail) [14,15,29]. Each module takes approximately 15-20 minutes. Adapted from the Coping with Depression Adolescent Course, in combination with behavioral activation strategies (for example, behavioral scheduling of pleasurable activities) [30] and techniques used in interpersonal psychotherapy (for example, effective social problem solving, building and engaging social support) [31]. CATCH-IT encourages the user to adopt a proactive approach toward mental health maintenance. Motivational support includes 3 formal motivational interviews delivered at baseline, 2 months, and 12 months by the participant’s primary care physician, and 1 to 3 coaching phone calls by study staff. A separate CATCH-IT parent program, based on Beardslee and Gladstone’s Preventive Intervention Project [32], included 4 modules that provided information about youth depression and ways to promote resilience in adolescents, and included a separate module for parents who think they may be depressed.

The Health Education Intervention
Health education, a 14-module online health educational tool, was used as an active control. Health education addresses adolescent health, wellness, and general safety. Module 14 discusses the identification of mood symptoms, the importance of seeking treatment for mental health concerns, and stigma associated with mental health treatment that might act as a barrier towards seeking professional help [33]; 4 modules for parents were included.

Shared Elements Across Both Treatment Arms
Both intervention arms provided care consistent with Guidelines for Adolescent Depression in Primary Care (GLAD-PC) [34], closely related to the chronic care model. This included screening adolescents for depression; training clinicians in the identification, diagnosis, and treatment of depression; establishing a treatment plan; creating referral relationships; and developing a safety plan [34]. Up to 3 check-in calls were made during the first 3 weeks of intervention to ensure participants had gained access to the website. We provide estimates of nonintervention time related to assessment and follow-up. These were developed based on total number of calls and sampling of call duration (40 randomly selected files to determine mean duration of calls and assessments).

Outcomes
The primary outcome was occurrence of first depressive episode, where a Depression Symptom Rating (DSR) score indicating at least subthreshold major depression (DSR≥3) was considered a depressive episode. The secondary outcome was mental health functioning measured by GAS scores (Multimedia Appendix 1: Table S10).

Measurements

Demographics
At baseline and during follow-up assessments, demographic information, educational status, and institution were collected from the participants and their families.

Fidelity and Adherence
Fidelity to the intervention was based on completion of the motivation interviews, quality of the motivation interviews as rated by the Motivational Interview Treatment Integrity (4.2.1) which ranges from 1 (low quality) to 5 (high quality) [35] and number of characters typed into the CATCH-IT website. We also measured modules completed and total time on the website by adolescents and parents. Additionally, at the 2-year time point, we asked 11 adolescents and parents 4 questions regarding satisfaction with the study and intervention.

Depressive Episodes
The 2-question screener was based on the Patient Health Questionnaire-Adolescent [24]. The K-SADS [36,37], a semistructured interview assessing current and lifetime psychiatric diagnoses in participants under age 18, was administered with parents and adolescents by licensed mental health professionals [36,38]. DSR scores were obtained from the K-SADS and the Kiddie Longitudinal Interval Follow-up Evaluation [38], which was used to identify each week of the follow-up interval’s onset and offset of diagnoses based on recall, and GAS ratings were ascertained at each assessment. The K-SADS and GAS were completed at baseline and at 2, 6, 12, and 24 months. To test for robustness of findings, we examined outcomes using DSR cut-points of ≥3, ≥4, and ≥5, indicating probable major depressive episode [39]. We selected DSR≥3 (at least subthreshold major depressive episode) versus DSR≥4 (probable or definite major depressive episode) as our primary outcome due to the lower than expected occurrence of DSR≥4 in the entire sample, identified during data safety monitoring board reviews of data. For assessment of presence of current or prior episodes (secondary versus primary prevention), we conducted an exploratory analysis of whether presence or absence of DSR≥3 or ≥4 affected subsequent outcomes.

Covariates in Moderation Analyses
We have proposed and published the technology-based behavioral vaccine model as an integrated conceptual framework for understanding the prevention of depression across the lifespan through internet-based interventions in community settings [10,29,40]. Based on this model, we propose moderators within this conceptualization: (1) a life course schedule that is theory-driven and that includes booster doses operationalized as patient or participant factors influencing response over the life course, including demographics such as gender, race, ethnicity, age, parental education, and site; vulnerability factors (CES-D10, Adolescent Life Events Questionnaire, Beck Hopelessness Scale, Child Report of Parental Behavior Inventory); child comorbid psychopathology (Child Anxiety Related Emotional Disorders; Disruptive Behaviors Disorder Scale; substance abuse, using CRAFFT [Car, Relax, Alone, Forget, Friends, Trouble]); and parent psychopathology.
(CES-D10); (2) effective components of information and training to encode responses to future threats that can then be deployed at some future points using information (operationalized as internet modules completed, time on site); (3) a motivational framework to boost response to behavior prescription (intrinsic motivation operationalized as Theory of Planned Behavior Scale, Transtheoretical Model Scale) as well as personal relevance (Sociocultural Relevance Scale); and (4) a structured implementation strategy as, to intervene effectively, we must address or provide proper conditions for successful participation in the intervention such as positive primary care relationships (operationalized Physician Relationship Scale) [11,14,30,41].

Statistical Analysis

We estimated incidence rates by calculating the number of depressive episodes per 10,000 person-weeks of follow-up. Kaplan-Meier curves were used to estimate the time to first episode distribution for each intervention under 6 different treatment allocations: intention-to-treat, modified intention-to-treat (CATCH-IT adolescents who completed the baseline motivational interview), as treated (visited website at least once), per-protocol 2, per-protocol 4, and per-protocol 7 (adolescent and parent completed a total of 2, 4, 7 modules, respectively) (Multimedia Appendix 1: Table S1-2). Cox proportional hazard regression was used to estimate the hazard ratio comparing CATCH-IT to health education, adjusted for covariates. We present hazard ratios and coefficients adjusted for gender, ethnicity (Hispanic or non-Hispanic), race (White or non-White), baseline age, site (Boston or Chicago), and baseline CES-D10 score. We conducted exploratory analysis of the moderating effects of theory-based covariates by including interaction terms in the Cox models. We conducted the analysis of CES-D10 as a moderator in both the full sample and the subsample with elevated baseline CES-D10 scores. To examine whether the sizable number of moderator analyses we tested reveal significant effects more than by chance, we plotted all the ordered P values that were observed against what would be observed by chance in a quantile–quantile plot (Multimedia Appendix 1: Figure S1). We used linear mixed-effect growth models with random intercept and slope to examine differences between groups in change over time in GAS. We transformed the time scale in our growth models toward linearity by using a logarithm transformation of time. For the exploratory analysis of the impact of prior episodes on outcomes, standard descriptive statistics were used. Original sample size calculations to achieve 80% power were based on randomization of 200 into each arm and 28% incidence in the control condition at 12 months, a prior probable depressive episode (DSR≥4). At baseline, the mean CES-D10 (0-30 scale) score was 9.4 (SD 4.6), the mean GAS score was 78.1 (SD 9.4), and the mean score on the Beck Hopelessness Scale was 4.7 (SD 3.6). Of the 369 participants, 16 (4.3%) adolescents reported recurrent thoughts (subthreshold or threshold) of death at baseline, 2 (0.5%) adolescents reported subthreshold suicidal ideation, and 2 (0.5%) adolescents reported subthreshold nonsuicidal self-harm thoughts. For parents at baseline, the mean CES-D10 score was 6.4 (SD 5.0), and 22.9% (72/314) were at least moderately depressed (CES-D20≥16). Adolescents were diverse in self-reported race and ethnicity: 159/369 (43.1%) identified as non-Hispanic White; 94/369 (25.5%) identified as non-Hispanic Black; and 77/369 (20.9%) identified as Hispanic. The parents of about half of the adolescents (mothers: 144/359, 40.1%; fathers: 157/336, 46.7%) had earned a high school diploma or less, and 39.4% (143/363) were not married. Relative to Chicago, the Boston site had more adolescents who identified as White (P<0.001), a lower percentage of ethnic minority adolescents (P=.01), greater levels of parent education (P=.03 for mothers and P<.001 for fathers), more parents who were married at baseline (P=.03), and parents who were older (P<.001) (Multimedia Appendix 1). A complete description of the cohort data at baseline is provided in a prior publication [15].

Fidelity and Adherence

Tests of fidelity and adherence have been described elsewhere [15] and are shown in Table 1 and Multimedia Appendix 1: Tables S11-S12. The median number of adolescent and parent modules completed was 4 in the CATCH-IT group and 8 in the health education group. Number of characters typed was used to measure active use of the modules, with adolescents and parents (combined) in the CATCH-IT arm typing a mean of 3713 (median 1899) characters. Adolescents spent more time on the CATCH-IT site than on the health education site (CATCH-IT: median 39.6 minutes; health education: median 8.4 minutes) but completed more modules on health education (CATCH-IT: median 1.0; health education: median 4.0). For CATCH-IT, 14 adolescents (14/193, 7.3%) completed all 15 modules; for health education, 74 adolescents (74/176, 42.0%) completed all 14 modules. The median number of motivational interviews completed was 2 for both adolescents and parents, with 94.8% (183/193) of adolescents completing at least 1 and 34.2% (66/193) completing all 3 (Table 1 and Multimedia Appendix 1: Table S11). Motivational interviews were assessed for fidelity by 2 trained raters using the Motivation Interview Treatment Integrity 4.2.1 coding manual. The mean length of motivation interview was 7.7 minutes (SD 4.0), and mean lengths of technical and

Results

Participants

Of the 369 participants, 193 were randomized to CATCH-IT, and 176 were randomized to health education (Figure 1); depressive episode assessments (K-SADS) were available for 278 participants (75.3%) at 12 months and 181 (49.1%) at 24 months or greater (Multimedia Appendix 1: Table S3). The mean time observed was 524.8 days (SD 314.8 days) from baseline to final K-SADS. Predictors of missing episode assessment data were consistent at 12 and 24 months and included Chicago site, CATCH-IT group, older age, and lower parental education (Multimedia Appendix 1: Table S4-S5).

Adolescents were 13 to 18 years (mean 15.4 years, SD 1.5); 62% (233/3654) of adolescents had at least a prior subthreshold depressive episode (DSR≥3), and 40% (147/3654) had at least a prior probable depressive episode (DSR≥4). At baseline, the mean CES-D10 (0-30 scale) score was 9.4 (SD 4.6), the mean GAS score was 78.1 (SD 9.4), and the mean score on the Beck Hopelessness Scale was 4.7 (SD 3.6). Of the 369 participants, 16 (4.3%) adolescents reported recurrent thoughts (subthreshold or threshold) of death at baseline, 2 (0.5%) adolescents reported subthreshold suicidal ideation, and 2 (0.5%) adolescents reported subthreshold nonsuicidal self-harm thoughts. For parents at baseline, the mean CES-D10 score was 6.4 (SD 5.0), and 22.9% (72/314) were at least moderately depressed (CES-D20≥16). Adolescents were diverse in self-reported race and ethnicity: 159/369 (43.1%) identified as non-Hispanic White; 94/369 (25.5%) identified as non-Hispanic Black; and 77/369 (20.9%) identified as Hispanic. The parents of about half of the adolescents (mothers: 144/359, 40.1%; fathers: 157/336, 46.7%) had earned a high school diploma or less, and 39.4% (143/363) were not married. Relative to Chicago, the Boston site had more adolescents who identified as White (P<0.001), a lower percentage of ethnic minority adolescents (P=.01), greater levels of parent education (P=.03 for mothers and P<.001 for fathers), more parents who were married at baseline (P=.03), and parents who were older (P<.001) (Multimedia Appendix 1). A complete description of the cohort data at baseline is provided in a prior publication [15].

Fidelity and Adherence

Tests of fidelity and adherence have been described elsewhere [15] and are shown in Table 1 and Multimedia Appendix 1: Tables S11-S12. The median number of adolescent and parent modules completed was 4 in the CATCH-IT group and 8 in the health education group. Number of characters typed was used to measure active use of the modules, with adolescents and parents (combined) in the CATCH-IT arm typing a mean of 3713 (median 1899) characters. Adolescents spent more time on the CATCH-IT site than on the health education site (CATCH-IT: median 39.6 minutes; health education: median 8.4 minutes) but completed more modules on health education (CATCH-IT: median 1.0; health education: median 4.0). For CATCH-IT, 14 adolescents (14/193, 7.3%) completed all 15 modules; for health education, 74 adolescents (74/176, 42.0%) completed all 14 modules. The median number of motivational interviews completed was 2 for both adolescents and parents, with 94.8% (183/193) of adolescents completing at least 1 and 34.2% (66/193) completing all 3 (Table 1 and Multimedia Appendix 1: Table S11). Motivational interviews were assessed for fidelity by 2 trained raters using the Motivation Interview Treatment Integrity 4.2.1 coding manual. The mean length of motivation interview was 7.7 minutes (SD 4.0), and mean lengths of technical and
relational global ratings were 3.0 (SD 0.5) and 2.9 (SD 0.6), respectively (Multimedia Appendix 1: Table S11). Based on a log recording telephone and email contacts with Chicago participants (Multimedia Appendix 1: Table S12), a mean of 17.0 (SD 8.9) and 14.1 (SD 6.5) contacts were made with CATCH-IT and health education participants, respectively. We estimated mean total time required to complete assessment and follow-up common to both arms with GLAD-PC model and total time specific for the intervention (101 minutes for assessment and follow-up common to both arms, 171 minutes for CATCH-IT and 31 minutes for health education, and in total contact time, assessment and follow-up plus intervention time, 272 minutes versus 132 minutes for CATCH-IT and health education, respectively) (Multimedia Appendix 1: Table S13). With regard to the end of study satisfaction questions, adolescents noted they valued the periodic assessment calls above all other study elements, regardless of study arm.

Table 1. Website use, motivational interviews, and participant contacts.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>CATCH-IT&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
<th>Health education, mean (SD)</th>
<th>CATCH-IT, median (IQR)</th>
<th>Health education, median (IQR)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Website use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Adolescents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modules completed</td>
<td>3.4 (4.7)</td>
<td>6.8 (6.5)</td>
<td>1 (4)</td>
<td>4 (14)</td>
<td>.003</td>
</tr>
<tr>
<td>Total minutes on site</td>
<td>100.2 (143.1)</td>
<td>22.8 (31.0)</td>
<td>39.6 (149.2)</td>
<td>8.4 (35.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Days visited site</td>
<td>3.7 (4.5)</td>
<td>1.4 (1.6)</td>
<td>2 (4)</td>
<td>1 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total characters typed</td>
<td>3071 (4572)</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>923 (4469)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Parents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modules completed</td>
<td>2.1 (2.0)</td>
<td>2.2 (1.9)</td>
<td>2 (4)</td>
<td>4 (4)</td>
<td>.80</td>
</tr>
<tr>
<td>Total minutes on site</td>
<td>32.6 (37.3)</td>
<td>8.6 (10.0)</td>
<td>22.4 (51.9)</td>
<td>5.6 (14.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Days visited site</td>
<td>1.6 (1.6)</td>
<td>0.9 (1.1)</td>
<td>1 (2)</td>
<td>1 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total characters typed</td>
<td>716 (977)</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>101 (1205)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Adolescents and parents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modules completed</td>
<td>5.3 (5.8)</td>
<td>8.8 (7.3)</td>
<td>4 (8)</td>
<td>8 (17)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total minutes on site</td>
<td>130.6 (157.9)</td>
<td>30.6 (35.6)</td>
<td>75.8 (192.2)</td>
<td>18.9 (40.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Days visited site</td>
<td>5.2 (5.2)</td>
<td>2.2 (2.2)</td>
<td>4 (6)</td>
<td>2 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total characters typed</td>
<td>3713 (4932)</td>
<td></td>
<td>1899 (5792)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Motivational interviews</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adolescents</td>
<td>2.0 (0.9)</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (2)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Parents</td>
<td>1.9 (0.9)</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (2)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Adolescents and parents</td>
<td>3.8 (1.8)</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>4 (4)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Participant contacts</td>
<td>17 (9)</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>18 (13)</td>
<td>N/A</td>
<td>.004</td>
</tr>
</tbody>
</table>

<sup>a</sup>CATCH-IT: Competent Adulthood Transition with Cognitive Behavioral Humanistic and Interpersonal Training.

<sup>b</sup>Medians were compared using Wilcoxon rank-sum test.

<sup>c</sup>n=193 for the CATCH-IT group; n=176 for the health education group.

<sup>d</sup>N/A: not applicable.

<sup>e</sup>n=165 for the CATCH-IT group; n=157 for the health education group.

<sup>f</sup>CATCH-IT adolescents and parents were offered 3 motivational interviews; see Multimedia Appendix 1 for additional information.

<sup>g</sup>n=248 telephone calls and emails with Chicago participants, including administrative contacts such as scheduling calls in addition to coaching calls, safety checks, and motivational interview calls. See Multimedia Appendix 1 for additional information.

Time to Depressive Episode

In intention-to-treat analyses, the hazard ratio favored CATCH-IT for occurrence of first depressive episode but was statistically significant neither at 12 months (hazard ratio 0.77, 95% CI 0.42-1.40, P=.39; Multimedia Appendix 1: Table S1) nor at 24 months (hazard ratio 0.87, 95% CI 0.52-1.47, P=.61, Multimedia Appendix 1: Table S2). For per-protocol 2 analysis (at least 2 modules completed by adolescent and parent combined in either arm), the effect of CATCH-IT on depressive episode prevention was improved but remained nonsignificant at 12 months (hazard ratio 0.65, 95% CI 0.34-1.23, P=.18, Multimedia Appendix 1: Table S1) and 24 months (hazard ratio 0.73, 95% CI 0.41-1.28, P=.27; Multimedia Appendix 1: Table S2).
Annual incidence of first at least subthreshold depressive episode (DSR≥3) was 12.7% for CATCH-IT and 13.8% for health education; incidence of probable major depressive episode (DSR≥4) was 4.6% for CATCH-IT and 5.8% for health education (Multimedia Appendix 1: Table S6).

**Functional Status Improvement**

GAS scores improved in each group from baseline to 24 months (Multimedia Appendix 1: Table S17). For GAS with time logarithm transformed, the slope was 2.964 (SE 0.285; P<.001), and adjusted change from baseline to 24 months was 9.5 (SE 0.9) for CATCH-IT, compared to a slope of 3.076 (SE 0.278; P<.001) and change of 9.9 (SE 0.9) for health education. There was no significant difference in slopes between groups (P=.78) (Multimedia Appendix 1: Table S17).

**Moderation Analyses**

Through 12 months, within the group of adolescents who enrolled based on elevated CES-D (321/369, 86.9%) with or without a prior depressive episode, those with higher baseline CES-D10 scores exhibited a marginally stronger preventive effect of CATCH-IT on time to event (DSR≥3) relative to those with lower baseline scores (0.15 decline in the logarithm of hazard ratio for each CES-D10 point increase, P=.054) (Multimedia Appendix 1: Table S7, Figure 2). Those who also visited the website at least once (as treated) (253/369, 68.6%) showed a similar effect (0.18 decline in the logarithm of hazard ratio for each CES-D10 point increase, P=.03). Baseline CES-D10 was no longer a significant moderator at 24 months, either in the sample as a whole or in the subgroups tested. However, 2 additional moderators were identified as significant on time to event through 24 months (DSR≥3). Specifically, there was a complex interaction between baseline hopelessness (270/369, 73.2%) whereby, at lower Beck Hopelessness Scale scores, CATCH-IT demonstrated a preventive effect, but results favored health education at higher scores (P=.04) (Multimedia Appendix 1: Table S8, Figure 3). Similarly, there was a complex interaction between baseline paternal monitoring (170/369, 46.1%) and group assignment, such that at higher levels of paternal monitoring at baseline, CATCH-IT demonstrated preventive effects on time to event (DSR≥3) but favored health education at lower paternal monitoring (P=.048, Multimedia Appendix 1: Table S9, Figure 4). Site, race, ethnicity, and gender did not moderate outcomes. We conducted an overall comparison of the 12-month and 24-month moderation effects to see whether there was any signal evident beyond what one would expect from a null distribution. Multimedia Appendix 1: Figure S1 provides a comparison of all the ordered P values against this standard. The moderation effects for hopelessness and paternal monitoring did not stand out against the null distribution. No GAS moderation analyses yielded statistically significant results after time transformation (all P>.05 after logarithm transformation, Multimedia Appendix 1: Table S18).

Assessment of presence of current or prior episodes (secondary versus primary prevention) showed there was no meaningful variation in the presence of current or past DSR≥3 or ≥4 across groups at baseline (Multimedia Appendix 1: Table S14). With the main outcome threshold of DSR≥3, about two-thirds of the sample could be characterized as secondary prevention and one-third primary prevention (Multimedia Appendix 1: Table S14). However, most of the episodes of DSR≥3 during follow-up were new episodes; only 4 episodes were present or persisting at 2 months in each study arm (Multimedia Appendix 1: Table S15). Adolescents with past or current episodes at baseline were statistically equally likely to have a follow-up episode regardless of group assignment. For adolescents with a current or past episode with DSR≥3 at baseline, 17.9% of CATCH-IT and 19.8% of health education participants had an episode during the follow-up period (Multimedia Appendix 1: Table S16).
Figure 2. Adolescent CES-D Scale score at baseline and time to Depression Symptom Rating >3–event at 12 months, excluding those who enrolled with no depressed mood.

Figure 3. Adolescent Beck Hopelessness Scale score at baseline and time to Depression Symptom Rating >3–event at 24 months.
Discussion

This hybrid Type 1 effectiveness-implementation clinical trial [19] conducted in primary care practice settings (31 sites) with a diverse sample is the only study, to our knowledge, with over 12 months of follow-up for adolescents enrolled in an internet-based study [13,43,44]. At 12 and 24 months postintervention using Cox proportional hazard regression analysis, we found that CATCH-IT was not superior to health education in preventing the onset of depressive episodes. The annual incidence of major depressive episodes was fairly low for both groups (DSR≥4: 4.6% CATCH-IT, 5.8% health education; DSR≥3: 13.7% CATCH-IT, 12.7%). This compares favorably with the 12-month incidence of major depressive episodes (DSR≥4) in the United States, which is 8.3% [1] in general samples and >15% in similar risk–adjusted samples; these rates are roughly half the rates for minor plus major depressive episodes in high-risk samples (DSR≥3) [1,21,23]. Moderated analyses suggested that adolescents who enroll with higher CES-D scores, lower levels of hopelessness, and higher paternal monitoring may obtain preventive benefit from CATCH-IT for 12 months, and possibly for as long as two years postenrollment.

There are several potential explanations for why this trial failed to show a main effect of the CATCH-IT intervention. First, the incidence of depressive episodes was much lower than anticipated for this high-risk sample, and remained lower than expected even after lowering the threshold of primary outcome from probable depressive episode (DSR ≥4) to subthreshold depressive episode (DSR≥3). An important factor may be the amount of assessment follow-up time common to both arms (150 minutes) within the framework of the GLAD-PC guidelines [36], which was nearly equal to the total intervention time for CATCH-IT (170 minutes), rather than any particular effect of the health education intervention (30 minutes). It is possible that this level of assessment and follow-up suppressed the level of depressive episodes in both arms, depriving the CATCH-IT intervention of some of the potential to prevent episodes. The demonstrated intervention of a Chinese language CATCH-IT at 12 months which had only self-assessments but did have an attention control is consistent with this explanation [45], as is the significant improvement in functional status over time in both groups. Another explanation would be that, in fact, the active control reduced between group differences since most adolescent studies with active controls have not demonstrated between group differences [46,47]. The recruitment of slightly less than the target sample size (92%), higher attrition (>50% versus 36% anticipated), weaker intervention effect (hazard ratio 0.87 versus predicted hazard ratio 0.62), and lower dose (hazard ratio more favorable for those with higher dose) could all play roles in the nonsignificant results in intention-to-treat analyses. Perhaps a dose threshold of 2-4 modules (including cognitive restructuring, behavioral activation) is essential, as occurred in the Chinese CATCH-IT trial [45] and other studies [48-50]. Additionally, the fact that some teens seem to respond more favorably to the health education intervention (those with no current symptoms), while others to CATCH-IT (those with symptoms), reduced between group differences.

Many have called for examination of moderators for treatment tailoring and to contribute to future meta-analyses parsing out
differential treatment outcomes [51]. Moderated results suggest that CATCH-IT may benefit a significant portion of youth, such as groups of youth with elevated depressive symptoms. For example, adolescents who were enrolled with no current depressed mood but with a prior depressive episode fared worse with CATCH-IT, while those with depressed mood may benefit for as long as 12 months. Similarly, adolescents with lower hopelessness may benefit from CATCH-IT, while those with higher levels may not benefit from such cognitive behavioral therapy–based interventions [52]. It is possible that the context of social support may matter, such that CATCH-IT, which requires youth effort (eg, completion of cognitive behavioral therapy homework), may offer preventive benefit for those who report adequate paternal monitoring, consistent with Mohr’s supportive accountability model [8]. One might speculate that more paternal involvement in the health education intervention may be overbearing because less accountability is needed. While female gender predicted higher risk of episodes, results did not vary by gender nor did they vary by ethnicity. The results of this trial along with those from prior trials [7] suggest that interventions can prevent depressive episode onset and worsening of depressive symptoms in youth subpopulations.

This study has important limitations and strengths. While it lacked an inactive or wait-list control, wait-list control is less ethical, as effective interventions are available. We cannot deconstruct the effects of motivation interview versus the online modules, but depressive symptoms decreased for adolescents who used CATCH-IT even without a motivation interview in our pilot study [12]. Differential loss to follow-up for those in the CATCH-IT group and at the Chicago site is concerning. However, predictors of increased risk of episodes, such as depressed mood or female gender, did not predict loss to follow-up, and make it unlikely that hazard ratios or incidence of episodes were affected by dropout patterns. Measurement of depressive episodes is challenging, and measurement issues could explain lower than expected rates. However, both sites were trained by an experienced evaluation team with methods used in prior clinical trials [39]. Despite these limitations, this study has several strengths. The standardized implementation across several primary care settings supports feasibility of this model of care, though it will be important to determine potential logistical barriers such as check-in calls to participants. The examination of depressive episodes, long-term follow up, active control, and blinding of outcome assessors address methodological limitations of prior studies.

Future investigators should exercise caution in the design of low-intensity technology-based preventive interventions when considering active controls and extensive assessment batteries. Rather than an active control, an informational brochure may be a better option for a control; likewise, rather than using the KSADS to gather diagnostic information, the much shorter Mini-International Neuropsychiatric Interview for Children and Adolescents could be considered. Similarly, careful stakeholder-grounded intervention design (additional incentives or complementary design features, for example, online discussion groups or animation) may be needed to induce adolescent-parent pairs to complete more modules and thus strengthen the preventive effect to ensure minimum dose levels in the target population. Moderated results suggest that life course factors (depressed mood) and family factors (paternal monitoring) may be related to the potential for efficacy beyond 6 months. For example, a general health promotion model intervention may be more appropriate for adolescents at risk for a major depressive episode but currently with minimal symptoms, or conversely, CATCH-IT may not benefit adolescents with high levels of hopelessness and low levels of paternal monitoring. In short, we have a great deal to learn about how to implement technology-based depression prevention interventions and for whom they will work, in primary care and community settings. Future research should investigate how to best tailor online interventions to the characteristics of teens at risk of depression in order to optimize outcomes and prevent the development of major depression.
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Abstract

Background: Online dating apps are popular platforms for seeking romance and sexual relationships among young adults. As mobile apps can easily gain access to a pool of strangers (“new friends”) at any time and place, it leads to heightened sexual health risks and privacy concerns.

Objective: This study aimed to evaluate the effectiveness of a peer-led web-based intervention for online dating apps to prepare Chinese college students so that they have better self-efficacy when using dating apps.

Methods: An open clustered randomized controlled trial was conducted among students from three colleges (The University of Hong Kong, Hang Seng University of Hong Kong, and Yijin Programme of Vocational Training College) in Hong Kong. Students aged 17 to 27 years who attended common core curriculum or general education were randomized into intervention and control groups. The intervention material, developed with high peer engagement, included four short videos, an interactive scenario game, and a risk assessment tool. An existing website promoting physical activities and healthy living was used as a control. Using the information, motivation, and behavioral skills (IMB) approach to design the evaluation, questionnaires covering participants’ sociodemographics and dating app characteristics, as well as the general self-efficacy scale (GSE) as the primary outcome and the risk propensity scale (RPS) as the secondary outcome were administered before, immediately after, and at 1 month after the intervention. Intention-to-treat analysis was adopted, and between-group differences were assessed using the Mann-Whitney U test. A post-hoc multiple linear regression model was used to examine the correlates of the GSE and RPS.

Results: A total of 578 eligible participants (290 in the intervention group and 288 in the control group) participated in the study with 36 lost to follow-up. There were more female participants (318/542, 58.7%) than male participants in the sample, reflecting the distribution of college students. Over half of the participants (286/542, 52.8%) reported the following reasons for using dating apps: being curious (170/498, 34.1%), trying to make new friends (158/498, 31.7%), and finding friends with similar interests (121/498, 24.3%). Overall, the participants in the intervention group reported favorable experiences when compared with the finding in the control group. There was significant improvement in the GSE score and reduction in the RPS score (P<.001) in
the intervention group. University of Hong Kong students were more susceptible to risk reduction after the intervention when compared with students from the other two institutions.

Conclusions: The online intervention was effective in improving general self-efficacy and reducing risk tendency among young students. Future work is needed to determine if this approach is cost-effective and such behavioral change is sustainable.

Trial Registration: ClinicalTrials.gov NCT03685643; https://clinicaltrials.gov/ct2/show/NCT03685643.

International Registered Report Identifier (IRRID): RR2-10.1186/s13063-018-3167-5

(J Med Internet Res 2020;22(10):e16378) doi:10.2196/16378
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Introduction

Background of Online Dating Apps

The use of online dating apps has become popular for seeking friendship and romantic and sexual relationships owing to the advancement of mobile technology and increased internet accessibility through smartphones. Many dating apps are free to download and embed a geolocation function that allows users to find nearby like-minded individuals. Through virtual communication platforms, users can easily meet friends and gain access to a wide pool of potential sexual partners at any place and time.

In the United States, there was an increase in the use of online or mobile dating apps by 4% in only 2 years (from 11% in 2013 to 15% in 2015) [1]. Young adults (aged 18-24 years) and older adults (aged 50-60 years) contributed most to the increase in dating app usage [1]. A more recent survey conducted in 2017 showed that 30% of adults aged 18 to 29 years were using dating apps [2]. Sumter and Vandenbosch found that 17% of young adults had been using popular mobile dating apps, such as Tinder, Grindr, and Coffee meets Bagel in the past 2 years [3]. Online dating apps are also gaining popularity among Chinese youth [4]. It was reported that as many as two-fifth of millennials used online dating apps in Hong Kong [5]. Young adults (including university students) have been identified as the largest population group engaged in online dating.

Prior research found an increased level of risky sexual behavior among individuals who sought multiple partners through online domains [6]. According to Sawyer et al, young adults accounted for an estimated 50% of the 20 million new sexually transmitted infection (STI) cases per year, and less than half of them used condoms [7]. A local study found that dating app users were more likely to have multiple sexual partners and unprotected sex, resulting in an increased risk of STI [6]. Impulsivity has been consistently associated with risky sexual behavior, which contributes to the increasing rates of STI among young adults [8]. The characteristics of impulsive individuals usually involve living in the moment and less likelihood of delaying gratification. Hence, they are more likely to engage in activities that are seen as “fun” and “exciting,” which are the characteristics of meeting someone online. Dating apps with built-in geolocation and instant messaging functions facilitate inner impulsivity among young adults to have social and even sexual interactions. In the case of dating apps, the lack of prescreening and instilling essential knowledge, attitudes, and behaviors among users could cause emerging concerns beyond public health. In our previous study, we found that dating app users could experience other nonhealth-related concerns, such as financial scams and privacy intrusion [9]. As sex education is not compulsory in Hong Kong schools but is provided on an ad hoc basis or as an extracurricular activity [10], the lack of training and awareness regarding dating app use could further expose these young people to the aforementioned risks.

Peer-Led Approach and Crowdsourcing in Intervention Development

Nowadays, many young adults gain sexual knowledge from their peers or the internet. Therefore, peer-led education, which is defined as “teaching or sharing of health information, values, and behaviors between individuals with shared characteristics such as social status, experience, and cultural backgrounds” [11], could be an effective strategy for disseminating sex education. It is an integrative approach that involves delivery of an intervention by peers of similar age in settings, such as community centers and youth clubs, using pedagogical or “diffusional” methods. Our systematic review and meta-analysis on peer-led sex education in developed countries demonstrated that peer-led education could effectively change sexual health knowledge and attitudes among young people [12].

In this study, a crowdsourcing method was adopted to form the backbone of this peer-led approach. Crowdsourcing is defined as having a group to solve a problem [13]. It is a tool that uses a bottom-up approach to facilitate and engage the community. Crowdsourcing allows a diverse group of individuals, including laypeople and experts, to contribute to public health interventions [14]. In addition to innovation, crowdsourcing discourages cognitive fixation, a process where people become focused upon others’ ideas in a group setting, but forms a basis to allow development of promotional videos and images in a cooperative manner.

In collaboration with the research team and a nongovernmental organization (NGO) that specializes in online sex education (SicklyRiceLove), a crowdsourcing contest called “Hi, Stranger! Dating Apps Education Design Contest” was conducted from December 2017 to April 2018 among students from the University of Hong Kong (HKU) enrolled in a common core course (Sexuality and Culture), as well as the members of a local NGO network called Sexuality Education Alliance. They were first asked to generate and submit ideas in the form of texts, images, videos, and websites. They were later evaluated...
Study Aim and Hypothesis

The aim of this study was to assess the effectiveness of a peer-led web-based intervention among young adults enrolled in three tertiary educational institutions in Hong Kong. The specific objectives were to evaluate the effectiveness and the participants’ acceptability of the peer-led online intervention based on the changes in participants’ emotions, awareness, attitudes, and behavioral skills in using dating apps. In addition, this study explored participants’ sociodemographic factors and dating app characteristics as moderators of the primary outcome of the intervention (ie, general self-efficacy scale [GSE] score) and the secondary outcome (risk propensity scale [RPS] score).

Methods

Study Design

An open, clustered, randomized controlled trial (RCT) involving a peer-led safer sex intervention and control (1:1 allocation) was conducted among college students between September 2018 and May 2019. Allocation concealment was achieved through the sealed envelope method [16], and class clusters were randomly assigned to the two groups by an independent researcher. The study protocol and its design were approved by the Institutional Review Board of Hong Kong West Cluster and HKU (UW 18-369).

Sampling Methods

The inclusion criteria were as follows: (1) age 17 to 27 years and (2) first- or second-year college students enrolled into different tutorial groups or classes in the common core curriculum or general education courses in the three main tertiary educational institutions based in Hong Kong, namely the HKU, Hang Seng University of Hong Kong (HSUHK), and Yijin Programme of Vocational Training College. Participants were excluded if they were color blind, had no access to a computer/internet literacy, and could not read/write Chinese.

The HKU is the oldest tertiary educational institution in Hong Kong and is regarded as one of the most prestigious universities in Asia, with five out of six applicants admitted being in the top 10% achievement ranking in the Hong Kong Examinations and Assessment Authority public examination. HSUHK is a nonprofit self-financed private university that offers undergraduate and taught postgraduate degrees, with five schools in the areas of business, communication, decision sciences, humanities and social science, and translation. The Yijin Programme is an alternative pathway for college education of generic skills including language, interpersonal skills, and communication offered to individuals who have completed high school or adult learners aged 21 years or above. Its qualification is accepted by government agencies as meeting academic entry requirements for civil service posts.

Based on the primary outcome of self-efficacy, a previous cluster RCT on school-delivered rights-based sexuality education for adolescents revealed a standard deviation of 0.56 and effect size of 0.20 [17]. Considering a minimal cluster size of 10 students, level of significance of .05, power of 0.8, and intracluster correlation coefficient of 0.007, at least 338 students were required for this study, with a 30% assumed attrition rate.

Intervention

The final intervention involved four (2-4 min) short videos, an interactive scenario game, and a risk assessment tool (Multimedia Appendix 1, Multimedia Appendix 2, Multimedia Appendix 3, and Multimedia Appendix 4). The videos aimed to address the risks and benefits of using dating apps and encouraged the viewers to reflect on their perception of dating apps [9]. The first video illustrated similarities between meeting people on dating apps and in real life, providing examples of being misled by profile characteristics and monetary scams. The second video mainly targeted privacy concerns. The third demonstrated risky sexual behaviors associated with dating apps, and the fourth explained the legal issues and risks of sexual assault, including precautionary steps and available resources.

The scenario game depicted in Figure 1 is a first-person simulation game where the participant is presented with multiple choices when faced with real-life scenarios [9]. The game has been designed with various algorithms that result in both positive and adverse outcomes. A brief rationale for how player choices resulted in the outcomes would be indicated. Lastly, a risk assessment evaluation consisting of 14 questions would appear, and it would give the participant a score to infer the risk level for adverse events when using dating apps.
**Intervention Procedure**

According to the protocol, participants were informed about the voluntary nature of the assessment and that their refusal to participate would not affect their grades [18]. The participating students were asked not to share or discuss the interventions at the time of enrollment. A quasianonymous approach was used (ie, no login when accessing the intervention on the computer/mobile phone). Technical or logistical measures (eg, cookies, email confirmation, and phone calls) were not used to detect or prevent access.

After obtaining written consent, participants completed a preintervention online questionnaire, a postintervention questionnaire immediately after the intervention, and a follow-up questionnaire that encompassed questions relating to risk assessment 1 month later. The questionnaires were constructed and administered using a password-secured survey tool called SurveyGizmo to be accessed by a QR code using participants’ mobile devices at their institutions. A reminder was sent to the students who did not complete the follow-up questionnaire after 1 week, and the questionnaire was closed 2 weeks after delivery. Upon completion, participants were given a HK $50 (US $1=HK $7.8) coffee coupon as gratitude for participation.

In contrast, an existing Hong Kong government website promoting physical activity and healthy living was used in the control group. The “health exercise for all” campaign website has a similar modality as that in the intervention group (ie, videos and interactive games) to illustrate the different forms of exercise for different age groups and settings [19]. The game allows players to input personal information, including weight, gender, sports preference, and time spent on an individual sport with a personalized training diary and exercise tips.

**Evaluation**

The effectiveness of the intervention was guided by the information (facts, heuristics, and implicit theories), motivation (personal and social), and behavioral skills (self-efficacy and objective skills) (IMB) model [20]. The GSE includes 10 items for assessing one’s ability to cope with a range of difficulties in daily life, correlated to one’s self-belief, emotion, optimism, and work satisfaction [21]. The RPS rates general risk-taking tendencies with nine items on a 9-point Likert scale. A higher score indicates higher risk-taking tendencies [22]. Patient Health Questionnaire-2 (PHQ-2) is a two-item scale to assess the frequency of depressed mood and anhedonia over the previous 2 weeks, with preliminary screening for depressive symptoms [23]. In our study, the self-reported GSE was considered an appropriate primary outcome measure, as the GSE not only measures one’s beliefs about their capabilities to control life events, such as finding a relationship or sexual partner online and achieving desirable outcomes, but is also related to social anxiety such that a negative GSE score indicates vulnerability to higher levels of stress when facing a difficult situation [24].

The preintervention questionnaire consisted of sociodemographic factors and dating app characteristics, such as age, gender, sexual orientation, relationship status, housing type, social media use, reasons to engage in dating apps, addiction risk, and unhappy encounters associated with dating apps (Multimedia Appendix 5). The postintervention questionnaire encompassed questions on acceptability of the intervention (ie, expressed interest, appropriateness of content, sufficient examples and explanation provided, cultivation of the participants’ skills, continual use, and likelihood of recommendation to friends) (Multimedia Appendix 6). The follow-up questionnaire included questions matching those in
the preintervention questionnaire, with additional questions regarding visitation frequency and actual recommendation to friends (Multimedia Appendix 7).

**Statistical Methods**

The demographics were described, and differences in baseline were assessed using chi-square tests for categorical variables (eg, age, gender, and sexual orientation) and t tests for scaled outcomes. In order to conduct a chi-square test for the evaluation of the intervention’s acceptability among the participants, five scaled options were categorized into two groups as follows: “strongly agree, agree, and neutral” and “strongly disagree and disagree.” Students who did not complete the questionnaire were included for the analysis as per intention to treat (ITT), with “last observation carried forward” values adopted. Owing to the skewness distribution of the outcomes, the differences of intervention testing for mainly the GSE, RPS, and PHQ-2 at follow-up were assessed using the Mann-Whitney U test. Univariate linear regression and multiple linear regression models were used to measure the association among the different confounding factors (eg, gender, relationship status, and reasons for using dating apps) against the primary and secondary outcomes. All data were entered, cleaned, and analyzed using SPSS (version 25; IBM Corp), and statistical significance was set at a P value <.05.

**Results**

**Demographics and Dating App Statistics**

A total of 578 participants who completed the preintervention questionnaire were randomized into the intervention (n=290) and control (n=288) groups. Since common core curriculum and general education classes were compulsory courses, the response rate was generally very high (215/240, 89.5% for HKU; 183/200, 91.5% for HSUHK; and 180/208 for Yijin Programme, 86.5%). A total of 36 participants were lost to follow-up, giving rise to a dropout rate of 6.2% (Figure 2).

Participants in the intervention and control groups had a similar age profile (ie, mean 19.83 years, SD 1.9 years and mean 19.88 years, SD 1.8 years, respectively) (Table 1). There were more females (318/542, 58.7%) than males (224/542, 41.3%), reflecting the gender ratio in tertiary education (53.3% females and 46.7% males pursuing undergraduate studies in 2017/2018,
University Grants Committee). Most of the participants were heterosexual (490/542, 90.4%). Two-thirds of the recruited participants were single (353/542, 65.1%), and the remaining (189/542, 34.9%) were in some form of relationship. In addition, about one-third stayed at private accommodation (208/542, 38.4%) or public housing (186/542, 34.3%).

Table 2 presents the gathered responses pertaining to the participants’ characteristics regarding dating apps. Nearly half of the recruited participants (286/578, 49.5%) were found to have visited dating websites. The participants suggested that internet (258/606, 42.6%) and friends (266/606, 43.9%) were the most popular means to gain information about dating apps according to a multiple response setting where the participants could select more than one choice per question. In addition, social media was highlighted by the responses as the most popular social networking platform across both the intervention and control groups (96/218, 44.0% and 101/225, 44.9%, respectively).

Table 1. Baseline sociodemographic characteristics of the participating college students.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention group (N=290, n (%)) or mean (SD)</th>
<th>Control group (N=288, n (%)) or mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>139 (47.9%)</td>
<td>179 (62.2%)</td>
</tr>
<tr>
<td>Male</td>
<td>137 (47.2%)</td>
<td>87 (30.2%)</td>
</tr>
<tr>
<td>Not specified</td>
<td>14 (4.8%)</td>
<td>22 (7.6%)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>19.83 (1.9)</td>
<td>19.88 (1.8)</td>
</tr>
<tr>
<td>Type of housing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private apartment</td>
<td>107 (36.9%)</td>
<td>101 (35.1%)</td>
</tr>
<tr>
<td>Public housing estates</td>
<td>104 (35.9%)</td>
<td>82 (28.5%)</td>
</tr>
<tr>
<td>Subsided housing</td>
<td>34 (11.7%)</td>
<td>39 (13.5%)</td>
</tr>
<tr>
<td>Student hostel</td>
<td>19 (6.6%)</td>
<td>29 (10.1%)</td>
</tr>
<tr>
<td>Village</td>
<td>7 (2.4%)</td>
<td>15 (5.2%)</td>
</tr>
<tr>
<td>Short interim</td>
<td>5 (1.7%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Not specified</td>
<td>14 (4.8%)</td>
<td>22 (7.6%)</td>
</tr>
<tr>
<td>Relationship status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>183 (63.1%)</td>
<td>170 (59.0%)</td>
</tr>
<tr>
<td>Others (dating, married, or cohabitating)</td>
<td>93 (32.1%)</td>
<td>96 (33.3%)</td>
</tr>
<tr>
<td>Not specified</td>
<td>14 (4.8%)</td>
<td>22 (7.6%)</td>
</tr>
<tr>
<td>Sexual orientation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>250 (86.8%)</td>
<td>240 (83.3%)</td>
</tr>
<tr>
<td>Others (gay, lesbian, or bisexual)</td>
<td>24 (8.3%)</td>
<td>26 (9.0%)</td>
</tr>
<tr>
<td>Not specified</td>
<td>14 (4.9%)</td>
<td>22 (7.6%)</td>
</tr>
</tbody>
</table>

Being curious (170/498, 34.1%), trying to make new friends (158/498, 31.7%), and finding friends with similar interests (121/498, 24.3%) were popular selections made by the participants regarding what attracted them to engage in dating apps. Most of the dating app users responded that they did not face any discontent (207/286, 72.4%), except for a minority that faced privacy intrusion (34/286, 11.9%) and sexual assault (23/286, 8.0%) before. More than half of the responses (169/285, 59.3%) highlighted that using dating apps to establish friendship required a longer time than anticipated. The participants perceived that dating apps had affected their work or school life (106/285, 37.2%), sleep (125/285, 43.9%), and relationship with their friends/family (75/285, 26.3%). At baseline, no relevant differences were found among the outcomes across the intervention and control groups (P=.09 to P=.85).
Table 2. Characteristics of the responses from participants about their dating app use.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention group (N=290), n (% or mean (SD))</th>
<th>Control group (N=288), n (%) or mean (SD)</th>
<th>P value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ever used a dating website</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>139 (47.9%)</td>
<td>147 (51.0%)</td>
<td>.51</td>
</tr>
<tr>
<td>No</td>
<td>151 (52.1%)</td>
<td>141 (49.0%)</td>
<td></td>
</tr>
<tr>
<td><strong>Source of information about dating apps</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>118 (34.8%)</td>
<td>140 (52.4%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Friends</td>
<td>147 (43.3%)</td>
<td>119 (44.6%)</td>
<td>.82</td>
</tr>
<tr>
<td>Teachers or school staff</td>
<td>52 (15.3%)</td>
<td>4 (1.5%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Magazine or fashion materials</td>
<td>3 (0.9%)</td>
<td>2 (0.7%)</td>
<td>.75</td>
</tr>
<tr>
<td>Family/parents</td>
<td>19 (5.6%)</td>
<td>2 (0.7%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Social networking platforms</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social media platform (eg, Facebook and Instagram)</td>
<td>96 (44.0%)</td>
<td>101 (44.7%)</td>
<td>.49</td>
</tr>
<tr>
<td>Dating apps</td>
<td>42 (19.3%)</td>
<td>77 (62.1%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Instant chatline (eg, WhatsApp and WeChat)</td>
<td>78 (35.8%)</td>
<td>43 (34.7%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Others (eg, school and online game)</td>
<td>2 (0.9%)</td>
<td>4 (3.2%)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Reasons for using dating apps</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Making new friends</td>
<td>73 (29.9%)</td>
<td>85 (33.5%)</td>
<td>.38</td>
</tr>
<tr>
<td>Out of curiosity</td>
<td>83 (34.0%)</td>
<td>87 (35.6%)</td>
<td>.77</td>
</tr>
<tr>
<td>Finding friends with similar interest</td>
<td>61 (25.0%)</td>
<td>60 (24.5%)</td>
<td>.54</td>
</tr>
<tr>
<td>Sexual relationship</td>
<td>11 (4.5%)</td>
<td>9 (3.7%)</td>
<td>.59</td>
</tr>
<tr>
<td>Long-term relationship</td>
<td>16 (6.6%)</td>
<td>13 (5.3%)</td>
<td>.39</td>
</tr>
<tr>
<td><strong>Encounter of unhappiness while using dating apps</strong></td>
<td></td>
<td></td>
<td>.77</td>
</tr>
<tr>
<td>Yes</td>
<td>38 (27.3%)</td>
<td>41 (27.9%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>101 (72.6%)</td>
<td>106 (72.1%)</td>
<td></td>
</tr>
<tr>
<td><strong>Types of problem encountered with dating apps</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financially scammed</td>
<td>7 (18.4%)</td>
<td>5 (12.5%)</td>
<td>.65</td>
</tr>
<tr>
<td>Cyberbully/blackmail</td>
<td>5 (12.3%)</td>
<td>4 (10.0%)</td>
<td>.74</td>
</tr>
<tr>
<td>Privacy issues</td>
<td>15 (39.5%)</td>
<td>19 (47.5%)</td>
<td>.86</td>
</tr>
<tr>
<td>Sexual assault</td>
<td>11 (28.9%)</td>
<td>12 (30.0%)</td>
<td>.73</td>
</tr>
<tr>
<td><strong>Dating apps and their addiction implications</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time spent on dating app is longer than anticipated</td>
<td></td>
<td></td>
<td>.20</td>
</tr>
<tr>
<td>Disagree</td>
<td>61 (44.2%)</td>
<td>55 (37.4%)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>77 (55.8%)</td>
<td>92 (62.6%)</td>
<td></td>
</tr>
<tr>
<td>Affect work or school life</td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>Disagree</td>
<td>83 (60.1%)</td>
<td>96 (65.3%)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>55 (39.9%)</td>
<td>51 (34.7%)</td>
<td></td>
</tr>
<tr>
<td>Affect sleep</td>
<td></td>
<td></td>
<td>.83</td>
</tr>
<tr>
<td>Disagree</td>
<td>77 (55.8%)</td>
<td>83 (56.5%)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>61 (44.2%)</td>
<td>64 (43.5%)</td>
<td></td>
</tr>
<tr>
<td>Affect relationship with friends/family</td>
<td></td>
<td></td>
<td>.67</td>
</tr>
<tr>
<td>Disagree</td>
<td>104 (25.2%)</td>
<td>107 (27.8%)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>35 (74.8%)</td>
<td>40 (72.2%)</td>
<td></td>
</tr>
</tbody>
</table>
### Intervention Evaluation Outcomes

As presented in Table 3, the responses received indicated that the proportion of participants who became interested in the dating program was significantly higher in the intervention group (162/410, 39.5%) than in the control group (88/410, 21.5%; \( P = .002 \)). In addition, the proportion of participants who responded that the intervention provided sufficient explanations and examples was significantly higher in the intervention group (231/410, 56.3%) than in the control group (129/410, 31.5%; \( P < .001 \)). Moreover, the proportion of participants who responded that they would recommend the approach to their friends was significantly higher in the intervention group (211/410, 51.5%) than in the control group (125/410, 30.5%; \( P = .04 \)). Furthermore, one-quarter of participants from the intervention group (114/497, 23.0%) and one-tenth of participants from the control group (47/497, 9.5%) had introduced the intervention to their friends (\( P < .001 \)).

After adjustment for the baseline GSE score, a significant difference was found between the intervention and control groups at the 1-month follow-up (\( P < .001 \)). A similar result trend is elicited especially in HSUHK, where a significant difference was observed (\( P < .001 \)). In addition, a small but significant (\( P = .04 \)) decrease in the GSE score by −0.03 for every 1 unit increase could be observed in the control group (Table 4).

Using the stepwise univariate regression analysis, dating apps and their addiction implications were found to have a positive association for affecting the RPS score (\( P < .001 \)) (Table 5). On the other hand, other factors having positive associations for affecting the GSE score were relationship status (\( P = .02 \)), reasons to use dating apps, in particular, seeking sexual relationships (\( P = .002 \)) and long term relationships (\( P = .014 \)), information about dating apps disseminated by teachers/school staff (\( P = .02 \)), and differences in gender (\( P = .04 \)). These significant factors were further analyzed using a backward multiple regression analysis, and it was found that there was a significant difference in the treatment group for the GSE score (\( P < .001 \)) and RPS score (\( P < .001 \)) (Table 6). In addition, HKU was found to be a significant confounding factor (\( P = .006 \)) negatively associated with the RPS score.
Table 3. Feedback responses at postintervention.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention group (N=276), n (%)</th>
<th>Control group (N=266), n (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>This intervention caused me to be interested in the dating program.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>86 (34.6%)</td>
<td>74 (45.7%)</td>
<td>.002</td>
</tr>
<tr>
<td>Agree</td>
<td>162 (65.3%)</td>
<td>88 (54.3%)</td>
<td></td>
</tr>
<tr>
<td>The content of the intervention is appropriate.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>17 (6.9%)</td>
<td>18 (11.1%)</td>
<td>.14</td>
</tr>
<tr>
<td>Agree</td>
<td>231 (93.1%)</td>
<td>144 (88.9%)</td>
<td></td>
</tr>
<tr>
<td>This intervention provided sufficient explanations and examples.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>17 (6.9%)</td>
<td>33 (20.4%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Agree</td>
<td>231 (93.1%)</td>
<td>129 (79.6%)</td>
<td></td>
</tr>
<tr>
<td>This intervention has cultivated my ability and skills.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>44 (17.7%)</td>
<td>33 (20.4%)</td>
<td>.52</td>
</tr>
<tr>
<td>Agree</td>
<td>204 (82.3%)</td>
<td>129 (79.6%)</td>
<td></td>
</tr>
<tr>
<td>I will continue to use the intervention.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>39 (9.5%)</td>
<td>37 (9.0%)</td>
<td>.07</td>
</tr>
<tr>
<td>Agree</td>
<td>209 (50.1%)</td>
<td>125 (30.5%)</td>
<td></td>
</tr>
<tr>
<td>I will recommend this intervention to my friends.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>37 (15.7%)</td>
<td>37 (22.8%)</td>
<td>.04</td>
</tr>
<tr>
<td>Agree</td>
<td>211 (84.3%)</td>
<td>125 (77.2%)</td>
<td></td>
</tr>
<tr>
<td>Are there any beneficial effects with respect to the program?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>209 (90.1%)</td>
<td>188 (81.7%)</td>
<td>.16</td>
</tr>
<tr>
<td>No</td>
<td>23 (9.9%)</td>
<td>42 (18.3%)</td>
<td></td>
</tr>
<tr>
<td>Are there any improvements to be made to the program?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>123 (60.6%)</td>
<td>141 (61.5%)</td>
<td>.72</td>
</tr>
<tr>
<td>No</td>
<td>80 (39.4%)</td>
<td>88 (38.4%)</td>
<td></td>
</tr>
<tr>
<td>Have you visited the HKU&lt;sup&gt;b&lt;/sup&gt; intervention website after the study?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>153 (56.0%)</td>
<td>130 (57.0%)</td>
<td>.09</td>
</tr>
<tr>
<td>No</td>
<td>120 (43.9%)</td>
<td>98 (43.0%)</td>
<td></td>
</tr>
<tr>
<td>Have you recommended any friends after the intervention?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>114 (42.7%)</td>
<td>47 (20.4%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>153 (57.3%)</td>
<td>183 (79.6%)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Chi-square test is used to compare the statistical difference between groups.

<sup>b</sup>HKU: University of Hong Kong.
Table 4. Effectiveness of the intervention in participating college students at the 1-month follow-up.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Control (N=288), mean (SD)</th>
<th>Intervention (N=290), mean (SD)</th>
<th>Control vs intervention P value</th>
<th>Univariate regression analysis P value (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HKU (n=98)</td>
<td>HSUHK (n=91)</td>
<td>VTC (n=101)</td>
<td>HKU (n=117)</td>
</tr>
<tr>
<td>GSE ⁴</td>
<td>24.55 (5.57)</td>
<td>24.68 (4.85)</td>
<td>23.59 (5.88)</td>
<td>23.01 (4.71)</td>
</tr>
<tr>
<td>RPS ⁷</td>
<td>5.57 (0.99)</td>
<td>5.67 (1.01)</td>
<td>4.72 (1.55)</td>
<td>5.73 (1.09)</td>
</tr>
<tr>
<td>PHQ-2  ⁸</td>
<td>4.24 (1.41)</td>
<td>3.78 (1.34)</td>
<td>4.55 (1.52)</td>
<td>4.09 (1.31)</td>
</tr>
</tbody>
</table>

ᵃHKU: University of Hong Kong.
ᵇHSUHK: Hang Seng University of Hong Kong.
ᶜVTC: Vocational Training College.
ᵈGSE: general self-efficacy scale.
ᵉMann-Whitney U test is used to compare the statistical difference between groups within institutions.
ᶠMann-Whitney U test is used to compare the statistical difference between groups overall.
ᵍRPS: risk propensity scale.
ʰPHQ-2: Patient Health Questionnaire-2.
### Table 5. Factors affecting the general self-efficacy scale and risk propensity scale scores using a univariate regression model.

<table>
<thead>
<tr>
<th>Factor</th>
<th>General self-efficacy scale score</th>
<th>Risk propensity scale score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient β (95% CI)</td>
<td>P value^a</td>
</tr>
<tr>
<td><strong>Sociodemographic factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.00 (−0.23 to 0.23)</td>
<td>.98</td>
</tr>
<tr>
<td><strong>Gender (ref: male)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>−0.93 (−1.79 to −0.06)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Housing type (ref: public housing)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subsidized housing</td>
<td>0.13 (−1.11 to 1.36)</td>
<td>.84</td>
</tr>
<tr>
<td>Private housing</td>
<td>−0.51 (−1.38 to 0.36)</td>
<td>.25</td>
</tr>
<tr>
<td>Short interim</td>
<td>1.40 (−3.88 to 6.66)</td>
<td>.60</td>
</tr>
<tr>
<td>Student hostel</td>
<td>−0.35 (−1.88 to 1.18)</td>
<td>.66</td>
</tr>
<tr>
<td>Village</td>
<td>2.08 (−0.06 to 4.21)</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Sexual orientation (ref: heterosexual)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay/lesbian/bisexual</td>
<td>−0.09 (−1.56 to 1.38)</td>
<td>.90</td>
</tr>
<tr>
<td><strong>Relationship status (ref: single)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dating/marriage/cohabitating</td>
<td>0.10 (0.12 to 1.88)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Dating characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Ever used dating apps (ref: yes)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>−0.69 (−1.53 to 0.14)</td>
<td>.10</td>
</tr>
<tr>
<td><strong>Types of platforms to know friends (ref: dating apps)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social media platforms and instant chatline</td>
<td>−1.37 (−2.91 to 0.18)</td>
<td>.08</td>
</tr>
<tr>
<td><strong>Reasons for using dating apps (ref: curiosity)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New friends</td>
<td>−0.62 (−1.87 to 0.63)</td>
<td>.33</td>
</tr>
<tr>
<td>Similar interest</td>
<td>−0.32 (−1.53 to 0.89)</td>
<td>.60</td>
</tr>
<tr>
<td>Sexual relationship</td>
<td>3.58 (1.36 to 5.80)</td>
<td>.002</td>
</tr>
<tr>
<td>Long-term relationship</td>
<td>2.38 (0.46 to 4.27)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Types of media (ref: friends)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>−0.01 (−0.90 to 0.87)</td>
<td>.98</td>
</tr>
<tr>
<td>Teachers or school staff members</td>
<td>−1.72 (−3.17 to −0.27)</td>
<td>.02</td>
</tr>
<tr>
<td>Magazine or fashion materials</td>
<td>0.11 (−4.28 to 4.50)</td>
<td>.96</td>
</tr>
<tr>
<td>Family/parents/government initiation</td>
<td>0.18 (−2.04 to 2.39)</td>
<td>.88</td>
</tr>
<tr>
<td><strong>Dating apps and their online implications</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affect sleep</td>
<td>−0.12 (−0.62 to 0.39)</td>
<td>.65</td>
</tr>
<tr>
<td>Spent a longer time than usual on a dating app</td>
<td>−0.25 (−0.76 to 0.26)</td>
<td>.84</td>
</tr>
<tr>
<td>Affect work or school</td>
<td>−0.31 (−0.87 to 0.25)</td>
<td>.28</td>
</tr>
<tr>
<td>Affect relationship with friends and family</td>
<td>−0.61 (−1.21 to 0.00)</td>
<td>.05</td>
</tr>
</tbody>
</table>

^aP value is analyzed using univariate analysis.  
^bref: reference.
Table 6. Factors affecting the general self-efficacy scale and risk propensity scale scores using a multiple linear regression model.

<table>
<thead>
<tr>
<th></th>
<th>General self-efficacy scale score</th>
<th>Risk propensity scale score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient β (95% CI)</td>
<td>P valueα</td>
</tr>
<tr>
<td>Intervention group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (refβ: male)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>−2.79 (−4.65 to −0.92)</td>
<td>.004</td>
</tr>
<tr>
<td>School (ref: VTCδ)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSUHKε</td>
<td>−0.03 (−4.86 to 4.81)</td>
<td>.99</td>
</tr>
<tr>
<td>HKUf</td>
<td>0.35 (−2.93 to 3.63)</td>
<td>.83</td>
</tr>
<tr>
<td>Baseline outcomes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General self-efficacy scale</td>
<td>−0.51 (−0.68 to −0.34)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Risk propensity scale</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

αP value is analyzed using multiple linear regression analysis.
βref: reference.
δN/A: not applicable.
VTC: Vocational Training College.
εHSUHK: Hang Seng University of Hong Kong.
fHKU: University of Hong Kong.

Discussion

Principal Findings

To the best of our knowledge, there has been limited research focusing on the awareness of online dating app risks among young adults. Most sex-related apps and dating apps contain no information about sexual health promotion [25]. This finding is consistent with the finding of another local study that the use of dating websites was common among Hong Kong college students, mostly for curiosity and seeking new friends [26]. The participants from the intervention group disclosed having a greater interest toward the peer-led intervention compared with participants from the control group. They felt that clear and sufficient examples were given as illustrations compared with participants from the control group. For outcome evaluation, the findings supported that the intervention could elicit significant changes in participants’ GSE skills (P=.04), as well as significant changes in risk-taking tendencies (P=.06).

In our study, participants’ GSE scores increased after the intervention, although the absolute difference was small. The small increase in the GSE score was important as an indication that the web-based intervention changed their understanding of perceived control over the usage of dating apps in a short duration of time. A positive GSE finding may also indicate that participants were less anxious about being “judged” by potential partners. They may feel less anxious owing to their ability to hold positive appraisals [24]. Young adults with higher GSE scores would feel more efficacious and less anxious when using dating apps. The promising result of our study regarding enhanced general self-efficacy toward online dating app use is consistent with the findings of a systematic review stipulating that high levels of peer participation in these types of interventions could greatly improve sex knowledge, attitude, general self-efficacy, and social norms [12]. The positive outcome exhibited could be related to the introduction of gamification in nongaming situations that made the intervention unique and appealing to the targeted youth. The use of real-life scenarios and humor in games and videos may have attracted and retained the participants’ attention [27]. As a result, this motivated and improved users’ experience and engagement [28]. This was in contrast to a slight deterioration in the GSE score by −0.02 for every 1 unit increase in the control group, suggesting that the impertinent content relating to physical activity was unable to provide knowledge and skills in relation to safer dating app use.

A significant negative change was found in the risk propensity tendency among the participants overall, especially among HKU participants (P=.006) (Table 6), suggesting that the web-based intervention may influence young adults who already have strong interest in sexuality and sexual health or that more academically capable students may be more amicable to the intervention. Coupled with the strong emphasis of the potential adverse sexual health outcomes and the precautionary steps from the web-based intervention [25], the intervention may help students to be more cautious toward online dating apps. Such results were not observed among students from other colleges for whom the motivation for unsafe behavior could be attributed more strongly to benefits than to risk perception. On the other hand, it is well known that risk perception itself is insufficient to explain the risky behavior [29].

According to analysis of the online search threads, it was found that young adults may have a higher tendency to engage with the digital world to search for sexual health concerns; topics including sexual pleasure, puberty, menstruation, and transmission; and mechanisms of infection [27]. Therefore, with the successful implementation of our intervention, we hope that...
people of all ages, not just young adults, could benefit from this new innovative way of training on how to use dating apps safely.

Strengths and Limitations
The major strengths of the study include its randomized design, low attrition rate, and implementation of validated outcome measures to assess the effectiveness of our peer-led web-based intervention. The game stimulation allows participants to create a personal profile that can drive tailoring functions and personalized messages. With the incorporation of risks and benefits in this peer-led web-based intervention, it could serve as a practical approach to shape and instill online dating app users with right values.

In contrast, the participants recruited in the selected universities may not be representative of the whole youth population. Further, peer-led education is effective in establishing safer sex norms and attitudes than adult-led interventions, but less so in imparting factual knowledge [30]. Although self-reported measures are common and practical methods to obtain information in behavioral health studies, self-reporting bias may be introduced, especially under-reporting the sensitive nature of sexual behavior [31]. Multiple entries were still possible despite the prohibition of duplicate responses from identical IP addresses. Lastly, the limited timeframe and exposure of the intervention may make it unable to capture any long-term changes in the intensity, frequency, or context of participants’ emotions. Therefore, a longer intervention period is required for significant and sustainable changes in outcomes at the risk of high attrition rates. In theory, contamination could occur as participants from the control and intervention groups attended the same class, which could result in undermining of the effect magnitude of the intervention.

Implications and Recommendations
With the increasing popularity of mobile technology and the internet, this multifaceted intervention could serve as a starting point for novel interventions to increase safety awareness when seeking sexual partners online. Continuing to document dating app users’ experiences through testimonials or videos demonstrated on the intervention website may increase general self-efficacy and reduce the risk tendency toward dating app use. The results obtained from the study could be insightful for public health practitioners and app companies to improve the safety profile of dating apps. Furthermore, novel delivery methods, such as social media and community-based centers, could be considered to reach out to an extensive youth population beyond the college setting. Health professionals could also share and update any new research findings pertaining to the detrimental health impacts associated with casual sex to deter users from risky sexual behavior through dating apps and to create a long-lasting unfavorable outlook about it. Lastly, trial-based health economic evaluation was not conducted in this study, and a previous study showed that a peer-led approach could be potentially more expensive than an adult-led initiative (i.e. €28.2 [US $33.8] per target student in the peer-led group vs €11.6 [US $13.9] in the teacher-led arm) [32]. Therefore, it is important to further investigate the cost-effectiveness, barriers, opportunities, and supporting measures to sustain the intervention in the long term by placing more emphasis on feedback from all stakeholders (eg, students, teachers, and members of the school) to allow the development of programs that are culturally and socially appropriate.

Conclusion
This study demonstrated that a peer-led intervention could improve short-term self-efficacy and reduce risk propensity in using dating apps among young Chinese adults. It is important to evaluate the motivations for using dating apps and attempt to understand the underlying mechanism between using dating apps and associated risks. Future work is needed to determine how to maintain behavioral change over a longer duration, how to reach underserved populations using different means, and how to disseminate such an intervention on a large scale.
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Abstract

Background: Mental health disorders are the most prevalent health issues among postsecondary students, yet few solutions to this emerging crisis exist. While mobile health technologies are touted as promising solutions for the unmet mental health needs of these students, the efficacy of these tools remains unclear. In response to these gaps, this study evaluates Thought Spot, a mobile and web app created through participatory design research.

Objective: The goal of the research is to examine the impact of Thought Spot on mental health and wellness help-seeking intentions, behaviors, self-stigma, and self-efficacy among postsecondary students in Canada.

Methods: A 2-armed randomized controlled trial involving students from three postsecondary institutions was conducted. Students were eligible if they were aged 17 to 29 years, enrolled in full-time or part-time studies, functionally competent in English, and had access to a compatible digital device. The usual care group received a mental health services information pamphlet. The intervention group received the Thought Spot app on their digital device. Thought Spot is a standalone app that allows users to add, review, and search crowdsourced information about nearby mental health and wellness services. Users can also track their mood on the app. Outcomes were self-assessed through questionnaires collected at baseline and 3 and 6 months. The primary outcome was change in formal help-seeking intentions from baseline to 6 months, measured by the General Help-Seeking Questionnaire. A mixed-effects model was used to compare the impact of usual care and intervention on the primary outcome (formal help-seeking intentions). Secondary outcomes included changes in informal help-seeking intentions and help-seeking behaviors, help-seeking attitudes, self-stigma, and self-efficacy.
Results: A total of 481 students were randomized into two groups: 240 to usual care, and 241 to the intervention group. There were no significant differences in help-seeking intentions between the usual care and intervention groups over 6 months ($F_{2,877}=0.85; P=.43, f=0.04$). Both groups demonstrated similar increases in formal help-seeking intentions at 3 and 6 months ($F_{2,877}=23.52; P<.001, f=0.21$). Compared with males, females sought more help from formal resources (OR 1.86; 95% CI 1.22 to 2.83, $P=.001$). Females were less likely to seek help from informal sources than males (OR 0.80; 95% CI 0.22 to 0.73, $P<.001$).

Conclusions: Prompting postsecondary students about mental health and help-seeking appears to increase help-seeking intentions. mHealth interventions may be as effective as information pamphlets in increasing formal help-seeking but may confer a small advantage in driving help-seeking from informal sources. Although there is enthusiasm, developers and health policy experts should exercise caution and thoroughly evaluate these types of digital tools. Future studies should explore the cost-effectiveness of digital interventions and develop strategies for improving their efficacy.

Trial Registration: ClinicalTrials.gov NCT03412461; https://clinicaltrials.gov/ct2/show/NCT03412461

International Registered Report Identifier (IRRID): RR2-10.2196/resprot.6446
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crowdsourcing; help-seeking behavior; mental health; mobile applications; randomized controlled trial; school mental health services; social support; young adult

Introduction

Mental health disorders among postsecondary students are a global public health concern [1-4]. Youth aged 16 to 29 years face many challenges in the transition from childhood to adulthood, and 70% of all mental health conditions have their onset during this period [5-8]. Postsecondary education is an experience that can pose many challenges for transition-aged youth due to social, financial, and academic stressors [3,9-11]. Over the last 10 years, rates of mental health disorders among postsecondary students have increased [12]. Yet 35% of youth who are experiencing mental health problems do not seek formal help (eg, clinical services, health professionals) [13] or informal help (eg, friends and family, religious leaders, self-help) [13] due to barriers such as perceived stigma, difficulty expressing their concerns, difficulty accessing help, and a preference for self-reliance [14,15]. Amid the “campus mental health crisis” [1], there is a desperate need for interventions that facilitate help-seeking and access to mental health and wellness services [16].

The proliferation of mobile devices and their ubiquity in the lives of transition-aged youth has encouraged developers, postsecondary institutions, and health care organizations to focus their efforts on online and mobile health (mHealth) interventions that address the mental health challenges faced by this population [17-20]. The evidence to support mHealth solutions has not been established, but they remain a major hope for transition-aged youth, given the extraordinary challenges and costs of addressing the mental health needs of postsecondary students [21-23]. To date, assessments of most mHealth interventions have been limited to case studies, pilot studies, and randomized controlled trials (RCTs) with small sample sizes [22]. Few studies involve user-centered design processes or end users as co-creators, evidence-based strategies that help mHealth tools achieve sustained engagement, effectiveness, and behavior change [24].

Applying principles from participatory action and participatory design research [25,26], the research team produced Thought Spot, an mHealth intervention co-created with transition-aged youth that aims to improve help-seeking behavior related to mental health services for postsecondary settings [27,28]. Thought Spot serves as a map-based database (via a mobile app and website) that allows users to search and geolocate health, mental health, and wellness resources (Figure 1). Additional features of the app include mood and thought tracking, reviews about nearby resources and services, and the ability to bookmark searched information. Thought Spot users can also participate in crowdsourcing by adding new resources and writing reviews. Accordingly, the main objective of this RCT was to assess the impact of Thought Spot on intentions to seek formal help. The secondary objective was to examine the impact on intentions to seek help from informal sources and on help-seeking behaviors, help-seeking attitudes, self-stigma, and self-efficacy [17]. The research team hypothesized that Thought Spot would be superior to school-specific mental health services information pamphlets in increasing formal help-seeking intentions.
**Methods**

**Study Design**

The team conducted a 2-armed RCT using participants who were students at three postsecondary institutions in the Greater Toronto Area (University of Toronto, Ryerson University, and George Brown College). The study staff and biostatistician were blinded throughout the study. The protocol was approved by the research ethics boards of each participating postsecondary institution and the Centre for Addiction and Mental Health and has been previously published (Multimedia Appendix 1) [27]. The trial was registered at ClinicalTrials.gov [NCT03412461].

Digital informed consent was obtained from each participant through Research Electronic Data Capture (REDCap) before participants could be included in the trial [29].

**Recruitment**

Participants were recruited using the most effective methods identified by two focus groups and the Thought Spot youth advisory committee during earlier stages of the project [28]. Participants were recruited through institutional and student-related listservs, bulletin boards, websites, social media, and class presentations.

Full-time and part-time students aged 17 to 29 years who were enrolled at any of the three postsecondary institutions, who were functionally competent in English, and who had access to a digital device compatible with the intervention were eligible to participate in the study. Active suicidality was the sole exclusion criterion, but no participants met this criterion during the screening process (Figure 2; Multimedia Appendix 2). Participants also did not have knowledge of or access to Thought Spot prior to participating in the study.
Randomization and Treatment

Participants were randomly assigned using a 1:1 allocation ratio to either receive access to Thought Spot or to receive a school-specific mental health services information pamphlet. Randomization and allocation was performed using RE DCap, a secure, browser-based, electronic data capture system [29]. A randomization module within RE DCap provided computer-generated random allocation of participants in blocks of 10. All participants were enrolled by EH. All authors were blind to the allocation except for JS, who oversaw the randomization process. RE DCap was configured to collect data through online questionnaires at baseline, 3 months and 6 months. We asked participants in both groups to use their intervention (Thought Spot or pamphlet) as needed over 6 months. Intervention group participants received detailed instructions via email on how to download and access the Thought Spot app on their personal electronic devices. Participants were also sent two study reminders, at 6 weeks and 18 weeks, in anticipation of the 3-month and 6-month questionnaires. At the end of the study, participants in the intervention group completed an adapted version of the Usefulness, Satisfaction, and Ease of Use questionnaire [30] and were invited to participate in qualitative interviews to evaluate Thought Spot’s usability and user experience. Full details on the randomization process and interventions are provided in the trial protocol in Multimedia Appendix 1. There were no changes to methods or major changes to the features and functionalities of the app. The content on the app changed by design because participants could add their own crowdsourced information about mental health resources and...
services during the trial. There were multiple bug fixes to address usability issues, such as malfunctioning buttons, slowness of search features, and log-in credentials not being saved. There were no major downtimes during the study period. Participants were provided with a small honorarium (up to CAD $40 [USD $30.08]) for participating in the study.

Assessment Measures
The primary outcome was a change in formal help-seeking intentions from baseline to 6 months measured by the General Help-Seeking Questionnaire (GHSQ) [31]. This scale comprises ten 7-point Likert scale questions that ask participants how likely they are to seek help from different sources, including friends, family members, mental health professionals, and helplines [31]. The formal help-seeking intentions scores were calculated by summing the scores of the 3 questions measuring formal help-seeking intentions [31]. Secondary outcomes of the study included changes in informal help-seeking intentions and help-seeking behaviors, help-seeking attitudes, self-stigma, and self-efficacy, measured, respectively, by the Actual Help-Seeking Questionnaire (AHSQ) [31], Attitudes Toward Seeking Professional Psychological Help Scale–Short Form (ATSPPH-SF) [32], Self-Stigma of Seeking Help Scale (SSOSH) [33], and the Youth Efficacy/Empowerment Scale–Mental Health (YES-MH) [34].

Statistical Analysis
Statistical analysis was performed by a biostatistician (MS) who was blinded to randomization. To determine the required sample size, power calculations were conducted using the average formal help-seeking score on the GHSQ [27]. Monte Carlo simulations were conducted in SAS 9.4 for Windows (SAS Institute Inc) using the means, standard deviations, and within-subject associations reported in previous research using the GHSQ [35,36]. Monte Carlo simulations were chosen because our hypothesis required a model that accounted for dropouts, random effects, and the specific use of linear contrast to compare pre with post. The calculation accounted for a 40% dropout rate and assumed the use of a mixed-effects model to test the primary hypothesis at a significance level of .05 (2-tailed). A sample of 472 participants (236 per arm) was found to provide 80% power to detect a small effect size (Cohen $d=0.25$), which is equivalent to a 15% difference in change in GHSQ score from baseline to 6 months.

Univariate analyses were conducted to describe groups at baseline (Table 1) and compare completers and noncompleters of the questionnaires. Completers were defined as participants who finished the survey at all 3 points of the study [27]. To evaluate the primary hypothesis, the research team used mixed-effects models using the intention-to-treat method, where time, group, and gender were entered as fixed effects and participants were entered as random effects. A linear contrast of estimated marginal means from the fixed-effect interaction between time and group was conducted to compare changes from baseline to 6 months across groups. Missing values were handled by maximum likelihood estimation, which is able to incorporate all available information in the data under the missing at random assumptions [37]. The team conducted sensitivity analyses, in which we added model variables found to have significant bivariate associations with dropouts, defined as participants who were randomized but who did not complete all 3 surveys, at a significance level of $\alpha=.20$. 
Table 1. Baseline characteristics of participants who underwent randomization a.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control (n=240)</th>
<th>Treatment (n=241)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>188 (78.3)</td>
<td>190 (78.6)</td>
</tr>
<tr>
<td>Male</td>
<td>47 (19.6)</td>
<td>44 (18.9)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>5 (2.1)</td>
<td>7 (2.5)</td>
</tr>
<tr>
<td><strong>Age in years, mean (SD)</strong></td>
<td>23.2 (3.1)</td>
<td>22.9 (3.4)</td>
</tr>
<tr>
<td><strong>Student status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Domestic student</td>
<td>207 (86.3)</td>
<td>207 (85.9)</td>
</tr>
<tr>
<td>International student</td>
<td>31 (12.9)</td>
<td>33 (13.7)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>2 (0.8)</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school diploma</td>
<td>144 (60.0)</td>
<td>140 (58.1)</td>
</tr>
<tr>
<td>College diploma</td>
<td>23 (9.6)</td>
<td>9 (3.7)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>59 (24.6)</td>
<td>74 (30.7)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>11 (4.6)</td>
<td>9 (4.2)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td>3 (1.3)</td>
<td>9 (3.7)</td>
</tr>
<tr>
<td><strong>Type of postsecondary institution b, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College</td>
<td>110 (45.8)</td>
<td>114 (47.3)</td>
</tr>
<tr>
<td>University</td>
<td>130 (54.2)</td>
<td>125 (51.9)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>0</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td><strong>Experience with mental health or substance use concerns, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>168 (70.0)</td>
<td>172 (70.8)</td>
</tr>
<tr>
<td>No</td>
<td>55 (23.0)</td>
<td>63 (26.1)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>16 (6.7)</td>
<td>6 (4.6)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>1 (0.4)</td>
<td>0</td>
</tr>
<tr>
<td>GHSQ formal sources, mean (SD)</td>
<td>8.6 (3.9)</td>
<td>8.3 (4.1)</td>
</tr>
<tr>
<td>GHSQ informal sources, mean (SD)</td>
<td>36.6 (8.5)</td>
<td>36.1 (9.4)</td>
</tr>
</tbody>
</table>

aPercentages may not total 100 due to rounding. There was no significant difference between the trial groups.

bPostsecondary institution was missing for two participants.

GHSQ: General Help-Seeking Questionnaire.

Similar models were conducted to explore the secondary outcomes of this study except for help-seeking behavior. This outcome was measured using the binary-scaled AHSQ and analyzed using a mixed binomial logistic regression model. The P values for the secondary analysis were not adjusted for multiple comparison. In addition to the prespecified analysis plan, the research team conducted an exploratory per-protocol analysis of the primary and secondary outcomes. Participants who logged on to Thought Spot more than once during the study were considered compliant.

For F tests, the study report standardized effect sizes using Cohen $f$ [38], reported as $f$, which is calculated by the R package sjstats (R Foundation for Statistical Computing) [39]. For contrasts that represent simple changes or difference in changes, Cohen $d$ was used, which is reported as $d$. The respective $d$ values are calculated using estimated marginal means and two formulas described by Morris and DeShon [40]. The biostatistician applied their recommended formula for repeated-measures design that focuses on change within a person relative to the variability of change scores and another formula used for independent groups pretest/posttest designs (Multimedia Appendix 3) [40].

Results

Recruitment and Participant Characteristics

From March 2018 to January 2019, 481 participants were randomized from three Canadian postsecondary institutions into a 6-month trial on a rolling basis. Of these participants, 240 were assigned to the control group and 241 were assigned to
the intervention group (Figure 2). The trial ended after all participants received their 6-month follow-up on June 30, 2019. Table 1 shows a comparison of study groups at baseline. Prior experience with mental health concerns was reported by 70.7% (340/481) of participants, and 61.3% (294/480) of participants reported having experienced suicidal ideation in their lifetime. There were no reported adverse events or harms during the trial.

**Primary Outcome: Change in Formal Help-Seeking Intentions**

The mixed-effects model found a significant time effect ($F_{2,877}=23.52; P<.001, f=0.21$) but not a significant group-by-time interaction ($F_{2,877}=0.85; P=.43, f=0.04$). Linear contrasts exploring the change in formal help-seeking intentions between baseline and 6 months did not find significant differences between the intervention and control group (estimate mean difference in change 0.39; $t_{894}=1.05; 95\% \text{ CI} –0.34$ to $1.12; P=.29$). Both the control group (estimated mean change 1.32; 95\% CI 0.81 to 1.84, $d=0.33$) and the intervention group (estimated mean difference 0.93, 95\% CI 0.41 to 1.45, $d=0.24$) showed a significant increase in the intention to seek formal sources of help. A sensitivity analysis revealed that group-by-time interaction was not significant after controlling for factors that were associated with dropout ($F_{2,145}=1.18, P=.31, f=0.11$). There was also no difference in changes between groups (estimate 1.35, 95\% CI $-0.51$ to $3.21, d=0.32$).

**Secondary Outcomes**

An analysis of secondary outcomes found no significant group-by-time interactions for help-seeking intentions from informal sources (GHSQ), help-seeking behavior from formal sources (AHSQ), help-seeking attitudes toward professional help (ATSPPH), self-efficacy (SSOSH) and self-stigma (YES-MH; Table 2). However, some evidence of a group-by-time interaction was found for help-seeking from informal sources (Wald $\chi^2=4.5$, $P=.11$), but it is not significant (Table 3). Linear contrasts of the interaction indicated a decrease in help-seeking behavior related to informal sources in the control group, whereas an increase from 3 months to 6 months was found for the intervention group (odds ratio [OR] 0.86; 95\% CI 0.71 to 1.02, $P=.09$), but it did not meet the significance threshold (Multimedia Appendix 4).

### Table 2. Main results from mixed models.

<table>
<thead>
<tr>
<th>Participant questionnaires</th>
<th>Linear contrast$^a$</th>
<th>Group-by-time interaction$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate$^a$ 95% CI</td>
<td>$P$ value</td>
</tr>
<tr>
<td>GHSQ$^d$ (intention to treat)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal resources</td>
<td>0.39   -0.34 to 1.12</td>
<td>.30   0.85</td>
</tr>
<tr>
<td>Informal resources</td>
<td>0.36   -1.21 to 1.92</td>
<td>.65   0.70</td>
</tr>
<tr>
<td>GHSQ (per-protocol) – formal resources</td>
<td>0.18   -0.62 to 0.98</td>
<td>.66   0.14</td>
</tr>
<tr>
<td>GHSQ (dropout)$^b$ – formal resources</td>
<td>1.35   -0.51 to 3.21</td>
<td>.15   1.18</td>
</tr>
<tr>
<td>GHSQ (controlled for site)$^e$ – formal resources</td>
<td>0.39   0.34 to 1.13</td>
<td>.29   0.85</td>
</tr>
<tr>
<td>ATSPPH$^f$</td>
<td>-0.15  -0.91 to 0.61</td>
<td>.70   1.39</td>
</tr>
<tr>
<td>SSSOH$^g$</td>
<td>0.08   -1.13 to 1.28</td>
<td>.90   0.03</td>
</tr>
<tr>
<td>YES-MH$^h$: self</td>
<td>-0.09  -0.73 to 0.55</td>
<td>.79   0.12</td>
</tr>
<tr>
<td>YES-MH: service</td>
<td>0.47   -0.40 to 1.34</td>
<td>.29   0.60</td>
</tr>
<tr>
<td>YES-MH: system</td>
<td>0.62   -0.26 to 1.50</td>
<td>.17   1.31</td>
</tr>
<tr>
<td>YES-MH: total</td>
<td>0.16   -1.52 to 1.83</td>
<td>.85   0.08</td>
</tr>
</tbody>
</table>

$^a$The linear contrast tests the change from baseline to end of the trial across groups (primary outcome); (6 months – baseline) in control minus intervention. Positive values indicate larger increases in the intervention group.

$^b$The group-by-time interaction tests for any difference in the group trajectories (not primary outcome). Sensitivity analysis controls for all variables at $\alpha=.20$. These variables are listed in Multimedia Appendix 7.

$^c$DF: degree of freedom.

$^d$GHSQ: General Help-Seeking Questionnaire.

$^e$An additional sensitivity analysis controlling for site as fixed effects was conducted, but site was not significant and results were similar to those for the main model.

$^f$ATSPPH: Attitudes Toward Seeking Professional Psychological Help Scale.

$^g$SSOSH: Self-Stigma of Seeking Help Scale.

$^h$YES-MH: Youth Efficacy/Empowerment Scale–Mental Health.
The sex effect was significant for help-seeking behavior related to formal and informal sources, help-seeking attitudes toward professional help, and self-efficacy (Multimedia Appendix 5 and 6). Compared with males, females exhibited higher formal AHSQ scores (OR 1.86; 95% CI 1.22 to 2.83, P=.001). Females also exhibited significantly lower AHSQ informal scores than males (OR 0.80; 95% CI 0.22 to 0.73, P<.001). Similarly, for attitudes toward health care professionals, females had significantly lower ATSPPH scores than males (estimate 0.80; 95% CI 0.22 to 1.38, P=.003).

**Per-Protocol Analysis**

Of the participants in the intervention group, 70.1% (169/241) met the definition of compliance. In comparing these participants to the control group, the per-protocol analysis led to the same conclusion for all primary and secondary outcomes with nonsignificant linear contrast (difference in change 0.18, t(11)=0.439, P=.66, d=0.03). In the intervention group, compliance significantly moderated the GHSQ trajectory (P=.006, F=0.15), with compliant participants increasing their help-seeking more than noncompliant participants. This change mostly happened between baseline to 3 months.

**App Use Data**

Of the 241 people randomized to the intervention group, 168 visited Thought Spot, resulting in 3696 clicks recorded between March 2018 and June 2019. Overall, users viewed 190 Spots, conducted 293 searches, and created 74 Thoughts. Spots are locations of mental health and wellness resources. Thoughts are users’ personal journal entries on the app. Details of the user data will be published independently of these findings.

**Discussion**

**Principal Findings**

In the analysis of our primary outcome, there were no significant differences in formal help-seeking intentions of postsecondary students between control and intervention groups. However, both groups experienced a similar increase in formal help-seeking intentions during the 6-month study period, as assessed by the GHSQ. These findings suggest that prompting youth about mental health, regardless of the delivery method (eg, information pamphlet or mHealth intervention), may increase help-seeking intentions. Our results are consistent with findings from previous RCTs involving online mental health services, in which the interventions did not lead to significant differences in formal help-seeking compared with an active control group [41,42]. However, the similar increase in help-seeking in both arms observed in our study supports the emerging discussion in that these technologies may have a “role as another option in their toolkit” when in need of mental health and wellness resources [41].

Analyses of secondary outcomes revealed no significant group-by-time interactions for help-seeking intentions from informal sources, attitudes toward seeking professional help, self-efficacy, or self-stigma. Although not significant, there is some evidence suggesting a small increase in help-seeking behavior related to informal sources between 3 and 6 months in the intervention group, whereas a small decrease was seen in the control group. This difference contrasts with findings from previous studies of help-seeking interventions, which reported no effect on informal help-seeking [42]. Although the attitudes and intentions regarding informal help-seeking did not differ between groups, the sustained increase in informal help-seeking behavior observed between 3 and 6 months in the intervention group may indicate that Thought Spot is effective in converting intention into action [43]. The difference may also be due to previously reported advantages of online interventions over typical information pamphlets and formal sources of help, such as being anonymous, less stigmatizing, easier to access and use, and more trustworthy [41,44-49]. Nonetheless, these findings must be contextualized using data from qualitative interviews, usability data, and use data collected throughout the RCT.

When looking at the differences between AHSQ scores, the results suggest that females tend to seek help from formal sources more than males. However, when looking at the informal AHSQ scores, males sought more help from informal sources than females. This observation complements the existing literature on gender differences in transition-aged youths’ help-seeking behaviors. Based on a cross-section survey study, Findlay and Sunderland [50] found that females reported contacting formal and informal resources more than males. However, the data from this RCT show that there may be a difference in preference between formal and informal resources between genders. Another interesting finding was related to the help-seeking behavior for the nonbinary gender group. While not significant due to the small sample size, the considerable odds ratio for AHSQ formal scores suggest there may be a small effect where participants in the nonbinary gender group have higher help-seeking behavior than males.
The per-protocol analysis indicated that compliant participants increased their help-seeking more than noncompliant participants, which suggests that repeated visits may contribute to changes in help-seeking intentions. While these exploratory findings should be approached with caution, it supports the emerging interest on the impact of repeated app use on study outcomes [51]. The app evaluation framework, developed by the American Psychiatric Association, highlights the importance of user engagement in the evaluation of apps for clinical use [52]. However, while use of the app is required to enable the expected benefits, the significance of the repeated use in the context of help-seeking and whether use can be representative as meeting their needs remains unclear. As such, this finding warrants further investigation into the use data and the experiences of users.

Comparison With Prior Work

One of the noteworthy strengths of our trial is its standing as one of the few RCTs with large sample sizes that evaluate the effectiveness of mHealth interventions for help-seeking among youth in postsecondary settings [41]. The research team saw higher than predicted retention rates of at least 73% at both 3 and 6 months. The baseline characteristics between the control and intervention groups were balanced, and the research team controlled for variables associated with the outcome (eg, GHSQ). Another strength of this study is the use of participatory action research and co-creation methodology to engage transition-aged youth throughout the development and execution of the trial [53]. This methodology has been shown to increase participation in mental health care, better address youth concerns, and produce more relevant results [54,55]. The research team was successful in engaging youth across three postsecondary institutions in a longitudinal mental health study. Given the many barriers that make meaningful youth engagement a challenge [56], obtaining 1291 individual responses during our recruitment is notable in its magnitude, especially given the short time frame (relative to other mental health trials). The high level of engagement in the study suggests that our commitment to co-creating solutions resonates with the postsecondary student population [28]. It may also reflect students’ enthusiasm for mental health solutions and mHealth-related research, suggesting a need for continued engagement with this population at a time when mental health concerns and suicide rates among youth continue to rise at postsecondary institutions [57,58].

Limitations

The study had some limitations. Group assignment could not be blinded for participants. There were also software bugs that led to an inconsistent app environment and usability issues during the trial. These issues could have affected the level of user engagement and compliance with the intervention and ultimately the effectiveness of Thought Spot because some participants had difficulty accessing key functions of the app during certain points of the trial.

There was also a number of participants who did not complete the 3-month survey packages. There were no software bugs or reported issues that could have led to the drop in participation and the reason for this observation is unknown.

Additionally, the effect size for the change in informal help-seeking behavior was small and was noted only in the 3- to 6-month period. Similarly, due to sample size restrictions, we were unable to compare the impact of Thought Spot among international and domestic students. Given the unique barriers associated with attending college in an unfamiliar location [59], future investigations should explore whether these apps can facilitate help-seeking for international students. Further investigation and a longer follow-up period are required to evaluate the sustained impact of mHealth solutions on informal help-seeking. Finally, the development of Thought Spot and the findings from this trial are based on the unique experiences of transition-aged youth enrolled in Canadian postsecondary institutions and may not be generalizable to youth outside Canadian academic settings.

Conclusions

In summary, there were no significant differences in formal help-seeking intentions between the control and intervention groups. Female participants sought help from formal resources more often than males, whereas males were more likely to seek help from informal sources than females. There was some evidence of a small increase in informal help-seeking behavior between 3 and 6 months in the intervention group. Both groups experienced a similar increase in formal help-seeking intentions over 6 months. These findings suggest a need to further explore the effectiveness of mHealth technologies in supporting the mental health help-seeking needs of transition-aged youth. It is increasingly important as a next step to compare the cost-effectiveness of Thought Spot and information pamphlets for understanding the feasibility and sustainability of mHealth tools compared with existing strategies [60].
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Abstract

Background: Electronic devices (eDevices) may have positive or negative influences on family communication and well-being depending on how they are used.

Objective: We examined eDevice use during family time and its association with the quality of family communication and well-being in Hong Kong Chinese adults.

Methods: In 2017, a probability-based 2-stage random sampling landline telephone survey collected data on eDevice use in daily life and during family time (eg, family dinner) and the presence of rules banning eDevice use during family dinner. Family communication quality was rated from 0 to 10 with higher scores being favorable. Family well-being was calculated as a composite mean score of 3 items each using the same scale from 0 to 10. The associations of family communication quality and well-being with eDevice use in daily life and during family time were estimated using beta-coefficient ($\beta$) adjusting for sociodemographics. The mediating role of family communication quality in the association between eDevice use and family well-being was analyzed.

Results: Of the 2064 respondents (mean age 56.4 [SD 19.2] years, 1269/2064 [61.48%] female), 1579/2059 (76.69%) used an eDevice daily for a mean of 3.6 hours (SD 0.1) and 257/686 (37.5%) used it for 30+ minutes before sleep. As much as 794/2046 (38.81%) often or sometimes used an eDevice during family time including dinner (311/2017, 15.42%); 713/2012 (35.44%) reported use of an eDevice by family members during dinner. Lower family communication quality was associated with hours of eDevice use before sleep (adjusted $\beta$=–.25; 95% CI –0.44 to –0.05), and often use (vs never use) of eDevice during family dinner by oneself (adjusted $\beta$=–.51; 95% CI –0.91 to –0.10) and family members (adjusted $\beta$=–.54; 95% CI –0.79 to –0.29). Similarly, lower family well-being was associated with eDevice use before sleep (adjusted $\beta$=–.26; 95% CI –0.42 to –0.09), and often use during family dinner by oneself (adjusted $\beta$=–.48; 95% CI –0.83 to –0.12) and family members (adjusted $\beta$=–.50; 95% CI –0.72 to –0.28). Total ban of eDevice use during family dinner was negatively associated with often use by oneself (adjusted odds ratio 0.49; 95% CI 0.29 to 0.85) and family members (adjusted odds ratio 0.41; 95% CI 0.28, 0.60) but not with family communication and well-being. Lower family communication quality substantially mediated the total effect of the association of eDevice use time before sleep (61.2%) and often use at family dinner by oneself (87.0%) and by family members (67.8%) with family well-being.

Conclusions: eDevice use before sleep and during family dinner was associated with lower family well-being, and the association was substantially mediated by family communication quality. Our results suggest that interventions on smart use of eDevice may improve family communication and well-being.

(J Med Internet Res 2020;22(10):e20529) doi:10.2196/20529

http://www.jmir.org/2020/10/e20529/
Introduction

Family well-being (also known as family life satisfaction, family welfare, and family functioning), which emphasizes the importance of health and satisfaction of family relationships, is a hallmark of individual happiness and social cohesion [1,2]. While family relationships and the sense of well-being may differ widely by family structure, good family verbal and nonverbal communication is essential regardless [3]. Family well-being in Chinese culture highlights family health, harmony, and happiness (3Hs) with family communication being a core component [4]. Socioeconomic (SES) status has been a robust predictor of family well-being, but recent studies showed that higher income only contributed to its dynamic fluctuation but not to a long-lasting increase due to hedonic adaptation and social comparison [5,6]. Family life and communication are robust predictors of family well-being and our previous trial showed that improved family interactions and communication quality enhanced family well-being [7]. However, in busy modern societies, time for family life and communication is limited.

Information communication technology has transformed interpersonal communication and lifestyle. Internet-based electronic devices (eDevices) including personal computers, tablets, and smartphones may improve well-being through increasing work efficiency and capability, easy access to information, and convenient social interactions using communication tools [8-10]. However, inappropriate use of eDevice is a significant public health issue. Addiction-like symptoms and feelings of dependence, dangerous use (eg, distracted driving), and loss of control were common symptoms of problematic eDevice use associated with various health problems [11]. Obsessive eDevice use was linked to poor sleep quality, sedentary lifestyle, physical inactivity, and obesity [12,13]. Psychological symptoms such as depression, social isolation, low self-esteem, and anxiety have also been associated with problematic eDevice use [14].

Time spent on eDevice reduces leisure and family gathering hours. There is a growing concern that eDevice may detract from, rather than complement, social interactions [15]. The act of ignoring others in favor of smartphone use at a social setting, also called phone snubbing (phubbing), has become increasingly common and is associated with poorer relationship satisfaction [15-17]. Smartphone use during social gatherings may hamper conversation and interaction [18]. As the major domain of family life in which family members express love, care, and support; share value and happiness; and resolve problems, quality family communication is vital for maintaining family well-being [19].

eDevice use, especially smartphone use, is invading traditional family functions, such as family gatherings and dinners, which threatens communication quality and hence family well-being [20,21]. Experiencing family phubbing was associated with lower levels of interpersonal relationship and perceived well-being [20]. We also found that problematic smartphone use is also associated with poorer family well-being via deprived family communication time and quality [22].

We found no reports on the relationships of eDevice use with perceived family communication quality and family well-being. eDevice use during family time (eg, family dinner) is rarely reported despite its potential link to poor well-being [15]. Some families may adopt rules banning eDevice use during family dinner, but its effect on family well-being is unclear. Hong Kong, as one of the most developed non-Western urbanized cities in China with a high internet penetration rate and a dense family living environment, provided an appropriate platform to observe and understand the eDevice use behavior in family life. We examined eDevice use in daily life, especially during family time, and its associations with family communication quality and well-being in Chinese adults in Hong Kong. The potential mediation effect of communication quality on the association between eDevice use and family well-being was analyzed. Moreover, the prevalence and effect of the rules banning eDevice use during family dinner were assessed.

Methods

Sampling

The Hong Kong Family and Health Information Trends Survey (FHinTs) under the FAMILY project was a probability-based cross-sectional telephone survey conducted in 2017 to monitor family health, information use, and communication among Cantonese speaking Hong Kong adults (aged 18+). All interviews were conducted by trained interviewers of the Public Opinion Programme of the University of Hong Kong. Details of the methods were reported elsewhere [10,23,24]. Briefly, adopting a 2-stage random sampling strategy, residential telephone directories that covered 76% of Hong Kong residents were used to generate population-representative telephone numbers by random. Invalid household numbers and nonresponses (after 5 calls at different times and days of the week) were excluded. The second stage was to select an eligible individual in each household with the soonest next birthday. Each interview took 25-30 minutes. Of 5449 eligible households, 4054 adults were successfully interviewed (response rate 74.40%). Of these, 2064 (50.91%) respondents were randomly selected to answer a subset of questions related to the use of computer, smartphone, or tablet (eDevice); family communication; and family well-being. The Institutional Review Board of the University of Hong Kong/Hospital Authority Hong Kong West Cluster granted ethics approval. Verbal informed consent was obtained.

Measurements

Family included biological, marital, or cohabited relationships. eDevices included computers, smartphones, and tablets. Duration of self-reported eDevice use daily was categorized into “No use,” “1 hour or less,” “1-2 hours,” “2-3 hours,” “3-5 hours,” and “more than 5 hours.” eDevice use before sleep was categorized as “No use,” “30 minutes or less,” “31-60 minutes,”
“1-2 hours,” and “more than 2 hours”. Family time referred to the time spent with family members. The frequency of eDevice use during family time was categorized as “Never,” “Seldom,” “Sometimes,” and “Often.” The same response options were used for the frequency of eDevice use during family dinner by oneself and by family members. Rules banning eDevice use during family dinner were categorized as “No ban,” “Partial ban (limited time or frequency),” and “Total ban.”

Perceived communication quality between family members was rated on a scale of 0 (very poor) to 10 (very good), which positively correlated with the Subjective Happiness Scale, Short Warwick-Edinburgh Mental Well-being Scale, and Family Functioning and Family Communication Scale (Pearson correlation coefficients \[ r \] range: .37-.60, all \( P<.001 \) [22]. Family well-being was calculated based on the composite score of family health, harmony, and happiness (3Hs) using 3 separate questions on the same scale of 0-10, with a higher score indicating better family well-being. The Chinese version of Family Happiness was found valid and reliable among Hong Kong adults [25]. The internal consistency of family well-being in this study was excellent (Cronbach \( \alpha = .89 \)).

Sex, age, and marital status (never married, married or cohabitated, divorced or separated, and widowed) of the respondents were recorded. Education attainment was categorized as primary or below, secondary, and tertiary. Monthly household income was categorized as HK $9999 or less (US $1290 or less), HK $10,000-19,999 (US $1290-US $2580), HK $20,000-29,999 (US $2580-US $3870), HK $30,000-39,999 (US $3870-US $5161), HK $40,000 or more (US $5161 or more), and unstable [10, 23].

**Data Analysis**

To improve the representativeness of the sample, all descriptive data were weighted according to the sex–age distribution of the Hong Kong population in the year end of 2015 and the education attainment distribution in the 2011 census. We used chi-square tests to compare the prevalence of eDevice use by sociodemographics. We also used paired \( t \)-test and analysis of variance to compare the average duration of daily eDevice use, family communication, and family well-being across sociodemographic status. Multivariable linear regression was conducted to calculate the coefficient of family communication quality and family well-being in relation to eDevice use during family time, adjusted for potential sociodemographic confounders including sex, age, marital status, education attainment, and income. We used the Baron and Kenny’s approach [26] to examine the mediating effect of family communication quality on the association between eDevice use and family well-being. Sobel–Goodman tests were adopted to decompose the total effects of eDevice use on family well-being. Bootstrapping with 1000 replications was used to calculate the 95% CI of the indirect effect. Logistic regression was conducted to estimate the odds ratios of sometimes or often use of eDevice during family dinner in relation to rules banning its use with the same adjustment model. A 2-sided \( P \)-value < .05 was considered statistically significant. All analyses were conducted using STATA 15.0 (StataCorp).

**Results**

Table 1 shows that among the 2064 respondents, 1269 were female (61.48%), 1035 aged 25 to 64 years (50.15%), and 1306 married or cohabitated (63.28%). A total of 1582 respondents had secondary or higher educational attainment (76.65%) and 1032 had a monthly household income of more than HK $20,000 (US $2580; 50.00%). Respondents who were male, younger, never married, and had higher education attainment and household income used eDevice more (all \( P<.01 \)). Family communication quality and well-being scores were higher among older adults and those who had higher household income (all \( P<.01 \); Multimedia Appendix 1).
Table 1. Sociodemographic characteristics and hours of eDevice use daily (N=2064).

<table>
<thead>
<tr>
<th>Sociodemographic characteristic</th>
<th>Values</th>
<th>Prevalence of eDevice use</th>
<th>eDevice usage daily (N=1579 hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Crude n (%)</td>
<td>Weighted %</td>
<td>Crude n (Weighted %)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>795 (38.52)</td>
<td>45.03</td>
<td>634 (84.64)</td>
</tr>
<tr>
<td>Female</td>
<td>1269 (61.48)</td>
<td>54.97</td>
<td>945 (81.82)</td>
</tr>
<tr>
<td>Age, years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>213 (10.32)</td>
<td>9.12</td>
<td>211 (97.69)</td>
</tr>
<tr>
<td>25-44</td>
<td>297 (14.39)</td>
<td>35.42</td>
<td>290 (96.99)</td>
</tr>
<tr>
<td>45-64</td>
<td>738 (35.76)</td>
<td>36.96</td>
<td>655 (85.51)</td>
</tr>
<tr>
<td>≥65</td>
<td>816 (39.53)</td>
<td>18.50</td>
<td>423 (44.11)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>445 (21.56)</td>
<td>29.30</td>
<td>423 (94.09)</td>
</tr>
<tr>
<td>Married/Cohabitated</td>
<td>1306 (63.28)</td>
<td>60.47</td>
<td>1010 (83.40)</td>
</tr>
<tr>
<td>Divorced/Separated</td>
<td>79 (3.83)</td>
<td>3.59</td>
<td>52 (69.23)</td>
</tr>
<tr>
<td>Widowed</td>
<td>234 (11.34)</td>
<td>6.64</td>
<td>94 (38.58)</td>
</tr>
<tr>
<td>Education attainment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤Primary</td>
<td>482 (23.35)</td>
<td>23.66</td>
<td>193 (50.79)</td>
</tr>
<tr>
<td>Secondary</td>
<td>864 (41.86)</td>
<td>48.09</td>
<td>700 (89.74)</td>
</tr>
<tr>
<td>Tertiary</td>
<td>718 (34.79)</td>
<td>28.25</td>
<td>686 (98.71)</td>
</tr>
<tr>
<td>Monthly household income (HK $ [US $])c</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤9999 (≤1290)</td>
<td>478 (23.16)</td>
<td>16.04</td>
<td>227 (47.69)</td>
</tr>
<tr>
<td>10,000-19,999 (1290-2580)</td>
<td>294 (14.24)</td>
<td>17.00</td>
<td>223 (82.50)</td>
</tr>
<tr>
<td>20,000-29,999 (2580-3870)</td>
<td>326 (15.79)</td>
<td>19.72</td>
<td>284 (90.32)</td>
</tr>
<tr>
<td>30,000-39,999 (3870-5161)</td>
<td>222 (10.76)</td>
<td>13.01</td>
<td>205 (96.18)</td>
</tr>
<tr>
<td>≥40,000 (≥5161)</td>
<td>484 (23.45)</td>
<td>24.00</td>
<td>456 (97.22)</td>
</tr>
<tr>
<td>Unstable</td>
<td>260 (12.60)</td>
<td>10.23</td>
<td>184 (75.01)</td>
</tr>
</tbody>
</table>

a eDevice: electronic device.
b Weighted by sex, age and educational attainment distribution of Hong Kong census.
c US $1 = HK $7.8.

Table 2 shows that 1579/2059 (76.69%) respondents used eDevice daily for 3.6 hours on average; 257/686 (37.5%) used eDevice for more than 30 minutes before sleep and 794/2046 (38.81%) reported oneself and family members sometimes or often use eDevice during family time; 311/2017 (15.42%) and 713/2012 (35.44%) reported oneself and family members sometimes or often use eDevice during family dinner, respectively. Only 376/2045 (18.39%) reported a partial or total ban of eDevice use during family dinner.

Table 3 shows that per-hour increase in using eDevice daily was not associated with family communication quality and family well-being (all P for trend <.01). Specifically, more than 2 hours of use before sleep was significantly associated with lower family communication quality (adjusted β=−1.05, 95% CI −1.86 to −0.24; P=.002) and family well-being (adjusted β=−.97, 95% CI −1.66 to −0.28; P<.001). Often use of eDevice during family dinner both by oneself and by family members was associated with lower family communication quality (adjusted β=−.54 to −0.51) and family well-being (adjusted =−.50 to −0.48). However, overall use of eDevice during family time was not associated with family communication quality (adjusted β=−.06, 95% CI −0.29 to 0.18).
Table 2. Frequency of eDevice\(^a\) use and prevalence of rules banning eDevice use during family dinner.

<table>
<thead>
<tr>
<th>Content</th>
<th>Crude n (%)(^b)</th>
<th>Weighted %(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time using eDevice daily (hours) (N=2059)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No use</td>
<td>480 (23.31)</td>
<td>16.98</td>
</tr>
<tr>
<td>≤1</td>
<td>424 (20.59)</td>
<td>18.74</td>
</tr>
<tr>
<td>1-2</td>
<td>291 (14.13)</td>
<td>15.15</td>
</tr>
<tr>
<td>2-3</td>
<td>237 (11.51)</td>
<td>11.93</td>
</tr>
<tr>
<td>3-5</td>
<td>258 (12.53)</td>
<td>14.70</td>
</tr>
<tr>
<td>&gt;5</td>
<td>369 (17.92)</td>
<td>22.51</td>
</tr>
<tr>
<td>Mean (SD) in hours among users</td>
<td>3.5 (3.2)</td>
<td>3.6 (0.1)</td>
</tr>
<tr>
<td><strong>Time using eDevice before sleep (N=686)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No use</td>
<td>329 (47.96)</td>
<td>38.43</td>
</tr>
<tr>
<td>≤30 minutes</td>
<td>100 (14.58)</td>
<td>16.17</td>
</tr>
<tr>
<td>31-60 minutes</td>
<td>179 (26.09)</td>
<td>30.90</td>
</tr>
<tr>
<td>1-2 hours</td>
<td>52 (7.58)</td>
<td>9.87</td>
</tr>
<tr>
<td>&gt;2 hours</td>
<td>26 (3.79)</td>
<td>4.63</td>
</tr>
<tr>
<td>Mean (SD) in hours among users</td>
<td>0.94 (0.9)</td>
<td>0.98 (0.1)</td>
</tr>
<tr>
<td><strong>eDevice use during family time (N=2046)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>867 (42.38)</td>
<td>33.85</td>
</tr>
<tr>
<td>Seldom</td>
<td>385 (18.82)</td>
<td>19.48</td>
</tr>
<tr>
<td>Sometimes</td>
<td>503 (24.58)</td>
<td>29.34</td>
</tr>
<tr>
<td>Often</td>
<td>291 (14.22)</td>
<td>17.32</td>
</tr>
<tr>
<td><strong>eDevice use during family dinner by oneself (N=2017)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1329 (65.89)</td>
<td>58.26</td>
</tr>
<tr>
<td>Seldom</td>
<td>377 (18.69)</td>
<td>21.34</td>
</tr>
<tr>
<td>Sometimes</td>
<td>217 (10.76)</td>
<td>14.56</td>
</tr>
<tr>
<td>Often</td>
<td>94 (4.66)</td>
<td>5.84</td>
</tr>
<tr>
<td><strong>eDevice use during family dinner by family members (N=2012)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>888 (44.14)</td>
<td>39.46</td>
</tr>
<tr>
<td>Seldom</td>
<td>411 (20.43)</td>
<td>22.31</td>
</tr>
<tr>
<td>Sometimes</td>
<td>424 (21.07)</td>
<td>23.14</td>
</tr>
<tr>
<td>Often</td>
<td>289 (14.36)</td>
<td>15.09</td>
</tr>
<tr>
<td><strong>Rules banning eDevice use during family dinner (N=2045)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No ban</td>
<td>1669 (81.61)</td>
<td>78.34</td>
</tr>
<tr>
<td>Partial ban(^d)</td>
<td>201 (9.83)</td>
<td>11.21</td>
</tr>
<tr>
<td>Total ban</td>
<td>175 (8.56)</td>
<td>10.46</td>
</tr>
</tbody>
</table>

\(^a\)eDevice: electronic device.

\(^b\)Sample sizes varied because of missing values on some variables.

\(^c\)Weighted to sex, age, and educational attainment distribution of Hong Kong census.

\(^d\)Partial ban: Limited time or frequency of use.
Table 3. Daily eDevice\textsuperscript{a} use in relation to family communication quality and family well-being.

<table>
<thead>
<tr>
<th>eDevice use</th>
<th>Family communication quality (0-10)</th>
<th>Family well-being (0-10)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Crude $\beta$ (95% CI)</td>
<td>Adjusted $\beta$ (95% CI)$^b$</td>
</tr>
<tr>
<td></td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td><strong>Time using eDevice daily (hours)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not used</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤1</td>
<td>–.14 (–0.32 to 0.04)</td>
<td>–.16 (–0.35 to 0.03)</td>
</tr>
<tr>
<td>1-2</td>
<td>–.16 (–0.36 to 0.03)</td>
<td>–.15 (–0.38 to 0.07)</td>
</tr>
<tr>
<td>2-3</td>
<td>–.29 (–0.51 to –0.08)$^c$</td>
<td>–.26 (–0.50 to –0.01)$^d$</td>
</tr>
<tr>
<td>3-5</td>
<td>–.26 (–0.46 to –0.05)$^d$</td>
<td>–.18 (–0.42 to 0.07)</td>
</tr>
<tr>
<td>&gt;5</td>
<td>–.39 (–0.58 to –0.20)$^e$</td>
<td>–.24 (–0.49 to 0.01)</td>
</tr>
<tr>
<td>Per-hour increase</td>
<td>–.04 (–0.06 to –0.02)$^e$</td>
<td>–.02 (–0.04 to 0.01)</td>
</tr>
<tr>
<td><strong>Time using eDevice before sleep</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not used</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30 minutes</td>
<td>–.26 (–0.68 to 0.16)</td>
<td>–.14 (–0.60 to 0.31)</td>
</tr>
<tr>
<td>30-60 minutes</td>
<td>–.40 (–0.74 to –0.05)$^d$</td>
<td>–.14 (–0.53 to 0.26)</td>
</tr>
<tr>
<td>61-120 minutes</td>
<td>–.46 (–1.01 to 0.09)</td>
<td>–.13 (–0.72 to 0.46)</td>
</tr>
<tr>
<td>&gt;120 minutes</td>
<td>–1.57 (–2.33 to –0.80)$^f$</td>
<td>–1.05 (–1.86 to –0.24)$^f$</td>
</tr>
<tr>
<td>Per-hour increase</td>
<td>–.39 (–0.57 to –0.22)$^f$</td>
<td>–.25 (–0.44 to –0.05)$^f$</td>
</tr>
<tr>
<td><strong>eDevice use during family time</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seldom</td>
<td>.01 (–0.22 to 0.24)</td>
<td>.05 (–0.19 to 0.29)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>–.08 (–0.29 to 0.13)</td>
<td>.02 (–0.21 to 0.25)</td>
</tr>
<tr>
<td>Often</td>
<td>–.25 (–0.50 to 0.09)</td>
<td>–.14 (–0.41 to 0.13)</td>
</tr>
<tr>
<td>eDevice use during family dinner by oneself</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seldom</td>
<td>–.03 (–0.25 to 0.19)</td>
<td>.06 (–0.17 to 0.29)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>–.19 (–0.47 to 0.08)</td>
<td>–.08 (–0.36 to 0.20)</td>
</tr>
<tr>
<td>Often</td>
<td>–.61 (–1.01 to –0.22)$^e$</td>
<td>–.51 (–0.91 to –1.10)$^d$</td>
</tr>
<tr>
<td><strong>Use of eDevice during family dinner by family members</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seldom</td>
<td>–.09 (–0.31 to 0.13)</td>
<td>–.01 (–0.23 to 0.21)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>–.29 (–0.51 to –0.08)$^c$</td>
<td>–.24 (–0.46 to –0.02)$^d$</td>
</tr>
<tr>
<td>Often</td>
<td>–.55 (–0.80 to –0.30)$^e$</td>
<td>–.54 (–0.79 to –0.29)$^e$</td>
</tr>
<tr>
<td><strong>Rules banning eDevice use during family dinner</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No ban</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partial ban\textsuperscript{f}</td>
<td>–.02 (–0.30 to 0.26)</td>
<td>–.04 (–0.33 to 0.24)</td>
</tr>
<tr>
<td>Total ban</td>
<td>.27 (–0.03 to 0.57)</td>
<td>.21 (–0.08 to 0.37)</td>
</tr>
</tbody>
</table>

\textsuperscript{a} eDevice: electronic device.

\textsuperscript{b} Adjusted for sex, age, marital status, education attainment, and family income.

\textsuperscript{c} $P<.01$.

\textsuperscript{d} $P<.05$.

\textsuperscript{e} $P<.001$. 
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Partial ban: Limited time or frequency of use.

Table 4 shows that family communication quality mediated the association of per-hour increase in eDevice use before sleep and often use of eDevice during family dinner with family well-being by meeting the Baron and Kenny’s mediation assumptions [26]. Sobel–Goodman tests showed that family communication quality mediated 61.2%, 87.0%, and 67.8% of the total effect of hourly increase in eDevice use before sleep and eDevice use by oneself and by family members during family dinner on family well-being, respectively. The total ban was not associated with family communication quality (adjusted $\beta=.21$, 95% CI −0.08 to 0.37) and family well-being (adjusted $\beta=.18$, 95% CI −0.08 to 0.44). Table 5 shows that the total ban was associated with decreased eDevice use during family dinner (adjusted odds ratio 0.49, 95% CI 0.29–0.85). Family members were also less likely to use eDevice during dinner with the total ban (adjusted odds ratio 0.41, 95% CI 0.28–0.60). Partial ban showed no effect on eDevice use or well-being.

Table 4. Mediation of the association between eDevice use and family by perceived family communication quality.

<table>
<thead>
<tr>
<th>Communication quality</th>
<th>Family well-being</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hourly increase in eDevice use before sleep</strong></td>
<td></td>
</tr>
<tr>
<td>Total effect</td>
<td>$\beta^{b}$ = −.27</td>
</tr>
<tr>
<td>Indirect effect (through mediator)</td>
<td>−.16</td>
</tr>
<tr>
<td>Direct effect (without mediator)</td>
<td>−.10</td>
</tr>
<tr>
<td><strong>Often use of eDevice during family dinner by oneself</strong></td>
<td></td>
</tr>
<tr>
<td>Total effect</td>
<td>$\beta^{b}$ = −.42</td>
</tr>
<tr>
<td>Indirect effect</td>
<td>−.28</td>
</tr>
<tr>
<td>Direct effect</td>
<td>−.14</td>
</tr>
<tr>
<td><strong>Often use of eDevice during family dinner by family members</strong></td>
<td></td>
</tr>
<tr>
<td>Total effect</td>
<td>$\beta^{b}$ = −.16</td>
</tr>
<tr>
<td>Indirect effect</td>
<td>−.11</td>
</tr>
<tr>
<td>Direct effect</td>
<td>−.05</td>
</tr>
</tbody>
</table>

\(a\) eDevice: electronic device.

\(b\) Adjusted for sex, age, marital status, education attainment and family income.

\(c\) Bootstrapping with 1000 replications for bias-corrected 95% confidence interval.

\(d\) Proportion of total effect mediated: 61.2%.

\(e\) \(P<.001\).

\(f\) \(P<.1\).

\(g\) Proportion of total effect mediated: 87.0%.

\(h\) Proportion of total effect mediated: 67.8%.

\(i\) \(P<.05\).
Table 5. Association between eDevice\(^a\) use during dinner and rules banning such use.

<table>
<thead>
<tr>
<th>Family rules on eDevice use</th>
<th>Sometimes or often use eDevice during family dinner by oneself</th>
<th>Sometimes or often use eDevice during family dinner by family members</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adjusted odds ratio (95% CI)(^b)</td>
<td>P value</td>
</tr>
<tr>
<td>Rules banning eDevice use during family dinner</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>No ban</td>
<td>1.02 (0.69 to 1.52)</td>
<td>.91</td>
</tr>
<tr>
<td>Partial ban(^c)</td>
<td>0.49 (0.29 to 0.85)</td>
<td>.01</td>
</tr>
</tbody>
</table>

\(^a\) eDevice: electronic device.
\(^b\) Adjusted for sex, age, marital status, education attainment, and family income.
\(^c\) Partial ban: Limited time or frequency of use.

Discussion

Principal Findings

This study provided the first evidence that eDevice use during family dinner was associated with lower family communication and well-being in a population-representative adult sample. Male sex, younger age, and being single were associated with longer time spent on eDevice [27]. Respondents with higher SES status may use eDevice more because of longer work-related use. In our previous study, respondents with higher SES status used eDevice more frequently for health and family information seeking and sharing [24], and communicated with family members more via phone calls, instant messaging (IM), and video calls [9,10]. Higher SES status respondents had higher access to eDevice, which may also lead to greater use [24]. As eDevices become cheaper and easier to use, such SES status difference of eDevice use may reduce. The associations between eDevice use and psychological well-being were mixed and inconclusive [28]. eDevice use has facilitated interpersonal communication through different social platforms but may intervene in face-to-face interactions at social settings. Our results were consistent with large-scale surveys and systematic reviews that higher daily use of eDevice was generally not associated with poorer well-being [29-31]. Moderate daily eDevice use may benefit well-being through more efficient social interactions and greater perceived social support [32]. Moreover, we found that excessive eDevice use before sleep was associated with lower family well-being and the association was partially mediated by a perceived lower family communication quality. Studies have reported that sleep disturbance also partially mediated the relationship between eDevice use before sleep and depression symptoms in adolescents [13].

Excessive smartphone use reduces the interaction among family members and leads to lower levels of relationship satisfaction and family cohesion and induces family conflicts [17,33,34]. However, eDevice use during dinner has become a social norm [15]. We found that often or sometimes use of eDevice was very common during family time (794/2046, 38.81%) and family dinner (311/2017, 15.42%). Family gatherings and quality communication are vital for family well-being and dinner time is the most important part of family life. Our results indicate a potential risk to fundamental social needs resulting from eDevice use during family dinner. Previous studies found that individuals who phubbed others or experienced phubbing in social settings may experience lower relationship satisfaction than those who received direct eye contact [35]. Our results showed that poor family communication quality substantially mediated the associations between eDevice use at dinner and family well-being. A perceived interruption of interaction, including verbal and nonverbal signals such as gestures and attitude, displays most common features of social exclusion, which can lead to detrimental effects on psychological social needs including belongingness, self-esteem, meaningful existence, and control [36]. In addition, negative perceived interaction quality and negative relationship satisfaction were also associated with phubbing others and may reinforce the eDevice use under the family environment [15,20]. Nevertheless, the temporal association could not be inferred in this cross-sectional study. According to the Compensatory Internet Use theory [37], people with poor family support may use eDevice to compensate for their social needs, avoid conflict, and alleviate negative emotions. The perceived lower family well-being can be supported by other psychological effects in relation to the increased use of eDevice such as feeling lonely, having poor social support, and having higher likelihood of developing depression or other mental distress [14].

Communication is the keystone of harmony and well-being of family relationship as well as the determinant of other satisfactory social connections such as friendship and partnership [3]. Our results, consistent with the literature, indicate that eDevice use at family settings may harm relationships [20]. However, we have reported that using eDevice for family communication such as family chat groups and video chat was associated with higher family communication quality and family well-being [10]. An increasing number of people are using IM for family communication. Future studies may investigate the context of eDevice use during family time. Involving and encouraging family members to use eDevice instead of excluding them from social networking could be practical for maintaining a harmonious family relationship. Seldom or sometimes use of eDevice during family time is generally not associated with lower family communication and well-being. Considering a total ban might not be feasible for every family in modern societies; instead, avoiding excessive use of eDevice would be more feasible and less likely to induce confrontations among family members. Research on community interventions
to improve the awareness of the family members to use eDevice smartly for a healthy and happy family environment is warranted.

We found that 18.39% (376/2045) of Hong Kong households limited eDevice use at family dinner and a total ban was significantly associated with less use. Regulated eDevice use during family activities could provide an interactive venue to foster social awareness and improve self-regulation. A previous trial [38] has found that a family colearning program of eDevice use behavior could improve the mutual understanding of usage behavior, improve use-limiting, appreciably changed smartphone-mediated parent–child interaction, and decreased the total smartphone usage. Only 175/2045 (8.56%) of Hong Kong families had a total ban of eDevice use during dinner. Future studies might consider adopting community-based interventions to promote and facilitate family rules for greater family health and well-being. eDevice companies also recognized that being overoccupied with notifications and attached to internet-based activities could be problematic. A “do not disturb” feature has thus been developed in some smartphones (eg, iPhone; Apple) to release people from vibrations, lights, or rings for a nondisrupted meeting, conversation, dinner, and sleep. However, evidence to guide policies on appropriate eDevice exposure is limited, and mostly designed for children and adolescents. Proper family guidance is needed for a better family communication and well-being. This study had several limitations. First, unmeasured residual confounding cannot be excluded in any observational study.

Conclusion

eDevice use before sleep and during family dinner was associated with lower family well-being, and the association was substantially mediated by family communication quality. Our results suggest that interventions on smart use of eDevice may improve family communication and well-being.
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Abstract

Background: Despite the growing popularity of wearable health care devices (from fitness trackers such as Fitbit to smartwatches such as Apple Watch and more sophisticated devices that can collect information on metrics such as blood pressure, glucose levels, and oxygen levels), we have a limited understanding about the actual use and key factors affecting the use of these devices by US adults.

Objective: The main objective of this study was to examine the use of wearable health care devices and the key predictors of wearable use by US adults.

Methods: Using a national survey of 4551 respondents, we examined the usage patterns of wearable health care devices (use of wearables, frequency of their use, and willingness to share health data from a wearable with a provider) and a set of predictors that pertain to personal demographics (age, gender, race, education, marital status, and household income), individual health (general health, presence of chronic conditions, weight perceptions, frequency of provider visits, and attitude towards exercise), and technology self-efficacy using logistic regression analysis.

Results: About 30% (1266/4551) of US adults use wearable health care devices. Among the users, nearly half (47.33%) use the devices every day, with a majority (82.38% weighted) willing to share the health data from wearables with their care providers. Women (16.25%), White individuals (19.74%), adults aged 18-50 years (19.52%), those with some level of college education or college graduates (25.60%), and those with annual household incomes greater than US $75,000 (17.66%) were most likely to report using wearable health care devices. We found that the use of wearables declines with age: Adults aged >50 years were less likely to use wearables compared to those aged 18-34 years (odds ratios [OR] 0.46-0.57). Women (OR 1.26, 95% CI 0.96-1.65), White individuals (OR 1.65, 95% CI 0.97-2.79), college graduates (OR 1.05, 95% CI 0.31-3.51), and those with annual household incomes greater than US $75,000 (OR 2.6, 95% CI 1.39-4.86) were more likely to use wearables. US adults who reported feeling healthier (OR 1.17, 95% CI 0.98-1.39), were overweight (OR 1.16, 95% CI 1.06-1.27), enjoyed exercise (OR 1.23, 95% CI 1.06-1.43), and reported higher levels of technology self-efficacy (OR 1.33, 95% CI 1.21-1.46) were more likely to adopt and use wearables for tracking or monitoring their health.

Conclusions: The potential of wearable health care devices is under-realized, with less than one-third of US adults actively using these devices. With only younger, healthier, wealthier, more educated, technoliterate adults using wearables, other groups have been left behind. More concentrated efforts by clinicians, device makers, and health care policy makers are needed to bridge this divide and improve the use of wearable devices among larger sections of American society.

(J Med Internet Res 2020;22(10):e22443) doi:10.2196/22443
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Introduction

Background and Motivation
Advances in wireless sensors and digital technologies have led to a proliferation of wearable health care devices with which users can examine, monitor, and track their physiological conditions. Wearable health care devices are autonomous, noninvasive, wearable equipment with embedded sensors to collect a variety of physiological health information [1]. These devices range from the popular fitness trackers (e.g., Fitbit, AppleWatch, Samsung, Galaxy Fit) that collect data on physical activities such as number of steps taken, calories burned, sleep duration, and heart rate to more sophisticated devices that can collect information on blood pressure, glucose levels, and oxygen levels. The collected health data can be transmitted to smartphones or other computer-aided applications to store and analyze to provide appropriate health interventions. Fueled by increased popularity, the use of wearables has significantly increased in recent years. According to estimates, the market for wearable health care devices in 2018 was US $24.57 billion and was slated to grow 24.7% annually to US $139.35 billion by 2026 [2].

Wearable health care devices offer several potential benefits to users. First, they offer a convenient way to monitor, store, and share health information in real-time. Second, wearables provide feedback to users to make appropriate changes to their daily routines or behavior [3,4]. Third, wearables can facilitate remote patient monitoring and provide proactive and faster data access to physicians, resulting in improved health outcomes [4,5] and reduced number of physician visits [6]. Fourth, these devices can be particularly useful for patients with chronic conditions [7], patients with cardiovascular risks [8], and elderly populations [9]. Therefore, the use of wearable devices has the potential to significantly improve health care delivery and reduce costs.

Despite potential benefits, significant challenges remain to the widespread adoption and use of wearable health care devices [10-12]. The ability of these devices to track, store, and transmit patients’ health information raises questions about data security and privacy [13-15]. In addition, the design, accuracy, and reliability of wearables have also been a major concern [16,17]. Concerns have also been raised about the accuracy of data gathered by wearables in people of color [18]. Technology acceptance of new wearable devices remains another significant barrier [19]. Despite the forecasted growth, use of these devices has reportedly slowed [20]. Market studies have pointed out a gradual decline in the use of these devices as well as abandonment within a few months of purchase [21,22].

Extant research on the use of wearables has found these devices to increase physical activity, increase energy expenditure, and reduce sedentary behavior [23]. Wearables offer an easy way to obtain large amounts of real-time health data that can be useful for clinicians [24]. Health data obtained from wearables, when combined with sophisticated machine learning algorithms, have helped develop predictive models that can greatly improve health delivery [25-27]. If effectively used, wearables can greatly help in the management of several conditions including rheumatic and musculoskeletal diseases [28,29], chronic pain management [30], and cardiovascular problems [31]. To effectively realize the potential benefits of wearable health care devices, a solid understanding of the factors related to their adoption and use is warranted. Most extant studies have largely examined the intention to adopt wearable devices [32-36] rather than the actual usage. Further, these studies have focused on a limited set of antecedents driven by the technology adoption lens. Hence, we know very little about US adults’ use of wearables and key influential factors affecting usage. Addressing this gap, we build on an emergent stream of studies to examine the key factors affecting the use of wearable health care devices by US adults.

Objectives
The main objective of this study was to examine the use of wearable health care devices and the key predictors of wearable use by US adults. We examine predictors related to individual health [37], technology self-efficacy [36,38], personal demographics [32], and attitudes towards fitness or exercise [35] as well as their associations with the use of wearable health care devices. Our research model, with all the predictor variables, is shown in Figure 1.
Figure 1. Research model with key predictors of wearable health care device use.

Methods

Data

The dataset for this study comes from the National Cancer Institute’s Health Information National Trends Survey (HINTS)-5, Cycle 3, with data collected from January 2019 to April 2019 through self-administered mailed questionnaires and a web-based pilot. HINTS is a nationally representative survey that includes US adults ≥18 years of age in civilian, noninstitutionalized settings. This survey collects data on US adults’ need, access, and use of information related to health and health care and the related behaviors, perceptions, and knowledge. It uses a stratified sampling method defined by areas with high concentrations of minorities and areas with low concentrations of minorities. Survey invitees for both mailed questionnaires and the web pilot involved an initial mailing of the questionnaire, followed by a reminder postcard and up to two additional mailings of the questionnaire as needed for nonrespondents. More details on the survey and survey methodology can be found elsewhere [39].

Since HINTS used probability sampling to improve representation of specific groups, our analysis applied weights to calculate US population estimates and standard errors. These sampling weights were needed to ensure unbiased estimations. Sampling weights are inverse probabilities of selection but are modified based on census or population information and further adjusted for nonresponses, so that the weighted totals of poststratification variables match the population totals. Weight adjustment accounted for nonresponse and known population totals based on the 2017 American Community Survey of the US Census Bureau on age, gender, education, marital status, race, ethnicity, and census region. We used the jackknife approach to compute replication weights [40]. Jackknife is a popular resampling approach that creates many replicate samples taken from the original sample. Each replicate sample provides an estimate of the variable of interest, and the variability among the estimates from multiple replicate samples are used to estimate the variance of the variable of interest [41].

For data analysis, we included all respondents who responded to the question about their use of an electronic health care device to track or monitor their health or physical activity in the past 12 months. Of the 5380 overall respondents, 4551 had indicated if they used (yes/no) a wearable health care device and were included in our analysis. STATA 16.1 software was used to perform the statistical analyses. We compared the demographics of all respondents with our sample that had answered the question about the use of wearable devices and did not detect any significant differences [42].

Variables

The main variable of interest was the use of a wearable health care device. This was assessed as a binary variable (yes/no) that asked respondents to indicate their use of an electronic wearable device to monitor or track health or activity in the past 12 months. In addition, we also explored the responses about frequency of wearable health care device use in the past month (daily, almost daily, 1-2 times a week, <1 time a week, never used) and the respondents’ willingness to share the data from wearables with a provider (yes/no). Data from several survey items were included to capture survey respondents’ self-reported characteristics: sociodemographic (age, gender, race/ethnicity, education, marital status, annual household income), health-related (general health, presence of any chronic
conditions, frequency of provider visits, self-perception about weight), and technology-related (technology self-efficacy) variables. General health was assessed using a question for which respondents rated their health on a Likert scale (rated as 1-5) as being poor, fair, good, very good, or excellent. Presence of chronic conditions was coded as a binary variable (0/1) if the respondents indicated they had at least one of the following conditions: diabetes or high blood sugar; high blood pressure or hypertension; heart condition such as heart attack, angina, or congestive heart failure; or a chronic lung disease such as asthma, emphysema, or chronic bronchitis. Frequency of provider visits was captured using a Likert scale based on the number of times the respondents visited a health provider in the past 12 months. Self-perception about weight was assessed on a Likert scale (rated as 1-5) as underweight, slightly underweight, just about the right weight, slightly overweight, or overweight.

As people interested in physical fitness and exercise are likely to be drawn towards a wearable health care device, another study variable included attitude towards exercise (to what extent do you enjoy exercising?). This was captured using a Likert scale (rated as 1-4), with the following options: not at all, a little, some, or a lot. Technology self-efficacy was captured using an additive score (ranging from 0 to 6 points) that was captured using questions that asked participants if they used a computer, smartphone, or electronic means for performing 6 tasks: (1) look for health information, (2) purchase medicines or vitamins online, (3) communicate with a provider using email or the internet, (4) track health care charges, (5) look up medical test results, and (6) make appointments with a provider.

Figure 2. Patterns of wearable health device use by US adults.

Table 1 presents the demographic characteristics of the respondents. Significant differences were observed between users and nonusers of wearable health care devices across different age groups, gender, education levels, and household income. Women (16.41%), White individuals (19.74%), adults aged 18-50 years (19.52%), those with some level of college education or who were college graduates (25.60%), and those with annual household incomes greater than US $75,000 (17.66%) were most likely to report using wearable health care devices. There were no significant differences based on marital

Analyses

We first conducted a descriptive analysis on our data sample. To assess the relationship between the use of wearable health care devices and sociodemographic or health-related categorical predictor variables, crosstabs were generated and tested using the Wald chi-square test. All results were weighted to give US population level inferences using a standard weighting approach that was specifically developed for the HINTS dataset.

Given that our main variable of interest (ie, use of a wearable health care device) was a binary variable and our predictor variables were a mix of categorical and continuous variables, logistic regression analysis was chosen to assess the influence of sociodemographic variables, health-related predictors, and technology self-efficacy on the use of a wearable health care device. We computed adjusted odds ratios (ORs) and 95% CI estimates for the predictors and used a cutoff of $P<.05$ to determine the statistical significance of all our analyses. In accordance with the complex survey design, weights with jackknife replications were applied in our analyses.

Results

All percentages reported in this section are the weighted values. Of the 4551 respondents who responded to the question on wearable devices, 1266 (29.95%) indicated using the device in the past 12 months. Of the adopters, 47.33% used it every day, and an additional 24.85% indicated using the device “almost every day.” Of the adopters, a majority (82.38%) reported that they were willing to share the data from wearable devices with their health care provider (Figure 2).
status or race/ethnicity. We did not detect any significant differences in the willingness to share data from wearable devices with a provider or frequency of use of wearable devices across any of the demographic variables. Based on these results, we performed logistic regression analysis to examine how the use or nonuse of wearable devices was associated with demographic variables, health-related variables, technology self-efficacy, and attitude towards exercise.

Table 1. Weighted results of sociodemographic characteristics of US respondents, by use of wearable health care devices and willingness to share wearable data with a health care provider.a

<table>
<thead>
<tr>
<th>Respondent characteristics</th>
<th>Use of wearable health care device in past 12 months (n=4551)</th>
<th>Willingness to share wearable data with health care provider (n=1253)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total, %</td>
<td>Yes, %</td>
</tr>
<tr>
<td>Total sample, n (%)</td>
<td>N/A</td>
<td>1266 (27.82)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>26.78</td>
<td>10.20</td>
</tr>
<tr>
<td>50-64</td>
<td>30.77</td>
<td>7.93</td>
</tr>
<tr>
<td>65-74</td>
<td>10.47</td>
<td>2.00</td>
</tr>
<tr>
<td>≥75</td>
<td>5.48</td>
<td>0.80</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>49.34</td>
<td>13.54</td>
</tr>
<tr>
<td>Female</td>
<td>50.66</td>
<td>16.41</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>4.92</td>
<td>0.78</td>
</tr>
<tr>
<td>High school</td>
<td>21.73</td>
<td>3.49</td>
</tr>
<tr>
<td>Some college</td>
<td>41.29</td>
<td>12.75</td>
</tr>
<tr>
<td>At least a college graduate</td>
<td>32.06</td>
<td>12.85</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>69.27</td>
<td>20.59</td>
</tr>
<tr>
<td>Other</td>
<td>30.73</td>
<td>9.32</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>5.84</td>
<td>1.76</td>
</tr>
<tr>
<td>African American</td>
<td>10.58</td>
<td>2.68</td>
</tr>
<tr>
<td>Hispanic</td>
<td>16.69</td>
<td>5.29</td>
</tr>
<tr>
<td>White</td>
<td>63.63</td>
<td>19.74</td>
</tr>
<tr>
<td>Other</td>
<td>3.26</td>
<td>0.95</td>
</tr>
<tr>
<td>Household income (US $)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>16.13</td>
<td>2.37</td>
</tr>
<tr>
<td>20,000 to &lt;35,000</td>
<td>9.61</td>
<td>1.44</td>
</tr>
<tr>
<td>35,000 to &lt;50,000</td>
<td>13.18</td>
<td>3.89</td>
</tr>
<tr>
<td>50,000 to &lt;75,000</td>
<td>18.14</td>
<td>4.92</td>
</tr>
<tr>
<td>≥75,000</td>
<td>42.94</td>
<td>17.66</td>
</tr>
</tbody>
</table>

The logistic regression results revealed significant associations between demographic characteristics and the use of wearable health care devices (Table 2). Individuals aged 50-64 years (OR 0.57), 65-74 years (OR 0.46), or ≥75 years (OR 0.47) were less likely to use wearable health care devices than those aged 18-34 years. Women were 1.26 times more likely to use wearable...
health care devices than men (OR 1.26, 95% CI 0.96-1.65). As compared to non-Hispanic Asian individuals, White individuals (OR 1.65, 95% CI 0.97-2.79) were more likely to use wearables. Individuals with higher levels of education (ie, some college education; OR 1.06, 95% CI 0.30-3.69) or who were at least college graduates (OR 1.05, 95% CI 0.31-3.51) exhibited greater likelihood to use wearables. Individuals whose annual household income was at least US $75,000 were 2.6 times more likely to use wearables (OR 2.6, 95% CI 1.39-4.86) than those with incomes less than US $20,000.

Table 2. The respondent characteristics that had the greatest influence in predicting the use of wearable health care devices.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Prediction of the use of a wearable health care device in the last 12 months</th>
<th>Adjusted odds ratio(^a)</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)(^b)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-49</td>
<td>0.79</td>
<td>0.54-1.16</td>
<td>.22</td>
<td></td>
</tr>
<tr>
<td>50-64</td>
<td>0.57</td>
<td>0.37-0.87</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>65-74</td>
<td>0.46</td>
<td>0.28-0.76</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>≥75</td>
<td>0.47</td>
<td>0.24-0.89</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Gender(^c): Female</td>
<td></td>
<td>1.26</td>
<td>0.96-1.65</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Education(^d)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>0.48</td>
<td>0.14-1.62</td>
<td>.14</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>1.06</td>
<td>0.30-3.69</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>At least a college graduate</td>
<td>1.04</td>
<td>0.31-3.51</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td><strong>Race/ethnicity(^e)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>1.48</td>
<td>0.89-3.81</td>
<td>.09</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.24</td>
<td>0.88-3.06</td>
<td>.12</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1.65</td>
<td>0.97-2.79</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1.29</td>
<td>0.42-4.01</td>
<td>.65</td>
<td></td>
</tr>
<tr>
<td>Marital status(^f): married</td>
<td>1.02</td>
<td>0.68-1.54</td>
<td>.91</td>
<td></td>
</tr>
<tr>
<td><strong>Household income ($ US)(^g)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20,000 to &lt;35,000</td>
<td>0.80</td>
<td>0.41-1.57</td>
<td>.51</td>
<td></td>
</tr>
<tr>
<td>35,000 to &lt;50,000</td>
<td>1.82</td>
<td>0.84-3.97</td>
<td>.12</td>
<td></td>
</tr>
<tr>
<td>50,000 to &lt;75,000</td>
<td>1.49</td>
<td>0.82-2.68</td>
<td>.18</td>
<td></td>
</tr>
<tr>
<td>≥75,000</td>
<td>2.60</td>
<td>1.39-4.86</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>General health</strong></td>
<td></td>
<td>1.17</td>
<td>0.98-1.39</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Frequency of provider visits</strong></td>
<td></td>
<td>0.97</td>
<td>0.89-1.05</td>
<td>.38</td>
</tr>
<tr>
<td><strong>Weight perception</strong></td>
<td></td>
<td>1.16</td>
<td>1.06-1.27</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Presence of chronic conditions</strong></td>
<td></td>
<td>0.91</td>
<td>0.63-1.31</td>
<td>.61</td>
</tr>
<tr>
<td><strong>Attitude towards exercise</strong></td>
<td></td>
<td>1.23</td>
<td>1.06-1.43</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Technology self-efficacy</strong></td>
<td></td>
<td>1.33</td>
<td>1.21-1.46</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Adjusted odds ratios and 95% CIs generated from multivariate logistic regression. Model accounts for replicate weights.

\(^b\)Reference: 18-34 years.

\(^c\)Reference: male.

\(^d\)Reference: less than high school.

\(^e\)Reference: Asian.

\(^f\)Reference: nonmarried.

\(^g\)Reference: <20,000.

Individuals who felt their general health was better (OR 1.17, 95% CI 0.98-1.39) and those who perceived themselves to be overweight (OR 1.16, 95% CI 1.06-1.27) were more likely to adopt wearable devices. No significant differences were found based on the frequency of provider visits and for those with ≥1 chronic condition. Those who enjoyed physical activity and...
exercise were more likely to use health care wearables (OR 1.23, 95% CI 1.06-1.43), and individuals with higher levels of technology self-efficacy were more likely to adopt and use wearables to track or monitor their health (OR 1.33, 95% CI 1.21-1.46).

The logistic regression analysis to determine the associations between the willingness to share wearable device data with providers and all the other predictors found only two variables — race and marital status — to be significant. White adults were 3 times more likely (OR 2.87, 95% CI 1.18-7.01), and married individuals were less likely (OR 0.46, 95% CI 0.22-0.96) to share their wearable data with providers. Our examination of associations between frequency of wearable usage and the predictors did not yield any significant insights.

**Discussion**

This study found wearable health care devices to be used by roughly 30% of US adults. Women, individuals with higher levels of household income, and those with higher levels of education were more likely to be wearable users. The tendency to use wearable devices seems to decline with age. US adults who consider themselves to be healthier are likely to use wearables. Other studies have also reported that healthier individuals have greater intention to adopt wearables [35]. Although individuals with chronic conditions or a higher number of provider visits have greater potential to benefit from wearables, this study did not find them to be actively using these devices. Individuals who enjoy exercise and fitness and those who are more comfortable using electronic devices exhibit a greater propensity to use wearable health care devices.

Our results indicate that only younger, healthier, wealthier, more educated, and technoliterate adults are more likely to use wearables. Younger adults are likely to be attracted to the design and aesthetic appeal of the wearable device [43], consider it “cool” [44], use it to signal their fitness intentions to peers, and also like the gamification elements such as rewards, points, and recognition of achievements awarded by the wearable devices and associated mobile apps [45-47]. Elderly adults could find wearables to be more intrusive and less comfortable [34]. Elderly adults may also not appreciate the design elements that are more geared towards younger users and would often need health professionals’ regular support and feedback to sustain the use of wearable devices [48]. Our findings imply that the design and gamification techniques in wearables that are primarily appealing to younger adults need to be customized to attract other strata of users [47]. Wearable device makers can enhance the marketability of their devices and broaden the reach of their products by coming up with devices tailored to different age groups. Our findings regarding wealthier and more educated adults to be active users of wearable technology is similar to those from other studies [37]. Educated adults are likely to be more familiar with the value they can derive from wearables. Also, given the high costs of some of the wearable devices in the market, the affordability might be better for high-income individuals [35].

Our results pertaining to the use of wearables by healthier or more health-conscious users are consistent with studies that point to the health-related motivations for using wearables such as to monitor physical activities, improve fitness, and sustain general health [49]. Individuals who set health-related goals such as weight loss and increased physical activity are likely to find wearables to be useful to monitor their progress in achieving those goals. Studies have found individuals with wellness-oriented lifestyles to engage more in preventive health behaviors like exercising regularly, and these individuals are more likely to use wearables [43]. Among other health variables, we did not find any significant association between chronic conditions and use of wearable devices. Few studies examining the use of wearable health care devices among patients with chronic conditions have reported very limited impact of these devices on disease outcomes [4]. Perhaps, such lack of tangible value for specific health conditions might discourage adults from using these devices for chronic care management purposes.

Our findings regarding the importance of technology self-efficacy validate findings from several prior studies that have examined behavioral intentions to adopt wearables from a technology acceptance perspective [35,36,50]. Individuals’ familiarity and experience with technologies such as smartphones, tablets, and other digital devices for health-related purposes would likely make them more open to using wearable health care devices. Higher technology self-efficacy can help individuals foster more positive attitudes towards smart wearables that can further augment use of these devices.

This study notes that wearable devices have not yet found widespread use among those groups that can benefit the most from them. Individuals with poor health, with chronic conditions, and who are aged can greatly benefit from tracking their physical activity and by letting their providers access the health data captured through wearables. Although our findings are consistent with other studies that have found fewer adopters of wearable devices among the senior population [51-53], they indicate a critical need to identify key barriers for low adoption of wearables among elderly US adults and work towards addressing those barriers. Factors like anxiety towards new technologies and resistance to change could impede adoption and use of wearables among elderly adults [54]. Our results have important implications for health care providers and wearable device manufacturers to educate individuals on the potential benefits of using wearables to improve health outcomes. Use cases and testimonials of wearable use by patients and elderly need to be actively publicized and promoted.

Our findings also indicate a digital divide in the US that only those with higher levels of education, household income, and technology proficiency are actively using these devices [55]. To increase patient use and engagement with digital technologies such as wearable devices, narrowing the digital divide becomes increasingly important. Making digital devices more affordable and easier to use can greatly aid in widening access to wearables and effectively using them to self-track and monitor health. This study also points to the importance of digital skills development to enable US adults to utilize wearables more effectively.

**Limitations**

Little is known about the adoption and use of wearable health care devices and the predictors of adoption and use among US
adults. Our work includes a broad US population and moves beyond reported intentions to use wearables to actual use of these devices. Future work should attempt to explore more predictors of the frequency of wearable usage and the actual sharing of wearable data with providers. Our study has many limitations. Although the HINTS survey used a national sample and involved stratified selection to improve the responses of subgroups, the data had responses from both mailed questionnaires and a web-based pilot, which included an incentive bonus. Web pilot responses are likely to be from adults who are more comfortable using technology and the internet, and this could possibly introduce bias. Moreover, self-perception questions are subjective and could be interpreted differently by participants.

Conclusions

The potential of wearable health care devices is under-realized, with less than one-third of US adults actively using these devices. With only younger, healthier, wealthier, more educated, technoliterate adults using wearables, other groups have been left behind. To effectively capitalize on the growing popularity of wearable health care devices to improve health care delivery and outcomes, more concentrated efforts by clinicians, device makers, and health care leaders are needed.
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Abstract

Background: The advancement of wearable devices and growing demand of consumers to monitor their own health have influenced the medical industry. Health care providers, insurers, and global technology companies intend to develop more wearable devices incorporating medical technology and to target consumers worldwide. However, acceptance of these devices varies considerably among consumers of different cultural backgrounds. Consumer willingness to use health care wearables is influenced by multiple factors that are of varying importance in various cultures. However, there is insufficient knowledge of the extent to which social and cultural factors affect wearable technology acceptance in health care.

Objective: The aims of this study were to examine the influential factors on the intention to adopt health care wearables, and the differences in the underlying motives and usage barriers between Chinese and Swiss consumers.

Methods: A new model for acceptance of health care wearables was conceptualized by incorporating predictors of different theories such as technology acceptance, health behavior, and privacy calculus based on an existing framework. To verify the model, a web-based survey in both the Chinese and German languages was conducted in China and Switzerland, resulting in 201 valid Chinese and 110 valid Swiss respondents. A multigroup partial least squares path analysis was applied to the survey data.

Results: Performance expectancy ($\beta=.361$, $P<.001$), social influence ($\beta=.475$, $P<.001$), and hedonic motivation ($\beta=.111$, $P=.01$) all positively affected the behavioral intention of consumers to adopt wearables, whereas effort expectancy, functional congruence, health consciousness, and perceived privacy risk did not demonstrate a significant impact on behavioral intention. The group-specific path coefficients indicated health consciousness ($\beta=.150$, $P=.01$) as a factor positively affecting only the behavior intention of the Chinese respondents, whereas the factors affecting only the behavioral intention of the Swiss respondents proved to be effort expectancy ($\beta=.165$, $P=.02$) and hedonic motivation ($\beta=.212$, $P=.02$). Performance expectancy asserted more of an influence on the behavioral intention of the Swiss ($\beta=.426$, $P<.001$) than the Chinese ($\beta=.271$, $P<.001$) respondents, whereas social influence had a greater influence on the behavioral intention of the Chinese ($\beta=.321$, $P<.001$) than the Swiss ($\beta=.217$, $P=.004$) respondents. Overall, the Chinese consumers displayed considerably higher behavioral intention ($P<.001$) than the Swiss. These discrepancies are explained by differences in national culture.

Conclusions: This is one of the first studies to investigate consumers’ intention to adopt wearables from a cross-cultural perspective. This provides a theoretical and methodological foundation for future research, as well as practical implications for global vendors and insurers developing and promoting health care wearables with appropriate features in different countries. The testimonials and support by physicians, evidence of measurement accuracy, and easy handling of health care wearables would be useful in promoting the acceptance of wearables in Switzerland. The opinions of in-group members, involvement of employers,
and multifunctional apps providing credible health care advice and solutions in cooperation with health care institutions would increase acceptance among the Chinese.

*(J Med Internet Res 2020;22(10):e18801) doi: 10.2196/18801*
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### Introduction

**Background**

The global market for wearable devices is growing at a remarkable rate [1]. The terms “wearable technology,” “wearable devices,” and “wearables” all refer to electronic technologies or computers incorporated into items of accessories and clothing, which can comfortably be worn on the body and enable users to collect and self-monitor their health vitals [2]. In this paper, we use the word “wearables” to represent the terms “wearable technology” and “wearable devices.” As the number of potential users continues to grow, wearables will have increasing sociological and cultural impacts [2]. Numerous global companies developing wearables in health care aim to target consumers in many countries. Nevertheless, the intention to accept and adopt wearables varies tremendously among consumers of different cultural backgrounds. It is evident that countries that differ greatly regarding their technological development, social structure, and usage habits have different levels of technology acceptance [3].

Some literature on the influential factors of consumers’ acceptance and adoption of health care wearables is available [4-12]. There are also some studies that focused on the differences in these influential factors in various national cultures with respect to technology acceptance [3,13,14]. However, there is a notable research gap concerning variation in the influential factors on consumers’ acceptance of health care wearables from distinct national cultures [5,6,11]. Based on this, the following research questions were formulated: What are the influential factors on consumers’ behavioral intention to adopt health care wearables? How different are the drivers of the behavioral intention to adopt health care wearables of Chinese and Swiss consumers?

The objective of this study was to investigate certain patterns of influential factors on usage intention of health care wearables by means of comparison of essential acceptance motives and usage barriers of Chinese and Swiss consumers. The different perceptions between Chinese and Swiss users were compared and are discussed in view of the differing national cultures of these two countries. Results of this study will have implications for global digital technology providers to develop and market wearables successfully across borders, as well as possible incentives that the insurers might offer with respect to lifestyle changes to enhance people’s health conditions effectively.

**Prior Research**

**Theories and Models of Wearable Technology Acceptance**

Technology acceptance is widely recognized as an aspect of understanding the approval, favorable reception, and continued use of newly introduced devices and systems [3]. Davis [15] developed the first technology acceptance model (TAM), in which perceived usefulness and perceived ease of use were shown to be two main factors affecting the attitude of a user toward new technologies. The TAM was subsequently expanded to include more factors influencing users’ acceptance of computer-related technologies. Recent studies have investigated technology acceptance on the part of consumers, particularly in the area of information technology. This is often performed in the context of the model of unified theory of acceptance and use of technology 2 (UTAUT2) introduced by Venkatesh et al [16]. In the UTAUT2 model, intrinsic motivation such as hedonic motivation and two aspects of consumer behavior, namely price value and habit, were added to the previous construct of UTAUT. The acceptance of medical technology intersects with intimate and personal aspects, and is therefore a highly sensitive topic that sets itself apart from the acceptance of information technology in general [3].

By examining the factors influencing mobile health technology acceptance, Rogers’ Protection Motivation Theory (PMT) [17] has been integrated into the health TAM [4]. Since health care wearables collect users’ personal health information on an ongoing basis, concern about data privacy risk increases. An individual’s decision to adopt health care wearable devices would involve an obvious privacy calculus, in which users may consider the tradeoff between perceived benefit and perceived privacy risk [5]. Based on this theory, various researchers have added and abandoned variables according to the characteristics of technology and the targeted user groups to predict a user’s intention to adopt health care wearables. Gao et al [6] developed an integrated framework comprehensively examining wearable technology acceptance in health care (WTAH) by combining the theories described above [18,19]. Gao et al [6] tested this framework through an empirical survey conducted in China with 462 qualified responses (users of health care wearables) and confirmed that the 8 predictors in their WTAH model, namely performance expectancy, hedonic motivation, effort expectancy, functional congruence, self-efficacy, social influence, perceived vulnerability, and perceived severity, positively influence an individual’s intention to adopt health care wearables; perceived privacy risk negatively affected an individual’s intention to adopt health care wearables. Among all factors, social influence and perceived privacy risk were the most significant predictors [6]. However, this survey was only
Conducted in China, which did not consider the cultural differences between different countries [6]. Hence, testing whether the approved relationships are still held in other countries is necessary.

**Influence of National Culture on Technology Acceptance**

A country’s cultural values influence technology acceptance [13]. Although the TAM has been used extensively when studying information technology adoption in Western countries, researchers noted that the TAM was not valid when applied to other cultures [13,20]. The UTAUT model was tested in non-Western cultures such as in Saudi Arabia [21], India [22], and China as compared to the United States [23]. These studies provided evidence that there is an interaction between the two phenomena of technology acceptance and national culture.

Several sets of dimensions have been developed to characterize the concept of national culture [24]. At present, at least 6 models of national cultures are widely cited and utilized in the management research literature [14]. These 6 culture models attempt to provide a well-reasoned set of dimensions to facilitate comparison of differing cultures. Among these models, Hofstede and Minkov [25] provided detailed guidelines to explain and measure cultural value differences applied to national culture. To date, these cultural dimensions have been the most commonly used variables for examining models cross-culturally [13,20,24,26]. McCoy et al [27] conducted a simple analysis of variance for each of Hofstede and Minkov’s [25] cultural dimensions measured at the individual level across 8 countries. All of the F-scores obtained were significant at $P<.001$, which provides clear evidence of the existence of national culture (ie, the variance between groups is larger than the variance within groups) [27]. For this reason, this study primarily adopted the Hofstede and Minkov dimensions (hereafter referred to as “Hofstede’s cultural dimensions”) to describe, explain, and to a degree measure the difference in the national cultures of Chinese and Swiss consumers.

Hofstede’s cultural dimensions [28] utilized a national level of analysis, whereas most TAMs were developed for an individual level of analysis. Ford et al [18] stated that it would be beneficial to consider national culture as a moderating variable, since this might play an important role in comparing different populations. Alshare et al [13] confirmed this statement in their empirical study with samples from the United States, Chile, and the United Arab Emirates, showing that national culture dimensions represented by masculinity, power distance, individualism, and uncertainty avoidance moderate four relationships of an extended TAM. McCoy et al [29] showed that high power distance, high masculinity, low uncertainty avoidance, and high collectivism seem to nullify the effects of perceived ease of use or perceived usefulness in the TAM. Taken together, these studies suggested that national culture moderates relationships in the extended TAM, UTAUT, and other related models [13]. Following a similar reasoning, this study examined the moderating role of the national cultures of China and Switzerland with an adapted conceptual model of WTAH.

**Differences in National Culture Between the Chinese and Swiss**

The differences in the national cultures of China and Switzerland according to Hofstede’s country comparison tool [30] are summarized in Table 1. According to Hofstede’s [31] cultural dimension, Switzerland holds the cultural values of high individualism, moderately high uncertainty avoidance, moderately high indulgence, and low power distance. Both countries have similarly high values of masculinity and long-term orientation. Multilingualism is an essential part of Switzerland’s identity, with more than 64% of the population speaking German, and approximately 20% speaking French, 8% Italian, and 1% Romansh. Hofstede and Minkov [30] indicated that the German-speaking and French-speaking parts of Switzerland exhibit slightly different cultural values in the aspects of power distance and uncertainty avoidance, but are otherwise very similar with respect to the values of individualism, masculinity, long-term orientation, and indulgence. Therefore, only the cultural values of the German-speaking part of Switzerland were considered for this study.

<table>
<thead>
<tr>
<th>Cultural dimensions</th>
<th>China</th>
<th>Switzerland</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power distance</td>
<td>80</td>
<td>34</td>
</tr>
<tr>
<td>Individualism</td>
<td>20</td>
<td>68</td>
</tr>
<tr>
<td>Masculinity</td>
<td>66</td>
<td>70</td>
</tr>
<tr>
<td>Uncertainty avoidance</td>
<td>30</td>
<td>58</td>
</tr>
<tr>
<td>Long-term orientation</td>
<td>87</td>
<td>74</td>
</tr>
<tr>
<td>Indulgence</td>
<td>24</td>
<td>66</td>
</tr>
</tbody>
</table>

The cultural differences between the Chinese and the Swiss are additionally presented in Table 2, as mapped onto the “Big Five” dimensions in Nardon and Steer’s [14] comparative study of all cultural models. Among these five dimensions, “relationship with the environment” and “time orientation” are additional dimensions that were not explicitly mentioned by Hofstede.
Table 2. Country ratings of China and Switzerland in line with “Big Five” dimensions [14].

<table>
<thead>
<tr>
<th>Cultural dimensions</th>
<th>China</th>
<th>Switzerland</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relationship with the environment</td>
<td>Harmony</td>
<td>Mastery</td>
</tr>
<tr>
<td>Social organization</td>
<td>Collectivist+</td>
<td>Individualist</td>
</tr>
<tr>
<td>Power distribution</td>
<td>Hierarchical</td>
<td>Egalitarian</td>
</tr>
<tr>
<td>Rule orientation</td>
<td>Relationship-based</td>
<td>Rule-based+</td>
</tr>
<tr>
<td>Time orientation</td>
<td>Polychronic+</td>
<td>Monochronic+</td>
</tr>
</tbody>
</table>

All ratings are comparative, with a “+” sign indicating a stronger tendency toward a particular dimension.

Methods

Conceptual Model

To analyze influential factors for the intention to adopt health care wearables, and especially to distinguish the different perspectives between Chinese and Swiss consumers, a conceptual model was developed, which is illustrated in Figure 1. This model was adapted from Gao et al’s [6] WTAH model, since it is one of the most comprehensive models that incorporates consumers’ behavioral intention on technology acceptance (UTAUT2), health behavior (PMT), and privacy calculus theories. The variables such as performance expectancy, hedonic motivation, effort expectancy, functional congruence, social influence, and perceived privacy risk are factors that influence the behavioral intention of consumers using health care wearables, which are adopted from the WTAH model. However, three other variables (self-efficacy, perceived vulnerability, and perceived severity) of the WTAH model based on the PMT were replaced by a single variable, “health consciousness,” in this study, for the following reasons.

Perceived vulnerability refers to the possibility that one will experience a threat of certain diseases, whereas perceived severity represents the extent of the threat of certain diseases [4]. Sun et al [4] argued that the factors relevant to threat appraisal of PMT have only relatively weak (perceived vulnerability) or no (perceived severity) effects on behavioral intention to accept mobile technologies of health services. This is consistent with the meta-analysis results of Floyd et al [4,32]. Part of the health care wearables of focus in this study are consumer-grade devices that are typically used by relatively healthy members of the population who are interested in fitness/wellness. Therefore, the factors in the PMT model would not be suitable for measuring the acceptance of fitness/wellness wearables, which constitute a significant portion of health care wearables. This was especially confirmed during the first round of the pilot study with the first version of the questionnaire, which included the variables of PMT. Some Swiss participants of the pilot study could not answer the related questions, and particularly could not distinguish the question with five different levels of a Likert scale, even when prompted with the situation that they would suffer from a certain disease and have poor knowledge about self-care regarding that disease. Self-efficacy is the belief in one’s ability to use health care wearables to monitor and improve their health condition [6]. The aspects related to this variable are partly covered by the variable effort expectancy, which was remarked as high by the test respondents in the first-round pilot study.

Health consciousness is conceptualized as the extent to which individuals have interest in and are aware of their own health conditions and well-being, and the extent to which a person maintains their own health [7]. A survey by the consulting firm MarketsandMarkets [33] described that the increasing health consciousness among people drives the growth of the wearable technology market. Cho et al [7] as well as Chen and Lin [8] confirmed that health consciousness has a significant direct effect on the perceived ease of use and usefulness of dietary and fitness apps. People’s behavior to maintain their health in the aspect of “health consciousness” covers the aspect of “self-efficacy.” Consequently, this study proposes that health consciousness represents people’s general health concern, awareness, and behavior instead of factors in the PMT.

The definitions of all factors in the proposed model are listed in Table 3, which are adapted from previous published studies [6,7] with minor modifications in wording to fit into the health care wearables context.
### Table 3. Definitions of factors in the conceptual model.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Definition/Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance expectancy</td>
<td>Degree to which adopting health care wearables will bring effectiveness to users in improving their health condition, which includes monitoring daily physical conditions, making personal health care plans, and reducing health-related threats.</td>
</tr>
<tr>
<td>Hedonic motivation</td>
<td>Pleasure or enjoyment derived from adopting and using health care wearables, such as enjoying the technical functions of the devices, sharing data with peers, and feeling of accomplishment after reaching the training goals.</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>Degree of perceived ease of using health care wearables, which includes wearing the device easily on the body, using other devices such as a smartphone to analyze the data, and understanding the data.</td>
</tr>
<tr>
<td>Functional congruence</td>
<td>Perceived suitability of health care wearables to fulfill the functional and basic product-related needs such as price reasonability, esthetics, and ergonomic design.</td>
</tr>
<tr>
<td>Social influence</td>
<td>Extent to which a user’s decision-making is influenced by others’ perceptions. These “others” include close relationships such as family members and close friends, important people such as employers or peers, professionals such as physicians, and technical specialists.</td>
</tr>
<tr>
<td>Health consciousness</td>
<td>Extent to which individuals have interest in and are aware of their own health condition and degree to which health concerns are integrated into their daily activities.</td>
</tr>
<tr>
<td>Perceived privacy risk</td>
<td>Perceived risk of reputation damage or other disadvantages by disclosing personal health data to people/organizations unwittingly.</td>
</tr>
<tr>
<td>Country China/Switzerland</td>
<td>Country dichotomy of China versus Switzerland distinguished by different national cultural values.</td>
</tr>
<tr>
<td>Behavioral intention</td>
<td>Users’ formulation of conscious use or increasing use of health care wearables.</td>
</tr>
</tbody>
</table>

### Hypotheses Related to Influential Factors on Behavioral Intention

The effect of all of the independent variables (except for health consciousness) in this conceptual model were confirmed by Gao et al. [6] in their empirical study with Chinese respondents. As both Swiss and Chinese consumers were involved in this study, all of the influential factors in the conceptual model were tested with the entire group of valid respondents to evaluate...
whether the relationships in this adapted model hold for both groups.

Based on this, the following hypotheses were drawn:

- **H1a:** Performance expectancy is positively correlated with an individual’s intention to adopt health care wearables.
- **H2a:** Hedonic motivation is positively correlated with an individual’s intention to adopt health care wearables.
- **H3a:** Effort expectancy is positively correlated with an individual’s intention to adopt health care wearables.
- **H4a:** Functional congruence is positively correlated with an individual’s intention to adopt health care wearables.
- **H5a:** Social influence is positively correlated with an individual’s intention to adopt health care wearables.
- **H6a:** Health consciousness is positively correlated with an individual’s intention to adopt health care wearables.
- **H7a:** Perceived privacy risk is negatively correlated with an individual’s intention to adopt health care wearables.

**Hypotheses Related to Differences Between the Chinese and Swiss**

In the conceptual model, the country (China, Switzerland) distinguished by national culture acts as a moderating variable, which affects the influential degree of the above-mentioned independent variables and the individual’s behavioral intention to adopt the wearables differently.

People in individualist cultures such as the Swiss culture pursue independence and freedom, and therefore advocate self-responsibility and self-reliance [31]. The opinions of close peers would not have much bearing on their decision to adopt wearables. By contrast, wearables enable them to live a more autonomous and freer lifestyle through self-monitoring of their health conditions (eg, not restricted by appointments with a physician, which was confirmed by Swiss interviewees). Therefore, performance expectancy of the Swiss on health care wearables might lead to higher intention to adopt health care wearables. Thus, we hypothesized:

- **H1b:** Performance expectancy has a greater impact on the intention to adopt wearable devices for Swiss consumers than for Chinese consumers.

Swiss respondents exhibited a moderately high value of “indulgence,” which means that they generally place a higher degree of importance on leisure time and having fun [31]. Pleasure or enjoyment derived from using health care wearables, such as enjoying the technical functions of the devices and the feeling of accomplishment after reaching the training goals, might cause the Swiss to have a higher intention to adopt health care variables. Therefore, we hypothesized:

- **H2b:** Hedonic motivation has greater impact on the intention to adopt wearable devices for Swiss consumers than for Chinese consumers.

Ease of use of technology not only influences the user’s motivation but also makes the technology more adaptive in the organization [20]. The individual Swiss consumer tends to solve technological problems by themselves much more than the Chinese consumer, who tends to live in a close community, taking support from the community for granted according to cultural value dimensions [14,20,31]. In addition, the high uncertainty avoidance value causes the Swiss to perceive new technology as more difficult, because the functions and consequences are uncertain [31]. Accordingly, perceived ease of handling health care wearables might have a greater impact on the behavioral intention of Swiss consumers. Therefore, we hypothesized:

- **H3b:** Effort expectancy has greater impact on the intention to adopt wearable devices for Swiss consumers than for Chinese consumers.

The general income in China is dramatically lower than that in Switzerland, and this was clearly reflected in the sampling of this study. Thus, functional and basic product-related needs such as price reasonability, esthetics, and ergonomic design would have more impact on a Chinese consumer’s intention to use health care wearables than a Swiss consumer’s. Therefore, we hypothesized:

- **H4b:** Functional congruence has greater impact on intention to adopt wearable devices of Chinese consumers than for Swiss consumers.

With their generally collectivist values, Chinese consumers are more concerned about the maintenance of group cohesion, put more weight on the opinions of in-group members, and tend to assimilate their opinions or behaviors in their close community [31]. Researchers found that in collectivist countries, the positive effect of social influence on technology acceptance is stronger than that in individualist countries [34]. People in collectivist countries (ie, China) tend to seek out new information from their peers who have already adopted the technology, in contrast to people in individualist countries (ie, Switzerland), who tend to seek information on their own from formal/external sources [20].

The high power distance of Chinese consumers leads to the strong influence of superiors, employers, or authority on adopting wearables for health care or other purposes. For example, some Chinese companies distribute locally produced smartwatches to all of their employees as a kind of fringe benefit for health care. Through the encouragement, support, and influence of the local environment, Chinese consumers find it easy to be in a group of wearable users, which further fosters their intention to adopt the wearables. Therefore, we hypothesized:

- **H5b:** Social influence has greater impact on the intention to adopt wearable devices on the part of Chinese consumers than Swiss consumers.

It is well known that the health care and insurance system in China is far from developed; health care providers are usually
overburdened with large volumes of patients and expenses for individuals are relatively high. The health-conscious Chinese might choose to pursue a healthier lifestyle through using wearables to track their health condition and avoid disease rather than going for treatment at a hospital after getting ill. This would save time and expenditures on health care. Therefore, we hypothesized:

H6b: Health consciousness has greater impact on the intention to adopt wearable devices on the part of Chinese consumers than Swiss consumers.

The high uncertainty avoidance of Swiss consumers might make them reluctant to engage with new technology and devices, and to exercise more discretion with personal information. They would perceive the privacy risk much higher than Chinese consumers, and demand clear regulations before adopting digital health care appliances, which might exert more of a negative influence on their intention to use wearables. Therefore, we hypothesized:

H7b: Perceived privacy risk has greater impact on the intention to adopt wearable devices on the part of Swiss consumers than Chinese consumers.

Construction of Questionnaire

To validate the conceptual model and hypotheses, a quantitative research approach was employed by developing a written questionnaire. Several interviews were first held in Switzerland and China with current users of fitness and medical wearables to ensure the relevance and objectivity of the questions. The measurement items (see Multimedia Appendix 1) for the independent variables performance expectancy, hedonic motivation, effort expectancy, functional congruence, social influence, and perceived privacy risk, and the dependent variable behavioral intention in the questionnaire were adapted from Gao et al [6]; those for health consciousness were adapted from Michaelidou and Hassan [35]. A 5-point Likert scale was employed to measure the items. The questions regarding the cultural value dimension “individualism” were adopted from Hofstede and Minskov’s “Values Survey Module 2013 Questionnaire” [25].

Both variables of “nationality at birth” and “country of residence” were initially assessed to particularly ensure that Chinese living in Switzerland and Swiss living in China were not included in the valid samples, so that the country variable represents a distinct national culture to meet the requirement of reliability. Users and nonusers of health care wearables were included in the collected samples so that the different perceptions and attitudes of both groups (users with high propensity of intention and nonusers with low propensity of intention) were considered.

The questionnaire was translated from English into German and simplified Chinese. The translated versions were corrected by more than two native speakers in each language and have been back-translated. The German language was used for the Swiss questionnaire, as it covers more than 64% of the Swiss population.

Three rounds of pilot studies were conducted; since the measured items are all nonobservable variables, different understandings occur due to language barriers (English, German, and simplified Chinese) and divergent cultural backgrounds. The first pilot study round was conducted initially with 5 Swiss natives representing different age groups. Consequently, the variables of PMT in the WTAH model were replaced by health consciousness. The second and third rounds of pilot studies were conducted with 20 Chinese and 9 Swiss participants, through which the questions were adjusted in both languages a few times to ascertain that all items were formulated clearly, in logical sequences, relevant to the everyday lives of the respondents, and relatively easy to answer.

Smartwatches were selected as the representative health care wearables in this study because they combine the features of consumer and medical-grade devices [9,36]. Most smartwatches can monitor some human physiological signals and biomechanics, and thus act as fitness tracking devices that help users record their daily activities such as automatically recording workout times, tracking heart rates, step counts, and calories burnt [10]. With added apps and sensors, the new generation of smartwatches can further measure health vitals such as electrocardiography, glucose level, and blood pressure, as well as detect certain diseases such as arrhythmia and seizure [9,37]. Smartwatches are the most frequently purchased wearable devices worldwide currently and will continue to be in the near term [38].

Data Collection

Both finalized questionnaires were distributed to the Chinese and Swiss populations using web-based survey tools and a snowball sampling method as a convenience sampling technique [39]. The German version, compiled in Survey Monkey, was distributed to Swiss consumers by email, with the request to forward the survey further to their colleagues and friends. The questionnaire was distributed in diverse industry and service companies, fitness centers, leisure and sport clubs, as well as in local communities. The Chinese version, designed in “Wen Juan Xing,” was distributed to Chinese consumers in mainland China by email and the social media platform WeChat with a requirement to share the survey. The collected samples were the responses to the survey from April 2 to April 24, 2019. Until the evening of April 24, 2019, 153 samples were collected from Switzerland and 203 samples were collected from 23 of 32 provinces and municipalities of mainland China (excluding Hong Kong and Macau).

Data Analysis

First, a descriptive analysis was conducted related to the sample characteristics and the cultural values (individualism/collectivism) of the Chinese and Swiss. After validity assessments, t tests were conducted to compare mean differences in the constructs between the Chinese and Swiss samples. In the last step, the research model was tested using a multigroup partial least squares path analysis method.
Results

Sample Description
Among the 356 received responses, 13 incomplete samples that ended in the middle of the questionnaire were deleted, and 32 respondents with other nationalities (2 living in China and 30 in Switzerland) were excluded in the data analysis, being that the moderating factor is a distinct culture of China and Switzerland. This resulted in a complete valid sample of 311 respondents with 201 Chinese respondents living in China and 110 Swiss respondents living in Switzerland. The sample characteristics are displayed in Table 4, showing that the Chinese and Swiss samples represent the population of each country respectively against the current societal and economic backgrounds.

Table 4. Sample characteristics (N=311).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Chinese sample (n=201), n (%)</th>
<th>Swiss sample (n=110), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>89 (44.3)</td>
<td>52 (47.3)</td>
</tr>
<tr>
<td>Female</td>
<td>112 (55.7)</td>
<td>58 (52.7)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-25</td>
<td>8 (4.0)</td>
<td>10 (9.1)</td>
</tr>
<tr>
<td>26-40</td>
<td>72 (35.8)</td>
<td>33 (30.0)</td>
</tr>
<tr>
<td>41-55</td>
<td>56 (27.9)</td>
<td>33 (30.0)</td>
</tr>
<tr>
<td>56-70</td>
<td>38 (18.9)</td>
<td>29 (26.4)</td>
</tr>
<tr>
<td>&gt;70</td>
<td>27 (13.4)</td>
<td>4 (3.6)</td>
</tr>
<tr>
<td>Monthly income (US $)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;500</td>
<td>16 (8.0)</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>501-1500</td>
<td>100 (49.8)</td>
<td>4 (3.6)</td>
</tr>
<tr>
<td>1501-3000</td>
<td>36 (17.9)</td>
<td>7 (6.4)</td>
</tr>
<tr>
<td>3001-5000</td>
<td>20 (10.0)</td>
<td>19 (17.3)</td>
</tr>
<tr>
<td>&gt;5001</td>
<td>7 (3.5)</td>
<td>60 (54.5)</td>
</tr>
<tr>
<td>No information</td>
<td>22 (10.9)</td>
<td>17 (15.5)</td>
</tr>
<tr>
<td>Highest education level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apprenticeship</td>
<td>10 (5.0)</td>
<td>30 (27.3)</td>
</tr>
<tr>
<td>Senior high school</td>
<td>12 (6.0)</td>
<td>5 (4.5)</td>
</tr>
<tr>
<td>College</td>
<td>27 (13.4)</td>
<td>25 (22.7)</td>
</tr>
<tr>
<td>University and above</td>
<td>143 (71.1)</td>
<td>43 (39.1)</td>
</tr>
<tr>
<td>No information</td>
<td>9 (4.5)</td>
<td>6 (5.5)</td>
</tr>
</tbody>
</table>

aOne respondent did not answer the questions related to age, monthly income, and education, respectively, in the Swiss sample.

bIncluding universities of applied sciences.

Difference in Cultural Values of the Chinese and Swiss
Following the 6 cultural dimensions of Hofstede [28], the biggest differentiation between the Chinese and the Swiss exists in the dimension of individualism versus collectivism (opposite of individualism), which was empirically examined in this study. Individualism is the degree to which people in a society are integrated into groups [31]. In a culture with individualistic values (like Switzerland), the ties between individuals are loose; that is, everyone is expected to look after themselves and their immediate family [31]. In cultures with a collectivistic value (like China), people are integrated from birth onward into strong, cohesive in-groups, often extended families that continue protecting them in exchange for unquestioning loyalty [31]. The issue addressed by this dimension is an extremely fundamental one, relevant to all societies in the world [28]. In this study, the question items and calculation methods were based on Hofstede and Minskov’s index formula [25]. The mean value of individualism for the entire Chinese population was 4.00 as compared to that of the Swiss at 46.24. Adding a constant of 20 to the mathematical means results in a value of 24.0 for the Chinese and 66.24 for the Swiss. This conforms almost exactly to Hofstede’s original individualism values (20 vs 68) in Table 1, which empirically confirms the distinguished cultural differences between China (low individualism) and Switzerland (high individualism).

Validity Assessment
Table 5 depicts the mean values and standard deviations of the constructs shown in Figure 1. This table also includes the
reliability and validity statistics. The loadings of all reflective indicators were above .70 and significant, confirming item reliability. In line with this, the values of the composite reliability estimates revealed the internal consistency of the measurement instruments. The reliability estimates for behavioral intention to adopt health care wearables can also be regarded as satisfactory, because Hair et al [40] indicated that the true internal consistency reliability values usually lie between Cronbach $\alpha$ and the composite reliability. In addition, according to the values of the average variance extracted (AVE) statistic, the measurement showed convergent validity.

Based on the quotient of the square root of AVE on the diagonal and the correlation coefficient between constructs in the lines below, according to the Fornell-Larcker criterion [41], the square roots of AVE are larger than the correlation coefficient between constructs; thus, the discriminant validity of the measurement can ultimately be confirmed.

Table 5. Descriptive statistics, reliability statistics, and validity statistics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
<th>Cronbach $\alpha$</th>
<th>Composite reliability</th>
<th>AVE$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance Expectancy</td>
<td>3.573 (0.806)</td>
<td>.869</td>
<td>0.919</td>
<td>0.791</td>
</tr>
<tr>
<td>Hedonic Motivation</td>
<td>3.438 (0.763)</td>
<td>.862</td>
<td>0.915</td>
<td>0.782</td>
</tr>
<tr>
<td>Functional Congruence</td>
<td>3.445 (0.678)</td>
<td>.713</td>
<td>0.836</td>
<td>0.631</td>
</tr>
<tr>
<td>Effort Expectancy</td>
<td>3.766 (0.803)</td>
<td>.900</td>
<td>0.937</td>
<td>0.833</td>
</tr>
<tr>
<td>Social Influence</td>
<td>3.034 (0.990)</td>
<td>.910</td>
<td>0.943</td>
<td>0.848</td>
</tr>
<tr>
<td>Health Consciousness</td>
<td>4.028 (0.577)</td>
<td>.806</td>
<td>0.803</td>
<td>0.590</td>
</tr>
<tr>
<td>Perceived Privacy Risk</td>
<td>3.393 (0.891)</td>
<td>.848</td>
<td>0.886</td>
<td>0.724</td>
</tr>
<tr>
<td>Behavioral Intention</td>
<td>3.129 (1.086)</td>
<td>.927</td>
<td>0.954</td>
<td>0.873</td>
</tr>
</tbody>
</table>

$^a$AVE: average variance extracted.

### Differences Between Swiss and Chinese Participants in the Constructs

A $t$ test was conducted to compare mean differences between the Chinese and Swiss samples in the constructs of the conceptual model.

As indicated in Table 6, the different responses of Chinese and Swiss respondents toward the variables performance expectancy, functional congruence, effort expectancy, social influence, behavioral intention, and the cultural value of individualism were significant. This indicates that Chinese respondents have higher performance expectancy on the presented wearables than Swiss respondents and are influenced more by their social environment. The moderate significant difference on effort expectancy and functional congruence confirms that the Chinese consider health care wearables easy to use, and they pay more attention to additional functions such as comfort, esthetics, and price value. Differences between Chinese consumers and Swiss consumers toward hedonistic motivation, health consciousness, and perceived privacy risk were not significant. Both groups have quite high health consciousness, perceived privacy risk, and relatively high hedonic motivation. From the significant differences between Chinese consumers and Swiss consumers in behavioral intention, it can be concluded that the Chinese clearly have more intention to use health care wearables than the Swiss. All of these distinctions are related to the cultural differences between Swiss and Chinese consumers according to cultural value dimensions.

Table 6. Comparing perceptions of the Chinese and Swiss ($t$ test).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Chinese sample, mean (SD)</th>
<th>Swiss sample, mean (SD)</th>
<th>Mean difference</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance Expectancy</td>
<td>3.74 (0.76)</td>
<td>3.26 (0.79)</td>
<td>0.484</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hedonic Motivation</td>
<td>3.47 (0.73)</td>
<td>3.38 (0.82)</td>
<td>0.097</td>
<td>.29</td>
</tr>
<tr>
<td>Functional Congruence</td>
<td>3.50 (0.70)</td>
<td>3.34 (0.62)</td>
<td>0.168</td>
<td>.03</td>
</tr>
<tr>
<td>Effort Expectancy</td>
<td>3.84 (0.77)</td>
<td>3.63 (0.84)</td>
<td>0.215</td>
<td>.03</td>
</tr>
<tr>
<td>Social Influence</td>
<td>3.44 (0.84)</td>
<td>2.30 (0.80)</td>
<td>1.136</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health Consciousness</td>
<td>3.99 (0.61)</td>
<td>4.10 (0.50)</td>
<td>-0.108</td>
<td>.10</td>
</tr>
<tr>
<td>Perceived Privacy Risk</td>
<td>3.40 (0.91)</td>
<td>3.38 (0.85)</td>
<td>0.018</td>
<td>.86</td>
</tr>
<tr>
<td>Behavioral Intention</td>
<td>3.59 (0.80)</td>
<td>2.29 (1.40)</td>
<td>1.301</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Individualism</td>
<td>4.004 (0.54)</td>
<td>46.24 (61.53)</td>
<td>-12.234</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Multigroup Partial Least Squares Path Analysis

The group-specific $R^2$ value in the Chinese sample was 0.580 and that in the Swiss sample was 0.558, which revealed good explanatory power of the delineated model regarding the behavioral intention to adopt health care wearables.

Table 7 depicts the path coefficients according to the conceptional model (Figure 1). In view of hypotheses H1a-H7a and H1b-H7b, the results showed significant effects of performance expectancy, hedonistic motivation, and social influence on the behavior intention of consumers of health care wearables in general. Performance expectancy, social influence, and health consciousness influenced the behavior intention of the Chinese significantly, whereas performance expectancy, hedonistic motivation, effort expectancy, and social influence had a significant influence on the behavior intention of the Swiss. Group-specific path coefficients showed a stronger influence of performance expectancy on the behavior intention of the Swiss than the Chinese and a stronger influence of social influence on the behavior intention of the Chinese than the Swiss. However, the results of the multigroup analysis indicated that these differences in the path coefficients were not significant when assessed at a level of $P<0.05$.

Table 7. Group-specific path coefficients for each variable’s influence on behavioral intention and multigroup analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total sample</th>
<th>Chinese sample</th>
<th>Swiss sample</th>
<th>$P$ value for group differences in path coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance Expectancy</td>
<td>0.361 ($&lt;.001$)</td>
<td>0.271 ($&lt;.001$)</td>
<td>0.426 ($&lt;.001$)</td>
<td>.17</td>
</tr>
<tr>
<td>Hedonic Motivation</td>
<td>0.111 (.01)</td>
<td>0.082</td>
<td>0.212 (.02)</td>
<td>.28</td>
</tr>
<tr>
<td>Functional Congruence</td>
<td>−0.062</td>
<td>0.142</td>
<td>−0.084</td>
<td>.09</td>
</tr>
<tr>
<td>Effort Expectancy</td>
<td>0.067</td>
<td>−0.003</td>
<td>0.165 (.02)</td>
<td>.08</td>
</tr>
<tr>
<td>Social Influence</td>
<td>0.475 ($&lt;.001$)</td>
<td>0.321 ($&lt;.001$)</td>
<td>0.217 (.004)</td>
<td>.31</td>
</tr>
<tr>
<td>Health Consciousness</td>
<td>0.005</td>
<td>0.150 (.01)</td>
<td>−0.042</td>
<td>.08</td>
</tr>
<tr>
<td>Perceived Privacy Risk</td>
<td>−0.042</td>
<td>−0.030</td>
<td>−0.015</td>
<td>.90</td>
</tr>
</tbody>
</table>

*aSignificance levels are based on a 5000 bootstrap run.

Principal Results

The results above partially confirmed the proposed hypotheses. Among all of the predictors, performance expectancy, hedonistic motivation, and social influence affected behavioral intention positively, which support hypotheses H1a, H2a, and H5a, respectively. Effort expectancy, functional congruence, health consciousness, and perceived privacy risk did not affect behavior intention significantly, thereby rejecting hypotheses H3a, H4a, H6a, and H7a. Nevertheless, group-specific multigroup analysis with Chinese and Swiss samples indicated that hedonistic motivation and effort expectancy are significant predictors affecting the behavior intention of Swiss consumers positively, but do not affect that of Chinese consumers. By contrast, health consciousness is an important predictor affecting the behavior intention of Chinese consumers positively, but does not appear to have an effect on the behavior intention of Swiss consumers. Performance expectancy is a key factor affecting the behavior intention of both Chinese and Swiss consumers positively, but the degree of influence on Swiss consumers was higher than that on Chinese consumers. Social influence is another key factor affecting the behavior intention of both Chinese and Swiss consumers positively, but the degree of influence on Chinese consumers was higher than that on Swiss consumers. Country variable was not a moderator that differentiated the influence degree of functional congruence or perceived privacy risk toward behavior intention between Chinese and Swiss consumers. These results confirm hypotheses H1b, H2b, H3b, H5b, and H6b, but do not confirm hypotheses H4b and H7b.

Discussion

Main Findings

The $R^2$ values in the total and subsample analyses indicate that the adapted WTAH model is a suitable conceptual model to assess behavioral intentions to use smartwatches as health care wearables. The multigroup analysis showed no significant differences between the Chinese and Swiss samples with respect to path coefficients. However, clear country-specific differences in the data were still found. First, the bootstrapping results within both samples clearly indicated that the relevance of the factors from the adapted WTAH model in the two sample groups differed. Performance expectancy and social influence appear to play a role in both sample groups to explain behavioral intention, whereas hedonistic motivation and effort expectancy were only key factors for the intention to use a smartwatch for the Swiss sample, and health consciousness only emerged as an important factor affecting behavioral intention for the Chinese sample. Functional congruence did not affect behavior intention in either sample. This could be explained by the fact that functional congruence comprises three items, wearing comfort, fashion, and price reasonability, which belong to three parallel aspects. Although intuitively all of these items relate closely with user intention, their consistency should be further checked. Moreover, the mean values of perceived privacy risk were relatively high for both Chinese and Swiss consumers, but this was not validated as a significant predictor of the disinclination for consumers to use health care wearables, for consumers in general or for the specific group of Chinese or Swiss consumers.
One reason could be that smartwatches were used as the research object in this study, and consequently the related health data are not considered as critical and strictly confidential by users. Another reason could be that as a result of recent advancements in data privacy legislation, people are more familiar and confident with the data protection issue.

**Role of Cultural Values on Acceptability**

These results can be explained by the differences in cultural values or social and health care systems between China and Switzerland, which are summarized in Table 8.

Table 8. Influential cultural values on differences between China (CN) and Switzerland (CH).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Perceptions comparison (t test)</th>
<th>Influence degree of country (group-specific path coefficients)</th>
<th>Explanatory cultural dimensions/social systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance expectancy</td>
<td>CN &gt; CH</td>
<td>CN &lt; CH</td>
<td>CN: low IDV&lt;sup&gt;a&lt;/sup&gt;; low UAI&lt;sup&gt;b&lt;/sup&gt;; “Harmony”</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CH: high IDV; high UAI; “Mastery”</td>
</tr>
<tr>
<td>Hedonistic motivation</td>
<td>No difference</td>
<td>CN ns&lt;sup&gt;c&lt;/sup&gt; CH sig&lt;sup&gt;d&lt;/sup&gt;</td>
<td>CN: low IDV; low IND&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CH: high IDV; high IND</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>CN &gt; CH</td>
<td>CN ns CH sig</td>
<td>CN: low IDV; low UAI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CH: high IDV; high UAI</td>
</tr>
<tr>
<td>Functional congruence</td>
<td>CN &gt; CH</td>
<td>ns</td>
<td>CN: low IDV; low income</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CH: high IDV; high income</td>
</tr>
<tr>
<td>Social influence</td>
<td>CN &gt; CH</td>
<td>CN &gt; CH</td>
<td>CN: low IDV; low UAI; high PDI&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CH: high IDV; low UAI; low PDI</td>
</tr>
<tr>
<td>Health consciousness</td>
<td>No difference</td>
<td>CN sig CH ns</td>
<td>CN: lack of developed health care and insurance system</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CH: importance on sport activities</td>
</tr>
<tr>
<td>Perceived privacy risk</td>
<td>No difference</td>
<td>CN ns CH ns</td>
<td>N/A&lt;sup&gt;g&lt;/sup&gt;</td>
</tr>
<tr>
<td>Behavioral intention</td>
<td>CN &gt; CH</td>
<td>N/A</td>
<td>CN: low IDV; low UAI; “Harmony”</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CH: high IDV; high UAI; “Mastery”</td>
</tr>
</tbody>
</table>

<sup>a</sup>IDV: individualism.<br><sup>b</sup>UAI: uncertainty avoidance.<br><sup>c</sup>ns: not significant.<br><sup>d</sup>sig: significant.<br><sup>e</sup>IND: indulgence.<br><sup>f</sup>PDI: power distance.<br><sup>g</sup>N/A: not applicable.

Swiss consumers showed significantly lower behavioral intention than Chinese consumers, which can be explained by their high value of uncertainty avoidance and “mastery” relationship with their surroundings (as compared to those of Chinese consumers). Because using wearables reduces social presence, this could accentuate the feeling of uncertainty. As a novel technology, the side effect, functionality, and measurement accuracy are quite uncertain. Swiss consumers in high uncertainty avoidance cultures will be less oriented toward using wearables than Chinese consumers in low uncertainty avoidance cultures [24]. Furthermore, the “mastery” value of Swiss consumers toward their environment/surroundings makes them inclined to stick with their habits and perceived correctness, which prevents them from trying new devices. Although the mean values of health consciousness were high for both Chinese and Swiss respondents, it was not validated as a predictor that influences consumer intention to use wearables generally. Nevertheless, through group-specific analysis, health consciousness emerged as a significant predictor for behavior intention for the Chinese but not for the Swiss. The reason probably lies in the fact that Swiss consumers already spend more time on sport or wellness activities to enhance their health, and they generally have no further interest or time to invest in studying wearables for health purposes [7]. This is supported by Seiler and Hüttermann [11], who showed that 51% of nonusers (74% of the full sample) in their study expressed no need to adopt fitness wearables. By contrast, health-conscious Chinese consumers prefer to use wearables to help them track
their health, which is likely related to the underdeveloped health system in China with limited health care resources for such a large population; thus, Chinese consumers are open to more diverse and preventive possibilities.

Limitations

Although some hypotheses were validated, and the criteria of objectivity, reliability, and validity were followed during the whole process of research, this study is subject to certain limitations, and the results should be interpreted with caution.

First, some variables of the conceptual model should be reorganized and reconsidered in future research. For example, health consciousness relates to many different concepts from health awareness, ranging from health concern to health activities. It influences the user’s perception and intention of using wearables multilaterally. Health consciousness might be one of the predetermining factors for other variables such as performance expectancy, effort expectancy, and others, as investigated by some studies with controversial results [7,8]. Therefore, health consciousness should be examined in the future in different model structures. The country variable based on national culture was examined in this study as a moderating variable, which affects the relationship between predictors and outcomes. Cultural values influence many aspects (perception, attitude, intention) further to action. Thus, the country/cultural variables might also be predetermining factors for other predictors. In further research, the roles and distinction of cultural variables should be considered carefully and examined in different model structures as well.

Second, the control variables such as gender, age, education, and income might influence people’s response patterns [42], which means that they can interfere with the predictors to affect a user’s intention to adopt wearables. The control variables and user experiences were not considered in this study. The effect of control variables as moderators alone or as covariates with other moderators such as country/culture should be analyzed in the future.

Third, the external validity of the study is limited. A smartwatch was used as an example of health care wearables, which cannot be generalized to all types of medical wearable devices. In addition, the results cannot be generalized to other countries, as the survey was conducted in only China and Switzerland, and the cultural dimensions were only used to explain the difference between Chinese and Swiss consumers theoretically. It makes more sense to apply cultural values directly in the quantitative analysis in future research. For this purpose, effective methods of obtaining qualified scores of cultural values must be further explored.

Finally, a quantitative approach was applied to examine the conceptual model of this study, which could not provide specific information on certain types of users or devices. In future research, expert or focus group interviews could be conducted regarding a certain type of medical-grade wearable to gain more specific information.

Comparison With Prior Work

This study is among the first to investigate the influential factors on intention to use health care wearables involving samples from two countries with quite different national cultures. Although most items of the conceptual model were adapted from the framework of Gao et al [6], in this study, the three predictors (self-efficacy, perceived vulnerability, and perceived severity) based on the PMT were replaced by a single variable: health consciousness. Thus, the findings cannot be compared with other studies directly.

Nevertheless, this study verifies that performance expectancy and social influence are the most influential factors on people’s intention to accept health care wearables, which is in line with the results of Gao et al [6]. However, perceived privacy risk was not validated as a significant predictor influencing the behavior intention of consumers negatively, which contrasts with the results of Gao et al [6].

Conclusions

This study examined the factors influencing people’s behavioral intention to accept health care wearables, explored the different perceptions and using intention of Chinese and Swiss consumers, and explained the effect of national culture on these differences. These findings have practical implications for global wearables vendors and insurers to develop and promote health care wearables for consumers from various cultural backgrounds.

Performance expectancy and social influence were the most significant predictors that positively influenced consumer intention to adopt health care wearables. This result indicates that consumers are more affected by the perceived effectiveness of health care wearables and by other people’s opinions. Thus, these factors should be given more attention when global companies develop and market health care wearables. For Switzerland, with cultural values of individualism and high uncertainty avoidance, the positive opinions of professionals such as physicians toward wearables and clearly demonstrated measurement accuracy would make Swiss consumers feel more confident with health care wearables. For China, with cultural values of collectivism and high power distance, the opinions of people in their surroundings (eg, peers, family, and friends) and the engagement of the Chinese working unit (eg, employers’ social benefit) would increase the intention of Chinese consumers to adopt wearables.

Effort expectancy was shown to be an important driver for Swiss consumers to adopt health care wearables. Thus, the wearable devices should be easy to handle to attract Swiss consumers. This includes easy wearing of devices, along with easy analysis and interpretation of the data. Health consciousness emerged
as an important driver for Chinese consumers in adopting health care wearables. Thus, multifunctional apps providing feasible health care advice and solutions in cooperation with Chinese health care institutions are essential to attract Chinese consumers. In addition, this study is one of the first to investigate intentions to adopt health care wearables from a cross-cultural perspective. It thus provides a theoretical foundation in terms of a conceptual model and survey methodology for future research in similar contexts with other countries and cultures.
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Abstract

Background: The Brain Tumor Social Media (#BTSM) Twitter hashtag was founded in February 2012 as a disease-specific hashtag for patients with brain tumor.

Objective: To understand #BTSM’s role as a patient support system, we describe user descriptors, growth, interaction, and content sharing.

Methods: We analyzed all tweets containing #BTSM from 2012 to 2018 using the Symplur Signals platform to obtain data and to describe Symplur-defined user categories, tweet content, and trends in use over time. We created a network plot with all publicly available retweets involving #BTSM in 2018 to visualize key stakeholders and their connections to other users.

Results: From 2012 to 2018, 59,764 unique users participated in #BTSM, amassing 298,904 tweets. The yearly volume of #BTSM tweets increased by 264.57% from 16,394 in 2012 to 43,373 in 2018 with #BTSM constantly trending in the top 15 list of disease hashtags, as well the top 15 list of tweet chats. Patient advocates generated the most #BTSM tweets (33.13%), while advocacy groups, caregivers, doctors, and researchers generated 7.01%, 4.63%, 3.86%, and 3.37%, respectively. Physician use, although still low, has increased over time. The 2018 network plot of retweets involving #BTSM identifies a number of key stakeholders from the patient advocate, patient organization, and medical researcher domains and reveals the extent of their reach to other users.

Conclusions: From its start in 2012, #BTSM has grown exponentially over time. We believe its growth suggests its potential as a global source of brain tumor information on Twitter for patients, advocates, patient organizations as well as health care professionals and researchers.

(J Med Internet Res 2020;22(10):e22005) doi:10.2196/22005
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### Introduction

Social media acts as one of the greatest facilitators of information, ideas, and discussions by creating a borderless global platform. As of April 2019, there are an estimated 3.5 billion active social media users who connect with people around the world at near-instantaneous speed [1]. Three of the largest global platforms are Facebook, WeChat, and Twitter with active user counts of 2.320 billion, 1.098 billion, and 330 million, respectively [2]. Given the ubiquity and integration of social media into everyday life, patients have taken to these platforms to share, connect, collaborate, communicate, and self-create online support communities, making it possible to circumvent traditional barriers to support groups (eg, geography, and lack of time, awareness, and transportation) [3,4].

Twitter makes it possible for unique Twitter users to follow each other, create unique posts, and interact through tweets—short messages limited to 280 characters [5]. Tweets can be accompanied by hashtags, which are words preceded by the octothorpe (#) symbol [6]. On Twitter, hashtags become a link that, when clicked, displays other tweets aggregated by the same topic [5,6]. Twitter describes hashtags as a way of categorizing tweets relevant to user’s interest [6]. Recent studies have reported that patients increasingly use disease-specific hashtags as ad hoc support communities to share information and create meaningful connections [7,8]. In more recent years, disease-specific hashtags (including #BTSM [Brain Tumor Social Media hashtag]) have made it possible for clinicians and researchers to connect and communicate with patients and caregivers on areas of shared interest [8,9].

The #BTSM was founded in February 2011 by authors LS and CB [9]—2 brain tumor patients inspired by the success of other Twitter hashtag communities in oncology, notably Breast Cancer Social Media (#BCSM) [10]. LS and CB sought to make it easier for people in the brain tumor community to find each other and connect via Twitter, so they created #BTSM. In a blog post in 2013, LS described #BTSM as a patient-run Twitter community not owned by any organization [11].

LS and CB started a monthly tweet chat (an organized and moderated, live conversation on Twitter) operating under the Twitter account @BTSMchat in 2013. The #BTSM chat occurs on the first Sunday of every month and discusses broad topics of interest to the brain tumor community (eg, advance care planning, clinical trials, brain tumor representation in arts and entertainment) [11,12]. As of July 2020, @BTSMchat is formally organized by 5 patients, 1 caregiver, and 1 neuro-oncology clinician.

In this study, we examine #BTSM as a hashtag, and its role as an aggregator and technical facilitator of brain tumor conversations by identifying its key users and their interactions, and the type of information shared within this community since 2012. Furthermore, we report recent trends and developments within #BTSM.

### Methods

The data are all publicly available tweets with the #BTSM hashtag from January 1, 2012, to December 31, 2018, obtained via the Symplur Signals platform [13]. Information available includes user names and usage, tweet transcripts, and usage trends over time. Using R (version 3.5.3) [14], we generated descriptive statistics and visual output to provide insights into the overall use (growth) and demographic breakdown (eg, patient, doctor, researcher) of #BTSM users, along with trends and patterns about interactions between users of the #BTSM hashtag. We highlight #BTSM user engagement by describing the proportions of tweets that were retweets, replies, or mentions (ie, tweets that contain another Twitter user’s name). To account for passive consumption of tweets featuring the #BTSM hashtag (ie, simply viewing a tweet without engaging with a retweet, reply, or mention), we report total impressions, which is the number of times a tweet has appeared in any user timeline or search result on Twitter [15]. Aggregate data on user engagement were collected to highlight the yearly share of tweet authorship among Symplur-defined user categories. To create a stack plot that focuses on proportions, the yearly raw count for user-specific tweets was transformed to represent yearly share. By representing count as a proportion, the users who generate the most tweets at any given year are presented.

To visualize the interactions between key #BTSM stakeholders, a network plot was created to visualize content sharing via retweets in 2018. Tweet transcripts from Symplur were first downloaded and merged to ensure that all nodes can be plotted and represented in the network. To create the retweet network plot, the open source software Gephi [16] (version 0.9.2) was used. To highlight the users with the most unique connections to other users based on having been retweeted, the color and size of their nodes were adjusted to visualize influential users by applying the outdegree setting on Gephi. Outdegree ranks nodes based on unique outward connections with other nodes [17], which in effect assigned bluer and larger nodes to users with more unique connections. Minor positioning adjustments were made to the network to ensure the readability of nodes and their labels. Additionally, we examined the impact of other hashtags on #BTSM activity in 2018.

### Results

#### Content and User Descriptors

From 2012 to 2018, 59,764 unique Twitter users used the #BTSM hashtag in their tweets, amassing a total of 298,904 tweets (Table 1). Among these, 78.17% (n=233,658), 53.49% (n=159,884), and 5.19% (n=15,516) involved mentions, retweets, and replies, respectively. Many tweets included media, such as website links (42.00%, n=125,534) and media objects such as photos and videos (27.66%, n=82,679). The yearly volume of #BTSM tweets increased by 264.57% from 16,394 in 2012 to 43,373 in 2018, making #BTSM one of the most heavily trending medical hashtags in the Symplur platform. Those identified as patients generated the most #BTSM tweets (33.1%), followed by brain tumor advocacy organizations (28.8%), researchers (7.0%), caregivers (4.6%), and doctors.
Although still low, the yearly use of #BTSM by doctors has increased over time from 1.3% to 8.6% between 2012 and 2018 (Figure 2). Persons defined as caregivers showed reduced use over time, declining from 14.2% to 2.4%.

### Table 1. Key #BTSM user and tweet descriptors for 2012-2018.

<table>
<thead>
<tr>
<th>Data descriptor</th>
<th>Total count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unique users</td>
<td>59,764</td>
</tr>
<tr>
<td>Tweets generated</td>
<td></td>
</tr>
<tr>
<td>Tweets with mentions</td>
<td>233,658</td>
</tr>
<tr>
<td>Tweets that were retweets</td>
<td>159,884</td>
</tr>
<tr>
<td>Tweets with links</td>
<td>125,534</td>
</tr>
<tr>
<td>Tweets with media (photo, video)</td>
<td>82,679</td>
</tr>
<tr>
<td>Tweets that were replies</td>
<td>15,516</td>
</tr>
<tr>
<td>Total impression</td>
<td>2,284,771,009</td>
</tr>
</tbody>
</table>

**Figure 1.** Overall proportion of tweet authorship for 2012-2018.
Hashtags for Expanded Reach

We conducted a deeper analysis on #BTSM user participation and growth for the 2018 calendar year. May 2018 data revealed an increase in #BTSM activity generated by tweets combining both #BTSM and #BTAM, a hashtag created by the National Brain Tumor Society (NBTS) to celebrate the Brain Tumor Awareness Month (BTAM) [18]. Out of the 4620 #BTSM tweets in May 2018, roughly 44% contained #BTAM. Other hashtags combined with #BTSM in May 2018 included #BrainTumor, #BrainTumorThursday, #BrainTumorAwarenessMonth, and #Head2Hill2018 (a public policy advocacy day organized by the NBTS) [19].

In the second half of 2018, our exploratory data analysis found #SNO2018 linked to a mid-November surge in #BTSM activity. The annual meeting of the Society of Neuro-Oncology (SNO) was held in New Orleans, Louisiana, from November 15 to 18, 2018 [20]. The meeting’s official hashtag, #SNO2018, was promoted and used by conference attendees to promote and share information and research at the event. Of the 140 #BTSM tweets in November 15-18, 85 (roughly 61%) also contained #SNO2018, which demonstrates the potential for neuro-oncology professionals to reach a majority of patient and caregiver audience on Twitter.

Network Influencers

The 2018 network plot of retweets including #BTSM (Figure 3) identifies a number of key stakeholders from the patient advocate, patient organization, and medical researcher domains and reveals the extent of their reach to other people on Twitter. As indicated by their size and color, 6 of the most connected users in 2018 were @NBTStweets and @theIBTA (patient advocacy organizations), @MDAndersonNews and @NIHBrainTumor (health systems/brain tumor centers), @TheLizArmy (a brain tumor patient), and @BTSMchat (the patient-led community that hosts the monthly #BTSM tweet chats). Further analysis of the 2018 transcripts indicates that a substantial amount of Twitter interactions occurred in the first week of each month, corresponding to the monthly chat hosted by @BTSMchat (Table 2), and includes national and international individuals and organizations.
Figure 3. Social networks of most connected #BTSM users in 2018, by retweets.

Table 2. Topics Covered by @BTSMchat in 2018.

<table>
<thead>
<tr>
<th>Month</th>
<th>Topic covered</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>Advance Care Planning</td>
</tr>
<tr>
<td>February</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>March</td>
<td>Low-Grade Glioma Registry</td>
</tr>
<tr>
<td>April</td>
<td>What Does “Quality of Life” Mean to You?</td>
</tr>
<tr>
<td>May</td>
<td>Brain Tumor Awareness Month</td>
</tr>
<tr>
<td>June</td>
<td>Patient-Driven Symptom Tracking</td>
</tr>
<tr>
<td>July</td>
<td>Note to Self: What I Wish I Knew</td>
</tr>
<tr>
<td>August</td>
<td>Words Matter: Guilt &amp; the Things We Tell Ourselves</td>
</tr>
<tr>
<td>September</td>
<td>Brain Tumors and the Media</td>
</tr>
<tr>
<td>October</td>
<td>Patient/Care Partner Relationships</td>
</tr>
<tr>
<td>November</td>
<td>Talking About Illness with Family and Friends</td>
</tr>
<tr>
<td>December</td>
<td>Breaking Down the Barriers to Clinical Trials</td>
</tr>
</tbody>
</table>

<sup>a</sup>@BTSMchat in February was on break.
Discussion

This study finds that tweets including the #BTSM hashtag between 2012 and 2018 contained high degrees of Twitter user-to-user engagement where the vast majority of the tweets mentioned at least one other user on Twitter (e.g., a reply to a tweet). Although we did not analyze the quality of information shared by users, the study found that sharing content such as website links and media (i.e., sharing information) versus text alone corresponds to increased engagement with #BTSM tweets, with 27.66% and 42.00% of the tweets containing visual media (photos/videos) and website links, respectively. Twitter users do not just create unique messages, but also engage with other Twitter users by way of the #BTSM hashtag. As demonstrated in the network plot, major health care organizations (e.g., MD Anderson, the National Institutes of Health [NIH], the International Brain Tumour Alliance) now play a central role in #BTSM communication by including the hashtag in their tweets. For future studies, different ways to weigh volume and unique connections, along with user clustering across the network, should be considered to give a more nuanced depiction of the network involved.

A limitation to this study is the focus on metrics that captures participation within #BTSM based on content generation and interaction, which ignores passive Twitter users who might otherwise rely on #BTSM for information without actively engaging through likes and retweets. Twitter users might be searching #BTSM for information without instigating any sort of active and thus trackable method of engagement (e.g., tweeting, retweeting, replying, or liking #BTSM tweets). The @BTSMchat community organizers have attempted to track passive viewers during live tweet chats by prompting self-identification through this statement, “If you are here tonight to just listen, please tweet #BTSM so we know you’re in the audience” [21]. To the best of our knowledge, we are not aware of any study that has thoroughly examined the extent of passive content consumption within #BTSM or any other disease-specific hashtags. Nevertheless, interaction with the #BTSM hashtag is captured by the total impression count of 2,284,771,009, the tally that any user has been served a content #BTSM hashtag is captured by the total impression count of #BTSM communication by including the hashtag in their tweets. For future studies, different ways to weigh volume and unique connections, along with user clustering across the network, should be considered to give a more nuanced depiction of the network involved.

Throughout the year, major brain tumor events and medical conferences play valuable roles in expanding #BTSM’s reach by introducing the brain tumor community on Twitter to the hashtag. In 2018, attendees and supporters of both BTAM and the Annual Meeting of the SNO heavily utilized #BTSM in their tweets along with other branded hashtags such as #BTAM and #SNO2018. Although it is unclear whether new Twitter users were converted into active #BTSM participants, tweets from any casual user may still be impactful for the awareness they bring to the larger brain tumor community.

One potential limitation for #BTSM growth is the somewhat older age noted for many persons diagnosed with brain tumors. For 2012-2016, the median age at diagnosis for brain and other central nervous cancers was 59 years in the United States [22], although data suggest that the majority of adults in the United States use some form of social media [23]. Among caregivers of patients with childhood and early adolescent cancer, Facebook is the most commonly used social media platform over Twitter and Instagram [24]. Even on Twitter, childhood patient networks are also diffused across multiple hashtags such as #PedOnC (pediatric oncology), #PedPC (pediatric palliative care), #AYACSM (adolescent and young adult cancer social media), and #childhoodcancer. Figure 2 highlights that the proportion of tweets from caregivers has steadily decreased from roughly 14.2% in 2012 to 2.4% in 2018, thereby hinting at much-needed work to integrate patient caretakers into the #BTSM community for support and guidance. The observed decline could be related to the high mortality rate of people with malignant brain tumors, caregiver burnout, and the need to distance oneself from the brain tumor community after the death of a loved one [12]. A proactive method to promote #BTSM participation is to integrate more family members and caretakers to the community, and @BTSMchat organizers recruited a caregiver into their team in 2018. Compared to other disease-specific hashtags, family and caretaker involvement may be particularly important for #BTSM as patients with brain tumor are susceptible to cognitive deficits due to the tumor location.

As #BTSM and other disease-specific hashtags continue to expand, it is increasingly important to address the accuracy of health information shared on Twitter as it affects the public and may have patient safety implications. One way to address these issues is to increase the number of brain tumor stakeholders with a blue Twitter-verified profile badge, which Twitter describes as an authenticity indicator as a public interest account. As of April 1, 2020, the majority of #BTSM influencers identified by our network plot lacks this important badge. By increasing the number of verified accounts, it would be easier for the general public to vet individual accounts they might encounter, thereby increasing the likelihood of accurate information consumption among patients and survivors.

A key feature of #BTSM is the high involvement of national organizations and groups such @BTSMchat in prompting conversations within the hashtag. By hosting a live, facilitated discussion on the first Sunday of each month, @BTSMchat creates an interactive space for various stakeholders within the brain tumor community (e.g., patients, caregivers, clinicians, researchers) and forms a structure for sustained engagement. The @BTSMchat chat themes in 2018 ranged from large systemic issues (such as clinical trials and their failure to meet recruitment goals) to more personal topics (such as overcoming guilt, talking with family, holistic patient support through education and peer support, and discussing sensitive topics). @BTSMchat’s identified future goals include (1) widening the lived experiences of tweet chat participants with a focus on social diversity, geographic diversity (rural vs urban), and diversity of central nervous system tumor experience; (2) partnering with moderators of brain tumor Facebook Groups by providing Twitter education and cross promoting the tweet chat; and (3) creating and curating resources for patients and care partners who want to pursue or deepen their participation in peer-to-peer support opportunities, including chat moderation, and through community education, conference attendance, public speaking, and research collaboration through traditional medical research pathways.
When social media platforms first entered the national consciousness, health care professionals could not grasp how these new forms of communication could apply to their work. It is now clear that the larger platforms such as Facebook, WeChat, and Twitter are here to stay. Twitter is a 14-year-old platform that continues to connect people not by personal relationship but rather by shared interests. It is only natural that patients, caregivers, clinicians, and researchers all with a shared interest in neuro-oncology would ultimately converge, share, and form connections, because Twitter was designed to facilitate these forms of information exchange. It is interesting to note that #BTSM was created by patients who saw a needs gap and filled it, without the intervention of a health care structure and is sustained without formal institutional support.

We believe that the growth of the #BTSM hashtag highlights the potential of patient innovation through social media platforms, and serves as a global source of brain tumor information for all brain tumor constituents.
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Abstract

Background: PTSD Coach Australia is an app for serving and ex-serving defense members and was adapted for the Australian context in 2013 from PTSD Coach, which was created in the United States.

Objective: This study aimed to provide a user-centered evaluation of the app from the perspective of serving and ex-serving members of the Australian Defence Force.

Methods: Qualitative data were collected in response to questions to participants in 1 of 5 workshops (n=29) or in telephone interviews (n=24). Quantitative data were collected using the user version of Mobile Apps Rating Scale (uMARS).

Results: Analysis of the qualitative data demonstrated mixed support for the app. While some people found it extremely useful, especially as an adjunct to therapy, others pointed out limitations and cautioned against the app potentially triggering symptoms in people with PTSD. This perceived risk was usually found to stem from frustration with the app’s functionality rather than its content. Participants spoke about the helpful and unhelpful aspects of the app and barriers to its use and made suggestions for improvement. Many participants encouraged its continued use and highlighted the need for it to be promoted more broadly, as many were not aware of it until they were invited to participate in this research.

Conclusions: PTSD Coach Australia was seen in a positive light by some participants, but others thought it had too much text and the potential to trigger a traumatic response in users with PTSD. A need to update the app was also a common comment as was the need to increase awareness of the app’s existence.

(J Med Internet Res 2020;22(10):e18447) doi:10.2196/18447
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Introduction

Current research suggests that serving defense members have higher levels of posttraumatic stress disorder (PTSD) than members of the general community [1]. However, perceived stigma and concerns about potential consequences of a diagnosis of mental disorder remain particularly important barriers to help seeking among serving defense members and veterans [2,3].
and self-management of symptoms is a more attractive alternative [2]. A partial solution to these challenges involves digital mental health resources. Web-based interventions for mental health issues have demonstrated benefits for self-management of a wide variety of problems, including PTSD [4]. Smartphone apps offer additional advantages over web programs because of their potentially constant accessibility and high community uptake [5, 6]. While there is a wide range of mental health apps to support serving and ex-serving defense members [7], there is limited evidence about their acceptability and impact.

The United States Department of Veterans Affairs treatment providers developed the “PTSD Coach” app in 2011 in collaboration with veterans who had PTSD [8]. Subsequently, the Department of Veterans Affairs in Australia received permission to modify the app for use with an Australian audience. For example, audio was now read by people with Australian accents, Australian prevalence rates of PTSD were used, and some images were changed to reflect the Australian landscape. The resultant “PTSD Coach Australia” was jointly released by the Australian Departments of Defence and Veterans Affairs in February 2013.

There have been some evaluations of the original PTSD Coach app [9-11], including research suggesting its acceptability and benefit for self-management of posttraumatic stress symptoms [12, 13]. However, it was not clear whether the Australian version of the app was well accepted and meeting the needs of Australian defense members. Hence, the aim of this research was to assess serving and ex-serving defense members’ perceptions of PTSD Coach Australia, using a combination of qualitative and quantitative methodologies. The research provided an opportunity to determine whether the app retained a high level of acceptability and perceived utility after being in use for several years and adapted to a different national context.

Methods

Ethical Approval

The study was approved by The Departments of Defence and Veterans’ Affairs Human Research Ethics Committee (DVHA HREC; E017/004), Queensland University of Technology Human Research Ethics Committee (1700000173), Greenslopes Research and Ethics Committee (17/17), and Townsville Mater Human Research Ethics Committee (E017-004); command approval for participation was obtained from all Australian defense forces.

Participants

A total of 53 serving and ex-serving defense members volunteered to participate in workshops or telephone interviews. Of these 53 participants, 29 participants (n=8 serving, n=20 ex-serving, and n=1 unknown) took part in 1 of 5 user-experience workshops. Almost all were male (n=28; one indicated gender as “Other”). Of the workshop participants, 18 were from the Army, 4 were from the Air Force, 4 were from Navy, and 3 did not disclose the Australian Defence Force arm they served in. Of the 29 workshop members, 27 provided their age. The age range was 35-79 years (median 62, SD 12.4 years).

Only 3 of the workshop participants were aged under 40 years. The average service time was 14.1 (SD 10.5) years. Most (24/29, 83%) had been deployed, and the average number of deployments was 2.2 (SD 2.5). Of all workshop members, 20 (69%) had been deployed to warlike operations and 15 (52%) had been in a combat role. All had experienced at least one traumatic event in their lifetime, and all but 4 (85%) had received treatment for PTSD.

Further, 24 defense members (n=8 full-time serving, n=15 ex-serving, and n=1 reservist) participated in telephone interviews. Of these, 4 (17%) were female. Of the interview participants, 11 were from the Army, 8 were from the Navy, and 5 were from the Air Force. Their ages ranged from 31 to 80 years with an average age of 55.8 (SD 12.7) years, with only 1 interviewee under the age of 40 years. The average service time was 20.4 (SD 12.8) years. Most had been deployed (21/24, 88%), and their average number of deployments was 4.0 (SD 5.6). Of all telephone interview respondents, 14 (58%) had been deployed to participate in warlike operations and 11 (46%) had been in combat roles. All 24 reported experiencing a traumatic event in their life, and 10 (42%) had received treatment for PTSD.

Procedure

Recruitment was undertaken through the Department of Veterans’ Affairs’ At Ease website, social media, and community support advisors; Department of Defence websites and newspapers; Defense-orientated organizations such as Mates 4 Mates, White Cloud, the Gallipoli Medical Research Foundation, Defence Families Australia, and the Defence Community Organisation; and treatment and support services including Greenslopes Private Hospital, the Veterans and Veterans Families Counselling Services (now Open Arms – Veterans & Families Counselling), PTSD Trauma Recovery Group Programs, Garrison Health Services, Part Two, Career Shift, Go2 Human Performance, and private practices. The use of focus groups and interviews is closely aligned with the protocol developed by Townsend and colleagues [14] for assessing user experience of digital health resources.

Workshops

The 2-hour user-experience workshops involved 4-10 people and were facilitated by 2 members of the researcher team, including a registered psychologist with clinical training. Initially, participants were asked to open the app or download it if they had not used it before. Those without a smartphone were provided a smartphone or tablet with the app already loaded and given written instructions on how to download them in the future. After spending approximately 20 minutes investigating the app, they completed the user version of the Mobile Apps Rating Scale (uMARS) [15], which has 4 subscales (Engagement, Functionality, Aesthetics, Information) and 4 subjective quality items (Would you recommend the app? How many times would you use it? Would you pay for this app? Overall star rating). uMARS has been found to be a reliable and valid measure [15, 16].

A focus group discussion was then facilitated by one of the research team members. Focal issues for all groups included...
their overall experience of using the app, specific aspects of the app that were most and least helpful, what role (if any) the app may have in supporting people with trauma-related symptoms, potential barriers and enablers to its use, how these might be addressed, and how the app might be improved.

**Interviews**

As conducting workshops around the country was not possible, telephone interviews were offered to increase participation from people in different geographical areas. As workshop facilitators were not on hand to assist with app download and exploration, participants who had not used the app in the past were given an opportunity to download it and become familiar with its content 2 weeks prior to the interview. This approach was also taken, as participants in interviews were likely to be using their phones for the interview, potentially the same device they were downloading the app onto. The individual 20- to 40-minute structured telephone interviews were conducted by registered psychologists with clinical training. Topics were the same as for the user-experience workshops. Interviews were audiotaped and continued until saturation of themes was obtained.

**Qualitative Data Analysis**

All audio of the user-experience workshops and the interviews was professionally transcribed; themes were extracted from the data and grouped under the 6 questions posed, adhering to Braun and Clarke’s [17] Thematic Analysis approach. Analysis involved initially becoming familiar with the data through reading and re-reading transcripts and taking notes in the margins. Subsequent readings involved a process of constant comparison within the transcript and then between transcripts, combining notes into lower-order themes that were eventually grouped into higher-order themes. This approach focused on patterns of meaning across the whole group of participants and within subgroups (ie, serving and ex-serving defense members). Transcript data were supported by observational data, whereby notes were taken by facilitators about how participants were seen to be using the app.

**Expert Ratings of the App**

Two raters, including the lead author on the paper regarding the development of the expert version of the Mobile Apps Rating Scale (MARS) [16], provided ratings of the app.

**Results**

**Quantitative Ratings**

Results of the uMARS and MARS are presented in Table 1. The app was rated moderately high on the uMARS, with its information and functionality being the most highly endorsed features. An expert rated aesthetics, subjective quality, and functionality somewhat lower than the uMARS mean for defense members, but otherwise the expert ratings were similar.

**Table 1. Ratings of PTSD Coach Australia on the uMARS and MARS.**

<table>
<thead>
<tr>
<th>Subscales</th>
<th>uMARS&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
<th>MARS&lt;sup&gt;b&lt;/sup&gt; scores - Rater 1</th>
<th>MARS scores - Rater 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Objective subscales</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engagement</td>
<td>3.48 (0.63)</td>
<td>3.60</td>
<td>3.60</td>
</tr>
<tr>
<td>Functionality</td>
<td>4.09 (0.58)</td>
<td>3.75</td>
<td>3.25</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>3.91 (0.67)</td>
<td>3.67</td>
<td>2.33</td>
</tr>
<tr>
<td>Information</td>
<td>4.10 (0.57)</td>
<td>4.71</td>
<td>4.33</td>
</tr>
<tr>
<td>Overall mean</td>
<td>3.87 (0.46)</td>
<td>3.93</td>
<td>3.38</td>
</tr>
<tr>
<td><strong>Subjective subscales</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjective quality</td>
<td>3.54 (0.57)</td>
<td>2.50</td>
<td>3.25</td>
</tr>
<tr>
<td>Perceived impact</td>
<td>3.36 (0.97)</td>
<td>3.67</td>
<td>3.33</td>
</tr>
</tbody>
</table>

<sup>a</sup>uMARS: Mobile Apps Rating Scale (User Version).

<sup>b</sup>MARS: Mobile Apps Rating Scale.

<sup>c</sup>All uMARS and MARS items were rated on a 5-point scale: 1 - very poor, 2 - poor, 3 - average, 4 - good, 5 - excellent.

**Qualitative Responses**

As the same 6 questions were posed to all workshop and interview participants, results are grouped according to the 6 questions. The themes were spoken about in every workshop group and by all interviewees.

**Knowledge and Experience of the App**

Approximately half of the participants had used the app (most interviewees, but fewer workshop participants). Participants who had used the app (some of whom had used it for years) were generally introduced to it by their psychologist or psychiatrist, or by the Veterans and Veterans Families Counselling Services (now known as Open Arms-Veterans & Families Counselling). It was seen as an app that was easily accessed and used: “Anyone can access it, the programme, and it was easy to use.” Most interviewees also described having a positive experience with the app, finding it user-friendly, easy to navigate, and written in a clear and understandable language. Some participants who had never used the app spoke with some self-deprecation: “I have no idea how to (use it), for idiots like myself” and “We’re all dinosaurs.” Most of these non–app users appreciated that the app might be useful if they had some digital knowledge, for example.
If you know what you’re doing, it would be effortless” and “It’d be helpful for people who know how to use one (app).

Another participant said,

I think for someone who’s never used it before, I just need time to sit down on my own and go through it, and really try and understand how it all works, and then make some sort of opinion on it.

Some participants observed that the purpose of PTSD Coach Australia may be unclear, given that it contains a self-assessment tool as well as strategies to manage symptoms. For example,

...You need to define what you're going to use the application for. The application seems to me like it's got two purposes. One is to actually, 'Do I have PTSD?' and 'Here are the tools I need to manage PTSD.' To me, that can be dangerous in the fact that you don't want people to think that they have PTSD and then start manage, self-managing. What you prefer is that, um, you want people that have been diagnosed with PTSD and are using this as an additional tool to actually help manage their PTSD.

Helpful Characteristics

There were various aspects of PTSD Coach that were found to be helpful. One person explained that they liked the ability to put in reminders: “...so it gives me space to separate my mental health care from trying to remember everything else.” Others commented that they “liked the quotes” referring to some being from “Janis Joplin and a Swedish proverb” that were “thought provoking.” Participants generally appreciated the audios. For example, one participant said,

I think going down the road, good to listen to, but also it allows you the opportunity to do it (listen) discreetly by just having your ear phones in,” and another said, “I personally didn’t read it, I listened to it.

Others liked to read, so they could go back over material easily if needed.

Another aspect that seemed to be helpful was the ability to monitor stress:

I’ve found it useful to let me know where my stress levels are...actually are.

This feature had been used for a number of reasons, including to self-monitor. For example, if a person was not feeling great:

Why (am I) such a cranky s**t this week? And I’ll look at it and I’ll say: oh here I am, I’m up...I’m up here, um and calm down a little bit...so it was a little bit of a diagnostic tool for me

Others used the stress monitoring feature when making a claim for veterans’ support. For example,

I’ve also used it (Subjective Units of Distress) as a tool to help in my claim and they’ve actually photographed my stress levels through the app.

Many people commented positively about the amount of information. The learning function was seen to be most helpful for people who were not very aware of PTSD symptoms and how they may manifest:

...the learning function is good. It will certainly help people that don't have any understanding or exposure to PTSD, so like family members and colleagues and that sort of thing.

For those who had been in therapy, the information was not new, but could be a useful reminder. For example,

I think there’s plenty of information in there and you can spend as little or as much time in there just discovering what’s out and about Once you drill down into every folder and sub-folder there’s a lot of info in there and it’s just stuff that most people already know but it’s good to have the reminder.

Participants also commented on the “nice clinical feel” to give the app credibility: “it looks credible, it looks professional.”

Explaining the self-assessment section was useful, an interviewee said,

...so I can go back and, and have a look at that, in terms of how I might be feeling that day, if I've got something coming up, ... I guess it's a preparatory thing in my mind, to prepare myself for an environment that I may not feel comfortable in.

People reported using this element to track their well-being such as “… (the app) helps identify how you're travelling.”

Most participants who had used the app had accessed the Manage Symptoms and Self-Assessment sections. They found these helpful in managing their symptoms and to increase awareness of how they were feeling:

...mostly using it to manage symptoms, like just to remind yourself...if you start thinking about all your crap, you can go on here and go, let's sort this out now instead of festering on it.

Features aimed at assisting relaxation and sleep were generally seen to be positive:

I’ve used it a fair bit just for sleep and relaxation...some of the sleep coaches and the relaxing sounds, and just grounding techniques and stuff like that.

One participant said,

I found it very straightforward, very intuitive...the font was great...the spoken instructions, and the sort of coaching was all very clear.

Another participant said,

...look honestly, a very useful tool, I've done it twice last week, and I'll probably do it again later today, and on those occasions where I think I might be feeling a bit down, I might use it, as well.

Although some older participants in the workshops struggled with the technology, most of the older participants in the
interviews found the app easy to use. For example, one older participant said:

…I was quite surprised when I went through this app, at how friendly it was. So, first up, it’s a very friendly app. It’s very easy to use. Pretty straight forward.

This difference may in part have been due to interview participants having time to download the app pre-interview, whereas some workshop participants had never used technology before, let alone an app.

Consistent with the workshop data, some interview participants said that the app was not perceived as a standalone tool to manage symptoms of PTSD or to replace a mental health professional. Rather, it was seen as more appropriately used to reinforce learning and strategies introduced in therapy sessions.

So, there’s the app itself. I don’t believe (it) is a sole source of solution.

…it’s a good tool to help as well. I still think, you know, depending on the severity of the PTSD, they would need counselling and they would need, well, professional help…but it’s a great little pocket tool to be able to you know, look at in times of crisis when you can’t necessarily see a professional immediately.

Least Helpful Characteristics

Some participants did not like the app or found it unhelpful and frustrating when needing a quick strategy in a crisis situation. For example,

Um, it became extremely frustrating. So then knowing how sometimes I feel when I have an attack, that wasn’t good. It kept going skip, next, skip, next, skip, next. And I thought, well it’s not really giving me any help.

I think when you’re angry, reading something, and especially if you’ve got to read it, understand it, and put it into practice, is not the best way to do that.

…when I am annoyed, I have to read something two or three times before my brain comprehends it.

Consistent with views expressed in the workshops, some interviewees with PTSD thought aspects of the app would trigger their symptoms:

…with PTSD, you, it’s a high degree and an instant degree of triggered frustration.

Some participants experienced technical glitches with the app when they had difficulty downloading it onto their device, uploading songs and pictures, and listening to some of the audio. For example, one participant said,

Bearing in mind that if you’re vaguely thinking about this thing, it’s gotta be a smooth entry, which in my case it wasn’t.

Some ex-serving defense members who had experience using apps and in particular, PTSD Coach Australia, voiced concerns addressing technical issues such as flexibility and the potential to personalize the app. For example, one participant’s perception was as follows:

I wanted to write a doctor’s appointment (in it), there was no way for me to put it in.

Another user agreed that the app “doesn’t utilise all the capabilities of my (brand of phone).” Lack of flexibility was a widespread theme:

Learn (from menu) is very important, that should be at the top, but for someone who has been using it for some months or years, they should be able to drag the learning component down at the bottom.

A history function could also be used as a reminder of what a person was doing when they had a good day: activity icons could cue memories and be selected instead of reading and typing information in about activities undertaken during a good day. Some people suggested that the app was not as personalized as they would like and that different audiences (age groups, sex) needed different information or information communicated in different ways. If it were “…individualised and I can go – oh yeah that, that really resonates with me,” that was expected to increase uptake. Essentially, the app was seen to have outdated functionality when compared with current phone and tablet technology.

Some issues with the stability of the app’s functions were identified. One person said,

I was just trying to set reminders for things then (during a workshop) and I don’t know if it’s something to do with my phone but it just keeps shutting down every time I try and set a reminder.

Further probing revealed the person was using a particular brand of Android phone, and some other users of the same brand of phone had the same experience. During the workshops, facilitators also noticed that histories were sometimes lost. For example, a participant did the assessment task, but the app would not let the user see the results—“I don’t know where it went. Just disappeared.” This was frustrating, because using the app to monitor their health was seen as important.

Some participants saw the app as an agent of authority. For example,

In the first paragraph it says… you agree to the terms and conditions. I went right through that front page, and nowhere is there a hidden panel or any sub-element of terms and conditions…I love how authority works.

Another said the tone was suited to serving members because “they’re telling you what to do, and it’s like really, like being back in the army with your sergeant…” and a third explained, “as soon as you get out (of the military) you will not be told what to do.” Essentially the app was seen as “very militarized,” and that was a connection that many ex-serving members did not want.

Many people spoke about the density of information, for example: “I found the menus are wordy, lengthy, boring.” Color coding was a suggestion to “make it a little more accessible” such as having different colors for health, learning, and self-assessment. Others suggested increasing the density of information as a user progressed through the layers of the app:

*Shakespeare-Finch et al*
The first layer, so the initial layer, entry layer looks good, then your second layer, then once you step into the sub-elements, so tertiary and beyond, it then gets very overloaded.

It was pointed out that this level of complexity and denseness of information was not helpful for people with a mental disorder.

When becoming overloaded a person would “switch off and not really care about it.” Some people found that the denseness of information elevated their emotional arousal:

There’s a lot of reading in there, and I switched off. You know, black and white, black and white, read, read, read, reference to X, Y, Z. I don’t care about X, Y, and Z, what does this bloody thing do? … so, I switched off and went away, and had to calm down and then come back to it. It made me angry.

For some people, the Self-assessment section seemed to evoke distress. For example,

So I used the self-assessment and I got halfway through it and the questions were actually, for me they started to become disturbing, so I stopped.

The Learn section of the app was seen as not thorough enough by some interviewees:

…I must say my first reaction to it (Learn section) was, I thought, oh, this is pretty superficial, you know, what’s PTSD, and how it develops, and how common is it…and the stuff like that.

Others identified Soothing Pictures and Soothing Audio as least helpful:

Now I’ve been through those resources that are listed, and basically found them, for me anyway…no use.

As already noted, some participants found the inspiring quotes useful, but others did not; for example:

Ah, yeah, it’s the last thing I want (laughs)...I’m not into those touchy-feely things… I suppose it’s just the word ‘inspiring’ sort of put me off straight away.

There were also a number of comments about the app’s design:

(The) one that comes to mind most of all is the computer-generated voice. …I found that to be, uh, um, not easy to understand, and also very impersonal.

One person found “some of the text is actually overlaid on top of the scroll bar, the tool bar at the bottom.” Another said: “Once again, too much information. Text is too small.” This view was commonly asserted in both the telephone interviews and the workshop groups and was linked to unwanted emotions. For example,

…I must say my first reaction to it (Learn section) was, I thought, oh, this is pretty superficial, you know, what’s PTSD, and how it develops, and how common is it…and the stuff like that.

The dangers of self-diagnosis were also raised:

People self-diagnose and they read the symptoms and say, yeah I have PTSD. You really have to go see an expert and psych to get information. You shouldn’t do it yourself.

A perceived lack of consistency in the content of the app with what clients were taught about PTSD and its management in therapy was also discussed as a retriggering feature:

Well you know, me personally, I’ve come a long way from hating the world, and I’m comfortable with where I am now, and then I come in here and this (the app) contradicts what I’m being taught, which has made the world a better place for me. So that makes me confused, angry, emotional, frustrated.

Potential Barriers and Enablers to the Greater Use of the App

The main enabler to the greater use of the PTSD Coach Australia was that it is available for free, which was good “because I wouldn’t pay for it.” A barrier for some was their lack of familiarity with technology in general and apps in particular. Some suggestions were offered to make access easier:

Get the RSL [Returned Services League] to set up trainee workshops through their sub-branches…work in a group and kind of demystify it because it’s actually quite simple when you know the trail.

For many older (ie, Vietnam veteran) participants, the technology was foreign and using it was overwhelming.

Others pointed out that an app of this sort would be difficult to negotiate if they had additional physical complications such as “a stroke or a chronic illness such as Parkinson’s.” Another suggested the app be available in “A DVD that you can just stick in…and watch and listen to it.” These quotes came from older participants and may further indicate discomfort with the technology. A lack of visible marketing of the app was noted.

The name of the app was raised by many participants, and the icon was also discussed. There were 2 issues in this theme. The first was that the app’s title indicated that it was for people who have PTSD, but that the app could be used by a much broader population. The second issue concerned stigma. Having an icon seeing a psychologist or psychiatrist.” However, as already mentioned, many participants commented about the potential for material to retrigger their symptoms. For example,

You want to be careful you don’t stir it all up…reliving it and rehashing it and all that. You know?

Some people did not think using the app would “push people to get help,” whereas others thought recognizing symptoms through the app may spur people on to seeking help: “you say, s**t this is happening to me so you’re going to do something about it.” Many of the older participants thought it unlikely that they would access an app or that others from their cohort would, stating that when a person is experiencing symptoms of anxiety or depression “you’ll want to talk to somebody that’s going to give you advice…”
on their device that others may see (eg, on the train or bus) that suggests they had PTSD was considered to reveal personal information. Stigma regarding mental health was still seen as a problem, and more education was needed:

If we can educate our new members and our current members, well, you know, there is still a lot of prejudice against mental health (problems) within Defence.

The name of the app did not seem to be useful in breaking down that stigma. When asked what would stop someone using the app, one participant summed up the sentiment as, “shame, sense of shame.” When asked about potential barriers to use, others said,

Just its name. PTSD Coach. I don't know what you could call it, but people don't want to be labelled.

My nephew wouldn't download it. My friends wouldn't download it. Uh, most people wouldn't download it if it's called PTSD coach. ...if you call it Wellness Coach...

Other suggestions for renaming it included “Mental Health Coach” but some doubted whether that would reduce perceived stigma. One suggested that the information screen “could say this can help if you are having trouble sleeping, if you've got anger issues, blah blah…”

Many participants stated that they could not find any other barriers or challenges in using the app, as it was informative and well set up: “...I haven’t found it to be difficult at all. It's just been interesting...it’s easy to read, it's easy to access and it's easy to understand.” Another participant said, “No barriers. I was fine. I can see that the app is useful ...when it's (used) in conjunction, obviously, with some sort of help as well.”

Ways to Improve the App

The majority of participants stated that no improvements to the app were needed: “I think it's great. I think, for what it's meant to do, I think it's fantastic.” However, others suggested that including more strategies and interventions such as crisis intervention, mindfulness, mood tracking, and elements of exposure therapy would be beneficial: “So, as it stands now; the app can assist, but it wouldn’t be able to assist through a crisis moment.” Another common subtheme was that participants suggested expanding information in the Learn section, for example, by including links to additional information, including videos with psychoeducation and presentations of techniques:

(Include) a hyperlink to a webpage or something that may be able to help people if they want to do further research.

There should be, uh, there should be video examples, rather than trying to find written descriptions of how you deep breath.

Most participants noted the need for increased awareness about the app and the need for its promotion to assist serving and ex-serving defense members who had experienced trauma:

...how it can be used is by making people aware that it exists, seriously. I think that's the priority...to actually send out a thing that says, “Here's a link to an app, and you can download it, and it doesn't cost you anything…”

One person who described himself as belonging to the younger generation said,

...it probably wouldn’t hurt to have a YouTube video explaining what the purpose of it (is) and how to use it and how to maximise the benefit out of it.

Rather than a video explaining how to use the app, others suggested

...just a little video clip, a YouTube like video clip on it (the app itself). Nothing that takes up space or time, but just enough to get the gist of what's going on...maybe the odd skit.

Using the app as a way of connecting with peers was suggested. When speaking about the possibility of the app being a platform for that purpose, one participant explained,

A group amongst veterans is the strongest form of medicine you can have, the one-to-one with your peers.

This potential function may also be a way of keeping track of each other; if a person had not heard from a peer for some time, it may prompt them to contact them to check how they were going.

Although many people liked the fact that they could load their own music and pictures, others suggested that “maybe having a library in there of pictures and sounds rather than having to upload your own into the system.” A younger participant said that he “liked that you could alter and change images to what you like. I had a bit of fun like, putting all my kids in.” However, there were some restrictions in the functionality of the app when trying to alter images for things like relaxation, for example, the app “doesn’t allow you enough freedom to perhaps get something else off the internet without you having to do a separate action and then upload it to the app.” Others found some of the images insufficient; they were perceived as “a little bit sterile.” One participant was specific in his feedback about some of the images:

...a picture of a person’s head with brain cogs, okay it was clear, but I find it a bit offensive actually. It’s like…I’m on the app that's gonna help me deal, I don’t want to feel like I’m being analysed or I’m a nut case, or a statistic by the other icon with a line coming up and a lightning bolt going down.

Some people remarked that the images on the app were not relaxing to them:

There is a dog in a purple field in a yoga position...what I find is that is not relaxing, it’s sort of more something like, you know, something a hippie would use.

Discussion

Many responses to PTSD Coach Australia by the serving and ex-serving defense members who participated in this research
were positive, with uMARS ratings in the “average” to “good” range and many positive comments. Most participants said the app was user-friendly, easy to navigate, and helpful in managing symptoms of PTSD. This feedback was consistent with studies evaluating the American version of the app [8,13,18,19]. Key components of the app (eg, Manage Symptoms, Find Support, and Learn) appeared to be maintaining the acceptability and perceived benefit that were observed in earlier research on its American version [18], and many participants continued to value the ability to track changes in stress or other symptoms. However, scheduling of reminders appeared less valued by some users than in past studies [12,18]. Inspiring quotes were generally but not universally valued.

Some participants suggested its use as an adjunct to face-to-face treatment rather than as a stand-alone tool. Consistent with broader evidence on the benefits of having a therapist or coach to guide and support the use of digital mental health tools [18], a pilot study comparing self-managed versus clinician-guided use of PTSD Coach found that clinician support appeared to increase the app’s symptomatic benefits [4], although both modes of application improved PTSD symptoms. Some participants also expressed concerns that self-managed use of the app may generate frustration or trigger trauma symptoms in some users and may not be well suited to crisis management. Improvements to the app’s functionality and reduction of text could avoid triggering frustration and distress in vulnerable users. A recent systematic review and rating of apps designed to assist with PTSD [20] noted the absence of safety planning in the PTSD Coach and PTSD Coach Australia apps. While the app has a listing of crisis services and an ability to set up individualized support contacts, additional safety planning within the app may be indicated.

Consistent with previous US research [8], many participants reported that the app was easy to use, although some wanted faster navigation to favorite tools. Many now found the app to have suboptimal functionality, have some out-of-date content, and lack engaging graphics and flexibility. These observations may reflect changes in user expectations. Importantly, current participants also experienced significant technical problems when using the app on some Android devices, suggesting that its updates had not kept up the pace with developments in devices and software. Interestingly, previous research suggested that the app would appeal even to technology novices and older individuals [8], whereas (despite the passage of time) current respondents expressed the view that people who had little experience with digital technology may struggle with its use (and some saw this as applying to themselves). Some also noted that use of the app would be difficult for people with a physical disability or cognitive deficit and for those experiencing a heightened state of emotional arousal. Applying recent advances in app design and functionality could help address these issues.

While the availability of PTSD Coach Australia free of charge was seen as an enabler of its use, participants noted a lack of awareness of its existence, suggesting that greater promotion of the app was needed. Some participants proposed that this and other mental health apps could be discussed and used prior to deployments to assist with stress management.

A limitation in the current research was that the participants were predominantly older than the average age of currently serving personnel, which may limit the representativeness of findings in relation to use of the app by younger people. There was also a wide range of digital literacy regardless of age. A difference in the procedures used for interviews and workshops could be seen as a limitation: Interviewees were asked to download the app prior to the interview due to the likelihood of using the same device for the download as they used for the interview, whereas workshop participants examined the app at the start of the workshop, giving facilitators an opportunity to observe any difficulties they had in downloading or using the app. This difference in procedure may have resulted in workshop participants having a more recent experience with the app, although themes were consistent across the two approaches to data collection.

Overall, participants attested to the value of PTSD Coach Australia, and in particular, its potential benefit to both serving and ex-serving defense members who were receiving treatment for posttrauma reactions, and for those with less severe problems. While the app could be improved further, its current functionality was viewed mostly positively. A change in its name and increased promotion of the app could substantially improve its uptake and impact, in addition to an update of aesthetics and design to bring it in line with modern apps.

Acknowledgments

This project was funded by the Department of Veterans’ Affairs (DVA MH EVAL 01/2016). Material presented in the paper is the responsibility of the authors and does not necessarily reflect the views of the Australian Government. We acknowledge the guidance of other steering committee members, including Michael Correll, Kate Henderson, Maureen Montalban, Tracey Noble, and Brian Riches, and the contributions of the Queensland University of Technology staff, including Professor Ross Young, Dr Madhavan Mani, Stoyan Stoyanov, Susan Lingard, and Daniel Krosch. The assistance of Open Arms Veterans & Families Counselling (Veterans and Veterans Families Counselling Services), Mater Health Services North Queensland, Greenslopes Private Hospital, Garrison Health Services, Part Two, Career Shift, Go2 Human Performance, Mates4Mates, White Cloud, the Gallipoli Medical Research Foundation, Defence Families Australia and the Defence Community Organisation is also acknowledged, as is the time and contributions of participating defense members.

Conflicts of Interest

None declared.
References


Abbreviations

MARS: Mobile Apps Rating Scale
PTSD: Posttraumatic Stress Disorder  
uMARS: Mobile Apps Rating Scale (User Version)
COVID-19 and the “Film Your Hospital” Conspiracy Theory: Social Network Analysis of Twitter Data

Wasim Ahmed1, BA, MSc, PhD; Francesc López Seguí2, MSc; Josep Vidal-Alaball3,4, MD, PhD; Matthew S Katz5, MD

1Department of Marketing, Operations and Systems, Newcastle University Business School, Newcastle University, Newcastle Upon Tyne, United Kingdom
2TIC Salut Social, Generalitat de Catalunya, Barcelona, Spain
3Health Promotion in Rural Areas Research Group, Gerència Territorial de la Catalunya Central, Institut Català de la Salut, Sant Fruíts de Bages, Spain
4Unitat de Suport a la Recerca de la Catalunya Central, Fundació Institut Universitari per a la recerca a l’Atenció Primària de Salut Jordi Gol i Gurina, Sant Fruíts de Bages, Spain
5Department of Radiation Medicine, Lowell General Hospital, Lowell, MA, United States

Corresponding Author:
Wasim Ahmed, BA, MSc, PhD
Department of Marketing, Operations and Systems
Newcastle University Business School
Newcastle University
5 Barrack Rd
Newcastle Upon Tyne, NE1 4SE
United Kingdom
Phone: 44 1912081704
Email: wasim.ahmed@newcastle.ac.uk

Abstract

Background: During the COVID-19 pandemic, a number of conspiracy theories have emerged. A popular theory posits that the pandemic is a hoax and suggests that certain hospitals are “empty.” Research has shown that accepting conspiracy theories increases the likelihood that an individual may ignore government advice about social distancing and other public health interventions. Due to the possibility of a second wave and future pandemics, it is important to gain an understanding of the drivers of misinformation and strategies to mitigate it.

Objective: This study set out to evaluate the #FilmYourHospital conspiracy theory on Twitter, attempting to understand the drivers behind it. More specifically, the objectives were to determine which online sources of information were used as evidence to support the theory, the ratio of automated to organic accounts in the network, and what lessons can be learned to mitigate the spread of such a conspiracy theory in the future.

Methods: Twitter data related to the #FilmYourHospital hashtag were retrieved and analyzed using social network analysis across a 7-day period from April 13-20, 2020. The data set consisted of 22,785 tweets and 11,333 Twitter users. The Botometer tool was used to identify accounts with a higher probability of being bots.

Results: The most important drivers of the conspiracy theory are ordinary citizens; one of the most influential accounts is a Brexit supporter. We found that YouTube was the information source most linked to by users. The most retweeted post belonged to a verified Twitter user, indicating that the user may have had more influence on the platform. There was a small number of automated accounts (bots) and deleted accounts within the network.

Conclusions: Hashtags using and sharing conspiracy theories can be targeted in an effort to delegitimize content containing misinformation. Social media organizations need to bolster their efforts to label or remove content that contains misinformation. Public health authorities could enlist the assistance of influencers in spreading antinarrative content.

(J Med Internet Res 2020;22(10):e22374) doi:10.2196/22374
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Introduction

Since its detection in China in late 2019, SARS-CoV-2 has spread worldwide and been declared a pandemic, with negative effects on both human health and the global economy [1-3]. The dramatic consequences of the pandemic have led to the appearance of numerous conspiracy theories. One of the most successful theories linked 5G to the spread of the disease, leading to misinformation and the burning of 5G towers in the United Kingdom [4]. Other hoaxes have linked the severity of COVID-19 to the genetics of Spaniards and Italians or to vitamin D deficiency [5,6]. There has also been no shortage of hoaxes suggesting that chlorine dioxide can cure the disease [5].

In the first week of April 2020, another conspiracy theory emerged, which suggested that the pandemic was really an elaborate hoax. Drivers of this conspiracy theory argued that it could not exist because hospitals were empty or were operating as normal and therefore there were fewer COVID-19 cases than what had been reported. Its supporters also claimed that the severity of the disease had been exaggerated by the scientific community and the press. This then led to the encouragement of citizens to go to hospitals and film them to show that they were empty. The hashtag #FilmYourHospital was used when posting such videos on social media [7,8].

Misinformation is a matter of public concern. If citizens believe that COVID-19 is a hoax, they may be more eager for lockdown restrictions to ease and they may refuse future vaccines. Recent research has found that those who endorse or believe in conspiracy theories are less likely to adhere to government recommendations such as staying at home or keeping a safe distance between others [9]. The study also found that those who believed in conspiracy theories were also less likely to accept a future diagnostic test or vaccination [9]. In case of future outbreaks, it is important to understand the drivers behind this conspiracy theory so that future ones can be prevented and fought.

In this context, the aim of this study was to analyze the Film Your Hospital conspiracy theory that argued that COVID-19 is a hoax. Specifically, we set out to address the following questions:

1. Who were the drivers of this conspiracy theory on Twitter?
2. What online sources of information were used as evidence to support the theory, including the most retweeted tweets?
3. What was the ratio of automated accounts to organic accounts in the network?
4. What lessons can be learned to mitigate the spread of such a conspiracy theory in the future?

This study is the first empirical investigation into the #FilmYourHospital conspiracy theory and its novelty lies in the social network analysis, identification of influencers, identification of the most shared URLs and hashtags, and identification of genuine accounts as compared to bots. This study may have practical value for the development of recommendations for public health authorities.

Methods

A computer running Microsoft Windows 8 was used to retrieve data in Microsoft Excel 2010 (Microsoft Corp) using the professional version of the social media analysis software NodeXL (Social Media Research Foundation, release code +1.0.1.428+), which provides access to Twitter’s search application programming interface (API). The study retrieved data from a 7-day period from April 13, 2020, at 14:19 Coordinated Universal Time (UTC) to April 20, 2020, at 15:59 UTC. Users were included in the data set if they sent a tweet during the time the data was retrieved or were mentioned or replied to in these tweets. The keyword FilmYourHospital was used to retrieve data containing mentions of this phrase, including the hashtag #FilmYourHospital. There were 11,333 Twitter users within the network and they generated a total of 22,785 tweets, broken down as follows: 12,905 (56%) retweets, 2736 (12%) replies, 2425 (10.6%) mentions in retweets, 2194 (9.6%) mentions, and 2525 (11%) individual tweets.

Influential users, topics, and web sources were studied, and a social network analysis of the discussion was conducted with NodeXL, using a validated methodology used in previous research [4], which provided an understanding of the shape of the conversation [10-12]. In addition, a network graph was laid out using the Harel-Koren Fast Multiscale layout algorithm [11]. The graph’s vertices were grouped by cluster using the Clauset-Newman-Moore algorithm. NodeXL uses Twitter’s search API. URLs were automatically expanded within NodeXL. The Botometer tool [13] was used to find out the ratio of real to automated/bot accounts being used to tweet about this conspiracy. This was achieved by taking a 10% random sample of users who had sent original tweets and running the sample through Botometer. In understanding the network graph, the results build upon previous seminal research [14] that identified 6 network shapes and structures that Twitter topics may follow [11]: broadcast networks, polarized crowds, brand clusters, tight crowds, community clusters, and support networks. When analyzing popular websites within the network, the content was interpreted by reading the website or watching the video to which the tweet provided a link.

Results

Social Network Analysis

Figure 1 is a social network graph of the discussion surrounding the hashtag #FilmYourHospital. Each small color dot represents a user and a line between them represents an edge. Groups were formed around this topic based on how frequently users mentioned each other. There is an edge for each “replies-to” relationship in a tweet, an edge for each “mentions” relationship in a tweet, and a self-loop edge for each tweet that is not a “replies-to” or “mentions.” The size of the nodes are ranked by their betweenness centrality score (BCS) [14], which measures the influence of a vertex over the flow of information between all other vertices under the assumption that information flows over the shortest paths among them. The graph highlights how a number of different communities tweeting about this topic formed on Twitter. It is important to note that the tweets
collected were based on the overall topic and could include a small amount of irrelevant content or users arguing against the conspiracy. The three largest groups (groups 1-3) appeared to be “broadcast groups,” where tweets received a high number of retweets. Group 5 was an “isolates group,” where a number of tweets were sent that did not contain mentions (including retweets). This particular shape appears when a user’s tweet does not contain an @ sign (ie, it is an original tweet expressing a view or opinion that does not refer to any other participant in the discussion). Table 1 provides an overview of the tweets (reworded for anonymity) that contained the most retweets according to the cluster they belonged to within the network.

In groups 1 and 2, we can see that the most retweeted post suggested that the public were being misled about hospitals being empty and that hospitals were not busy or overrun, as had been suggested by the mainstream media. The tweet then called for users to film their hospitals to show this by using the hashtag #FilmYourHospital and for the hashtag to become a trending topic. This tweet was sent by a verified Twitter user. In group 3, the most popular tweet (posted in Spanish) called for users to watch the videos that were being posted on the #FilmYourHospital hashtag and “draw their own conclusions.” In group 4, the most popular tweet drew attention to an article posted by APNews, an American news agency. The tweet that was most popular in the fifth group drew attention to the #filmyourhospital hashtag. Table 2 provides an overview of the URLs that were most shared during this time.

Figure 1. Social network visualization of #FilmYourHospital.
Table 1. Most retweeted tweets in groups 1 to 5.

<table>
<thead>
<tr>
<th>Group</th>
<th>Tweet</th>
<th>Retweet Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Been to two LA hospitals that are supposed to be jam-packed according to the mainstream media. Yet, they are EMPTY and very quiet! Wonder why they are lying to us. As we can’t trust the news we should begin covering those – please send pictures of your hospital</td>
<td>21,896</td>
</tr>
<tr>
<td>2</td>
<td>Been to two LA hospitals that are supposed to be jam-packed according to the mainstream media. Yet, they are EMPTY and very quiet! Wonder why they are lying to us. As we can’t trust the news we should begin covering those – please send pictures of your hospital</td>
<td>21,896</td>
</tr>
<tr>
<td>3</td>
<td>Watch the videos that are being published in the #FilmYourHospital tag and draw your conclusions</td>
<td>2178</td>
</tr>
<tr>
<td>4</td>
<td>The lame mainstream media has been reporting that the #FilmYourHospital can be traced to Qanon which is a far right group</td>
<td>671</td>
</tr>
<tr>
<td>5</td>
<td>Come on people – hospitals are empty – only queues are for shopping supplies. Corona is a Hoax</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 2. Most shared URLs.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Title</th>
<th>URL</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>St Louis Doctor has had enough (video removed by YouTube)</td>
<td><a href="https://www.youtube.com/watch?v=shBlwyrBi0&amp;app=desktop">https://www.youtube.com/watch?v=shBlwyrBi0&amp;app=desktop</a></td>
<td>83</td>
</tr>
<tr>
<td>2</td>
<td>Health Worker Says EVERYONE Who Dies Has “Corona Virus” on their Death Certificate</td>
<td><a href="https://www.youtube.com/watch?v=ioUREi1myNs&amp;feature=youtu.be">https://www.youtube.com/watch?v=ioUREi1myNs&amp;feature=youtu.be</a></td>
<td>63</td>
</tr>
<tr>
<td>3</td>
<td>la tendencia que las redes sociales censuraron (English translation: the trend that social networks censored; video removed by YouTube)</td>
<td><a href="https://www.youtube.com/watch?v=DwY_tifuuhw&amp;feature=youtu.be">https://www.youtube.com/watch?v=DwY_tifuuhw&amp;feature=youtu.be</a></td>
<td>54</td>
</tr>
<tr>
<td>5</td>
<td>NHS staff party away in Dudley at Russell Hall Hospital while the world is on lockdown</td>
<td><a href="https://thetattyjournal.org/2020/04/17/nhs-staff-party-away-in-dudley-at-russell-hall-hospital-while-the-world-is-on-lockdown/?fbclid=IwAR2Y9AoddLDdo-K0Spss40xld-MNBi-AAzhM1JNPywRLvlTIl55Q9NTWnnQoM">https://thetattyjournal.org/2020/04/17/nhs-staff-party-away-in-dudley-at-russell-hall-hospital-while-the-world-is-on-lockdown/?fbclid=IwAR2Y9AoddLDdo-K0Spss40xld-MNBi-AAzhM1JNPywRLvlTIl55Q9NTWnnQoM</a></td>
<td>25</td>
</tr>
<tr>
<td>6</td>
<td>Why are all of these hospital workers dancing in hospitals which appear to be empty?</td>
<td>Removed for anonymity</td>
<td>23</td>
</tr>
<tr>
<td>8</td>
<td>Hospitals have slowed down – yet staff at hospitals are able to spend time making TikToks</td>
<td>Removed for anonymity</td>
<td>19</td>
</tr>
<tr>
<td>9</td>
<td>Very peculiar situation in the United States at the moment – also wonder why Twitter felt the need to remove the #FilmYourHospital hashtag</td>
<td>Removed for anonymity</td>
<td>18</td>
</tr>
<tr>
<td>10</td>
<td>[User handle removed for anonymity] placed in quarantine until May by filling the hospitals. Yesterday the Municipal Hospital of Tatuapé was empty. It is not to preserve lives, but to break São Paulo.</td>
<td>Removed for anonymity</td>
<td>17</td>
</tr>
</tbody>
</table>

In the first video, it is claimed the person speaking is a doctor, but the comments in the video and the office setting indicate that the person in the video may be a chiropractor. In the second video, a health worker notes that, on mainstream television, COVID-19 has been exaggerated and that all deaths in his hospital are being treated as COVID-19–related. The third most frequent URL shows a person who speaks against the conspiracy campaign and requests that people take the pandemic seriously. The fourth URL notes that polio outbreaks in Africa were caused by the mutation of a strain from a vaccine. The fifth URL linked to a news website critical of National Health Service (NHS) staff. Similarly, the sixth most popular URL linked to a tweet that was critical of medical professionals posting videos of themselves dancing in hospitals on social media. The seventh most popular URL noted that the US army's Seattle Field Hospital closed after 3 days without treating any patients. The eighth most popular URL was a tweet that was critical of medical professionals using TikTok to create videos (the tweet was later deleted). The ninth most shared URL linked to a tweet that questioned why Twitter had removed the trending hashtag #FilmYourHospital. The tenth most shared URL came from a user who claimed that a certain hospital was empty. Table 3 provides insight into the most shared hashtags from this time period that were used alongside the #filmyourhospital hashtag.
The three most frequently used hashtags were #filmyourhospital, #emptyhospitals, and #filmyourhospitals. It was also interesting to see the hashtag #lamestreammedia, which appeared to be critical of the mainstream media. Other hashtags included #endtheshutdown as well as the hashtag #plandemic, which refers to another viral conspiracy theory. Users sharing #endtheshutdown may have tried to use the conspiracy theory as an argument to end the lockdown.

Table 3. Most shared hashtags.

<table>
<thead>
<tr>
<th>Hashtag</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>filmyourhospital</td>
<td>13,984</td>
</tr>
<tr>
<td>emptyhospitals</td>
<td>1160</td>
</tr>
<tr>
<td>filmyourhospitals</td>
<td>1144</td>
</tr>
<tr>
<td>filmmeseuhospital</td>
<td>1045</td>
</tr>
<tr>
<td>covid19</td>
<td>840</td>
</tr>
<tr>
<td>coronavirus</td>
<td>759</td>
</tr>
<tr>
<td>coronahoax</td>
<td>649</td>
</tr>
<tr>
<td>lamestreammedia</td>
<td>609</td>
</tr>
<tr>
<td>endtheshutdown</td>
<td>478</td>
</tr>
<tr>
<td>plandemic</td>
<td>441</td>
</tr>
</tbody>
</table>

User Analysis

Table 4 ranks influential users who have more than 100 followers by their betweenness centrality score. The followers column notes the number of followers the user had. The in-degree coefficient examines the number of inbound connections and is helpful in highlighting the users who are potentially the most trusted. The out-degree coefficient examines the number of outbound connections by users, which is useful in highlighting the number of accounts users were referring to.

The most popular account belonged to a user who identified as a Brexit supporter, followed by two citizens, one of whom was from Brazil. This user was particularly active during this time and had sent out a total of 154 tweets. A number of accounts (such as 6 and 7) appeared to be in support of the idea that COVID-19 is a hoax and these accounts posted a number of tweets using the #FilmYourHospital hashtag. Account number 6 was the most active and had sent out a total of 163 tweets. The most common type of account in the network belonged to citizens supporting this conspiracy theory. Donald Trump did not tweet using the hashtag; however, he was a trusted node in the network, receiving a total of 310 inbound connections.

Figure 2 presents results from Botometer, which was used to assess the frequency of automated accounts. The results indicated that the rate of automated accounts was low (9.2% of the sample), as the majority of accounts had a score of 0.1 to 0.9 (52% of the sample). The accounts scoring 4 or higher were further examined, as were those that had their tweets deleted. It was found that these accounts had sent 136 tweets during the studied time period, although the total combined number of tweets the bots had sent before their accounts were removed was 323,096. The high-probably bot accounts had received a total of 373,508 likes and had a combined total of 22,855 followers. Table 5 highlights the most frequently used words that appeared in the user-bios of users who had a score over 4 and/or whose account was deleted.

It can be seen that high-probability automated accounts and/or deleted accounts contained the words “maga” and “trump” with the highest frequencies within their user bios.

Table 4. Influential users.

<table>
<thead>
<tr>
<th>Rank</th>
<th>User</th>
<th>Betweenness centrality</th>
<th>Followers</th>
<th>In-degree</th>
<th>Out-degree</th>
<th>NodeXL Group in Figure 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Brexit supporter (UK)</td>
<td>14,153,758</td>
<td>1219</td>
<td>7</td>
<td>154</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>Citizen</td>
<td>12,085,093</td>
<td>194</td>
<td>695</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Citizen</td>
<td>12,055,635</td>
<td>2679</td>
<td>631</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>President Donald Trump</td>
<td>11,194,004</td>
<td>77,802,730</td>
<td>310</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>George News</td>
<td>11,138,055</td>
<td>141,840</td>
<td>615</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>Citizen</td>
<td>7,948,257</td>
<td>191</td>
<td>16</td>
<td>163</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>Citizen</td>
<td>6,816,583</td>
<td>5904</td>
<td>0</td>
<td>78</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>Citizen</td>
<td>6,107,454</td>
<td>176</td>
<td>239</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>Nongovernmental organization</td>
<td>4,656,161</td>
<td>14,779</td>
<td>14</td>
<td>130</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>Citizen</td>
<td>3,616,519</td>
<td>1838</td>
<td>189</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 2 presents results from Botometer, which was used to assess the frequency of automated accounts. The results indicated that the rate of automated accounts was low (9.2% of the sample), as the majority of accounts had a score of 0.1 to 0.9 (52% of the sample). The accounts scoring 4 or higher were further examined, as were those that had their tweets deleted. It was found that these accounts had sent 136 tweets during the studied time period, although the total combined number of tweets the bots had sent before their accounts were removed was 323,096. The high-probably bot accounts had received a total of 373,508 likes and had a combined total of 22,855 followers. Table 5 highlights the most frequently used words that appeared in the user-bios of users who had a score over 4 and/or whose account was deleted.

It can be seen that high-probability automated accounts and/or deleted accounts contained the words “maga” and “trump” with the highest frequencies within their user bios.
Figure 2. Assessing the number of bots on a scale from 0 to 5 using Botometer.

Table 5. Top 5 most frequently used keywords in bios of users who scored 4 or over and whose account was deleted.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Word</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>trump</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>maga</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>patriot</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>support</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>love</td>
<td>4</td>
</tr>
</tbody>
</table>

Discussion

In regard to the first research question, this study found that the most frequent drivers of the #FilmYourHospital conspiracy theory appeared to be ordinary citizens; one of the most influential users is a Brexit supporter. Previous research on other COVID-19 conspiracies has also found that accounts that appeared to belong to citizens were the most influential [11].

Regarding the second research question, we found that YouTube was the information source most linked to by users. The most retweeted post belonged to a verified Twitter user, suggesting that Twitter tools aimed at identifying verified and trustworthy users do not always work. Regarding the third research question, related to automated accounts, we found that there was a low volume of bots in this social network analysis and a low volume of accounts that were deleted within the network.

YouTube was a popular platform for hosting content used to support this conspiracy. Certain tweets sharing the conspiracy theory also became very popular on Twitter. For instance, the tweet sent by the verified user contained a vast number of replies from other users indicating support of the view that COVID-19 is a hoax. Although our results found that some content had been deleted on Twitter and YouTube, there were still tweets and YouTube videos that remained online.

A number of recommendations can be made to attempt to combat the propagation of misinformation. First, as recommended in previous research [15], public health authorities could use the hashtag and enlist the assistance of influencers to share the antinarrative (ie, reasons against the conspiracy). The majority of genuine (versus automated) accounts show the nature and popularity of the conspiracy. Second, bots would need to be countered in a more technical manner. It is important to note that most of them already existed before the beginning of this specific conspiracy theory, suggesting a broader problem. However, not all automated bots are set up for malicious purposes. Social media organizations could monitor for suspicious accounts set up to spread misinformation. Third, as our results show, the “citizen-based” #FilmYourHospital hoax should be countered with untargeted, trustworthy information, delivered from public health authorities as well as popular culture influencers (as mentioned above). Previous academic research suggests that explaining flawed arguments and describing scientific consensus to other people may help lessen the effect of misinformation about science [16]. Lastly, public health authorities and governments should enlist the help of the public in using the “report content” features across social media platforms. With a collective effort in rapidly reporting false and misleading information, a coordinated response would allow it to be detected and removed faster. This tactic may be more effective than the public engaging with the content, which may inadvertently raise its profile.

The network shape of this conspiracy theory differs from that of a conspiracy theory linking 5G and COVID-19, as that...
theory’s network had a large isolated group where users were tweeting without mentioning each other [11]. Conversely, in the FilmYourHospital network, there appear to be denser groups, indicating a larger volume of retweets and mentions. A reason for this is that certain tweets became very popular, were retweeted with high frequency, and received a large number of replies. This demonstrates that this conspiracy theory was larger in size, attracting more users and tweets: when comparing the 7-day time period of this study to that of the COVID-19 and 5G conspiracy [4], “FilmYourHospital” had almost double the number of tweets. The limitations of this study are that a 7-day time period was examined and Twitter’s search API was used, which may exclude certain tweets. Future research could seek to examine the locations of users that had tweeted using the hashtag and correlate this data with the re-emergence of COVID-19. Another important aspect to note is that there were also tweets that were irrelevant, such as ads, and some tweets might have been from users questioning the conspiracy theory. Not all tweets can definitively be interpreted as supporting the conspiracy. Future research could seek to conduct an analysis of tweets to ascertain the percentage of tweets that were related to the conspiracy. Future research could also seek to analyze the social networks of multiple conspiracy theories and look for potential commonalities with respect to key users and information sources.
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Abstract

Background: Despite the results of the Testosterone Trials, physicians remain uncomfortable treating men with hypogonadism. Discouraged, men increasingly turn to social media to discuss medical concerns.

Objective: The goal of the research was to apply natural language processing (NLP) techniques to social media posts for identification of themes of discussion regarding low testosterone and testosterone replacement therapy (TRT) in order to inform how physicians may better evaluate and counsel patients.

Methods: We retrospectively extracted posts from the Reddit community r/Testosterone from December 2015 through May 2019. We applied an NLP technique called the meaning extraction method with principal component analysis (MEM/PCA) to computationally derive discussion themes. We then performed a prospective analysis of Twitter data (tweets) that contained the terms low testosterone, low T, and testosterone replacement from June through September 2019.

Results: A total of 199,335 Reddit posts and 6659 tweets were analyzed. MEM/PCA revealed dominant themes of discussion: symptoms of hypogonadism, seeing a doctor, results of laboratory tests, derogatory comments and insults, TRT medications, and cardiovascular risk. More than 25% of Reddit posts contained the term doctor, and more than 5% urologist.

Conclusions: This study represents the first NLP evaluation of the social media landscape surrounding hypogonadism and TRT. Although physicians traditionally limit their practices to within their clinic walls, the ubiquity of social media demands that physicians understand what patients discuss online. Physicians may do well to bring up online discussions during clinic consultations for low testosterone to pull back the curtain and dispel myths.

(J Med Internet Res 2020;22(10):e21383) doi:10.2196/21383
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Introduction

The Testosterone Trials were a coordinated series of placebo-controlled, double-blinded trials intended to elucidate risks and benefits of testosterone replacement therapy (TRT) in hypogonadal men [1-7]. Despite these recent trials, clinicians continue to be uncomfortable treating these men, in part due to unanswered questions related to cardiovascular outcomes and
cancer risk, as well as how TRT is portrayed in popular culture. Perhaps discouraged by conflicting information from physicians and traditional media, patients sometimes turn to social media platforms to discuss medical concerns with peers [8,9].

Interactive social media channels have emerged as potent resources for individuals to discuss health care concerns [9]. Reddit, an anonymous discussion platform with over 330 million monthly active users, serves as a popular internet destination for discussions of health-related topics [10]. The Reddit forum or subreddit r/Testosterone [11], which boasts over 30,000 active members, is devoted to answering questions, sharing personal accounts, and disseminating resources related to TRT and testosterone levels. Similar discussions occur on other social media sites, including Twitter, a microblogging platform with over 126 million daily active users [12].

We hypothesized that the content of online discussions about low testosterone can be classified into themes that may inform how physicians evaluate, counsel, and treat men with hypogonadism. Here, we apply quantitative natural language processing (NLP) techniques to identify dominant themes of discussions regarding low testosterone and TRT on social media.

Methods

Study Design and Sources of Data

An overview of our methodology is presented in Figure 1. The study comprised three phases: extraction of data from social media platforms (Figure 1A), automated organization of textual data (Figure 1B), and quantitative analysis of the textual data to identify dominant themes of the text (Figure 1C).

First, we retrospectively processed posts and comments from the Reddit community r/Testosterone from December 2015 through May 2019. Reddit data were extracted using BigQuery (Google LLC), an enterprise data analytics platform, from a dataset uploaded for public use [13] (Figure 1A). We evaluated both parent posts (the main post in a Reddit discussion) and comment posts (submitted in response to a parent post). We applied a word count criterion of >20 words for parent posts to exclude potential spam, deleted text, and posts composed only of links to other websites. As we anticipated the average word count of comment posts to be less, we used a more relaxed word count criterion of >5 words for comment posts.

Next, Twitter data (tweets) were collected prospectively from June through September 2019 using the rtweet application [14], which integrates tweets for processing in RStudio version 1.1.463 (RStudio PBC) (Figure 1A). We extracted tweets containing the terms low testosterone, low T, and testosterone replacement. We applied a word count criterion for tweets (>5 words per tweet), given the character count limitation imposed by the Twitter platform. Retweets (reposts of an identical, previously published tweet) were excluded from analysis.
Figure 1. Overview of methods: (A) extraction of Reddit and Twitter data using BigQuery and rtweet, respectively; (B) processing of raw text data using the meaning extraction helper to generate a binary text matrix for each data set; (C) meaning extraction method with principal component analysis generates word clusters for each dataset. Rotated component plots are shown with x-, y-, and z-axes representing the three clusters that capture the greatest variance of the data. MEH: meaning extraction helper; MEM: meaning extraction method; PCA: principal component analysis.

Natural Language Processing Using the Meaning Extraction Method

Reddit parent posts, Reddit comment posts, and tweets from Twitter were separately subjected to an NLP technique called the meaning extraction method (MEM) [15] with principal component analysis (PCA). MEM/PCA tracks words that cluster together to derive themes quantitatively [15]. This approach has been previously validated to reveal information about individuals’ personalities, communication strategies, and behaviors [16,17].

To automate the MEM, we used the topic modeling application meaning extraction helper version 2 [18] to deconstruct each
post or tweet into its component words. Stop words (eg, articles, prepositions, and transitions) were filtered out. Remaining words were ranked by their frequencies of appearance in each post or tweet (Figure 1B). Words were then subjected to PCA with varimax rotation (Figure 1C) using SPSS Statistics version 25 (IBM Corporation). PCA identified clusters of words that frequently appeared together. Each word was conferred a factor loading, the correlation coefficient between the word and the cluster to which it belonged. Factor loading thresholds of >0.20 are appropriate when performing PCA of text data to capture a sufficient proportion of the variance in the data [19,20]. We assigned a descriptive theme to each cluster based on the words within it.

Subset Analyses on Key Topics of Interest

Given widespread interest and controversy regarding the potential associations of TRT with cardiovascular disease and prostate cancer risk, we sought to quantitate the appearance of these topics on Reddit and Twitter. Subset analysis was performed to determine the frequencies of the words prostate, cancer, PSA (prostate-specific antigen), heart, attack, stroke, cardiovascular, and death. Furthermore, to identify the degree to which individuals allude to seeking consultation with a health care provider, an additional analysis was performed to determine the frequencies of the relevant terms doctor, urologist, endocrinologist, and appointment.

Statistical Validity of Principal Component Analysis

To assess applicability of PCA to each dataset, the Kaiser-Meyer-Olkin (KMO) statistic, a measure of sampling adequacy (values >0.60 are adequate), and the Bartlett test for sphericity, which tests if there are significant correlations among variables of interest, were calculated [21].

Ethics

Consistent with previous investigations on social media data, this work was exempted by the institutional review board of the University of California, Los Angeles, as it involves publicly available data and does not involve human subjects.

Results

Total Number of Posts Extracted From Social Media

From the r/Testosterone community on Reddit, we retrospectively extracted 19,083 parent posts and 218,082 comment posts over the 42-month period of study. After exclusions, 12,665 parent posts and 186,670 comment posts remained. From Twitter, we prospectively extracted 7467 tweets over 4 months; 6659 tweets remained after exclusions.

Natural Language Processing of Reddit Data

Using MEM for Reddit parent post and comment post data, we identified 5 factors, or thematic word clusters, that included words with factor loadings greater than 0.30 and 0.20, respectively (Tables 1 and 2).

The following themes emerged from NLP of Reddit data: seeing a doctor, results of laboratory tests, administration of TRT, and lifestyle interventions (both parent posts and comment posts); symptoms of hypogonadism (parent posts only); and TRT medications (comment posts only). Table 3 contains representative quotations that feature each Reddit theme. Some quotes have been abridged in the interest of space.
Table 1. Thematic clusters, word frequencies, and associated factor loading coefficients derived from the meaning extraction method with principal component analysis of parent posts from the Reddit community r/Testosterone (n=12,665).

<table>
<thead>
<tr>
<th>Cluster and word</th>
<th>Factor loading coefficient</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Results of laboratory tests</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LH (luteinizing hormone)</td>
<td>0.72</td>
<td>13.2</td>
</tr>
<tr>
<td>FSH (follicle-stimulating hormone)</td>
<td>0.70</td>
<td>11.4</td>
</tr>
<tr>
<td>Free</td>
<td>0.67</td>
<td>26.3</td>
</tr>
<tr>
<td>Prolactin</td>
<td>0.61</td>
<td>8.8</td>
</tr>
<tr>
<td>TSH (thyroid-stimulating hormone)</td>
<td>0.58</td>
<td>7.7</td>
</tr>
<tr>
<td>SHBG (sex hormone binding globulin)</td>
<td>0.57</td>
<td>12.3</td>
</tr>
<tr>
<td>Total</td>
<td>0.56</td>
<td>24.3</td>
</tr>
<tr>
<td>Estradiol</td>
<td>0.54</td>
<td>11.3</td>
</tr>
<tr>
<td>Range</td>
<td>0.46</td>
<td>22.1</td>
</tr>
<tr>
<td>Result</td>
<td>0.41</td>
<td>26.0</td>
</tr>
<tr>
<td><strong>Lifestyle interventions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight</td>
<td>0.55</td>
<td>10.6</td>
</tr>
<tr>
<td>Fat</td>
<td>0.55</td>
<td>9.3</td>
</tr>
<tr>
<td>Eat</td>
<td>0.53</td>
<td>8.4</td>
</tr>
<tr>
<td>Diet</td>
<td>0.50</td>
<td>8.7</td>
</tr>
<tr>
<td>Gain</td>
<td>0.49</td>
<td>7.3</td>
</tr>
<tr>
<td>Lift</td>
<td>0.48</td>
<td>7.0</td>
</tr>
<tr>
<td>Muscle</td>
<td>0.46</td>
<td>9.8</td>
</tr>
<tr>
<td>Sleep</td>
<td>0.43</td>
<td>11.3</td>
</tr>
<tr>
<td>Gym</td>
<td>0.40</td>
<td>6.7</td>
</tr>
<tr>
<td>Body</td>
<td>0.38</td>
<td>11.6</td>
</tr>
<tr>
<td><strong>Seeing a doctor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctor</td>
<td>0.43</td>
<td>25.5</td>
</tr>
<tr>
<td>Low</td>
<td>0.37</td>
<td>43.3</td>
</tr>
<tr>
<td>Told</td>
<td>0.37</td>
<td>8.4</td>
</tr>
<tr>
<td>Level</td>
<td>0.35</td>
<td>34.6</td>
</tr>
<tr>
<td>Month</td>
<td>0.32</td>
<td>26.4</td>
</tr>
<tr>
<td>Appointment</td>
<td>0.32</td>
<td>5.1</td>
</tr>
<tr>
<td>Read</td>
<td>0.31</td>
<td>13.1</td>
</tr>
<tr>
<td>Endocrinologist</td>
<td>0.31</td>
<td>5.2</td>
</tr>
<tr>
<td>Treatment</td>
<td>0.31</td>
<td>7.5</td>
</tr>
<tr>
<td>Urologist</td>
<td>0.30</td>
<td>5.7</td>
</tr>
<tr>
<td><strong>Testosterone replacement therapy administration</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week</td>
<td>0.55</td>
<td>40.2</td>
</tr>
<tr>
<td>Dose</td>
<td>0.49</td>
<td>13.3</td>
</tr>
<tr>
<td>HCG (human chorionic gonadotropin)</td>
<td>0.46</td>
<td>13.5</td>
</tr>
<tr>
<td>Protocol</td>
<td>0.42</td>
<td>6.3</td>
</tr>
<tr>
<td>Injection</td>
<td>0.42</td>
<td>16.4</td>
</tr>
<tr>
<td>Day</td>
<td>0.42</td>
<td>28.4</td>
</tr>
<tr>
<td>CYP (cytochrome P450)</td>
<td>0.42</td>
<td>5.9</td>
</tr>
<tr>
<td>Cluster and word</td>
<td>Factor loading coefficient</td>
<td>Frequency</td>
</tr>
<tr>
<td>------------------</td>
<td>---------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Start</td>
<td>0.40</td>
<td>28.7</td>
</tr>
<tr>
<td>E2 (estradiol)</td>
<td>0.38</td>
<td>12.3</td>
</tr>
<tr>
<td>Twice</td>
<td>0.36</td>
<td>5.8</td>
</tr>
</tbody>
</table>

**Symptoms of hypogonadism**

<table>
<thead>
<tr>
<th>Cluster and word</th>
<th>Factor loading coefficient</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fog</td>
<td>0.76</td>
<td>5.0</td>
</tr>
<tr>
<td>Brain</td>
<td>0.75</td>
<td>5.7</td>
</tr>
<tr>
<td>Depress</td>
<td>0.42</td>
<td>11.7</td>
</tr>
<tr>
<td>Symptom</td>
<td>0.40</td>
<td>21.0</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.38</td>
<td>7.9</td>
</tr>
<tr>
<td>Libido</td>
<td>0.36</td>
<td>16.0</td>
</tr>
<tr>
<td>Erection</td>
<td>0.35</td>
<td>8.4</td>
</tr>
<tr>
<td>Sex</td>
<td>0.34</td>
<td>14.7</td>
</tr>
<tr>
<td>Energy</td>
<td>0.32</td>
<td>10.7</td>
</tr>
<tr>
<td>Drive</td>
<td>0.31</td>
<td>9.1</td>
</tr>
</tbody>
</table>
Table 2. Thematic clusters, word frequencies, and associated factor loading coefficients derived from the meaning extraction method with principal component analysis of comment posts from the Reddit community r/Testosterone (n=186,670).

<table>
<thead>
<tr>
<th>Cluster and word</th>
<th>Factor loading coefficient</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Seeing a doctor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctor</td>
<td>0.39</td>
<td>9.0</td>
</tr>
<tr>
<td>TRT (testosterone replacement therapy)</td>
<td>0.38</td>
<td>15.3</td>
</tr>
<tr>
<td>Treatment</td>
<td>0.33</td>
<td>2.7</td>
</tr>
<tr>
<td>Symptom</td>
<td>0.32</td>
<td>5.9</td>
</tr>
<tr>
<td>Life</td>
<td>0.31</td>
<td>4.0</td>
</tr>
<tr>
<td>People</td>
<td>0.30</td>
<td>5.9</td>
</tr>
<tr>
<td>Issue</td>
<td>0.29</td>
<td>5.3</td>
</tr>
<tr>
<td>Help</td>
<td>0.27</td>
<td>6.0</td>
</tr>
<tr>
<td>Cause</td>
<td>0.27</td>
<td>5.6</td>
</tr>
<tr>
<td>Hormone</td>
<td>0.26</td>
<td>3.9</td>
</tr>
<tr>
<td>Prescribe</td>
<td>0.26</td>
<td>2.6</td>
</tr>
<tr>
<td>Experience</td>
<td>0.25</td>
<td>2.8</td>
</tr>
<tr>
<td><strong>Results of laboratory tests</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Free</td>
<td>0.64</td>
<td>4.9</td>
</tr>
<tr>
<td>Total</td>
<td>0.58</td>
<td>4.9</td>
</tr>
<tr>
<td>SHBG (sex hormone binding globulin)</td>
<td>0.54</td>
<td>4.6</td>
</tr>
<tr>
<td>Range</td>
<td>0.44</td>
<td>5.9</td>
</tr>
<tr>
<td>Test</td>
<td>0.42</td>
<td>17.9</td>
</tr>
<tr>
<td>Low</td>
<td>0.38</td>
<td>15.4</td>
</tr>
<tr>
<td>LH (luteinizing hormone)</td>
<td>0.34</td>
<td>2.8</td>
</tr>
<tr>
<td>Lab</td>
<td>0.33</td>
<td>4.5</td>
</tr>
<tr>
<td>E2 (estradiol)</td>
<td>0.31</td>
<td>8.0</td>
</tr>
<tr>
<td>Normal</td>
<td>0.28</td>
<td>5.6</td>
</tr>
<tr>
<td>Result</td>
<td>0.26</td>
<td>4.3</td>
</tr>
<tr>
<td><strong>Testosterone replacement therapy administration</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week</td>
<td>0.60</td>
<td>13.0</td>
</tr>
<tr>
<td>Day</td>
<td>0.45</td>
<td>9.7</td>
</tr>
<tr>
<td>Injection</td>
<td>0.43</td>
<td>5.8</td>
</tr>
<tr>
<td>Dose</td>
<td>0.42</td>
<td>7.6</td>
</tr>
<tr>
<td>Inject</td>
<td>0.35</td>
<td>3.9</td>
</tr>
<tr>
<td>Start</td>
<td>0.33</td>
<td>9.1</td>
</tr>
<tr>
<td>Protocol</td>
<td>0.32</td>
<td>2.8</td>
</tr>
<tr>
<td>Feel</td>
<td>0.31</td>
<td>11.6</td>
</tr>
<tr>
<td>Month</td>
<td>0.31</td>
<td>7.2</td>
</tr>
<tr>
<td>Time</td>
<td>0.30</td>
<td>9.4</td>
</tr>
<tr>
<td><strong>Lifestyle interventions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fat</td>
<td>0.57</td>
<td>3.0</td>
</tr>
<tr>
<td>Eat</td>
<td>0.55</td>
<td>3.1</td>
</tr>
<tr>
<td>Diet</td>
<td>0.53</td>
<td>3.4</td>
</tr>
<tr>
<td>Weight</td>
<td>0.50</td>
<td>3.2</td>
</tr>
<tr>
<td>Cluster and word</td>
<td>Factor loading coefficient</td>
<td>Frequency</td>
</tr>
<tr>
<td>------------------------------------------</td>
<td>---------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Muscle</td>
<td>0.41</td>
<td>2.8</td>
</tr>
<tr>
<td>Body</td>
<td>0.34</td>
<td>4.7</td>
</tr>
<tr>
<td>Sleep</td>
<td>0.33</td>
<td>3.5</td>
</tr>
<tr>
<td><strong>Testosterone replacement therapy medications</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increase</td>
<td>0.40</td>
<td>4.2</td>
</tr>
<tr>
<td>Estrogen</td>
<td>0.37</td>
<td>3.3</td>
</tr>
<tr>
<td>Effect</td>
<td>0.36</td>
<td>4.2</td>
</tr>
<tr>
<td>Lower</td>
<td>0.32</td>
<td>4.7</td>
</tr>
<tr>
<td>Testosterone</td>
<td>0.30</td>
<td>11.9</td>
</tr>
<tr>
<td>Clomid</td>
<td>0.26</td>
<td>3.7</td>
</tr>
<tr>
<td>HCG (human chorionic gonadotropin)</td>
<td>0.26</td>
<td>5.9</td>
</tr>
</tbody>
</table>
Table 3. Representative quotations for each theme derived from the meaning extraction method. Asterisks are part of the quotations and do not refer to anything in the table.

<table>
<thead>
<tr>
<th>Data source and theme</th>
<th>Representative quotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reddit parent posts</td>
<td></td>
</tr>
<tr>
<td>Results of laboratory tests</td>
<td>Here’s what came up:</td>
</tr>
<tr>
<td></td>
<td>FSH&lt;sup&gt;a&lt;/sup&gt; 2.1 (1.5-12.4)</td>
</tr>
<tr>
<td></td>
<td>LH&lt;sup&gt;b&lt;/sup&gt; 5.6 (1.7-8.6)</td>
</tr>
<tr>
<td></td>
<td>Prolactin 15.25 (4.04-15.2)*</td>
</tr>
<tr>
<td></td>
<td>T, total&lt;sup&gt;c&lt;/sup&gt; 311.1 (249-836)*</td>
</tr>
<tr>
<td></td>
<td>SHBG&lt;sup&gt;d&lt;/sup&gt; 33.3 (16.5-55.9)</td>
</tr>
<tr>
<td></td>
<td>Free testosterone index 32.43 (35.0-92.6)*</td>
</tr>
<tr>
<td></td>
<td>shbg and dhea still pending. I had to get these results because i have an appointment with neurosurgeon soon and he will need the labs and mri&lt;sup&gt;e&lt;/sup&gt;.</td>
</tr>
<tr>
<td>Lifestyle interventions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Have been eating super clean. Working with a dietitian/personal trainer. Was dieting mostly high protein / low fat / low carb</td>
</tr>
<tr>
<td></td>
<td>I work out all the time lifting heavy weights, 3 or 4 times a week on average. I eat a good diet, take my zinc, vitamin D, and get in my fats and essential fats.</td>
</tr>
<tr>
<td>Seeing a doctor</td>
<td></td>
</tr>
<tr>
<td></td>
<td>I know several people on trt&lt;sup&gt;f&lt;/sup&gt;, but they all have the same doc...you walk in, tell him you want to get bigger, stronger, and faster, pay out of pocket for his blood test then buy your meds from his attached pharmacy. That’s not what I want. I want to find out what’s wrong without a preconceived bias.</td>
</tr>
<tr>
<td></td>
<td>So I go to the appointment. And the specialist I saw (a urologist) said he wasn’t the guy to see about this issue, and ended up referring me to another specialist.</td>
</tr>
<tr>
<td>Testosterone replacement therapy</td>
<td>T cyp&lt;sup&gt;g&lt;/sup&gt; 200 mg/ml - 0.32 mL IM/SQ twice weekly (~130 mg/week)</td>
</tr>
<tr>
<td>administration</td>
<td>HCG&lt;sup&gt;h&lt;/sup&gt; 500 IU SQ twice weekly to prevent testicular atrophy</td>
</tr>
<tr>
<td></td>
<td>No AI&lt;sup&gt;i&lt;/sup&gt; - low E2&lt;sup&gt;j&lt;/sup&gt;, monitor</td>
</tr>
<tr>
<td></td>
<td>DHEA&lt;sup&gt;k&lt;/sup&gt; 25 mg every night</td>
</tr>
<tr>
<td></td>
<td>So I don’t know what to do? Take my AI and hope that my E2 is high? Or keep not taking my AI and hope things will get better?</td>
</tr>
<tr>
<td></td>
<td>I literally can’t hold out a week to get another blood test and also I can’t afford it right now.</td>
</tr>
<tr>
<td>Symptoms of hypogonadism</td>
<td>All the normal symptoms: brain fog, mood swings, low libido, erectile dysfunction, inability to add muscle at the gym despite working out 3x a week.</td>
</tr>
<tr>
<td></td>
<td>Symptoms: brain fog, very low energy level, lifelessness-zombie feeling most days, very lethargic, mood swings, easy to get angry, grumpy and annoyed at earliest, no libido/sex drive, ED&lt;sup&gt;l&lt;/sup&gt;—less frequency, less powerful, minimal to no erections during sex, softer (haven’t had sex in years)</td>
</tr>
<tr>
<td>Reddit comment posts</td>
<td></td>
</tr>
<tr>
<td>Seeing a doctor</td>
<td>Many doctors—especially PCPs&lt;sup&gt;m&lt;/sup&gt;—are not fluent in the endocrine system. They aren’t supposed to be. Going to your primary care physician for hormone questions is a mistake. If you knew you had heart issues, wouldn’t you go to a cardiologist?</td>
</tr>
<tr>
<td></td>
<td>My PCP looked super confused and clueless as to what he was supposed to do for me. Doc made me do two more labs fasting to confirm then he referred me out to an endocrinologist. The endo made me do three more fasting labs and a testicular ultrasound to confirm.</td>
</tr>
</tbody>
</table>
Honestly I don’t think testosterone is your problem based on Sept 10th 2015 blood results. You have decent midrange total, and free testosterone. SHBG bounces around, so maybe it’s a testing error.

198 is low as hell for your dad, and even 450 for him would be low. Yours is lowish, but you have definite symptoms.

Testosterone replacement therapy administration

75 mg E5D® (105 mg per week). Doesn’t require an AI, doesn’t give me side effects. I am at ~700 on trough days and feel pretty damn good.

I had just moved to a standard TRT dose of Test Cyp, 100 mg/week. At 5’11”, 172 lbs, and 17% body fat, taking 1 mg of Arimidex every day tanked my E2. Dropping down to 0.25 mg Arimidex once a week had the same effect.

Lifestyle interventions

Eat good food, lift heavy, and get sleep. Repeat for two years.

TRT will not turn you into a bodybuilder. It may tone you a little bit (if everything is in check). But just saying “I eat good” literally means nothing. What are your macros? What’s your diet? Etc?

Testosterone replacement therapy medications

HCG is a water-based peptide hormone that can be injected to replace the lost LH hormone that TRT shuts down. Without hCG, the LH receptors in the testes are no longer getting activated. The results: the testes shrink.

Clomiphene. What a double-edged sword. First, Clomid will certainly have an effect on your testosterone levels. Usually, it is doses substantially higher than 12.5 mgs daily.

Tweets

Symptoms of hypogonadism

Keeping your hormone levels up is a crucial part of #health. Low T can lead to all types of adverse effects: - weight gain/belly fat - #LowEnergy - low sex drive

This, in turn, causes a lower sex drive, depression, reduced muscle mass, and low levels of energy. Erectile dysfunction is another symptom.

Cardiovascular risk

#Testosterone Replacement Therapy Lowers Heart Attack Risk

Aging men with low testosterone levels who take testosterone replacement therapy (TRT) are at a slightly greater risk of experiencing an ischemic stroke

Symptom improvement

Starting testosterone replacement therapy and thyroid medication at the same time is quite the 1-2 punch to the system. Endless energy, great sleep, and able to lift weights heavier and longer.

“My energy is back”: how testosterone replacement therapy is changing men’s lives

Derogatory comments and insults

That little cuck should be the poster boy for low T supplements
I was called effeminate and a low testosterone beta here for defending women’s rights.

a FSH: follicle-stimulating hormone.
b LH: luteinizing hormone.
c T, total: total testosterone.
d SHBG: sex hormone binding globulin.
e MRI: magnetic resonance imaging.
f TRT: testosterone replacement therapy.
g CYP: cytochrome P450.
h HCG: human chorionic gonadotropin.
i AI: aromatase inhibitor.
j E2: estradiol.
k DHEA: dehydroepiandrosterone.
l ED: erectile dysfunction.
m PCP: primary care physician.
n E5D: every 5 days.

The highest frequency word occurrences among parent posts as determined by PCA were low (5484/12,665 [43.30%] of posts), week (5092/12,665, 40.20%), level (4382/12,665, 34.60%), and start (3635/12,665, 28.70%). Among comment posts, the highest frequency word occurrences were test (33,414/186,670, 17.90%), low (28,747/186,670, 15.40%), TRT (28,561/186,670, 15.30%), and week (24,267/186,670, 13.00%). Parent post and comment post PCA accounted for 15.45% (1957/12,665) and 13.84% (25,835/186,670) of the total variance, respectively. KMO statistic was 0.91 for Reddit parent post data and 0.80 for Reddit comment post data, with Bartlett test <0.01, indicating that the Reddit data were appropriate for factor analysis using PCA.

Natural Language Processing of Twitter Data

Similarly, MEM for Twitter data identified 4 factors, or thematic word clusters, with factor loadings greater than 0.25 (Table 4). The following themes emerged from NLP of tweets: symptoms of hypogonadism, cardiovascular risk, symptom improvement, and derogatory comments and insults. The highest frequency word occurrences among tweets as determined by PCA were level (693/6659, 10.40%), male (426/6659, 6.40%), sex (213/6659, 3.20%), and increase (200/6659, 3.00%). Twitter PCA accounted for 9.01% (600/6659) of the total variance. KMO statistic was 0.61 for Twitter data, with Bartlett test <0.01, indicating that the Twitter data were appropriate for factor analysis using PCA. Of note, other studies using MEM/PCA have reported similar percentages of variance as those determined in our analysis of Reddit and Twitter data [22,23].
Table 4. Thematic clusters, word frequencies, and associated factor loading coefficients derived from the meaning extraction method with principal component analysis of tweets about low testosterone, low T, or testosterone replacement on Twitter (n=6659).

<table>
<thead>
<tr>
<th>Cluster and word</th>
<th>Factor loading coefficient</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptoms of hypogonadism</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Muscle</td>
<td>0.54</td>
<td>1.9</td>
</tr>
<tr>
<td>Mass</td>
<td>0.48</td>
<td>1.2</td>
</tr>
<tr>
<td>Sex</td>
<td>0.41</td>
<td>3.2</td>
</tr>
<tr>
<td>Libido</td>
<td>0.39</td>
<td>1.0</td>
</tr>
<tr>
<td>Level</td>
<td>0.36</td>
<td>10.4</td>
</tr>
<tr>
<td>Drive</td>
<td>0.35</td>
<td>1.8</td>
</tr>
<tr>
<td>Fat</td>
<td>0.32</td>
<td>1.3</td>
</tr>
<tr>
<td>Hormone</td>
<td>0.31</td>
<td>2.7</td>
</tr>
<tr>
<td>Body</td>
<td>0.28</td>
<td>2.3</td>
</tr>
<tr>
<td>Weight</td>
<td>0.27</td>
<td>1.1</td>
</tr>
<tr>
<td>Cardiovascular risk</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart</td>
<td>0.76</td>
<td>1.1</td>
</tr>
<tr>
<td>Attack</td>
<td>0.76</td>
<td>1.1</td>
</tr>
<tr>
<td>Risk</td>
<td>0.73</td>
<td>2.1</td>
</tr>
<tr>
<td>Increase</td>
<td>0.62</td>
<td>3.0</td>
</tr>
<tr>
<td>Symptom improvement</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change</td>
<td>0.69</td>
<td>2.2</td>
</tr>
<tr>
<td>Energy</td>
<td>0.69</td>
<td>2.9</td>
</tr>
<tr>
<td>Live</td>
<td>0.69</td>
<td>2.0</td>
</tr>
<tr>
<td>Life</td>
<td>0.21</td>
<td>2.1</td>
</tr>
<tr>
<td>Derogatory comments and insults</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boy</td>
<td>0.58</td>
<td>2.3</td>
</tr>
<tr>
<td>Soy</td>
<td>0.56</td>
<td>2.4</td>
</tr>
<tr>
<td>Beta</td>
<td>0.42</td>
<td>2.8</td>
</tr>
<tr>
<td>Cuck</td>
<td>0.29</td>
<td>1.0</td>
</tr>
<tr>
<td>Male</td>
<td>0.23</td>
<td>6.4</td>
</tr>
<tr>
<td>Girl</td>
<td>0.22</td>
<td>1.0</td>
</tr>
<tr>
<td>Little</td>
<td>0.22</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Word Occurrences on Key Topics of Interest
Subset analysis was performed to determine word occurrence frequencies in three key topics of interest that relate to TRT: prostate cancer risk, cardiovascular disease risk, and seeking consultation with a health care professional. These data are presented in Table 5.

In brief, over 1% of Reddit parent posts contain the terms prostate (143/12,665, 1.13%), cancer (143/12,665, 1.13%), PSA (210/12,665, 1.66%), or heart (175/12,665, 1.38%). Over a quarter of Reddit parent posts contain the term doctor (3235/12,665, 25.54%), while over 5% of parent posts refer to either a urologist (732/12,665, 5.78%) or endocrinologist (657/12,665, 5.19%). Frequencies of these terms were higher among Reddit posts than among tweets from Twitter.
Table 5. Subset analysis of word frequencies related to prostate cancer risk, cardiovascular disease risk, and seeking a health care consultation.

<table>
<thead>
<tr>
<th>Concern associated with testosterone replacement therapy</th>
<th>Word frequency (%)</th>
<th>Reddit parent post</th>
<th>Reddit comment post</th>
<th>Tweet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prostate cancer risk</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prostate</td>
<td>1.13</td>
<td>0.36</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>1.13</td>
<td>0.56</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>PSA*</td>
<td>1.66</td>
<td>0.25</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>Cardiovascular disease risk</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart</td>
<td>1.38</td>
<td>0.61</td>
<td>1.14</td>
<td></td>
</tr>
<tr>
<td>Attack</td>
<td>0.89</td>
<td>0.32</td>
<td>1.14</td>
<td></td>
</tr>
<tr>
<td>Stroke</td>
<td>0.23</td>
<td>0.13</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>0.13</td>
<td>0.13</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>Death</td>
<td>0.24</td>
<td>0.19</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td>Seeking health care consultation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctor</td>
<td>25.54</td>
<td>9.00</td>
<td>1.77</td>
<td></td>
</tr>
<tr>
<td>Urologist</td>
<td>5.78</td>
<td>1.36</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>Endocrinologist</td>
<td>5.19</td>
<td>0.97</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>Appointment</td>
<td>5.13</td>
<td>0.74</td>
<td>0.39</td>
<td></td>
</tr>
</tbody>
</table>

*PSA: prostate-specific antigen.

Discussion

Principal Findings

NLP techniques applied to unfiltered discussions on Reddit and Twitter offer a useful framework for understanding patient priorities outside the doctor’s office. We found that men largely turn to social media to learn about symptoms of low testosterone, interpretation of personal lab results, practicalities of TRT, and body changes with treatment. Notably, cardiovascular risk was a major discussion theme, echoing concerns among prescribers, who may be deterred by continued ambiguity despite the publication of the Testosterone Trials. Although NLP analysis did not reveal prostate cancer as a notable theme, a number of posts included text related to this topic, suggesting that this may represent an important discussion point for a subset of online discussions related to TRT.

Our results underscore that patients are searching for medical guidance related to hypogonadism on social media, an environment where anecdotes predominate and advertising often masquerades as medical advice [24]. TRT prescriptions have risen almost 4-fold over the last two decades, which can be attributed, in part, to off-label indications and direct-to-consumer advertising [25]. Even beyond standard TRT, testosterone-boosting supplements with minimal data to support their efficacy are aggressively marketed and readily available online [26]. But still, social media represents an enormous opportunity for the medical community to improve how we engage with our patients and to do so in a meaningful and impactful way. Potential interventions that may inoculate against coercive direct-to-consumer marketing practices include disseminating high-quality, open-access information related to hypogonadism. For example, Halpern et al [27] recently published a JAMA Patient Page article on hypogonadism. This single-page handout written in easily accessible language includes an infographic highlighting symptoms of hypogonadism and potential adverse effects of TRT, in addition to information related to etiology of hypogonadism and a discussion of potential cardiovascular and prostate cancer risks associated with TRT—all topics that emerged as major themes of discussion from our data.

Social media platforms, including Reddit and Twitter, create a space for patients not only to obtain answers to questions that they are either uncomfortable or unwilling to ask in a face-to-face clinical setting but also to connect with others going through similar experiences. However, not all health-related discussions online are productive. Twitter featured the theme of derogatory comments and insults, highlighting an undertone of stigma, which may compound existing barriers preventing men from accessing care [28]. In contrast, the seeing a doctor theme only emerged on Reddit, with more than 25% of parent posts mentioning the word doctor, compared with less than 2% on Twitter. This may reflect inherent differences among the two social media platforms, as Twitter is constrained by a strict character count limitation and is overall less anonymous, with discussants frequently using their true identities in their display usernames and account photos.

Although clinician engagement with the online hypogonadism community will become increasingly important in the coming years, improving the in-office clinical experience of our patients cannot be overemphasized. Our data reveal that many of the online discussions featured personal questions related to interpretation of lab results. This is consistent with a previous study exploring Reddit discussions of male factor infertility.
where nearly 20% of all posts featured a question related to personal semen analysis results [29]. Such discussions related to lab results cannot be addressed by disseminating a primer on hypogonadism and TRT, but instead demand the expertise of a clinician trained in managing male endocrinology and the related sexual, reproductive, and psychological comorbidities. Creating an in-office experience where men feel comfortable and safe to ask their questions and voice their concerns should be a priority for any outpatient clinical setting, but especially one that caters to men with suspected hypogonadism. Both outpatient primary care settings and urological outpatient clinics can learn from the success of the emerging multidisciplinary men’s health clinic [30].

Here we offer valuable insight into primarily patient concerns in a forum that allows for honest and unfiltered patient feedback as it relates to these discussants’ experiences with hypogonadism. Clinically, these data highlight that patients worry most about comorbidities, lifestyle factors impacted by low testosterone, and treatment options. While other aspects of hypogonadism can be discussed, these data highlight the most salient hypogonadism-related concerns for our patients. Additionally, this study can further improve on patients’ in-office experiences by informing how physicians can lead discussions to highlight aspects of low testosterone that patients may feel are not being adequately addressed.

Limitations
Our study is not without limitations. Although NLP techniques allowed us to analyze a large volume of discrete social media posts, generalizability of MEM is limited by the absence of contextual valence (positivity or negativity). However, this does not impair overall thematic identification. Additionally, discussants who turn to social media for health care information may be different with respect to demographics, health care priorities, and information preferences compared with those who do not; our results should therefore be interpreted within this context [31]. It should also be noted that some individuals use social media as a platform to vent about their experiences with health care professionals as they relate to hypogonadism care. This is an important distinction to make because it may not necessarily represent a lack of communication between patients and their physician but rather a discussant’s opportunity to share. Future studies may consider investigating to other Reddit communities, expanding Twitter search terms, or exploring other social media platforms.

Conclusions
This study represents the first evaluation of the social media landscape surrounding hypogonadism and TRT using NLP techniques. Our analysis of more than 200,000 discrete social media posts revealed dominant themes of discussion, which may inform how physicians evaluate and counsel men with hypogonadism. Understanding the complex internet landscape of hypogonadism discussions represents the first step in creating well-informed and clinically meaningful change. Although physicians traditionally limit their practices to within their clinic walls, the ubiquity of social media demands that physicians engage patients where they are, including online. Practicing physicians may do well to bring up online discussions during clinic consultations, to pull back the curtain and dispel myths.
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- **TRT**: testosterone replacement therapy

©Vadim Osadchiy, Tommy Jiang, Jesse Nelson Mills, Sriram Venkata Eleswarapu. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 07.10.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.

Nicolò Gozzi¹, MSc; Michele Tizzani², PhD; Michele Starnini², PhD; Fabio Ciulla³, PhD; Daniela Paolotti², PhD; André Panisson², PhD; Nicola Perra¹, PhD

¹University of Greenwich, London, United Kingdom
²ISI Foundation, Torino, Italy
³Quid Inc, San Francisco, CA, United States

Corresponding Author:
Nicolò Gozzi, MSc
University of Greenwich
Old Royal Naval College
Park Row
London, SE10 9LS
United Kingdom
Phone: 44 020 8331 8000
Email: n.gozzi@gre.ac.uk

Abstract

Background: The exposure and consumption of information during epidemic outbreaks may alter people’s risk perception and trigger behavioral changes, which can ultimately affect the evolution of the disease. It is thus of utmost importance to map the dissemination of information by mainstream media outlets and the public response to this information. However, our understanding of this exposure-response dynamic during the COVID-19 pandemic is still limited.

Objective: The goal of this study is to characterize the media coverage and collective internet response to the COVID-19 pandemic in four countries: Italy, the United Kingdom, the United States, and Canada.

Methods: We collected a heterogeneous data set including 227,768 web-based news articles and 13,448 YouTube videos published by mainstream media outlets, 107,898 user posts and 3,829,309 comments on the social media platform Reddit, and 278,456,892 views of COVID-19–related Wikipedia pages. To analyze the relationship between media coverage, epidemic progression, and users’ collective web-based response, we considered a linear regression model that predicts the public response for each country given the amount of news exposure. We also applied topic modelling to the data set using nonnegative matrix factorization.

Results: Our results show that public attention, quantified as user activity on Reddit and active searches on Wikipedia pages, is mainly driven by media coverage; meanwhile, this activity declines rapidly while news exposure and COVID-19 incidence remain high. Furthermore, using an unsupervised, dynamic topic modeling approach, we show that while the levels of attention dedicated to different topics by media outlets and internet users are in good accordance, interesting deviations emerge in their temporal patterns.

Conclusions: Overall, our findings offer an additional key to interpret public perception and response to the current global health emergency and raise questions about the effects of attention saturation on people’s collective awareness and risk perception and thus on their tendencies toward behavioral change.

(J Med Internet Res 2020;22(10):e21597) doi:10.2196/21597
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Introduction

Background

In the next influenza pandemic, be it now or in the future, be the virus mild or virulent, the single most important weapon against the disease will be a vaccine. The second most important will be communication.

This evocative sentence was written in May 2009 by John M Barry [1] in the early phases of what would soon become the 2009 H1N1 pandemic. In his essay, Barry summarized the mishandling of the deadly 1918 Spanish influenza, highlighting the importance of precise, effective, and honest information at the onset of health crises.

Eleven years later, the world is facing another pandemic. The cause is not a novel strain of influenza; however, unfortunately, Barry’s words are still extremely relevant. In fact, as SARS-CoV-2 spreads worldwide and a vaccine may still be far in the future, the most important weapons to reduce the burden of the disease are nonpharmaceutical interventions [2,3]. Social distancing has become paramount; gatherings have been cancelled, and mobility within and across countries has been dramatically reduced. While these measures have been enforced to different extents across nations, they all rely on compliance. The effectiveness of these measures is linked to risk and susceptibility perception [4]; thus, the information to which citizens are exposed is of fundamental importance.

History repeats itself, and humanity appears to not be able to learn from its past mistakes. As happened in 1918, despite early evidence from China [5,6], the virus was first equated by many people with common seasonal influenza. As in 1918, many national and regional governments organized campaigns aimed at encouraging social activities (and thus local economies) while actively attempting to convince people that their cities were safe and that the spread of the disease was isolated in faraway locations. For example, the hashtag #MiIanoNonSiFerma (“Milan does not stop”) was coined to invite citizens in Milan to go out and live normally, while free aperitifs were offered in Venice. In hindsight, of course, it is easy to criticize the initial response in Italy. In fact, the country was one of the first to experience rapid growth of hospitalization [7]. However, the Mayor of London, 12 days before the national lockdown and a few days after the extension of the cordon sanitaire to the entire country in Italy, affirmed via his official Facebook page [8] that “we should carry on doing what we’ve been doing.” More generally, in several western countries, news reports from other countries reporting concerning epidemic outbreaks were not considered to be relevant to the local situation. This initial phase aimed at conveying low local risk and boosting confidence in national safety was repeated, at different times, across countries. A series of surveys conducted in late February provide a glimpse of the possible effects of these approaches. These surveys report that citizens of several European countries, despite the grim news coming from Asia, were overly optimistic about the health emergency, placing their risk of infection at 1% or less [9]. As in 1918, countries that reacted earlier rather than later were better able to control the virus, with significantly fewer infections [10-14].

History repeats itself; however, the context is often radically different. In 1918, news circulated slowly via newspapers, controlled by editorial choices; of course, news also spread by word of mouth. In 2009, we witnessed the first pandemic in the social media era. Newspapers and television were still very important sources of information; however, Twitter, Facebook, YouTube, and Wikipedia started to become relevant for decentralized news consumption, boosting of peer discussions, and spreading of misinformation. Currently, these platforms and websites are far more popular and integral parts of society, and they are instrumental sources of national and international news circulation. Together with traditional news media, these platforms and websites are the principal sources of information for the public. As such, they are fundamental drivers of people’s perception and opinions and thus of their behaviors. This is particularly relevant for health issues. For example, approximately 60% of adults in the United States consulted web-based sources to gather health information [15].

Furthermore, some platforms are acknowledging their growing responsibility in media consumption and have introduced specific features to increase users’ awareness and levels of information.

Prior Work

With respect to past epidemics and pandemics, studies on traditional news coverage of the 2009 H1N1 pandemic highlighted the importance of framing and its effect on people’s perception, behaviors (eg, vaccination intent), and stigmatization of cultures at the epicenter of the outbreak, as well as how these factors differ across countries and cultures [16-21]. During the Zika virus epidemic in 2016, public attention was synchronized across US states, driven by news coverage about the outbreak and independent of the real local risk of infection [22]. With respect to the COVID-19 pandemic itself, a recent study clearly showed how Google searches for coronavirus in the United States spiked significantly immediately after the announcement of the first confirmed case in each state [23]. Several studies based on Twitter data have also highlighted how misinformation and low-quality information about COVID-19, although limited overall, spread before the local outbreak and rapidly expanded once local epidemics started [24-26]. In the current landscape, this spread of misinformation has the potential to encourage irrational, unscientific, and dangerous behaviors. On the other hand, despite some important limitations [27], modern media has become a key data source to observe and monitor health. In fact, posts on Twitter [28-33], Facebook [34], and Reddit [35,36], page views in Wikipedia [37,38], and searches on Google [39,40] have been used to study, nowcast, and predict the spreading of infectious diseases as well as the prevalence of noncommunicable illnesses. Therefore, in the current full-fledged digital society, information is not only key to inform people’s behavior but can also be used to develop an unprecedented understanding of these behaviors as well as of the phenomena driving them.
Goal of This Study

The context in which COVID-19 is unfolding is very heterogeneous and complex. Traditional and social media are integral parts of public perception and opinions, and they have potential to trigger behavior changes and thus influence the spread of the pandemic. This complex landscape must be characterized to understand the public attention and response to media coverage. Here, we addressed this challenge by assembling a heterogeneous data set that includes 227,768 news reports and 13,448 YouTube videos published by traditional media, 278,456,892 views of topical Wikipedia pages, and 107,898 submissions and 3,829,309 comments from 417,541 distinct users on Reddit, as well as epidemic data in four different countries: Italy, the United Kingdom, the United States, and Canada. First, we explored how media coverage and epidemic progression influence public attention and response. To achieve this, we analyzed news volume and COVID-19 incidence with respect to volumes of Wikipedia page views and Reddit comments. Our results show that public attention and response are mostly driven by media coverage rather than by disease spread. Furthermore, we observed the typical saturation and memory effects of public collective attention. Moreover, using an unsupervised topic modeling approach, we explored the different topics framed in traditional media and in Reddit discussions. We show that while the attention of news outlets and internet users toward different topics is in good accordance, interesting deviations emerge in their temporal patterns. Also, we highlight that at the end of our observation period, general interest grew toward topics about the resumption of activities after lockdown, the search for a vaccine against SARS-CoV-2, acquired immunity, and antibody tests. Overall, the research presented here offers insights to interpret public perception and response to the current global health emergency and raises questions about the effects of attention saturation on collective awareness and risk perception and thus on tendencies toward behavioral change.

Methods

Data Set

News Articles and Videos

We collected news articles using News API, a service that allows free downloads of articles published on the internet in a variety of countries and languages [41]. For each country considered, we downloaded all relevant articles published on the internet by selected sources in the period from February 7 to May 15, 2020. We selected relevant articles by considering those citing one of the following keywords: coronavirus, covid19, covid-19, ncov-19, and sars-cov-2. Note that for each article, we could access the title, a description, and a preview of the full text. In total, our data set consisted of 227,768 news articles; 71,461 were published by Italian media, 63,799 by UK media, 82,630 by US media, and 9878 by Canadian media.

Additionally, we collected all videos published on YouTube by major news organizations in the four countries under investigation via their official YouTube channels using the official application programming interface (API) [42]. In this process, we downloaded the titles and descriptions of all the videos and selected as relevant those that mentioned one of the following keywords: coronavirus, virus, covid, covid19, sars, sars-cov-2, and sarscov2. The reach of each channel (measured by the number of subscribers) varied drastically, from more than 9 million for CNN (United States) to approximately 12,000 for Ansa (Italy). In total, the YouTube data set consisted of 13,448 videos; 3325 were published by Italian channels, 3525 by UK channels, 6288 by US channels, and 310 by Canadian channels.

It is important to underline that while there is good overlap between the sources of news articles and videos, some do not match. This is due to the fact that not all news organizations have a YouTube channel, while others do not produce traditional articles. In Multimedia Appendix 1, we provide a complete list of the news outlets and YouTube channels we considered.

Reddit Posts

Reddit is a social content aggregation website on which users can post, comment, and vote on content. It is structured in subcommunities (ie, subreddits) that are centered around a variety of topics. Reddit has already been proven to be suitable for a variety of research purposes, ranging from the study of user engagement and interactions between highly related communities [43,44] to postelection political analyses [45]. Moreover, it has been used to study the impact of linguistic differences in news titles [46] and to explore recent web-related issues such as hate speech [47] and cyberbullying [48] as well as health-related issues such as mental illness [49]; it also provides insights into the opioid epidemic [50].

We used the Reddit API to collect all submissions and comments published in Reddit under the subreddit r/Coronavirus from February 15 to May 15, 2020. After cleaning the data by removing entries deleted by authors and moderators, we retained only submissions with scores >1 to avoid spam. We removed comments with <10 characters and with >3 duplicates to avoid including automatic messages from moderators. The final data set contained 107,898 submissions and 3,829,309 comments from 417,541 distinct users.

To characterize the topics discussed on Reddit, we then selected entries with links to English-language news outlets. The contents of the URLs were extracted using the available implementation of the method described in [51], resulting in 66,575 valid documents.

Reddit does not provide explicit information about users’ locations; therefore, we used self-reporting via regular expression to assign locations to users. Reddit users often declare geographical information about themselves in submissions or comment texts. We used the same approach described in [50], in which the use of regular expressions was found to be reliable, resulting in high correlation with census data in the United States; however, we acknowledge a potential higher bias at the country level due to heterogeneities in Reddit population coverage and user demographics. We selected all English-language texts containing expressions such as “I am from” or “I live in” and extracted candidate expressions from the text that followed the expressions to identify texts that
represented country locations. By removing inconsistent self-reporting, we were able to assign a country to 789,909 distinct users, among which 41,465 had posted at least one comment in the subreddit r/Coronavirus (13,811 from the United States, 6870 from Canada, 3932 from the United Kingdom, and 445 from Italy).

**Wikipedia Page Views**

Wikipedia has become a popular digital data source to study health information-seeking behavior [52] and to monitor and forecast the spreading of infectious diseases [53,54]. Here, we used the Wikimedia API [55] to collect the number of visits per day to Wikipedia articles and the total monthly visits to a specific project from each country. We considered language to be indicative of a specific country, suggesting that the relevant projects for our analysis would be written in English and Italian (ie, en.wikipedia and it.wikipedia, respectively). We chose articles directly related to COVID-19 and those in the “See also” section of each page at the time of the analysis (February 7 to May 15, 2020), including country-specific articles (see Multimedia Appendix 1 for the full list of webpages considered).

Except for Italian, where the language is highly indicative of the location, the number of visits to English pages is almost evenly distributed among English-speaking countries. To normalize the signal related to each country, we weighted the number of daily visits to a single article from a specific project \( p, S_c(d) \), with the total number of monthly visits from a country \( c \), to the related Wikipedia project \( p \), such that the number of daily page views for a given Wikipedia project and country is:

\[
\text{(1)} \quad \text{where the denominator is the total number of views of the specific Wikipedia project. The total volume of views on day } d \text{ from country } c \text{ is then given by the sum over all the articles } a \text{ and projects } p, \text{ namely:}
\]

\[
\text{(2)} \quad \text{Media Coverage and Collective Web-Based Response}
\]

With our data set, we aimed to provide an overview of media coverage and a proxy of public attention and response. On the one hand, the study of news articles and videos enabled us to estimate the exposure of the public to information about the COVID-19 pandemic in traditional news media. On the other hand, the study of users’ discussions and responses on social media (through Reddit) and information-seeking (through Wikipedia page views) allowed us to quantify the reaction of individuals both to the COVID-19 pandemic and to news exposure. As mentioned in the Introduction, previous studies showed the usefulness of social media, internet use, and search trends to analyze health-related information streams and monitor public reaction to infectious diseases [56-60]. Hence, we considered the volume of comments of geolocalized users on the subreddit r/Coronavirus to explore the public discussion in reaction to media coverage of the epidemic in the various countries; meanwhile, we considered the number of views of relevant Wikipedia pages about the COVID-19 pandemic to quantify users’ interest. It is important to stress that Reddit and Wikipedia provide different aspects of internet users’ behavior and collective response. In fact, while Reddit posts can be regarded as a general indicator of the web-based discussion surrounding the global health emergency, the number of visits to COVID-19-related Wikipedia pages is a proxy of health information-seeking behavior. Health information-seeking behavior is the act by which individuals retrieve and acquire new knowledge about a specific topic related to health [61,62]; it is likely to be triggered on a population scale by a disrupting event, such as the threat of a previously unknown disease [63,64].

**Linear Regression Approach to Model Collective Attention**

To analyze the relationship between media coverage, epidemic progression, and users’ collective web-based response, we considered a linear regression model that predicts the public response for each country given the amount of news exposure. To include “memory effects” in the public response to media coverage, we also considered a modified version of this simple model, in which we weight a cumulative news articles volume time series with an exponential decay term [22]. Formally, we define the new variable as:

\[
\text{(3)} \quad \text{where } \tau \text{ is a free parameter that sets the memory time scale and is tuned by comparing different variants of the linear regression with } \tau \in [1,45] \text{ in terms of the adjusted coefficient of determination } R^2 \text{ (results for the best } \tau \text{ are displayed). These two models were compared to a linear regression that considers only COVID-19 incidence to predict public collective attention. Then, the models considered are:}
\]

\[
\text{Model I: } y_t = \alpha_1 \text{incidence}_t + u_t
\]

\[
\text{Model II: } y_t = \alpha_2 \text{news}_t + u_t
\]

\[
\text{Model III: } y_t = \alpha_3 \text{news}_t + \alpha_2 \text{newsMEM}_t + u_t \tag{4}
\]

where \( y_t \) can be the volume of Reddit comments of geolocalized users or of country-specific Wikipedia visits, and \( u_t \) is the error term. In Multimedia Appendix 1, we provide more details on the model diagnostics and fitting procedure.

**Topic Modeling**

Topic modeling has emerged as one of the most effective methods for classifying, clustering, and retrieving textual data, and it has been the object of extensive investigation in the literature. Many topic analysis frameworks are extensions of well-known algorithms that are considered to be state-of-the-art for topic modeling. Latent Dirichlet allocation (LDA) [66] is the reference for probabilistic topic modeling. Nonnegative matrix factorization (NMF) [67] is the counterpart of LDA for matrix factorization. Although there are many approaches to temporal and hierarchical topic modeling [68-70], we chose to apply NMF to the data set and then build time-varying intensities.
for each topic using the publication dates of the articles. Starting from a data set \( D \) containing the news articles shared in Reddit, we extracted words and phrases with the methodology described in [71], discarding terms with frequencies >10, to form a vocabulary \( V \) with approximately 60,000 terms. Each document was then represented as a vector of term counts in a bag-of-words approach. We applied term frequency–inverse document frequency (TF-IDF) normalization [72] and extracted a total of \( K=64 \) topics through NMF:

\[
\sum_{t=0}^{f} R(t) dt
\]

where \( \| \cdot \| \) is the Frobenius norm and \( X \in \mathbb{R}^{D \times |V|} \) is the matrix resulting from TF-IDF normalization, subject to the constraint that the values in \( W \in \mathbb{R}^{D \times K} \) and \( H \in \mathbb{R}^{K \times |V|} \) must be nonnegative. The nonnegative factorization was achieved using the projected gradient method with sparseness constraints, as described in [73,74]. The matrix \( H \) was then used as a transformation basis for other data sets (eg, with a new matrix \( X \), we fixed \( H \) and calculated a new \( X \) according to Equation 5). For each topic \( k \), we built a time series \( s_k \) for each data set \( D \), where \( s_k \) is the strength of topic \( k \) at time \( t \). For the news outlets data set, \( D \), where \( D(t) \) is the set of all documents shared at time \( t \) in news outlets. For Reddit, we weighted each shared document by its number of comments, and \( D(t) \), where \( D(t) \) is the set of all documents shared at time \( t \) in Reddit and \( C_i \) is the number of comments associated with document \( i \). Finally, we defined the relevance \( R \) of a topic as the integral in time of the strength. Therefore, given \( t_0 \) and \( t_f \) as the start and end of our analysis interval, \( s_k \). In Multimedia Appendix 1, we show that choosing \( K=64 \) as the number of extracted topics provides a good balance between sufficient captured topic strength and good topic coherence.

Results

Impact of Media Coverage and Epidemic Progression on Collective Attention

To answer the important question of how collective attention is shaped by news media coverage and epidemic progression, we started by comparing the weekly volumes of news stories and videos published on YouTube, Wikipedia page views, and Reddit comments of geolocalized users with the weekly COVID-19 incidence in the four countries considered (Figure 1). It can be seen that as COVID-19 spread, both media coverage and public interest grew with time. However, public attention, quantified by the number of Reddit comments and Wikipedia page views, sharply decreased after reaching a peak, even though the volume of news stories and the incidence of COVID-19 remained high. Furthermore, the peak in public attention consistently anticipated the maximum media exposure and maximum COVID-19 incidence.

The correlation between media coverage, public attention, and progression of the epidemic is quantified in more detail in Table 1. The table shows that news coverage of each country is strongly correlated with COVID-19 incidence (both global and domestic) and slightly less correlated with the volumes of Reddit comments and Wikipedia views, which in turn are much less correlated with COVID-19 incidence (both global and domestic). This result was observed for all countries under consideration; it highlights how the spread of COVID-19 triggered media coverage as well as how public response was more likely to be driven by news exposure in each country than by the progression of COVID-19.

Beyond these observations, Figure 2 shows the share of citations of Chinese versus home country locations by Italian, UK, US, and Canadian news outlets before and after the first COVID-19 death occurred in those countries; the geographic locations were extracted from the text using the methods described in [75,76]. Interestingly, Italy is the only country where the news volume shows a higher correlation with domestic incidence than with global incidence (ie, news references to China). This suggests that Italian media coverage follows internal evolution more closely than global evolution, in contrast to other countries. This is probably due to the fact that Italy is the location of the first COVID-19 outbreak outside Asia. This observation is supported by Figure 2, which shows the citation share of Italian locations by Italian news media before and after the first COVID-19 death was confirmed in Italy on February 23, 2020. After this date, Italian locations represent about 74% of all places cited by Italian media (in our data set), with an increase of 45% with respect to the same statistics calculated before. Similar effects, although generally less intense, were observed in the other countries. Therefore, while media coverage is generally well synchronized with global COVID-19 incidence, the media attention gradually shifts toward the internal evolution of the pandemic as soon as domestic outbreaks erupt.
Figure 1. Normalized weekly volumes of news articles and YouTube videos, Reddit comments, and Wikipedia page views related to the COVID-19 pandemic and the incidence of COVID-19 in different countries.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Italy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>News</td>
<td>0.59</td>
<td>.04</td>
<td>0.92</td>
<td>&lt;.001</td>
<td>0.43</td>
<td>.17</td>
<td>0.71</td>
<td>.009</td>
</tr>
<tr>
<td>Global incidence of COVID-19</td>
<td>1</td>
<td>N/A (^a)</td>
<td>— (^b)</td>
<td>N/A</td>
<td>-0.42</td>
<td>.18</td>
<td>-0.01</td>
<td>.97</td>
</tr>
<tr>
<td>Country incidence of COVID-19</td>
<td>—</td>
<td>N/A</td>
<td>1</td>
<td>N/A</td>
<td>0.30</td>
<td>.34</td>
<td>0.64</td>
<td>.02</td>
</tr>
<tr>
<td><strong>United Kingdom</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>News</td>
<td>0.83</td>
<td>&lt;.001</td>
<td>0.74</td>
<td>.006</td>
<td>0.50</td>
<td>.10</td>
<td>0.62</td>
<td>.03</td>
</tr>
<tr>
<td>Global incidence</td>
<td>1</td>
<td>N/A</td>
<td>—</td>
<td>N/A</td>
<td>-0.04</td>
<td>.90</td>
<td>0.09</td>
<td>.77</td>
</tr>
<tr>
<td>Country incidence of COVID-19</td>
<td>—</td>
<td>N/A</td>
<td>1</td>
<td>N/A</td>
<td>-0.15</td>
<td>.64</td>
<td>-0.04</td>
<td>.91</td>
</tr>
<tr>
<td><strong>United States</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>News</td>
<td>0.84</td>
<td>&lt;.001</td>
<td>0.79</td>
<td>.002</td>
<td>0.70</td>
<td>.01</td>
<td>0.64</td>
<td>.03</td>
</tr>
<tr>
<td>Global incidence</td>
<td>1</td>
<td>N/A</td>
<td>—</td>
<td>N/A</td>
<td>0.25</td>
<td>.44</td>
<td>0.17</td>
<td>.60</td>
</tr>
<tr>
<td>Country incidence of COVID-19</td>
<td>—</td>
<td>N/A</td>
<td>1</td>
<td>N/A</td>
<td>0.16</td>
<td>.62</td>
<td>0.08</td>
<td>.81</td>
</tr>
<tr>
<td><strong>Canada</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>News</td>
<td>0.82</td>
<td>.001</td>
<td>0.71</td>
<td>.01</td>
<td>0.73</td>
<td>.007</td>
<td>0.59</td>
<td>.04</td>
</tr>
<tr>
<td>Global incidence</td>
<td>1</td>
<td>N/A</td>
<td>—</td>
<td>N/A</td>
<td>0.23</td>
<td>.46</td>
<td>0.06</td>
<td>.85</td>
</tr>
<tr>
<td>Country incidence of COVID-19</td>
<td>—</td>
<td>N/A</td>
<td>1</td>
<td>N/A</td>
<td>0.05</td>
<td>.87</td>
<td>-0.10</td>
<td>.76</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.  
\(^b\)—: not determined.
To more systematically explore the relationship between media coverage, public attention, and epidemic progression, we considered a linear regression model to nowcast the collective public attention for each country (quantified by the number of comments by geolocalized Reddit users or visits to relevant Wikipedia pages) using the volume of media coverage or the COVID-19 incidence as independent variables. We also included “memory effects” on the public attention by considering an exponential decaying term in the news time series [22]. We compared the three models, where the independent variables are the domestic incidence, the news volume, and the news volume plus a memory term, using the adjusted coefficient of determination ($R^2$) [65]. We found that the model that considered only COVID-19 incidence performed worse than the models that considered media coverage (Table 2). This enforces the idea that collective attention is mainly driven by media coverage rather than by COVID-19 incidence. In addition, we found that including memory effects improved the model performance.

Table 2. Adjusted $R^2$ values for the three linear regression models applied to predict Reddit comments and Wikipedia page views ($P<.001$).

<table>
<thead>
<tr>
<th>Country</th>
<th>Model I Reddit comments</th>
<th>Model I Wikipedia page views</th>
<th>Model II Reddit comments</th>
<th>Model II Wikipedia page views</th>
<th>Model III Reddit comments</th>
<th>Model III Wikipedia page views</th>
</tr>
</thead>
<tbody>
<tr>
<td>Italy</td>
<td>0.52</td>
<td>0.65</td>
<td>0.68</td>
<td>0.73</td>
<td>0.82 a</td>
<td>0.79</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.27</td>
<td>0.27</td>
<td>0.72</td>
<td>0.74</td>
<td>0.82</td>
<td>0.85</td>
</tr>
<tr>
<td>United States</td>
<td>0.42</td>
<td>0.35</td>
<td>0.82</td>
<td>0.74</td>
<td>0.89</td>
<td>0.82</td>
</tr>
<tr>
<td>Canada</td>
<td>0.35</td>
<td>0.23</td>
<td>0.83</td>
<td>0.71</td>
<td>0.90</td>
<td>0.82</td>
</tr>
</tbody>
</table>

aItalics indicate the superior performance of Model III.
More formally, we compared Model I to Model III using the Cox test [77] for nonnested models, and we compared Model II to Model III using the $F$ test [78] for nested models. In all cases we obtained $P$ values $<.001$, providing strong statistical evidence that Model III actually outperforms the other models. Not surprisingly, the coefficients of the “memory effects” term reported in Table 3 are negative for all countries. This implies that public attention actually saturates in response to news exposure and enables us to quantify the rate at which this phenomenon occurs.

In the next section, we will characterize the media coverage and internet users’ response more specifically in terms of content produced and consumed.

Table 3. Coefficient estimates (95% CI) for Model III (news plus memory effects). All coefficients are significant with $P<.001$.

<table>
<thead>
<tr>
<th>Country</th>
<th>News Reddit comments</th>
<th>Wikipedia page views</th>
<th>News plus memory effects Reddit comments</th>
<th>Wikipedia page views</th>
</tr>
</thead>
<tbody>
<tr>
<td>Italy</td>
<td>0.87 (0.60 to 1.14)</td>
<td>0.43 (0.29 to 0.58)</td>
<td>−0.41 (−0.59 to −0.23)</td>
<td>−0.15 (−0.26 to −0.04)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.95 (0.62 to 1.27)</td>
<td>0.99 (0.68 to 1.30)</td>
<td>−0.44 (−0.71 to −0.18)</td>
<td>−0.47 (−0.70 to −0.23)</td>
</tr>
<tr>
<td>United States</td>
<td>1.03 (0.79 to 1.27)</td>
<td>0.83 (0.58 to 1.09)</td>
<td>−0.51 (−0.77 to −0.24)</td>
<td>−0.46 (−0.73 to −0.19)</td>
</tr>
<tr>
<td>Canada</td>
<td>1.12 (0.89 to 1.36)</td>
<td>1.06 (0.67 to 1.44)</td>
<td>−0.40 (−0.59 to −0.22)</td>
<td>−0.45 (−0.72 to −0.18)</td>
</tr>
</tbody>
</table>

### Dynamics of Content Production and Consumption

While collective attention and media coverage are well correlated in terms of volume, the content and topics discussed by media and consumed by internet users may not be as synchronized [79,80]. To shed light on this issue, we adopted an unsupervised topic modeling approach to extract prevalent topics in the news articles mentioned and discussed on Reddit. Indeed, users on Reddit often post submissions containing news articles, and discussion unfolds in the comments under the submissions. Differently from the previous section and to provide a comprehensive overview of the topics discussed, in this section, we do not take any geographical context into account. However, in Multimedia Appendix 1, we provide some additional insights into the specific topics discussed by users in different countries.

We characterized the main topics discussed on Reddit by considering all submissions that included a news article in English. We then applied a topic modelling approach to the content of this news article set. Specifically, we extracted topics using NMF [67], a popular method for this type of task. In this way, we extracted the 64 most relevant topics in the news articles shared on Reddit. As a second step, we applied the model trained on the Reddit news to the set of articles published by mainstream media. That is, we characterized the news published by media outlets in terms of the topics discussed on Reddit. This choice enabled us to directly compare the topics covered by the media to the public discussion around this news exposure. A complete list of the 64 topics extracted with the most frequent words is provided in Multimedia Appendix 1. We considered the number of articles published on a certain topic as a proxy of general interest of traditional media in that topic; meanwhile, we measured the collective interest of Reddit users by the number of comments under the news articles on a specific topic. Figure 3 shows an overview of the topics extracted and a comparison of the interest of media and Reddit users. We obtained a diverse and heterogeneous set of topics, including the global spread of the virus (Outbreaks, WHO [World Health Organization], CDC [US Centers for Disease Control and Prevention]); COVID-19 symptoms, treatment, hospitals and care facilities (Symptoms, Medical Treatment, Medical Staff, Care Facilities); the economic impact of the pandemic and responses from the governments to the upcoming crisis (Economy, Money); different societal aspects (Sports, Religious Services, Education); and possible interventions to mitigate the spread of the virus (Face Masks, Social Distancing, Tests, Vaccine).
Figure 3. Differences in interest percentage shares of different topics by traditional media outlets and Reddit users. For example, +2% on the x-axis indicates that traditional media dedicates proportionally 2% more attention to that specific topic than Reddit users. CDC: US Centers for Disease Control and Prevention; UK: United Kingdom; WHO: World Health Organization.

Overall, the levels of attention of traditional media outlets and Reddit users toward the different topics are in good accordance. Indeed, in Figure 3, we represent the difference between interest shares toward different topics in media and Reddit submissions. That is, we computed the percentage share of attention dedicated by news outlets and Reddit users to each topic, and we subtracted these two quantities. We observed a maximum absolute mismatch in interest share of 2.61%. However, we observed that Reddit users are slightly more interested in topics regarding health (Symptoms, Medical Treatment), nonpharmaceutical interventions and personal protective equipment (Social Distancing, Face Masks), studies and information on the epidemic (Research, Surveys, Santa Clara Study, CDC), and specific public figures such as Anthony Fauci. Interestingly, the Santa Clara Study topic refers to the discussion about a controversial scientific paper suggesting that a much higher fraction of the population in Santa Clara County was infected with respect to what was originally thought [81]. Because the study suggested a lower mortality rate, the preprint was quickly leveraged to support protest against lockdowns [82]; meanwhile, substantial flaws have been detected in the scientific methodology of the paper [83].

The overview of topics presented here does not take temporal dynamics of interest into account. However, topics showing similar overall statistics may present a mismatch in temporal patterns. Hence, in the following, we take into account the temporal evolution of interest toward different topics. In Figure 4, we represent each topic as a single point: the x-coordinate and y-coordinate indicate the \( t_{1/2} \) when the topic reached 50% of its total relevance \( R \) in news outlets and on Reddit.
respectively, during the analysis interval. Therefore, topics in
the bottom left region became relevant very early in the public
discussion. Among these, we recognize themes centered on
early COVID-19 outbreaks (ie, Chinese, Japanese, Iranian, and
Italian outbreaks), events related to cruise ships, specific
countries (ie, Israel, Singapore, and Malaysia), and topics
regarding (early) health issues (ie, Symptoms, Confirmed Cases,
and CDC). In contrast, topics in the top right region became
relevant toward the end of the analysis interval (early May).

Figure 4. Scatter plot with the 64 topics extracted via nonnegative matrix factorization. The x-axis and y-axis coordinates indicate when a topic achieved 50% of its relevance in news outlets and on Reddit, respectively, during our analysis interval. CDC: US Centers for Disease Control and Prevention.

Note that the diagonal in Figure 4 (plotted as a dashed line) separates topics according to their temporal evolution. Above and below the diagonal, we find topics in which interest on Reddit grows slowly and quickly, respectively, with respect to the media coverage. Therefore, above the diagonal, the interest of Reddit users is mainly triggered by media exposure, while below it, the interest grows faster and declines rapidly despite sustained media exposure. The top left and bottom right regions are empty, indicating that as a first approximation, temporal patterns of attention by traditional media and Reddit users are well synchronized; however, interesting deviations from the diagonal are observable. For example, above the diagonal, one can mainly find topics related to various outbreaks, economics, and politics, for which the interest on Reddit follows the media coverage. Below the diagonal, we observe topics more related to everyday life, such as Schools, Medical Staff, Care Facilities, and Lockdown, for which the attention on Reddit accelerates with respect to media coverage and then declines rapidly. Note that our view of the topics discussed on Reddit is limited, as we only considered topics from news articles shared in submissions and did not explicitly take content expressed in comments into account. This ensures a proper comparison with the topics extracted from published news reports and explains the absence of points in the bottom right corner of Figure 4.
Discussion

Principal Results

In this work, we characterized the response of internet users to both media coverage and COVID-19 pandemic progression. As a first step, we focused on the impact of media coverage on collective attention in different countries, characterized as volumes of country-specific Wikipedia page views and comments of geolocalized Reddit users. We showed that collective attention was mainly driven by media coverage rather than epidemic progression, rapidly became saturated, and decreased despite media coverage and COVID-19 incidence remaining high. These results are in very good accordance with findings obtained in previous contexts related to epidemics and pandemics. Indeed, a similar media-driven spiky unfolding of public attention, measured through the information-seeking and public discussions of internet users, was observed during the 2009 H1N1 influenza pandemic [84,85], the 2016 Zika virus outbreak [86], influenza season [87], and more localized public health emergencies such as the 2013 measles outbreak in the Netherlands [88]. Our findings confirm the central role of the media, showing how media exposure is capable of shaping and driving collective attention during a national and global health emergency. Media exposure is another important factor that can influence individual risk perception as well [79,89-91]. The timing and framing of the information disseminated by media can actually modulate the attention and, ultimately, the behavior of individuals [2]. This becomes an even greater concern in a context where the most effective strategy to fight the spread of disease involves containment measures based on individuals’ behavior.

Also, we showed how media coverage sharply shifted to the domestic situation as soon as the first death was confirmed in the home country. Arguably, this may have played an important role in individual risk perception. We can speculate that reframing the emergency within a national dimension can amplify the perceived susceptibility of individuals [92,93] and thus increase the adoption of behavioral changes [4,94]. Indeed, previous studies showed that at the beginning of February 2020, people were overly optimistic regarding the risks associated with the new virus circulating in Asia, and their perception sharply changed after the first cases were confirmed in their countries [9,95].

As a second step, we focused on the dynamics of content production and consumption. We modeled topics published in mainstream media and discussed on Reddit, showing that Reddit users were generally more interested in health, data regarding the new disease, and interventions needed to halt the spreading with respect to media exposure. By taking into account the dynamics of the extracted topics, we showed that while their temporal patterns are generally synchronized, the public attention to topics related to politics and economics is mainly triggered by media exposure, while the interest in topics more related to daily life increases on Reddit with respect to media coverage.

Limitations

Of course, our research comes with limitations. First, we characterized the exposure of individuals to the COVID-19 pandemic by considering only news articles and YouTube videos published on the internet by major news outlets. However, individuals are also exposed to relevant information through other channels, with television being the most important [96]. Second, a 2013 Pew Internet Study found that Reddit users are more likely to be young men [97]; it was shown that around 15% of male internet users aged 18 to 29 years report using Reddit, compared to 5% of women in the same age range and 8% of men aged 30 to 49 years. Similarly, informal surveys proposed to users [98] showed that most respondents were males in their “late teens to mid-20s” and that female users were “very much in the minority.” Furthermore, Reddit is much more popular among urban and suburban residents than among individuals living in rural areas [97]. In addition to sociodemographic biases, other studies have suggested that Reddit has become an increasingly self-referential community, reinforcing the tendency to focus on its own contents rather than external sources [99]. Thus, the perceptions, interests, and behaviors of Reddit users may differ from those of the general population. A similar argument can be raised for Wikipedia searches. Indeed, the use of the internet, especially for information-seeking purposes, can vary across people with different sociodemographic backgrounds [100-102]. Additionally, we extracted Reddit users’ geographic location using a method based on regular expressions that has been successfully used in previous work [50]. However, because we have no ground truth data for comparison, we must consider the quality of location detection to be a possible limitation. Finally, our view on internet users’ reactions is partial. Indeed, we did not consider other popular digital data sources, such as Twitter. The reasons for this choice are twofold. First, many studies have already characterized public response during current and past health emergencies through the lens of Twitter [25,58,60,85,86,103,104]. Second, several studies have reported a high prevalence of bots as drivers of low-quality information and discussions on COVID-19 on this platform [24,25,105-107]. Thus, careful and challenging additional steps would be necessary to isolate, identify, and distinguish organic Twitter discussions and reactions that originated from traditional media from those sparked by social bots. We leave this for future work.

Conclusions

Our work offers further insights to interpret public response to the current global health emergency and raises questions about possible undesired effects of communication. On one hand, our results confirm the pivotal role of media during health emergencies, showing how collective attention is mainly driven by media coverage. Therefore, because people are highly reactive to the news they are exposed to at the beginning of an outbreak, the quality and type of information provided may have critical effects on risk perception and behaviors, which will ultimately affect the unfolding of the outbreak. However, we also found that collective internet attention saturates and declines rapidly, even when media exposure and disease circulation remain high. Attention saturation has the potential to affect collective awareness and perceived risk, which
ultimately affects the propensity toward virtuous individual behavioral changes aimed at mitigating the spread of disease. Furthermore, especially in the case of unknown viruses, attention saturation may exacerbate the spreading of low-quality information, which is likely to spread in the early phases of the outbreak when the characteristics of the disease are uncertain. Future work is needed to characterize the actual effects of attention saturation on human perceptions during a global health emergency. Our findings suggest that public health authorities should consider reinforcing specific communication channels, such as social media platforms, to compensate for the natural phenomenon of attention saturation. Indeed, these channels have the potential to create more durable engagement with people through a continuous loop of direct interactions. Currently, public health authorities are regularly issuing declarations on social media. However, the CDC did not even have a Twitter account in 2009 during the H1N1 pandemic (the account was created in May 2010). While this is just one example, it underlines that the communication of these global health emergencies through social media platforms is relatively new. Therefore, there is great need to further reinforce these channels and engage people through them. Simultaneously, public health authorities should consider strengthening additional communication channels. One example of this is the participatory surveillance platforms that are appearing worldwide, such as Influenzanet, Flu Near You, and FluTracking [108-110], which can deliver in-depth targeted information to individuals during public health emergencies and promote the exchange of information between people and public health authorities; this has potential to enhance the level of engagement in the community [111].
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Abstract

Background: The death of George Floyd while in police custody has resurfaced serious questions about police conduct that result in the deaths of unarmed persons.

Objective: Data-driven strategies that identify and prioritize the public’s needs may engender a public health response to improve policing. We assessed how internet searches indicative of interest in police reform changed after Mr Floyd’s death.

Methods: We monitored daily Google searches (per 10 million total searches) that included the terms “police” and “reform(s)” (eg, “reform the police,” “best police reforms,” etc) originating from the United States between January 1, 2010, through July 5, 2020. We also monitored searches containing the term “police” with “training,” “union(s),” “militarization,” or “immunity” as markers of interest in the corresponding reform topics.

Results: The 41 days following Mr Floyd’s death corresponded with the greatest number of police “reform(s)” searches ever recorded, with 1,350,000 total searches nationally. Searches increased significantly in all 50 states and Washington DC. By reform topic, nationally there were 1,220,000 total searches for “police” and “union(s);” 820,000 for “training;” 360,000 for “immunity;” and 72,000 for “militarization.” In terms of searches for all policy topics by state, 33 states searched the most for “training,” 16 for “union(s),” and 2 for “immunity.” States typically in the southeast had fewer queries related to any police reform topic than other states. States that had a greater percentage of votes for President Donald Trump during the 2016 election searched more often for police “union(s)” while states favoring Secretary Hillary Clinton searched more for police “training.”

Conclusions: The United States is at a historical juncture, with record interest in topics related to police reform with variability in search terms across states. Policy makers can respond to searches by considering the policies their constituencies are searching for online, notably police training and unions. Public health leaders can respond by engaging in the subject of policing and advocating for evidence-based policy reforms.
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policing; digital health, bioinformatics; public health; public interest; data mining; internet; search; trend; Google Trends

Introduction
The death of George Floyd at the hands of police has resurfaced serious questions about police conduct in the United States that has resulted in 1001 deaths of unarmed persons from 2013 through 2019 [1]. Despite widespread protests, public interest in police reform following George Floyd’s death has not been quantified.
Data-driven strategies that identify and prioritize the needs of the public may engender a public health response to improve policing [2,3]. We argue tracking changes in aggregate internet searches is one such strategy, where the content of searches reflects the thoughts and behaviors of the public, the volume of searches reflect their priority, and the location of the search reflects the community [4-6]. This strategy has informed rapid public health responses across many domains, including responses to demand for unproven therapies during the COVID-19 pandemic [7], demand for HIV testing following Charlie Sheen’s public HIV+ disclosure [8], interest in sexual harassment prevention and training following the #MeToo movement [9], and increased suicidal ideation during the initial airing of Netflix’s 13 Reasons Why drama [10], to name a few. Moreover, once traditional data became available—in some cases years later—these example findings were confirmed [11,12], underscoring the validity of mining search histories. Similarly, public health leaders can survey internet search trends to rapidly detect public interest in and priorities for police reform.

Herein, we assess public interest in police reforms by mining aggregate internet searches and discovering the types of reforms being searched for by the public, both on the national and US state level (including Washington DC). Such reforms include police training, police unions, police militarization, and the qualified immunity doctrine that reduces the liability police officers face for potential misconduct [13]. To translate these trends into potential policy making, we quantified the police reforms most searched for by each state (including DC) and how each state’s political culture reflected by results from the 2016 presidential election explained differences in searches.

Methods

We monitored the fraction of daily Google searches (per 10 million searches) that included the terms “police” and “reform(s)” originating from the United States between January 1, 2010, through July 5, 2020. This strategy would capture “reform the police,” “best police reforms,” etc as markers for general interest in policing reforms. We also monitored searches containing the term “police” with “training,” “union(s),” “militarization,” or “immunity.” These searches were selected because they have been frequently cited by experts as avenues for reforms [14-16], and represent public prioritization of specific policing reform topics. Search rates were monitored both at the national and state (including DC) level.

Quantifying the Impact of Mr Floyd’s Death

Using historical search rates for each outcome (“police,” “reform(s),” “training,” “union(s),” “militarization,” or “immunity”), we forecasted a counterfactual scenario of expected search rates had Mr Floyd’s death not occurred on May 25, 2020. The expected search rates were forecasted using an autoregressive integrated moving average (ARIMA) model, selected by Hyndman and Khandakar’s algorithm [17], fit to the historical search rates using all available data January 1, 2010, through May 24, 2020. The forecasted search rates were compared to observed search rates from May 25, 2020, through July 5, 2020, including computing the ratio of observed and expected search rates with bootstrap confidence intervals by day and cumulatively for the entire post period.

Do Search Rates for Specific Police Reform Topics Differ Across States?

First, to assess which states had the greatest number of searches for any policy topic, we estimated the cumulative search rates by state for each policy topic, by summing the fraction of searches per 10 million for the entire post period (May 25, 2020, through July 5, 2020) and ranking states accordingly. Second, to identify which specific policy topics had the greater interest within each state, we estimated each state’s total searches for any reform topic, by scaling the cumulative search volumes for each specific policy topic by the total cumulative search volume for all policy topics and ranking states accordingly. For each search query outcome, we contrasted any single state with the mean for all states and compared any two single or group of states by these percentages.

Does Political Culture Impact Searches for Police Reform Policy Topics?

Given the political implications in policy making, we evaluated how political culture impacted searches for specific policy topics, by comparing cumulative search rates by state for each policy topic against their percent vote share for President Donald Trump during the 2016 election. While crude, the presidential percent vote share is often used as an indicator of the political culture of states, reflecting the strength of support or opposition to conservative or liberal policies [18]. For each, we estimated the breakdown of searches for police reform policy topics by states voting for Hillary Clinton or Donald Trump to evaluate any absolute relationships. Secondarily, we evaluated how more support of Trump predicts searches for police reform policy topics by plotting states by their search volume post Mr Floyd’s death and percent vote share for Trump, and estimated the best fitting line including the slope of this line. All analyses were performed using R, version 3.5.1 (The R Project for Statistical Computing).

Results

Internet Searches for Police “Reform(s)”

The 41 days following Mr Floyd’s death corresponded with the greatest number of police “reform(s)” searches ever recorded, with the highest daily fraction of all searches for “reform(s)” eclipsing the past high by over 150-fold (Figure 1). In absolute terms, this translated into about 1,350,000 total searches for police “reform(s).”
Police “reform(s)” search rates cumulatively increased 3668% (95% CI 2113-6094) above expected levels and began increasing on May 25 with queries first eclipsing the past all-time high 5 days later (May 30) and ultimately setting the new record on June 16. During this time, local protests erupted (May 26), police officer Derek Chauvin was charged with third-degree murder and second-degree manslaughter over Mr Floyd’s death (May 29), protests went national (May 31), Mr Floyd’s brother testified at a House Judiciary Committee (June 10), Mr Rayshard Brooks’ death was recorded by video while struggling with police (June 12), and protests reached their peak (June 14) [19]. While queries declined, they remained significantly above expected levels through the last day of observation (July 5).

All states and Washington DC had statistically significant increases in search rates for police “reform(s).” By total volume, DC led all states with a total query fraction [QF] of 7300 per 10 million searches during the entire period after Mr Floyd’s death, more than 4.2-fold greater than the average for the states.

DC was followed by Alaska (QF=2760, 1.7-fold higher), Vermont (QF=2670, 1.65-fold higher), and Delaware (QF=2640, 1.64-fold higher). The states with the lowest cumulative search rates included Arkansas (QF=783, 55% below the mean), Maine (QF=1011, 41% below the mean), Kentucky (QF=1040, 40% below the mean), and Louisiana (1160, 33% below the mean).

**Internet Searches for Specific Police Reform Topics**

Searches for specific reform topics also set new national benchmarks (Figure 2). Searches for “police” and “union(s)” eclipsed the past all-time highs by 4.5-fold, “training” by 4.8-fold, “immunity” by 53-fold, and “militarization” by 34-fold. Statistically, police “immunity” search rates were cumulatively 945% (95% CI 480-6932) higher than expected during the entire post period, followed by “training” (305%; 95% CI 112-1307), “union(s)” (179%; 95% CI 5.8-353), and “militarization” (144%; 95% CI 94-193). This translates into about 1,220,000 total searches for “union(s),” 820,000 for “training,” 360,000 for “immunity,” and 72,000 for “militarization.”
Figure 2. Internet searches for specific police reforms following the death of George Floyd. Queries included all searches with the terms "police" and (A) “immunity,” (B) “union(s),” (C) “training,” or (D) “militarization.” The vertical dashed line corresponds to Mr. Floyd’s death on May 25, 2020.

By state, all states including DC had statistically significant increases in searches for specific reform topics after the killing of Mr. Floyd, including police “union(s)” (led by Maine, Rhode Island, Wyoming, and West Virginia), “training” (led by Pennsylvania, DC, Minnesota, and Delaware), “immunity” (led by DC, North Dakota, New Mexico, and New Hampshire), and “militarization” (led by DC, New Hampshire, Nevada, and Colorado) (Figure 3). Search rates were somewhat correlated by state across categories (overall intraclass correlation coefficient=0.31) and the 5 states with the lowest mean search rate across all outcomes after Mr. Floyd’s death were Mississippi, Alabama, Tennessee, Texas, and Arkansas (southern states), and 72% (95% CI 64-84) lower than the 5 states with the highest search rate (DC, Pennsylvania, Minnesota, Maine, and Delaware).
Within states, there were typically more searches for police “training” than any other reform topic, followed by police “union(s),” police “immunity,” and police “militarization” (Figure 4). Still, informative differences emerged in how states favored searching for one specific reform topic over another. In total, 33 states searched more often for police “training” than any other policy, including Alaska, Pennsylvania, Minnesota, and New Jersey, averaging 76% of the total search volume for all 4 reform search topics. In 16 states, police “union(s)” was searched more often than any other topic, including Wyoming, Mississippi, South Dakota, and West Virginia, averaging 66%. Only 2 states searched more for police “immunity” (North Dakota and New Mexico), and no states showed increased searches for police “militarization” compared to all other topics.
Figure 4. Internet searches for specific police reforms following the death of George Floyd, by US state (including Washington DC). Queries included
all searches with the terms “police” and (A) “immunity,” (B) “union(s),” (C) “training,” or (D) “militarization,” normalized to the total volume of
searches for all four topics by state following Mr Floyd’s death (May 25, 2020, through July 5, 2020). For instance, 37% for police “union(s)” in Alaska
means that 37% of searches for “union(s),” “immunity,” “training,” and “militarization” combined were for “union(s).” States are ordered alphabetically.

Of the states won by President Trump during the 2016
presidential election, 57% searched more for police “union(s),”
while 81% of states won by Secretary Clinton searched more
for “training.” Increased vote share for Trump predicted a
dose-response relationship with searches for police “union(s)”
or “training” (Figure 5). A 10% increase in vote share for Trump
predicted a 4.5% (95% CI 1.3-7.8) increase in cumulative
searches for police “union(s)” following Mr Floyd’s death. A
similar increase in Trump vote share predicted a 4.3% (95% CI
–8.1 to –0.5) decrease in cumulative searches for police “training.” Regardless of a vote preference for Trump or Clinton,
states were no more or less likely to search more for police
and “immunity” or “militarization” both absolutely and for a
marginal change in vote share for Trump.
Figure 5. Internet searches for specific police reforms and electoral support for President Donald Trump. Figure shows the proportion of a state voting for Trump in the 2016 election against the proportion of searches for "police" and (A) "immunity," (B) "union(s)," (C) "training," or (D) "militarization," relative to searches for all four reform topics following Mr Floyd’s death (May 25, 2020, through July 5, 2020). Solid lines are linear regressions.

Discussion

The United States is at an acute historical juncture with record demand for police reforms sweeping the entire nation. Our results quantify the increasing public interest in police reforms, led by an interest in reforming police training followed by unions, immunity, and militarization nationally. In some states, there is a greater interest in reforming unions or immunity doctrines.

Determining what aspects of police reform to prioritize based on public interest is a challenging problem for elected officials. We argue that monitoring the search queries of a population might clarify the needs and desires of a constituency in real time, especially when little other data is available. The increase in searches related to police reform indicates that the public is actively interested in police reforms, while searches for specific reform topics indicate a desire for leaders to explore these topics. Indeed, many of the reform topics searched for are backed by strong evidence. Restrictions on police unions that potentially advocate for the status quo and hinder reforms and curtailing police immunity that limit criminal and civil liability for police are both effective [20]. On the other hand, some reforms that may be inclusive of searches for “training” are more complex.
For example, reforms that implement training on procedural justice or the use of force is associated with less police violence [14], but racial sensitivity and implicit bias training are not associated with less police violence [21,22], even though unarmed Black individuals are more likely to be shot than unarmed White individuals [23]. In these cases, a search for training can serve as the basis for leaders to educate the public and seek additional feedback.

The latter raises a serious limitation of our approach; we cannot link search behavior to a policy preference or identify from whom queries originated. Regardless, searches can predict policy priorities on similar public safety issues, and they overcome many of the limitations that often delay traditional data gathering until the point that the data are no longer actionable [24,25]. Moreover, our focus is restricted to a few reform topics. Additional reform topics, such as body cameras (which have mixed empirical effect) [26] or limiting police funding (with unknown impacts and unanticipated effects) [27] can be studied using our approach. It is important that legislative leaders and policy makers listen to the voices of millions of constituents anonymously searching for solutions and consider policies inclusive of their reform interests as a starting point. Notably, the most high-profile police reform entitled “The Justice Act” proposed by Senator Tim Scott addressed training but did not address police unions, immunity, or militarization. Perhaps amendments to this proposed legislation might consider reforms targeting police unions, given that even in Mr Scott’s home state of South Carolina there were more searches related to police unions than training. Since most policy making occurs among states, decision makers there can rely on our results to identify policies that align with the interests of the public they serve. For instance, in North Dakota or New Mexico, policy makers might consider reforms to police immunity since that reform topic was searched more often than other topics. Extending our work to metropolitan areas can likewise inform more local responses.

While both the American Medical Association [28] and the American Public Health Association [29] have spoken out on police violence, the latter calling it a “public health crisis,” health researchers have done little to advance evidence-based police reforms. As of our writing, only 7 studies on PubMed mention “police” and “misconduct” [30] and 10 mention “police” and “reform(s)” [31] in their title or abstract. This is not to say there is little scientific work on police reform (there is a tremendous literature [32-34]), but little of it has been conducted from a public health perspective or with the benefit of considering strategies popularized by other public health policy successes. For instance, public health advocates have achieved substantial policy reforms to curb deaths attributable to tobacco use [35,36]. Public health scientists, physicians, and other health professionals must do more. Research on policing is essential to public health practice and aligns with public health’s core mission: prevention. The health community has extensive experience studying relevant areas, including unintended medical errors and systematic bias, and can bring those insights to the topic of policing. Moreover, now is the time for health leaders to insist on evidence-based reforms and support science on police reforms that are responsive to the public’s needs.

One way to rapidly leverage science to inform policing is to turn to free and abundant big media data. Researchers could further mine internet search data to answer questions related to police practices. For instance, victims of nonfatal instances of police misconduct might search online for help and these digital tracings could be used to evaluate trends and the geographic distribution of misconduct in almost real time. A similar method is already in practice among health researchers who study drug or device adverse events [37,38] and HIV/AIDS, malaria, and tuberculosis in Africa [39]. Expanding the study of policing to other forms of big media data, including social media, online forums, and news media can similarly provide actionable insights.

Policy changes and public health research in police reform lags while public interest in policing reform is at an all-time high. Research that can help inform policies to improve policing should become a priority among the public health community, with our study serving as a demonstration and call to action. By offering to provide policy makers contemporary insights into policing reform topics their constituents have sought online, we hope that policy makers and elected officials will be inspired to act to prevent unnecessary deaths, like Mr Floyd’s.
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Abstract

Background: Acne vulgaris is a common skin disease primarily affecting young adults. Given that the internet has become a major source of health information, especially among the young, the internet is a powerful tool of communication and has a significant influence on patients.

Objective: This study aimed to clarify the features of patients’ interest in and evaluate the quality of information about acne vulgaris on the internet.

Methods: We compared the search volumes on acne vulgaris with those of other dermatological diseases using Google Trends from January 2004 to August 2019. We also determined the search volumes for relevant keywords of acne vulgaris on Google and Naver and evaluated the quality of answers to the queries in KnowledgeiN.

Results: The regression analysis of Google Trends data demonstrated that the patients’ interest in acne vulgaris was higher than that for other dermatological diseases, such as atopic dermatitis ($\beta=-20.33$, 95% CI $-22.27$ to $-18.39$, $P<.001$) and urticaria ($\beta=-27.09$, 95% CI $-29.03$ to $-25.15$, $P<.001$) and has increased yearly ($\beta=2.38$, 95% CI $2.05$ to $2.71$, $P<.001$). The search volume for acne vulgaris was significantly higher in the summer than in the spring ($\beta=-5.04$, 95% CI $-9.21$ to $-0.88$, $P=.018$) and on weekends than on weekdays ($\beta=-6.68$, 95% CI $-13.18$ to $-0.18$, $P=.044$). The most frequently searched relevant keywords with “acne vulgaris” and “cause” were “stress,” “food,” and “cosmetics.” Among food, the 2 highest acne vulgaris–related keywords were milk and wheat in Naver and coffee and ramen in Google. The queries in Naver KnowledgeiN were mostly answered by a Korean traditional medicine doctor (53.4%) or the public (33.6%), but only 12.0% by dermatologists.

Conclusions: Physicians should be aware of patients’ interest in and beliefs about acne vulgaris to provide the best patient education and care, both online and in the clinic.

(J Med Internet Res 2020;22(10):e19427) doi:10.2196/19427

KEYWORDS
acne vulgaris; internet; infodemiology; infoveillance; cosmetics; diet; dermatology; Google
**Introduction**

**Background**

The internet has spread widely since the 1980s and has become a powerful tool and route of communication. People increasingly use it to find information about health problems. According to the Measuring the Information Society Report from 2018 by the International Telecommunication Union, the internet usage rate in South Korea was 95.10% in 2018 [1]. According to 2018 internet usage statistics by the Ministry of Science and Information and Communications Technology of South Korea, the internet usage rate was 91.5% (46,124,694 persons), and the average daily internet usage time in South Korea was 2 hours 15 minutes [2]. As internet usage increases, the influence of the internet is also growing. According to the 2018 internet usage statistics by the Ministry of Science and Information and Communications Technology of South Korea, we use it for viewing movies, videos, and images (87.0%); shopping (62.0%); banking (63.7%); and communication through messengers (95.9%) [2]. In the face of the rapid expansion of smartphones, smartphones have made the internet more ubiquitous; we can get any information wherever we are, which contributes to the percentage of people using the mobile internet (90.4%) in 2018 in South Korea. In particular, young people actively use the internet to exchange their thoughts and get information, including medical and health care information. Among people aged in their 10s, 20s, and 30s, the ratios of people using the internet were 99.9%, 99.9%, and 99.9%, respectively, and those of people using the mobile internet were 98.7%, 99.9%, and 99.9%, respectively [2].

Acne vulgaris is a very common dermatological disease and the 8th most common disease worldwide; it is estimated to affect 633 million people globally [3,4]. It primarily affects young adults, mostly in their teens, 20s, and 30s [5]. Four mechanisms are considered important in the pathogenesis of acne vulgaris: (1) sebaceous hypersecretion, (2) hair follicle hyperkeratosis, (3) colonization of *Cutibacterium acnes*, and (4) inflammatory reactions [6]. External factors such as the environment are also known as important risk factors. Mechanical stimulation like friction, psychological stress [7], and excessive sweating have also been suggested as causes of acne vulgaris. Food is also a possible cause, but the relationship is still unclear, even though there are studies that show a relationship between acne vulgaris and food. The most commonly involved site of acne vulgaris is the face, followed by the neck, back, and chest. Clinically, various kinds of skin lesions are possible: comedon, papule, pustule, and nodule. Deep skin lesions can result in scars, and it is estimated that 95% of acne vulgaris patients have acne scars [8], which can induce serious psychosocial problems [4].

**Goal of This Study**

Acne vulgaris is prevalent. It is observed in 80%–90% of adolescents and young adults, and it has high social interest because of its cosmetic sequelae and psychosocial problems. The purpose of this study was to clarify the features of patients’ interest in and evaluate the quality of information about acne vulgaris on the internet. Therefore, we aimed to investigate public interest in acne vulgaris by assessing the search volume of acne vulgaris–related keywords through the major search sites (Naver, Google) that are widely used in South Korea. In addition, we analyzed who answered questions about acne vulgaris on the internet and evaluated the answers posted on internet sites to investigate the accuracy of the information on the internet for public health.

**Methods**

**Study Design**

We used the search portal sites Naver and Google, which are among the most commonly used search sites in South Korea.

First, we compared the interest in acne vulgaris and other dermatological diseases by using Google Trends, a website that analyzes the popularity of top search queries in Google Search across various regions and languages. Google Trends provides a search volume index (0 to 100), which is the search volume relative to the total number of searches performed on Google. We compared the public interest in acne vulgaris to that of other dermatological disorders, such as atopic dermatitis or urticaria, as well as the yearly and seasonal trends in interest, using regression analysis of 15 years’ worth of Google Trends data. From the regression analysis of Google Trends 90-day data, we looked at whether there is a difference between interest on weekends and on weekdays. To determine whether there is a correlation between Google Trends geographic data and personal income, private consumption, or composition of the population, we performed correlation analyses. Keywords used for the search were “acne vulgaris,” “urticaria” (urticae or urtica were not included), and “atopic dermatitis” (atopic eczema was also included) in Korean.

Next, we compared search volumes using keywords for “acne vulgaris, treatment,” “acne vulgaris, laser,” “acne vulgaris, cause,” “acne vulgaris, diet,” and “acne vulgaris, cosmetics” in Korean in Google and Naver KnowledgeiN. We also sorted 500 answers by responders (dermatologist, general practitioner or specialist medical doctor, Korean medicine doctor, or general public) in Naver KnowledgeiN.

**Statistical Analysis**

We used linear regression analysis to observe yearly trends and seasonal trends; correlation analysis to determine correlations between Google Trends geographic data and personal income, private consumption, or composition of population; and text mining to express the search volume of acne vulgaris–related keywords. The statistics program R 3.6.2 was used to analyze data, and *P*<.05 was considered statistically significant.

**Results**

Acne Vulgaris is One of the Most Popular Dermatological Diseases on the Internet

The regression analysis of Google Trends data for 15 years demonstrated that patients’ interest in acne vulgaris was higher than the interest in atopic dermatitis (β=–20.33, 95% CI –22.27 to –18.39, *P*<.001) and urticaria (β=–27.09, 95% CI –29.03 to –25.15, *P*<.001). Public interest in acne vulgaris has increased yearly (β=2.38, 95% CI 2.05 to 2.71, *P*<.001) and was higher...
in summer than in spring ($\beta=-5.04$, 95% CI $-9.21$ to $-0.88$, $P=0.018$). But there was no significant difference between other seasons. For the temporal trends between weekends and weekdays, the interest in acne vulgaris on weekends was higher than on weekdays ($\beta=-6.68$, 95% CI $-13.18$ to $-0.18$, $P=0.044$; Figure 1).

**Figure 1.** Temporal trends in searches for acne: (A) Google Trends time data (15 years). The search volume index (0 to 100) represents the search volumes relative to the total number of Google searches. (B) Google Trends time data (90 days). The horizontal bars indicate weekends.

Seoul Has the Greatest Interest in Acne Vulgaris on the Internet Among Cities and Provinces

We also determined interest in acne vulgaris among cities and provinces through Google Trends geographic data. Seoul had the highest interest in acne vulgaris among cities and provinces, followed by Incheon and Daegu. Jeollabuk-do and Chungcheongbuk-do had the lowest interest. There was no significant correlation between search volumes and personal income (correlation coefficient=0.30, $P=.27$) or between search volumes and private consumption (correlation coefficient=0.37, $P=.16$; Table 1; Figure 2). There was also no significant correlation between search volume and age (Table 2).
Table 1. Acne vulgaris search volume and personal income in cities and provinces.

<table>
<thead>
<tr>
<th>Cities and provinces</th>
<th>Search volume</th>
<th>Personal income (annual, KRW)</th>
<th>Private consumption (annual, KRW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seoul</td>
<td>100</td>
<td>21,429,000</td>
<td>20,211,000</td>
</tr>
<tr>
<td>Incheon</td>
<td>91</td>
<td>17,550,000</td>
<td>14,486,000</td>
</tr>
<tr>
<td>Daegu</td>
<td>88</td>
<td>17,568,000</td>
<td>15,682,000</td>
</tr>
<tr>
<td>Gwangju</td>
<td>81</td>
<td>17,343,000</td>
<td>16,122,000</td>
</tr>
<tr>
<td>Jeju</td>
<td>79</td>
<td>17,464,000</td>
<td>15,107,000</td>
</tr>
<tr>
<td>Gyeongsangnam-do</td>
<td>78</td>
<td>16,864,000</td>
<td>14,735,000</td>
</tr>
<tr>
<td>Daejeon</td>
<td>77</td>
<td>18,454,000</td>
<td>16,286,000</td>
</tr>
<tr>
<td>Busan</td>
<td>76</td>
<td>18,332,000</td>
<td>16,208,000</td>
</tr>
<tr>
<td>Chungcheongnam-do</td>
<td>75</td>
<td>17,613,000</td>
<td>14,047,000</td>
</tr>
<tr>
<td>Jeollanam-do</td>
<td>75</td>
<td>15,938,000</td>
<td>14,112,000</td>
</tr>
<tr>
<td>Gyeonggi-do</td>
<td>74</td>
<td>18,580,000</td>
<td>15,786,000</td>
</tr>
<tr>
<td>Gyeongsangbuk-do</td>
<td>74</td>
<td>16,504,000</td>
<td>14,395,000</td>
</tr>
<tr>
<td>Gangwon-do</td>
<td>74</td>
<td>16,583,000</td>
<td>14,957,000</td>
</tr>
<tr>
<td>Ulsan</td>
<td>73</td>
<td>19,912,000</td>
<td>16,494,000</td>
</tr>
<tr>
<td>Jeollabuk-do</td>
<td>71</td>
<td>16,848,000</td>
<td>14,194,000</td>
</tr>
<tr>
<td>Chungcheongbuk-do</td>
<td>71</td>
<td>17,030,000</td>
<td>14,381,000</td>
</tr>
</tbody>
</table>

Figure 2. Regional trends in internet searches for acne.
Table 2. Acne vulgaris search volume and population composition in cities and provinces.

<table>
<thead>
<tr>
<th>Cities and provinces</th>
<th>Search volume</th>
<th>Ratio of the population in the age range, %</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Seoul</td>
<td>100</td>
<td>100</td>
<td>89</td>
<td>23.60</td>
<td>8.76</td>
<td>23.76</td>
<td>9.08</td>
<td>23.94</td>
</tr>
<tr>
<td>Incheon</td>
<td>83</td>
<td>81</td>
<td>95</td>
<td>23.76</td>
<td>9.89</td>
<td>24.13</td>
<td>10.23</td>
<td>24.40</td>
</tr>
<tr>
<td>Daegu</td>
<td>88</td>
<td>80</td>
<td>75</td>
<td>23.58</td>
<td>10.14</td>
<td>24.00</td>
<td>10.58</td>
<td>24.31</td>
</tr>
<tr>
<td>Gwangju</td>
<td>73</td>
<td>82</td>
<td>69</td>
<td>25.88</td>
<td>11.78</td>
<td>26.19</td>
<td>12.28</td>
<td>26.48</td>
</tr>
<tr>
<td>Jeju</td>
<td>90</td>
<td>78</td>
<td>100</td>
<td>23.30</td>
<td>11.05</td>
<td>23.53</td>
<td>11.39</td>
<td>23.74</td>
</tr>
<tr>
<td>Gyeongsangnam-do</td>
<td>77</td>
<td>80</td>
<td>80</td>
<td>21.93</td>
<td>10.25</td>
<td>22.31</td>
<td>10.56</td>
<td>22.68</td>
</tr>
<tr>
<td>Daejeon</td>
<td>82</td>
<td>69</td>
<td>99</td>
<td>25.13</td>
<td>10.77</td>
<td>25.43</td>
<td>11.18</td>
<td>25.67</td>
</tr>
<tr>
<td>Busan</td>
<td>73</td>
<td>70</td>
<td>65</td>
<td>21.53</td>
<td>8.61</td>
<td>21.95</td>
<td>8.93</td>
<td>22.31</td>
</tr>
<tr>
<td>Chungcheongnam-do</td>
<td>70</td>
<td>70</td>
<td>88</td>
<td>21.73</td>
<td>10.04</td>
<td>22.05</td>
<td>10.32</td>
<td>22.35</td>
</tr>
<tr>
<td>Jeollanam-do</td>
<td>76</td>
<td>76</td>
<td>81</td>
<td>20.73</td>
<td>9.75</td>
<td>21.04</td>
<td>10.11</td>
<td>21.34</td>
</tr>
<tr>
<td>Gyeonggi-do</td>
<td>77</td>
<td>72</td>
<td>76</td>
<td>23.97</td>
<td>10.59</td>
<td>24.33</td>
<td>10.96</td>
<td>24.59</td>
</tr>
<tr>
<td>Gangwon-do</td>
<td>80</td>
<td>66</td>
<td>73</td>
<td>21.58</td>
<td>9.72</td>
<td>22.12</td>
<td>10.12</td>
<td>22.46</td>
</tr>
<tr>
<td>Ulsan</td>
<td>63</td>
<td>73</td>
<td>68</td>
<td>23.79</td>
<td>10.52</td>
<td>24.36</td>
<td>10.89</td>
<td>24.86</td>
</tr>
<tr>
<td>Jeollabuk-do</td>
<td>74</td>
<td>64</td>
<td>72</td>
<td>22.23</td>
<td>10.39</td>
<td>22.64</td>
<td>10.78</td>
<td>22.90</td>
</tr>
<tr>
<td>Chungcheongbuk-do</td>
<td>85</td>
<td>73</td>
<td>58</td>
<td>22.55</td>
<td>10.27</td>
<td>22.92</td>
<td>10.40</td>
<td>23.24</td>
</tr>
</tbody>
</table>

Most Frequently Searched Relevant Keywords Were Cosmetics, Food, Laser, and Hormone

We searched Naver KnowledgeIN and Google for topics combined with “acne vulgaris” in 5 areas: treatment, cause, cosmetics, laser, and food (Table 3).

When comparing the number of search results from Naver KnowledgeIN with that from Google, Google had a greater number of search results: “acne vulgaris and cause,” 1,078,537/12,797,237, 8.4%, Naver and 11,718,700/12,797,237, 91.6%, Google; “acne vulgaris and food,” 257,137/5,740,137, 4.5%, Naver and 5,483,000/5,740,137, 95.5%, Google; “acne vulgaris and cosmetics,” 1,250,879/14,097,879, 8.9%, Naver and 12,847,000/14,097,879, 91.1%, Google; “acne vulgaris and treatment,” 277,918/2,035,700, 13.7%, Naver and 1,757,782/2,035,700, 86.3%, Google; and “acne vulgaris and laser,” 159,158/1,908,158, 8.3%, Naver and 1,749,000/1,908,158, 91.7%, Google.
Table 3. Frequently searched relevant keywords determined by text mining.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Naver</th>
<th>Google</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acne and cause</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stress</td>
<td>371,735</td>
<td>1,520,000</td>
</tr>
<tr>
<td>Food</td>
<td>265,991</td>
<td>1,890,000</td>
</tr>
<tr>
<td>Cosmetics</td>
<td>29,249</td>
<td>6,630,000</td>
</tr>
<tr>
<td><strong>Acne and food</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Milk</td>
<td>57,135</td>
<td>478,000</td>
</tr>
<tr>
<td>Flour</td>
<td>57,161</td>
<td>167,000</td>
</tr>
<tr>
<td>Coffee</td>
<td>27,005</td>
<td>1,460,000</td>
</tr>
<tr>
<td>Ramen</td>
<td>4285</td>
<td>1,370,000</td>
</tr>
<tr>
<td><strong>Acne and cosmetics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Toner</td>
<td>334,502</td>
<td>6,020,000</td>
</tr>
<tr>
<td>Lotion</td>
<td>332,153</td>
<td>814,000</td>
</tr>
<tr>
<td>Cleansing foams</td>
<td>57,135</td>
<td>472,000</td>
</tr>
<tr>
<td>Essences</td>
<td>68,667</td>
<td>1,250,000</td>
</tr>
<tr>
<td><strong>Acne and treatment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lasers</td>
<td>168,750</td>
<td>1,250,000</td>
</tr>
<tr>
<td>Antibiotics</td>
<td>54,363</td>
<td>184,000</td>
</tr>
<tr>
<td><strong>Acne and laser</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fraxel laser</td>
<td>40,542</td>
<td>154,000</td>
</tr>
<tr>
<td>Photodynamic therapy</td>
<td>29,933</td>
<td>125,000</td>
</tr>
<tr>
<td>Toning laser</td>
<td>18,613</td>
<td>428,000</td>
</tr>
<tr>
<td>Intense pulsed light</td>
<td>16,379</td>
<td>280,000</td>
</tr>
<tr>
<td>LED</td>
<td>1378</td>
<td>316,000</td>
</tr>
</tbody>
</table>

Information via the Internet Has Been Provided Mostly by Nonexperts

We sorted 500 answers by responders in Naver KnowledgeiN. The queries in Naver KnowledgeiN were mostly answered by Korean traditional medical doctors (267/500, 53.4%), but only 12.0% (60/500) by dermatologists, 33.6% (168/500) by the public, and 1.0% (5/500) by a general practitioner or a specialist medical doctor. The most common question about acne vulgaris was treatment (393/500, 78.6%), followed by cause (61/500, 12.2%), cosmetics (22/500, 4.4%), and laser (9/500, 1.8%).

Discussion

Principal Findings

People have greater interest in acne vulgaris than in other dermatological disorders, and patients’ interest in acne vulgaris has significantly increased yearly. There were also significant differences in interest between cities and provinces. But there were no significant correlations between public interest and personal income, private consumption, or composition of the population. We selected acne-related topics that people would be curious about: cause, food, cosmetics, treatment, and laser. Among the foods, there were many searches for milk, wheat, and coffee. Regarding lasers, Fraxel laser, photodynamic therapy (Naver), toning laser, and LED (Google) were of high interest. Answers to the questions on the internet were mostly provided by Korean traditional medical doctors (53.4%) or the public without expertise (33.6%) and only 12.2% by dermatologists.

Public interest in beauty has been increasing in South Korea. According to the International Society of Aesthetic Plastic Surgery, the size of the Korean plastic surgery market was estimated at about 5 trillion won in 2017, which was about a quarter of the world market, and the annual number of plastic surgeries per 1000 people was estimated at 13.5, making it first in the world [9]. The market size of the cosmetics and plastic surgery industries in South Korea has been growing [9,10], which could explain why the interest in acne vulgaris is high and increased much more abruptly than other dermatological disorders, such as atopic dermatitis. Another reason for this high interest may be that acne vulgaris mostly affects young people, who use the internet much more frequently.

People’s lifestyles and thoughts are related to internet search volumes. Because acne vulgaris frequently affects young people who work or go to school on weekdays [5], the search volume for acne vulgaris was significantly higher on weekends than on weekdays. Conventionally, people might think that the higher their income, the more they care about their appearance, but...
there was no significant correlation between public interest and personal income or private consumption. From this, we can see that people’s interest in beauty is universal regardless of economic condition. Related to this finding, some studies have revealed that concern about physical appearance has no association with socioeconomic status [11].

The internet can probably help to identify etiology and epidemiology of disease [12]. It is known that acne vulgaris tends to get worse in the summer [13,14]. High temperatures can change sebum excretion [15], which can worsen acne vulgaris. Consistently, we found that the search volume for acne vulgaris was significantly higher in summer than in spring. Several studies have suggested that dairy products, chocolate, and hyperglycemic foods, such as ramen and flour, can exacerbate acne vulgaris [16-22]. Consistent with these studies, we found that people frequently searched for ramen, flour, chocolate, or milk along with acne vulgaris. Stress and hormones, which were frequently searched by the public on the internet, are also well known to exacerbate acne vulgaris [7,23-25]. Similarly, there are many other studies attempting to estimate epidemiology or track outbreaks of various kinds of diseases, such as influenza, cellulitis, cancer, and tuberculosis, by using the internet [12,26,27].

The power of mass media is extremely strong, even in the medical field [28,29]. In Figure 1A, there was a peak in search volume around the second week of October 2010, probably caused by news articles reported on October 13, 2010, from Korean major broadcasters such as MBC, SBS, or MBN that emphasized the relevance of food and acne vulgaris. In addition to conventional mass media, the internet, smartphones, and social media are also emerging as influential tools [30-32]. In 2010, there was an abrupt spread of smartphones in South Korea, which enabled people to get health information wherever they are and contributed to the peak of search volumes in 2010.

<table>
<thead>
<tr>
<th>Source or harm</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anaki</td>
<td>The Naver Café, with a membership as high as 60,000 people, caused problems with the dissemination of unfounded medical information, such as neglecting children’s illness, refusing vaccinations, throwing chicken pox parties, and selling untested medicines.</td>
</tr>
<tr>
<td>Anyemo</td>
<td>This antivaccine movement website refused vaccinations without any reasonable evidence, which could cause pandemics of infectious diseases.</td>
</tr>
<tr>
<td>Measles epidemic in the United States</td>
<td>The measles epidemic in the United States has greatly increased because of the decrease in vaccination resulting from unfounded stories about vaccination spread through social media platforms such as Facebook.</td>
</tr>
</tbody>
</table>

**Limitations**

There are several limitations to this study. First, Google Trends provides only a relative search volume index, not the absolute search volume, and does not provide a way to calculate the search volume index. Second, we could not find statistically significant factors affecting geographic differences. Personal income, personal consumption, and composition of the population had only weak positive correlations with acne vulgaris. Third, there are many advertisements about acne vulgaris, which might not represent the real interest of the public. Fourth, we could not analyze the exact accuracy of information, but only estimate its quality through the ratio of who answered the questions in Naver KnowledgeiN. Last, it is not an interventional study. Further interventional studies are needed to measure the real effect of the internet in the real world.

**Conclusions**

As part of patient education, we dermatologists need to correct wrong information. In addition, we can use the internet for patient education by launching official websites that provide accurate information about skin diseases or by operating dermatologists’ Q&A sites. As such, we need to try both in and outside the office to understand people’s interests and beliefs.
in the internet space and try to intervene through the internet and smartphones to provide the best treatment and education for patients with skin diseases.
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Abstract

Background: The social media site Twitter has 145 million daily active users worldwide and has become a popular forum for users to communicate their health care concerns and experiences as patients. In the fall of 2018, a hashtag titled #DoctorsAreDickheads emerged, with almost 40,000 posts calling attention to health care experiences.

Objective: This study aims to identify common health care conditions and conceptual themes represented within the phenomenon of this viral Twitter hashtag.

Methods: We analyzed a random sample of 5.67% (500/8818) available tweets for qualitative analysis between October 15 and December 31, 2018, when the hashtag was the most active. Team coders reviewed the same 20.0% (100/500) tweets and the remainder individually. We abstracted the user’s health care role and clinical conditions from the tweet and user profile, and used phenomenological content analysis to identify prevalent conceptual themes through sequential open coding, memoing, and discussion of concepts until an agreement was reached.

Results: Our final sample comprised 491 tweets and unique Twitter users. Of this sample, 50.5% (248/491) were from patients or patient advocates, 9.6% (47/491) from health care professionals, 4.3% (21/491) from caregivers, 3.7% (18/491) from academics or researchers, 1.0% (5/491) from journalists or media, and 31.6% (155/491) from non–health care individuals or other. The most commonly mentioned clinical conditions were chronic pain, mental health, and musculoskeletal conditions (mainly Ehlers-Danlos syndrome). We identified 3 major themes: disbelief in patients’ experience and knowledge that contributes to medical errors and harm, the power inequity between patients and providers, and metacommentary on the meaning and impact of the #DoctorsAreDickheads hashtag.

Conclusions: People publicly disclose personal and often troubling health care experiences on Twitter. This adds new accountability for the patient-provider interaction, highlights how harmful communication affects diagnostic safety, and shapes the public’s viewpoint of how clinicians behave. Hashtags such as this offer valuable opportunities to learn from patient experiences.
Recommendations include developing best practices for providers to improve communication, supporting patients through challenging diagnoses, and promoting patient engagement.
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Introduction

Twitter is a social media platform for users to share 280-character posts. Globally, Twitter included an average of 145 million daily active users in 2019; [1] 22% of Americans use the platform [2]. Twitter serves as an appealing resource to 61% of American adults who look for web-based health information [3], of which 12% use Twitter or social networking to share health updates [4-6]. Patients and families can develop communities for specific medical conditions and health care–related education [7,8]. Health care professionals utilize Twitter for networking, disseminating medical information, policy and research, disease and health communication monitoring, and advocacy for specific issues [9-11]. By providing this open forum, Twitter enables novel forms of dialogue among and across patients, patient advocacy groups, and health care professionals.

Twitter hashtags are words or phrases that Twitter users include in their posts to demarcate posts by a common theme or content. The hashtag can be entered as a search term and demarcate a particular dialogue on the website; therefore, it is a method of indexing conversations. In October 2018, a hashtag titled #DoctorsAreDickheads emerged on Twitter. The term originated from a professional YouTube video maker, who posted a video on Twitter explaining that she had been diagnosed with Ehlers-Danlos syndrome and postural orthostatic tachycardia syndrome (POTS) [12]. After describing her 8-year-long process with various health care professionals to receive the diagnosis, she closed the video with the phrase, “doctors are dickheads.” As users began to respond, #DoctorsAreDickheads emerged as a viral hashtag; patients, caregivers, and health professionals responded to the phrase by sharing their own experiences and criticizing the use of the hashtag. As of July 2020, the hashtag had been used in a total of 37,624 tweets by 12,731 Twitter user accounts and is still in active use (personal communication with Symplur, August 7, 2020).

We sought to describe the concepts represented in this hashtag as part of a broader depiction of patient-driven communications about health. To this end, we conducted a qualitative, phenomenological analysis of this hashtag. Our goal was to describe the who, the what, and the how of this phenomenon: who is posting the hashtag (as per their health care–related role), what is being stated with this hashtag or what are the common medical conditions associated with the hashtag, and how dialogue and prevalent concepts related to it arose. These concepts highlight specific patient and clinician challenges that are voiced publicly on social media and will inform future efforts to improve the patient’s experience of care.

Methods

Data Collection

We reviewed all tweets with the hashtag using a report generated from Symplur, a health care social media analytics company [13]. The greatest peak of this hashtag was in late October 2018 (see Multimedia Appendix 1 for the frequency of hashtags over time).

We then obtained tweets containing the hashtag dated between October 24 and December 31, 2018, comprising the predominant wave of use of the hashtag. We were able to obtain all tweets in this period, except for October 25, 2018, because of Symplur’s export limit of 2000 tweets at a time. In total, there were 9670 original tweets during the selected period, of which we were able to extract 8818. We randomly sampled 5.67% (500/8818) tweets for analysis using a random number generator. We selected 500 as the sample size based on a precedent social media analysis; Chan et al [14] demonstrated that a qualitative analysis of a sample of 540 tweets was sufficient to identify themes in how individuals understand and engage in health behaviors. We downloaded all tweets into Google Sheets spreadsheets (Google) for data abstraction and coding and used Microsoft Excel (Microsoft) for tabulation and thematic analysis.

Data Processing of User Characteristics

We excluded tweets from abstraction if they were not in English, were nonsensical in content, or clearly posted by a bot (eg, had bot in the Twitter user profile). As Symplur exported the link to the original tweet, coders in the team reviewed the original Twitter post on the web and read the first tweet above or below the tweet of interest for context when necessary, as tweets can be either standalone comments or part of a conversation or thread. Team members abstracted the demographic role of Twitter users by reviewing the user profile and content of the tweet. For example, if a user described an experience while receiving medical care in their tweet, we abstracted their role as patient. If a user described themselves as an advocate for a clinical issue in their Twitter profile, we classified them as advocate. As there was a substantial overlap in role between patient and patient advocate, as evidenced by tweet content or profile, we developed a shared category called patient or patient advocate. The team also abstracted the clinical conditions mentioned in the tweets, for example, depression or fibromyalgia.

Analysis of Themes

This was an interpretative phenomenological analysis, in which a phenomenon or lived experience is described by exploring the perspectives and shared meaning of those who have experienced it [15]. We sought to understand for whom, for what, and how
the viral hashtag #DoctorsAreDickheads became a way to frame and represent patients’ lived experiences on Twitter. We used the iterative process known as a hermeneutic cycle, moving continuously between data collection, interpretation, and theorization and incorporating awareness of our subjective perspectives as researchers in order to develop a nuanced analysis of the phenomenon [16]. This helped us understand how patients interpolate their individual experiences into a wider discourse of patient experience through the hashtag #DoctorsAreDickheads.

Team members (AS, ZM, RC, JY, and JD) coded 20.0% (100/500) sampled tweets together and the remainder individually. Each team member first independently reviewed the content of 50 tweets, selecting a short code of a word or short phrase describing the conceptual topics represented in tweets with the hashtag #DoctorsAreDickheads. These codes ascribed what phenomenologically could be called the essence or the core meaning of a tweet. Afterward, the team compared codes into a preliminary codebook. The team then reapplied the preliminary codebook to the 50 previously coded tweets and then used it to code another 50 tweets independently. The team then met once more to review code application, discuss new codes, and begin the process of interpretation. Two research team members reconciled differences in code application for the initial 100 tweets that were coded by the entire research team. Once consensus and agreement had been established, we divided the remaining 400 posts among 5 members of the team and coded them independently using the codebook and developing new codes when necessary.

Throughout the process, team members wrote memos or notes to describe shared meaning from the individual codes. After all remaining tweets were coded, the team sorted and categorized memos based on thematic content, developing an interpretive framework of the hashtag #DoctorsAreDickheads to result in final themes. When discussing possible themes, we also conducted frequency checks to prioritize the themes that were most frequently identified in the data. We aimed to identify all meanings of the phenomenon included in the sample; thematic saturation is not a priority in a phenomenological approach [17].

This study was reviewed by the University of San Francisco, California, institutional review board and categorized as exempt, with the approval number 19-27965.

**Results**

**User Characteristics**

Of the 500 tweets analyzed in our sample, 9 were excluded. Reasons for exclusion included being in a language other than English (n=2), written by a bot owing to having bot in the profile or nonsensical content (n=5), or containing no content (n=2). The sample included 344 independent Twitter users, with a median tweet frequency of 1 per user; 1 account had 7 posts, 1 had 20 posts, and 1 had 22 posts. In total, 50.5% (248/491) of tweets were posted by patients or patient advocates. Almost one-third or 31.6% (155/491) of tweets were posted by people in the other or unknown category. Health care professionals contributed 9.6% (47/491) of tweets; 4.3% (21/491) tweets were posted by caregivers, 3.7% (18/491) were posted by academics or researchers, and 1.0% (5/491) were posted by media or non–health care organizations. A list of roles identified in the coded sample is available in Table 1.

<table>
<thead>
<tr>
<th>Values, n (%)</th>
<th>Characteristics of Twitter users posting the hashtag #DoctorsAreDickheads (N=491).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient and/or patient advocate</td>
<td>248 (50.5)</td>
</tr>
<tr>
<td>Health care provider</td>
<td>47 (9.6)</td>
</tr>
<tr>
<td>Caregiver and/or family member</td>
<td>21 (4.3)</td>
</tr>
<tr>
<td>Researcher or academic</td>
<td>18 (3.7)</td>
</tr>
<tr>
<td>Media, non–health care organization</td>
<td>5 (1.0)</td>
</tr>
<tr>
<td>Non–health care individuals or unknown or other</td>
<td>155 (31.6)</td>
</tr>
</tbody>
</table>

Some Twitter posts pertained to multiple demographics.

In our sample, 60.2% (296/491) tweets mentioned a clinical condition. The most common condition mentioned was chronic pain (44 tweets). Mental health, musculoskeletal, and obstetrical or gynecologic conditions and procedures were also common. Ehlers-Danlos syndrome was the most common specific condition, followed by fibromyalgia, chronic fatigue syndrome (also known as myalgic encephalitis), POTS, and mast cell activation syndrome. A full list of conditions is available in Table 2.
Table 2. Clinical conditions mentioned in sample tweets (n=296).

<table>
<thead>
<tr>
<th>Condition</th>
<th>Number of tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chronic pain</td>
<td>44 (general pain: 38; fibromyalgia: 5)</td>
</tr>
<tr>
<td>Mental health</td>
<td>31</td>
</tr>
<tr>
<td>Musculoskeletal conditions</td>
<td>26 (Ehlers-Danlos syndrome: 19; other: 7)</td>
</tr>
<tr>
<td>Obstetrical or gynecological conditions or procedures</td>
<td>21</td>
</tr>
<tr>
<td>Neurological conditions</td>
<td>18 (chronic fatigue syndrome or myalgic encephalitis: 5; POTS(^a): 4; other conditions: 9)</td>
</tr>
<tr>
<td>Disability</td>
<td>17</td>
</tr>
<tr>
<td>Chronic illness (unspecified condition)</td>
<td>14</td>
</tr>
<tr>
<td>Gastrointestinal conditions</td>
<td>8</td>
</tr>
<tr>
<td>Autoimmune conditions</td>
<td>7 (mast cell activation syndrome: 4; other autoimmune conditions: 3)</td>
</tr>
</tbody>
</table>

\(^a\)POTS: postural orthostatic tachycardia syndrome.

Major Themes

We identified 3 core thematic results that were manifested in the experiences represented within our sample. Full definitions of each theme and additional exemplar quotes are found in Table 3. Of note, we are publishing verbatim tweets with usernames to give credit to Twitter users and their contributions to this discourse when possible. We obtained permission from cited users to publish these tweets. For tweets about which we received no response, we anonymized the content in accordance with recommendations regarding social media research [18].
Table 3. Major themes and definitions identified in the content analysis of the Twitter hashtag.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Definition</th>
<th>Example tweets</th>
</tr>
</thead>
</table>
| **Belief and diagnosis**                         | Describing experiences with medical providers being skeptical, dismissive, or “gaslighting”; this disbelief then causing delayed or incorrect diagnosis and/or medical harm | • “It took 10 years for my MS to be diagnosed. Doctors thought I was embellishing my symptoms and doing too much internet research. If they had spent that time listening, running the correct tests, and treating me, I might not be disabled to the point I am now. #DoctorsAreDickheads” (@VenusDoom14)  
• “Two cardiologists dismissed my POTS as ‘nothing wrong’ or ‘it’s all in your head’ before the third one figured out my POTS. He’s a lifesaver, but the other #DoctorsAreDickheads” (@Snarcoleptic_13)  
• “this stings so hard when #DoctorsAreDickheads do this to you while gaslighting you about the psychosomatic nature of your symptoms” (@moniquehdhooghe)  
• “I went to an urgent care for what turned out to be pneumonia but had to spend half of the appointment being grilled over why I ‘think’ I have epilepsy. ‘Because the neurologist I’ve been seeing for a decade told me,’ was not good enough. #DoctorsAreDickheads” (@Jenny_Trout)  
• “One doctor I went to, without even knowing me or my history, interrupted me while I was explaining my symptoms & just said ‘You have a psychological condition.’ I said no I don’t. & he cut me off again & said ‘Yes you do.’ #DoctorsAreDickheads (@d_vaz) |
| **Power inequity in the patient-provider interaction** | Differential in power (due to medical hierarchy as well as misogyny, White supremacy, and ableism) affecting communication and behaviors between clinicians and patients | • “All I want is to be believed. To have people understand that when sick/stressed, I can’t pretend or act and so my intonation is flat. But they won’t. And, if I wasn’t hairy, if I didn’t have external ‘plumbing,’ this would be worse. #DoctorsAreDickheads” (@theAutistech)  
• “Well, the time to care about my well-being is when I’m in the clinic, but physicians often will not. More often if they are men, and particularly more often if they’re white. This isn’t a stereotype, it’s established in the research. #DoctorsAreDickheads”  
• “#DoctorsAreDickheads is being driven by people living with disabilities and activists that I know. I feel this so deeply – I’ve experienced this bullshit even if I’m closer to neurotypical – they confuse us and ignore our own knowledge about our bodies.”  
• “Physicians have all the power. They could help us get better, but for all of us with chronic illness, they’ve traumatized us. We’re too scared to come in to be seen. You can’t get it unless you’ve lived it. #DoctorsAreDickheads” |
| **Metacommentary**                               | Discussion about the rationale for and impact of this hashtag in public discourse | • “To all the people that are using #DoctorsAreDickheads first off all Get stuffed (insert: crying laughing emoji) our grouping all doctors into a group that in reality is only made up of like 1% of them. Now am I saying that all doctors are amazing? No but a lot of them work f**king hard and spend time helping others when they could be at home with there family” (@PineappleYT123)  
• “People complaining about the #DoctorsAreDickheads hashtag because it contains a vulgarity... Do you know if patients use curse words (what I call “cuss words” from home) in a medical practice, they can be labeled ‘difficult’?” (@DrZackaryBerger)  
• “I’m sorry, but #DoctorsAreDickheads is simply honest. Some doctors are rude, some are abusive, some are incompetent. Some are brilliant, but that doesn’t mean we can’t discuss the generally poor response to patients who raise issues.” (@WTBDavidG)  
• “I’ve seen as many if not more medical professionals responding positively to #DoctorsAreDickheads in 24hr than I have to more polite debate in the last 8 months.” (@stendec6)  
• “Decent doctors knows they are decent. They understand why the hashtag exists and why patients are suffering. They can deal with a few hurt feelings because they see the greater change that is possible when we stand up for ourselves #DoctorsAreDickheads” (@In tactCervix)  
• “So much trauma is due to us doctors. We learn best from our patients, but these lessons come too late. The stigma about weight isn’t something we talk about in our training. Let’s do better. #DoctorsAreDickheads” |
Belief and Diagnosis

Patients and caregivers described a common experience of clinicians not listening, not believing, minimizing, or not valuing their accounts of illness. The experience of being disbelieved was often linked to experiencing an incorrect, delayed, or missed diagnosis. These diagnostic adverse events were associated with physical harm:

Had terrible blood clots for several years—they said my legs were hurting from fibro and they couldn’t do anything. Then I started having trouble breathing and we dashed to the ER. The clots had ended up spreading from my legs to my lungs.

In addition to physical harm, others described emotional harm and guilt:

I felt horrible. I was ruining all the holidays, and I could not do a single thing about it. I felt like a worthless piece of crap. And all because... the doctors didn’t look at me, did not see my pain as valid. Even now, with my diagnosis.. it is hard...

Power Inequity in the Patient-Provider Interaction

The narratives with this theme described prevalent gaslighting, meaning a manipulative tactic in which someone questions a person’s perceptions, memories, and sense of reality. They also described egotistical behavior from clinicians, lording medical training or expertise over patients or being dismissive of patient input when their diagnosis or assessment was challenged:

A doc told me that I had a cancer syndrome. I said no way – I had been in an accident right before my symptoms started. He told me, “I have an Ivy League degree, so don’t ask questions.” Turns out he was incorrect. No cancer. #DoctorsAreDickheads. (@WheelieNick)

Within this theme, we observed how patients countered the narrative of being dismissed by using #DoctorsAreDickheads to create a community where people are believed. In response to a thread in which a patient shared how they “sobbed... heaved with the realization that yet again (I’m) being gaslighted to a thread in which a patient shared how they “sobbed... heaved with the realization that yet again (I’m) being gaslighted,” another Twitter user responded:

...please, consider the #DoctorsAreDickheads conversation. This hashtag shows that you’re not on your own in this. It isn’t just you imagining things. Look at all the people here who believe your words.

Power Inequity in the Patient-Provider Interaction

Twitter users described their experiences using this hashtag as a result of the power inequity and hierarchy in medical care. Clinicians hold power in decision making and medical orders, serving as gatekeeper for desired services. This included experiences where clinicians denied patient bodily autonomy:

And then after I was finished having kids and wanted my tubes tied, the first two doctors I asked, refused. For non evidence based reasons. It took me 2.5 years to find a doctor who would. #DoctorsAreDickheads. [@MxPeachyK]

The power imbalance impacts communication, and a number of patients described being aware of what they felt they could or could not say, or self-edit what they would express in the visit, to protect themselves from consequences that would affect their care:

Honestly, if we suddenly go very silent and compliant, we’re actually fighting back rage and tears bc we know damn well if we let it show you’ll just label us hysterical and FIRE us as patients. Like we somehow serve YOU. #DoctorsAreDickheads. [@rhysefelis]

Many of the accounts recounted experiences where patients felt that the clinicians were abusing their power. These experiences ranged from subtler, verbal diminishments of the patient experience to physical, verbal, and even sexual abuse and/or severely unethical care:

cw: sexual assault I had many doctors actively try to cover up or push under the rug the fact that their coworker sexually assaulted me when I was 14. All these people are still practicing at a major hospital, including assaulter. Suffice to say those #DoctorsAreDickheads. (@atoredagy)

Within this theme was a call for attention to how the patient or clinician power differential is compounded by structural inequities in society. Tweets addressed how White, cisgender, and neurotypical patients have more privileges in medical visits because of structural power imbalances. People of color, lesbian, gay, bisexual, transgender, queer individuals, and people living with disabilities described an intersectional experience, shaped from their identities as members of marginalized groups, in which there was a higher risk of a negative encounter or inappropriate care:

My #DoctorsAreDickheads story: before I’m a physician, I’m a queer woman. Physicians, nurses, and everyone in healthcare have a long systemic history of abuse of power and broken trust with the LGBTQ+ community. My family & my community fear medicine because of it. Don’t @ me. [@ShannonOMac]

THANK YOU. It was a little frustrating bc most of the participants were white and I didn’t quite know how to articulate that #DoctorsAreDickheads is different when you have other marginalized IDs outside of being disabled or sick. [@Twitchyspoonie]

Metacommentary on Hashtag

Although much of the conversation using this hashtag focused on narratives of experiences with clinicians, there was also a meta conversation about the meaning of the hashtag’s use on Twitter. This included the risks and benefits of using such an inflammatory term:

Yes this #DoctorsAreDickheads represents poor experiences of care. We try to and should improve this if needed. But doctors are humans, patients, parents, and professionals. Attacking us is counterintuitive when we campaign for improvements. #twitter is this really helpful? [ @dr_nigel_lane]

Patient advocates noted that the hashtag got attention, precisely because it was sensational:
The provocative hashtag #DoctorsAreDickheads drew people’s attention to widespread, systemic medical maltreatment. A more polite hashtag couldn’t have done this. [@jeff_says_that]

Patients, advocates, and health care providers shared their frustration and hoped that this attention and dialogue would allow better understanding and possibly change:

The medical professionals getting buttured by #doctorsaredickheads need to read it for what it is - our cries to be treated as PEOPLE first. CONDITIONS second. A desire for inclusivity and a genuine desire to help IMPROVE patient care and the doctor-patient relationship. [@Chrisa_Hickey]

Within the metacommentary, a parallel hashtag emerged, #DoctorIRespect, used to share accounts of laudable or appropriate medical care. These tweets contained recommendations for improved communication during medical visits. Some tweets contained suggestions for engaging patients as partners in their care and system redesign to ensure more patient-centered care:

So how do you become a #DoctorIRespect? It’s really easy. If you have no clue what is going on, just say so. Tell us you don’t know. That’s all.

If you’re not involving patients, I urge you to begin doing so. Heck, there are many patients that have experience in orchestrating such change within large medical spaces (insert: waving hand emoji) We’re here with experience and even degrees. Hire us to help you. #DoctorsAreDickheads [@GraysonGoal]

Discussion

Our study paints a picture of patients living with chronic conditions, lacking power within the medical encounter, and turning to social media to share testimonies of being disbelieved and disrespected. Our study is the first empirical approach to analyze the phenomenon of this hashtag on Twitter, utilizing a random sample. Another response was an editorial piece, which concluded that the degree of rancor in the conversation would not aid in improving medical care [19]. Rare or challenging clinical syndromes were commonly mentioned, such as Ehlers-Danlos syndrome, chronic pain, and chronic fatigue syndrome, which have been seen in other analyses of medical topics discussed on Twitter [20,21].

Twitter may be an underutilized resource for understanding the patient’s perspective and provider dynamics within the diagnostic pathway, particularly for challenging-to-diagnose conditions; social media data can be mined to monitor care quality and patient experience [22].

The connection between communication within the clinical encounter and the ability to make a correct and timely diagnosis was an unexpected finding. The hashtag #DoctorsAreDickheads highlighted how clinician engagement with patients is not just a matter of patient experience, but a priority for diagnostic safety. Patients shared how disrespectful treatment was connected to a missed, delayed, or incorrect diagnosis. Several previous studies on Twitter data found descriptions of procedural, medication, and diagnostic errors [17,23]; our larger sample validates that patients can self-identify and report diagnostic adverse events. How information is conveyed or received is highly dependent on belief and respect throughout the encounter. Improvements are urgently needed in how clinicians communicate and how patients are involved in the diagnostic pathway [24,25].

The central takeaway from our analysis was how patients felt disempowered, disrespected, and disbelieved. Patients described a range of ways in which they are vulnerable during a health care encounter [26]. Beginning with the existing power differential between provider and patient, tweets described how patients enter the health care system struggling with active symptoms of illness or health needs and can be further burdened by bias, including racism, misogyny, or ableism in the medical system, or by previous traumatic experiences with health care. These vulnerabilities could lead to avoidance or self-editing, which hashtag users described as trying to behave like a good patient rather than continuing to share their knowledge or expertise in their condition. When experiencing mistreatment, patients are not engaged in sharing knowledge and expertise in their conditions, further reducing the quality of the clinical encounter. Our findings resonate with other works detailing the impacts of power and hierarchy in medicine, in which the lack of agency or respect further perpetuates harm [27,28].

In addition to describing harm from misdiagnosis, patients described assaultive behavior from health care professionals, ranging from hurtful comments (eg, ableist or sexist remarks, carelessness about prognosis) to egregious, unethical, or illegal acts (including sexual abuse). Traditionally, the patient-clinician interaction is private, with few witnesses. Should there be abuse, patients do not have clear-cut routes of action. In the climate of #MeToo and the Black Lives Matter movement, people in positions of power are being held to greater accountability for their behavior. As this hashtag demonstrates, Twitter provides greater transparency to clinician behaviors in a public forum.

Using this hashtag, tweets demanded empathy on behalf of both clinicians and patients. Within the metacommentary theme, some hashtag users accused patients of exacerbating clinician burnout and mental illness. Patients and advocates responded by highlighting clinicians’ privilege, encouraging them to be less defensive and listening to critiques. This opposition between patient needs and clinician burnout is a false dichotomy and speaks to the deeper shortcomings of a medical system that erodes empathy both for patients and for health care personnel. As health care systems continue to explore changes to improve quality and patient experience, work to achieve the quadruple aim is aligned with improving both clinician workplace satisfaction and patient experience [29]. Both patient and clinician wellness are priorities; however, the #DoctorsAreDickheads conversation shows how power differentials and limitations in the current health care system disproportionately impact patients, putting their needs in conflict with providers.

Figure 1 shows how the themes relate to each other. The direct experiences of gaslighting, minimization, and ignoring patient expertise (Theme 2) are couched in the overarching themes of
power differential, the burden of illness, and historically marginalized identities (Theme 1). In metacommentary, clinicians have responded both defensively and in support, and patients and advocates noted the hashtag’s utility to gain attention for advocacy for systemic changes (Theme 3).

**Figure 1.** Map of major themes identified in Twitter hashtag.

We organized the experiences described in a process map of the patient and clinician encounter, showing how major themes function in a cyclical fashion (Figure 2). First, contextual factors, including the power differential, the patient’s intersectional identity, and provider well-being, affect the clinical interaction before a visit. During the encounter, the power differential affects the interaction in which the clinician may disbelieve, devalue, or *gaslight* the patient, who may engage in various coping behaviors such as self-advocacy, self-editing, or questioning care. In this interaction, downstream negative outcomes include misdiagnosis, medical harm, and negative patient experience or trauma. In this conceptual map, harmful outcomes are shared, highlighting the message of the #DoctorsAreDickheads hashtag as a call to action to improve outcomes for both patients and clinicians.

**Figure 2.** Cyclical process map of themes identified in Twitter hashtag.

Actionable recommendations for clinicians were provided with this phenomenon. First, clinicians can strive to diminish their defensiveness when patients share a negative experience. Second, there is the potential to improve how clinicians communicate in a clinical encounter. Trainings may improve clinician capacity to listen about a health concern, voice diagnostic uncertainty, even by stating “I don’t know,” and accompany patients through challenging diagnoses or chronic conditions. Third, patients encouraged increased patient engagement within health care systems, such as through community advisory boards or hiring patients as consultants, to develop more patient-centered care systems [30].
Limitations

Limitations of this study include a relatively small sample of events; however, our initial sample of 500 is similar to other qualitative analyses of social media posts [8,11]. Those who post on Twitter are not representative of all patients; however, given that 55.2 million people in the United States use Twitter, it is clear that Twitter’s users are a sizable proportion of enrolled patients [31]. We do not know if patients who are higher utilizers of health care are more or less likely to post content on Twitter using this hashtag. Finally, we do not know detailed demographic information about Twitter users or their geographic location.

Conclusions

Twitter and social media are growing platforms where patients discuss health care; this public forum holds clinicians to a higher level of accountability and transparency. #DoctorsAreDickheads is an intentionally sensational hashtag, born out of frustration with health care interactions. The hashtag is meant to raise awareness of common negative patient experiences, particularly for those living with challenging, rare, and chronic conditions. Patients experience disbelief, mistrust, and lack of listening from their clinicians, which they link to delayed or missed diagnoses. Patients asked for a deeper recognition of the capacity and expertise they bring to the clinical visit and awareness of how power and bias affect the encounter. Although clinicians may feel resistant to concerns expressed through social media, patient advocates on Twitter advocate for system-level improvements to improve medical treatment and patient experience. By systematically exploring views expressed on these platforms, clinicians and health care leaders may identify important areas for improvement, such as improved communication during a challenging diagnosis.
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Abstract

Background: Older migrant patients with cancer face many language- and culture-related barriers to patient participation during medical consultations. To bridge these barriers, an eHealth tool called Health Communicator was developed in the Netherlands. Essentially used as a digital translator that can collect medical history information from patients, the Health Communicator did not include an oncological module so far, despite the fact that the prevalence of Dutch migrant patients with cancer is rising.

Objective: This study aims to systematically develop, implement, and conduct a pilot evaluation of an oncological module that can be integrated into the Health Communicator to stimulate patient participation among older Turkish-Dutch and Moroccan-Dutch patients with cancer.

Methods: The Spiral Technology Action Research model, which incorporates 5 cycles that engage key stakeholders in intervention development, was used as a framework. The listen phase consisted of a needs assessment. The plan phase consisted of developing the content of the oncological module, namely the question prompt lists (QPLs) and scripts for patient education videos. On the basis of pretests in the do phase, 6 audiovisual QPLs on patient rights, treatment, psychosocial support, lifestyle and access to health care services, patient preferences, and clinical trials were created. Additionally, 5 patient education videos were created about patient rights, psychosocial support, clinical trials, and patient-professional communication. In the study phase, the oncological module was pilot-tested among 27 older Turkish-Dutch and Moroccan-Dutch patients with cancer during their consultations. In the act phase, the oncological model was disseminated to practice.

Results: The patient rights QPL was chosen most often during the pilot testing in the study phase. Patients and health care professionals perceived the QPLs as easy to understand and useful. There was a negative correlation between the tool’s ease of use and patient age. Patients reported that using the module impacted the consultations positively and thought they were more active compared with previous consultations. Health care professionals also found patients to be more active than usual. Health care professionals asked significantly more questions than patients during consultations. Patients requested to see the patients’ rights video most often. Patients rated the videos as easy to understand, useful, and informative. Most of the patients wanted to use the tool in the future.

Conclusions: Older migrant patients with cancer, survivors, and health care professionals found the oncological module to be a useful tool and have shown intentions to incorporate it into future consultation sessions. Both QPLs and videos were evaluated positively, the latter indicating that the use of narratives to inform older, low-literate migrant patients with cancer about health-related topics in their mother tongue is a viable approach to increase the effectiveness of health care communication with this target group.
Introduction

Background

Migrant patients across the world are facing numerous adversities within the health care system. For instance, health care professionals communicate less adequately with migrant patients compared with nonmigrant patients [1], and their affective (ie, relating to psychosocial issues such as psychological support) and instrumental needs (ie, relating to more medically related issues such as being informed about treatments) are often not fully met [2]. Health care professionals particularly tend to overlook the importance of ensuring that migrant patients in language-discordant consultations comprehend all the information presented. This can induce dissatisfaction among migrant patients and their family members, ineffective consultation sessions, and ultimately worse patient health outcomes compared with language-concordant consultations [3]. In addition to language barriers, unresolved cultural barriers, such as culturally shaped beliefs about health and illness and communication styles, might also provoke migrant patients’ perceptions of lack of health care professionals’ respect, inability to participate in the decision-making process, and even perceived inequalities and discrimination in care quality [4–6].

The number of Dutch migrant patients with cancer is expected to triple within the next 20 years, mainly because of the aging of the first generation Turkish-Dutch and Moroccan-Dutch population [7]. However, cancer rates are still low among Dutch migrant patients with cancer; nevertheless, it becomes increasingly important to address language and cultural barriers to adequate health care professional-patient communication and enhance older migrant patients’ participation during medical consultations in oncological care. Patient participation refers to “the extent to which patients produce verbal responses that have the potential to significantly influence the content and structure of the interaction as well as the healthcare professional’s beliefs and behaviours” [8]. In particular, when it comes to the first generation Turkish-Dutch and Moroccan-Dutch patients with cancer, who often prefer to take along relatives to their consultation to bridge the language barrier instead of professional interpreters, there is a risk of relatives inhibiting consultation to bridge the language barrier instead of professional interpreters, there is a risk of relatives inhibiting patient participation during medical consultations because of culturally shaped beliefs about communication and treatment [9], resulting in providers not getting the patient information they need to provide good quality health care. Hence, interventions that address these barriers are urgently needed.

In general, patient-targeted intervention strategies that have been found to enhance patient participation significantly include coaching, providing educational materials, and having patients offer their opinions to their health care professionals [10,11]. An example of a successful intervention that employed the abovementioned strategies comes from Epstein et al [12]. The results of this intervention, which was neither targeted at migrant patients nor meant to address language barriers, showed that more patient-centered communication took place during consultations with patients who received question prompt lists (QPLs) and individualized communication coaching, which assisted patients in identifying issues that needed to be addressed during consultation sessions, than during consultations with patients who did not receive these communication strategies. In addition, previous research indicated that a written QPL is beneficial to the communication and psychological and cognitive outcomes of patients with cancer [13].

However, Fukui et al [14] concluded that interventions need to be remodeled to align with the cultural characteristics of their participants to yield satisfactory results. In an intervention tailored to Americans, patients with cancer were provided with statistical information such as recurrence and survival rates. However, information related to the truth of illnesses in Japan was frowned upon among the Japanese participants. In the modified version, patients with cancer were given the liberty to ask for medical information in their own terms. Upon modification, more than 80% of Japanese patients with cancer expressed high satisfaction with the intervention, and no participants dropped out of the intervention compared with a 30% dropout rate in the American version of the intervention. Hence, the results of this study show that interventions must be culturally tailored to be effective.

This Study

Given the lack of interventions tailored specifically to older Turkish-Dutch and Moroccan-Dutch migrant patients with cancer to combat the barriers they experience in communicating with their health care professionals [15,16], this study set out to systematically develop and implement an intervention to improve their participation and satisfaction with care. As the Turkish and Moroccan community has been growing as a result of migration, and recent figures have shown that they not only make up approximately 5% of the Dutch population but also account for being two of the fastest-growing populations in the last 5 years [17,18], we focused on older Turkish-Dutch and Moroccan-Dutch patients with cancer (>55 years). We developed an intervention, more specifically an oncological module, to be implemented in an existing Dutch eHealth tool called Health Communicator. The Health Communicator is a web-based digital tool that aims to resolve language barriers between non-Western patients with low Dutch language proficiency and their health care professionals. The Health Communicator is used to collect patient medical anamnestic data via digital questionnaires and to provide educational videos for patients in multiple languages about their illness. Although the Health Communicator includes medical history questionnaires and educational videos for various medical topics (eg, diabetes, pregnancy), it lacked a module specifically aimed at oncology patients, especially one systematically developed.
for older Turkish-Dutch and Moroccan-Dutch migrant patients with cancer (Multimedia Appendix 1).

Our goal of implementing this new oncological module is further supported by evidence pointing toward the fact that older adults and Turkish-Dutch patients are more inclined to use media than interpersonal sources to gather health information, ranging from the television to the internet [19]. In a recent study, health care professionals have expressed positive attitudes and intentions to use the existing Health Communicator tool to increase patient participation (Yilmaz et al, unpublished data, 2020). Furthermore, older adults display more competence in recalling health information in an audiovisual format than a text-only format [20]. Hence, the overall aim of this study was to systematically develop, implement, and conduct a pilot evaluation of a web-based oncological module that can be integrated with the Health Communicator to stimulate patient participation among older Turkish-Dutch and Moroccan-Dutch patients with cancer.

Methods

The Spiral Technology Action Research (STAR) [21] model was used as the guiding framework for developing the oncological module. This model encourages several evaluation cycles among stakeholders, enabling continuous improvement of the intervention until it is finalized. To establish a high degree of relevance for target users, the model incorporates 5 guiding cycles that engage relevant community members in developing the intervention. These 5 cycles, listen, plan, do, study, and act, continuously weave technological and community development together [21]. In the following sections, we describe the steps taken in each phase with a special emphasis on the study phase and its results. Table 1 provides an overview of the aims and actions during each phase.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Aim</th>
<th>Actions</th>
<th>Publication</th>
</tr>
</thead>
</table>
| Listen   | Target group analysis             | • Conduct a literature review to identify (older) ethnic minority cancer patients’ information and participation preferences and needs  
• Conduct a qualitative study to identify unfulfilled instrumental and affective needs of older Turkish-Dutch and Moroccan-Dutch patients with cancer, and the barriers perceived by health care professionals (ie, general practitioners and oncology nurses) to fulfil patients’ needs | • Review [22]  
• Submitted; paper under review (Yilmaz et al, unpublished data, 2020) |
| Plan     | Methodology development           | • Develop question prompt lists and pilot testing them among patients  
• Developing narrative patient education videos and pilot testing them among both patients and health care professionals (ie, general practitioners and oncology nurses) | • Results shortly described in the Methods section of this paper |
| Do       | Development of the oncological module prototype | • Finalize the 6 question prompt lists and 5 narrative patient education videos by revising them based on feedback from patients and health care professionals (ie, general practitioners and oncology nurses) from the plan phase | • No publication |
| Study    | Pilot evaluation of the oncological module | • Conduct a qualitative study to pilot-evaluate the oncological module prototype among patients and health care professionals (ie, general practitioners and oncology nurses) | • Findings described in the Results section of this paper |
| Act      | Creating a dissemination plan     | • Create and disseminate a stand-alone module: the Conversation Starter | • No publication |

Listen: Target Group Analysis

To identify existing findings on the needs of older migrant patients with cancer, a systematic literature review was conducted. The results of the literature review revealed that most non-Western ethnic minority patients with cancer and survivors have a high preference and need for information and shared or active participation. However, no information was available regarding the preferences and needs of our target population, Moroccan-Dutch and Turkish-Dutch older patients with cancer [22].

Given the limited findings in the literature regarding the needs of older Turkish-Dutch and Moroccan-Dutch patients with cancer, further in-depth interviews were conducted to determine the topics that need to be addressed within the oncological module. A total of 19 interviews were carried out with Turkish-Dutch and Moroccan-Dutch patients with cancer and cancer survivors. Interviews were conducted by bilingual interviewers in patients’ first language (ie, Turkish, Moroccan Arabic, or Berber dialects). Participants were recruited by reaching out to prominent figures within Turkish and Moroccan communities that work in the health sector and via snowball sampling. The results revealed unmet instrumental needs concerning the treatment of cancer and the health care system and unmet affective needs concerning psychosocial support and affective doctor-patient communication. Acceptance of the Health Communicator, which was studied based on concepts of the Technology Acceptance Model (TAM), revealed that patients thought that the Health Communicator would be useful to fulfill their unfulfilled needs, but ultimately did not intend to use the tool (Yilmaz et al, unpublished data, 2020).
Following patient interviews, 2 focus groups with general practitioners (GPs) and oncology nurses were conducted. Health care professionals were asked to reflect on the findings of the patient interviews, share their own experiences, and indicate the type of information they would like to receive from their patients to better fulfill their unmet needs. Although health care professionals acknowledged the most unmet instrumental and affective needs of patients that emerged from the interviews, they appeared not to be aware of patients’ need for psychosocial support or misunderstandings surrounding clinical trial requests. Health care professionals also needed more information about patients’ instrumental needs and the role of family members in the treatment process (Yilmaz et al, unpublished data, 2020). Overall, the patient interviews and focus groups with GPs and oncology nurses provided valuable insights into the content creation phases.

Plan: Methodology Development

On the basis of the results of the target group analysis, 2 types of content, namely QPLs and narrative patient education videos, were created for the oncological module. QPLs are essentially structured question lists that aim to make it easier for patients to ask questions to their providers during consultations [13]. Typically, patients can look at these premade lists before the consultations and select the questions they would like to ask their health care providers during consultations. Selecting questions from a premade list is easier than formulating the questions on their own for the patients. In addition, selecting them before consultations decreases the risk of forgetting to ask them during consultations because of time pressure or other distractions. Narrative patient education videos that depict patient stories are increasingly used in health communication as they are shown to enhance learning, recall of information, and intentions to stimulate healthy behavior and attitudes [23]. They are especially suitable for relaying cancer-related information as they can transport the patient into the story and make it easier for them to identify with the positive role models in the videos [24]. In the methodological development phase, several pilot tests with patients and professionals were conducted for the QPLs and videos before moving on to the third phase where the prototype was built.

Developing QPLs

On the basis of the emergent instrumental and affective needs of patients, 5 QPLs were developed. The content of the QPLs was not disease-specific (ie, not about breast cancer or other cancer types) but rather included topics relevant to general oncological care that addresses the issues that older migrant patients with cancer face during their illness, namely (1) patient rights, (2) lifestyle and access to health care services, (3) treatment, (4) psychosocial support, and (5) clinical trials. Each QPL consisted of 4 or 5 simple questions aimed at stimulating patients to ask more questions to their health care professionals and have a more active role during consultations (eg, “Can I discuss my problems in my mother tongue with someone sharing my culture?” and “Can I ask for a second opinion?”). In addition, to address health care professionals’ instrumental needs, a sixth QPL was developed, which enabled them to learn more about patients’ instrumental and decision-making preferences and health behaviors (eg, “Are you using any medication bought from another country?” and “Who do you want, next to your doctor, to help you make healthcare decisions for you?”). Additional illustrations representing each question were developed to assist patients with low literacy.

All QPLs and accompanying illustrations were pilot-tested during in-depth interviews conducted with 11 older migrant patients with cancer and survivors (8 Moroccan and 3 Turkish; mean age 61.50, SD 9.36 years). Participants were recruited by reaching out to prominent figures within Turkish and Moroccan communities that work in the health sector and via snowball sampling. Interviews were conducted by bilingual interviewers in the patients’ first language (ie, Turkish, Moroccan Arabic, or Berber dialects). Patients evaluated each question and illustration for ease of understanding of the content and language (eg, “Do you understand this question?” and “Do you think this picture is a clear illustration of the question?”). Results showed that patients found the QPL questions easy to understand, whereas some illustrations were found to be too abstract. Patients had specific recommendations for word choices and requested increasing concreteness and familiarity of illustrations, such as adding headscarves to some of the female figures and removing abstract symbols. On the basis of their recommendations, revisions were made and incorporated in the do phase of our intervention development.

Developing Videos

We created 5 scripts for each video. Similar to QPLs, the content of the videos addressed general oncological issues that older migrant patients with cancer typically face during their illness, namely (1) patient rights and access to health care services, (2) doctor-patient communication, (3a and 3b) psychosocial support, and (4) clinical trials. We created 2 separate scripts featuring a male and female patient as the main characters for the psychosocial support video. This was done to enhance identification with characters for both male and female patients. Each script was related to the experiences of an older migrant patient who survived cancer from the patients’ point of view. The scripts incorporated actual experiences and specific language used by patients during interviews in the target group analysis phase as much as possible. All scripts were prepared in Dutch for health care providers and in Turkish, Moroccan Arabic, and Berber dialects for patients.

The scripts were pilot-tested with 8 older migrant patients with cancer (Turkish, n=3; Moroccan, n=5; mean age 63.75, SD 6.39 years) during individual in-depth interviews. Participants were recruited by reaching out to prominent figures within Turkish and Moroccan communities that work in the health sector and via snowball sampling. Interviews were conducted by bilingual interviewers in patients’ first language (ie, Turkish, Moroccan Arabic, or Berber dialects). Patients evaluated each script on ease of understanding (“Can you understand everything said in the video/happening in the video easily?”), familiarity (“Does this story sound familiar to you?”), usefulness (“Do you find the information provided in the story useful?”), believability (“Do you find the information believable?”), emotions induced (“Does this story induce any emotion for you and if yes what
type of emotions?”), and level of identification with the main characters (“Can you put yourself in the shoes of the character in the story?”). Patients found the scripts easy to understand and reported very high familiarity, believability, and identification with the characters. They stated that they could see themselves in these stories and understand the emotions shared by the characters, and they also found them to be very useful for other patients.

We also tested the scripts in 2 separate focus group meetings with GPs (n=6 [2 women and 4 men]; mean age 45.17, SD 11.89 years) and oncology nurses (n=5, all women; mean age 49.60, SD 12.16 years). The health care professionals evaluated the scripts on accuracy (“Is all the information provided in the script correct?”), the usefulness of the provided information (“How useful do you find the information in the script?”), and their willingness to share videos once they are available (“Would you share these videos with your patients in the future?”). The results showed that health care professionals found the scripts to be accurate and useful, and they expressed their intentions to use them in the future.

Do: Developing the Oncological Module Prototype

On the basis of the results of the pilot tests with patients and health care professionals, we created a prototype for the oncological module. The prototype included 6 QPLs tested in the previous phase. We used voice actors and added audio support to the QPLs in Turkish, Moroccan Arabic, and Berber (Tarafit dialect), enabling (illiterate) patients to listen to the QPLs in their mother tongue.

Similarly, feedback on the scripts was incorporated, and 5 short videos (1.5-3.5 min long) featuring Turkish-Dutch and Moroccan-Dutch actors were filmed. Once again, voice actors narrated these stories in Turkish, Moroccan Arabic, and Berber (Tarafit). Scripts were largely based on patients’ answers during the interviews in the target group analysis. The first video addressed patients’ instrumental needs about patient rights (eg, right to informed consent) and access to health care services (eg, diettitian, home care, psychological support). The second video included suggestions to improve GP-patient communication by encouraging patients to prepare before consultations, ask more questions, make use of interpreters, and inform the doctor about their affective needs. The third and fourth videos aimed to provide psychosocial support to patients. The videos acknowledged the negative emotions experienced by patients with cancer and tried to counter them by giving a positive but also realistic message of hope. Topics about self-care, such as the importance of good diet, social contacts, psychological and spiritual support, were incorporated into these videos. The final video aimed to clarify the misunderstandings surrounding clinical trial requests; the video emphasized that a request to join a clinical trial does not mean that the patient has no hope of treatment and that patients can take time to decide on joining these trials, can refuse to join without risking their relationship with their doctors, and can quit if they have accepted to join previously. Furthermore, information regarding the general aim of these trials was provided.

Study: Pilot Evaluation of the Oncological Module

Sample

The oncological module was pilot-evaluated in practice among 27 Turkish-Dutch and Moroccan-Dutch older patients with cancer aged 50 years and older and cancer survivors (Turkish: n=15, 9 women, mean age 63.47, SD 2.59 years; Moroccan: n=12, mean age 63.33 years, SD 2.70 years) and their health care professionals (GPs and oncology nurses: n=12, mean age 53.50 years, SD 13.34 years; see Tables 2 and 3 for sample characteristics). Dutch language proficiency was self-reported by patients on a 4-point scale (1=poor, 2=mediocre, 3=reasonable, and 4=good). Patients were recruited by first targeting their health care professionals; on the basis of snowball sampling, with the help of health care professionals who participated in the earlier phases of the study, we reached other health care professionals, who then invited their patients to participate in the study.
Table 2. Background characteristics of patients.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Turkish (n=15)</th>
<th>Moroccan (n=12)</th>
<th>Total (n=27)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>63.47 (2.59)</td>
<td>63.33 (2.70)</td>
<td>63.41 (9.55)</td>
</tr>
<tr>
<td>Years residing in the Netherlands, mean (SD)</td>
<td>39.40 (3.21)</td>
<td>34.09 (3.54)</td>
<td>37.15 (12.19)</td>
</tr>
<tr>
<td>Dutch language proficiency, mean (SD)</td>
<td>1.89 (0.30)</td>
<td>2.21 (0.29)</td>
<td>2.02 (1.08)</td>
</tr>
</tbody>
</table>

**Sex, n (%)**

- Female: 9 (60) Moroccan, 9 (75) Turkish, 18 (67) Total
- Male: 6 (40) Moroccan, 3 (25) Turkish, 9 (33) Total

**Education level, n (%)**

- No schooling: 4 (26) Moroccan, 6 (50) Turkish, 10 (36) Total
- Primary school in Turkey or Morocco: 7 (47) Moroccan, 5 (40) Turkish, 12 (44) Total
- Secondary school in Turkey or Morocco: 1 (7) Moroccan, 1 (7) Turkish, 1 (4) Total
- Primary school in the Netherlands: 2 (13) Turkish, 1 (10) Moroccan, 3 (11) Total
- Secondary school in the Netherlands: 1 (7) Moroccan, 1 (7) Turkish, 1 (4) Total
- Higher education in the Netherlands: 1 (7) Moroccan, 1 (7) Turkish, 1 (4) Total

*No participants belonging to the category.

Table 3. Background characteristics of health care professionals.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>General practitioners (n=10)</th>
<th>Oncology nurses (n=2)</th>
<th>Total (n=12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>57.50 (10.50)</td>
<td>33.50 (2.12)</td>
<td>53.50 (13.34)</td>
</tr>
<tr>
<td>Work experience in years, mean (SD)</td>
<td>23.44 (10.37)</td>
<td>6.00 (2.82)</td>
<td>20.27 (11.67)</td>
</tr>
</tbody>
</table>

**Sex, n (%)**

- Female: 5 (50) General practitioners, 2 (100) Oncology nurses, 7 (58) Total
- Male: 5 (50) General practitioners, ___ Oncology nurses, 5 (42) Total

**Number of older patients with cancer aged ≥50 years with a Turkish or Moroccan background treated in the previous 2 years**

- 1-2: 1 (10) General practitioners, ___ Oncology nurses, 1 (8) Total
- 2-4: 4 (40) General practitioners, ___ Oncology nurses, 4 (30) Total
- 5-10: 5 (50) General practitioners, 1 (50) Oncology nurses, 6 (50) Total
- ≥10: ___ General practitioners, 1 (50) Oncology nurses, 1 (8) Total

*No participants belonging to the category.

**Procedure**

Before the beginning of the pilot testing with patients, all participating health care professionals received an hour-long individual training on how to use the oncological module. Patients evaluated the QPL content and use before their consultations in GP practices or hospitals by means of surveys that were verbally administered to patients in their mother tongue by bilingual trained interviewers. Interviewers presented patients with QPL themes in the oncological module and asked them to choose one or more QPLs that they would like to fill out. After choosing a theme (e.g., patient rights), patients saw all available questions within that QPL (e.g., “Can I record consultations?”) and selected the ones they wanted to discuss with their professionals during the consultation (Figure 1). Before the consultation started, patients evaluated their experience with the QPLs that they chose. Health care professionals rated the usefulness and ease of use of QPLs at the end of the pilot study.

Following the QPL selection, patients and professionals consulted the same GP practice or hospital; 18 patients gave consent to have their consultations audio-taped. Patients who did not consent felt that the topics were too private and did not want anyone else to hear them, although their anonymity and confidentiality were guaranteed. After the consultations, patients completed a survey again, measuring their evaluation of the consultation.

After the consultations, the topics of all available narrative videos were briefly described to patients. Patients selected the videos they wanted to watch (Figure 2). Most of the patients preferred to receive videos on their smartphones. When this was not possible, patients requested that the videos were sent to patients’ family members’ phones. After patients watched the videos, phone interviews were conducted within a week, on
average, to assess how they perceived the videos. During the same phone interviews, patients were asked to rate the overall usefulness of the oncological module for improving their communication with their health care providers (ie, “Overall, this tool is useful to improve my communication with my healthcare provider”). Health care professionals also responded to a similar question during the survey, which they filled at the end of their participation (ie, “The oncological module is useful in bridging communication barriers between migrant patients and their providers”).

**Figure 1.** Breakdown of question prompt lists selected by the patients in the evaluation study. Percentages reflect the percentage of participants that selected that question prompt list. Among the 27 participants, 10 selected 1 and 17 selected 2 question prompt lists. QPLs: question prompt lists.

**Figure 2.** Videos selected by the patients. Percentages reflect the percentage of participants that selected that video. 33% of patients selected 1 video, 22% selected 2 videos, 4% selected 3 videos, 19% selected 4 videos, and 11% selected 5 videos, amounting to an average of 2.27 (SD 1.59) videos requested per patient. GP: general practitioner.

**Measures**

All survey items were measured using 5-point Likert scales (eg, 1=completely disagree, 5=completely agree; 1=very difficult, 5=very easy; and 1=very unsatisfied, 5=very satisfied).

**Patients’ Evaluation of QPLs**

After making their selection, patients assessed the ease of using the tool (both with and without assistance), ease of understanding QPL content and accompanying graphic images, and finally how convenient it was to choose QPLs before a consultation.

**Patients’ Evaluations After Consultation**

Patients’ general satisfaction with the consultation was measured with 1 item (ie, “Overall, how satisfied are you with your consultation?”). Patients’ perceptions of the informativeness and supportiveness of the health care professional were measured by 3 and 4 items, respectively, based on Street et al [25] (informativeness Cronbach $\alpha=.84$; supportiveness Cronbach $\alpha=.95$). Patients’ attitudes toward the oncological module were measured with 2 items (using this tool “…made communicating with my doctor or nurse easier than usual” and “…had a positive influence on my consultation with my doctor or nurse”; Cronbach $\alpha=.87$) and intention to use it again was measured.
Patients’ perceived participation during the consultation was measured using 5 items from Street et al [25] adaptation of the Lerman et al [26] perceived involvement in care scale (PICS; eg, “I asked my healthcare professional to explain the discussed topics in detail”; Cronbach α=.82). An additional question was used to measure the level of participation in comparison with previous consultations (ie, “I felt I could participate more than usual in this consultation”).

Patient Participation
Patient participation was assessed with a self-developed codebook containing 2 measures: (1) relative talk for each person (ie, patient, health care professional, interpreter or companion) and (2) number and type of questions asked by patients, professionals, and interpreters or companion. In 11 of 18 consultations, an informal interpreter and/or companion was present; 8 consultations were held by nurses, 10 by GPs. Questions were divided according to the QPLs, except for clinical trials because this QPL could not be chosen because it was deemed irrelevant for GPs (ie, patient rights, treatment-related information, psychosocial support, lifestyle and access to health care services, patient information). In addition, a miscellaneous category was added to questions unrelated to these categories (eg, social questions, checking understanding, etc). The number of questions was counted per speech turn. If more than one question per turn was asked to address the same topic, this was counted as 1 question. Rhetorical questions were not addressed. Interpreters or companions’ questions that were a translation of a patient’s or professional’s questions were not counted.

Patients’ Evaluation of the Narrative Videos
During the phone interviews, patients rated how easy it was for them to access (“How easy was it for you to access the videos?”) and understand the videos (“The video was easy to understand”) and the usefulness (“The video was useful to improve my understanding of the topic about…”) and informativeness (“The video was very informative concerning the topic about…”) of each video that they had seen. The level of identification with the main characters in the narrative videos was measured with 4 items (Cronbach α=.81); 2 items were based on Murphy et al [24] and measured similarity and liking of the main characters. The other 2 items were based on the Cohen [27] identification scale and measured empathy for emotions experienced by the main characters. Finally, the patient’s intention to watch similar videos in the future was measured (ie, “In the future, would you like to watch videos that are similar to the ones that you watched?”) and whether they mentioned the videos to others (eg, friends, family members).

Health Care Professionals’ Evaluation
After each consultation, health care professionals evaluated the participation of the patients during the consultation. To measure this, the same questions that patients responded to when reporting their participation were used. Specifically, these were the 5 items from the PICS (eg, “The patient asked me to explain the discussed topics in detail”; Cronbach α=.74) and the additional question about comparison of the participation level (ie, “The patient participated more than usual in this consultation”). During the final survey study, health care professionals also evaluated the QPLs and narrative videos on perceived usefulness, ease of sharing with patients, and their intentions to use in the future.

Analysis
Correlations between variables were calculated by running bivariate correlations using Pearson r as the correlation coefficient. The relative talk was measured by counting all words per person and calculating the word ratio. Question-asking was analyzed by means of descriptive analyses (mean and SD). Differences in the amount of question-asking were assessed using paired-samples t tests. The relationship between the first QPL topic choice by the patients and the number of questions asked by patients and health care professionals about that topic during consultations were assessed by simple linear regression analyses. Interrater reliability was calculated for 5 of 18 transcripts (27.7%; two-way mixed-effects model) and was 0.99 for professionals’ questions, 1.0 for patients’ questions, and 0.99 for interpreter or companions’ questions.

Act
After the study phase was completed, a dissemination plan was devised in collaboration with the Dutch expertise center on migrant health care, Pharos, to distribute the oncological module to target audiences. First, to clearly communicate the goal of the oncological module, it was named the Conversation Starter. Next, the key organizations and actors that could help us reach health care professionals and older migrant patients with cancer were identified. Different newsletters highlighting the relevant parts of the Conversation Starter were prepared for these different audiences. Finally, a web version of the Conversation Starter that can be freely accessed without the Health Communicator application was created [28].

Results
Evaluation of QPL Content and Use

Patients
Overall, patients perceived the questions in the QPLs as easy to understand (mean 4.30, SD 0.65) and useful (mean 3.96, SD 0.72). Graphic images accompanying the QPLs were perceived as easy to understand (mean 3.75, SD 1.14). Patients found the usefulness of the images in aiding the understanding of the questions as neutral (mean 3.23, SD 1.27). Overall, participants found it relatively easy to use the QPL function in the oncological module (mean 3.54, SD 1.07). They had low confidence, although still neutral, about their ability to use the tool easily without any assistance (mean 3.19, SD 1.44). There was a strong negative correlation between the ease of using the tool and patient age. It was harder for older patients to use the QPLs (r=-0.48; P=.01), and they were also less confident in their ability to use the tool without any assistance (r=-0.67; P<.001). Approximately 70% of the patients reported that it was convenient for them to select the QPLs before their consultations (mean 3.85, SD 1.35). Similarly, younger age was
related to reporting more convenience in using the QPL function before consultations ($r=-0.56$; $P=0.003$).

**Professionals**

Health care professionals rated the QPLs as rather useful (mean 3.67, SD 1.07) and overall somewhat easy to use (mean 3.44, SD 0.96).

**Patient Participation**

The mean consultation length was 14.09 min (SD 7.60; range 3.37-35.06 min). Professionals spoke, on average, most words (48.15%; range 166-2481), followed by patients (33.5%; range 130-2544), and interpreters or companions (18.5%; range 38-1672). The mean number of questions asked per consultation was 24.45 (SD 17.21; range 11-89). Professionals asked significantly more questions (mean 15.72, SD 9.36; range 3-43) than both patients (mean 4.56, SD 5.45; range 0-23; $t_{17}=6.61$; $P<0.001$) and interpreters or companions (mean 4.28, SD 6.44; range 0-23; $t_{17}=4.81$; $P<0.001$). The most asked questions were about treatment-related information (mean 9.89, SD 15.87), followed by questions on miscellaneous topics (mean 9.28, SD 4.34), patient rights (mean 2.17, SD 2.04), psychosocial support (mean 1.67, SD 2.97), and lifestyle and access to health care services (mean 1.50, SD 2.75). The least asked questions were about patient information (mean 0.06, SD 0.24).

**Relationship Between QPL Choice and Participation During Consultations**

**Patients**

Overall, no significant relationship was found between the first QPL selection and the number of questions asked by patients during the consultation about that topic (patient rights: $R^2=0.17$, $b^*=-0.12$, $t_{16}=0.68$, $P=0.51$; 95% CI −0.267 to 0.517; treatment: $R^2=0.05$, $b^*=-0.01$, $t_{16}=-0.20$, $P=0.84$; 95% CI −0.058 to 0.048; and psychosocial support: $R^2=0.15$, $b^*=-0.11$, $t_{16}=-0.60$, $P=0.56$; 95% CI −0.502 to 0.279). As there were not enough patients who selected the QPLs about lifestyle and access to health care services and patient preferences as their first choice, it was not possible to run the analyses to test these relationships.

**Professionals**

Similarly, we tested the relationship between patients’ first QPL choice and the number of questions asked by the health care professionals in a given topic was marginally significantly predicted by the first QPL topic selected by the patients for patient rights ($R^2=0.42$, $b^*=-0.14$; $t_{16}=1.85$, $P=0.08$; 95% CI −0.021 to 0.309) but not for treatment ($R^2=0.09$, $b^*=-0.01$; $t_{16}=-0.37$, $P=0.72$; 95% CI −0.040 to 0.028) and psychosocial support ($R^2=0.15$, $b^*=-0.02$; $t_{16}=0.61$, $P=0.55$; 95% CI −0.060 to 0.108).

**Evaluation of Consultations**

**Patients**

Overall, patients reported being highly satisfied with their consultations (mean 4.31, SD 0.55). They perceived their providers as informative (mean 4.17, SD 0.57) and supportive (mean 4.34, SD 0.59). They also reported that using the module positively impacted consultations (mean 3.90, SD 0.55). Patients perceived themselves to be rather active during the consultations (mean 3.75, SD 0.84) and thought they were somewhat more active in comparison with previous consultations (mean 3.75, SD 0.79). Most (70%) of the participants reported that they would like to use the tool in the future (mean 3.85, SD 1.25). The age of the participants had a strong negative correlation with their wish to use the tool in the future ($r=0.45$; $P=0.02$).

**Professionals**

Professionals’ evaluation of the patients’ participation revealed similar, although slightly lower scores. Professors found patients to be slightly more active in asking questions and expressing themselves (mean 3.42, SD 0.70) and somewhat more active than their usual levels of participation (mean 3.61, SD 1.06). Both patients’ and providers’ evaluations were positively correlated for each of these measures ($r=0.58$, $P=0.002$ and $r=0.64$, $P<0.001$, respectively).

**Evaluation of Narrative Videos**

**Patients**

Patients rated the videos as easy to understand (mean 4.30, SD 0.47), useful (mean 4.00, SD 0.62), and informative (mean 4.20, SD 0.57). Identification with the characters in the videos was high (mean 3.93, SD 0.54). Patients were somewhat motivated to watch similar videos in the future (mean 3.55, SD 0.85). Around 30% of the patients talked about videos with others (ie, told their friends and family members that they watched them).

**Professionals**

Professionals rated the videos as useful (mean 3.92, SD 1.08). They were neutral about the ease of sharing the videos with their patients (mean 3.25, SD 1.06) and showed some intentions to share them (mean 3.42, SD 1.08).

**Overall Evaluation of the Oncological Module**

Overall, patients found the tool to be useful in improving their communication with their health care professionals (mean 4.27, SD 0.88). Health care professionals rated the usefulness of the oncological module less favorable than the patients (mean 3.42, SD 1.16).

**Discussion**

**Principal Findings**

This paper elaborates on the development of an oncological module aimed at increasing patient participation between older migrant patients with cancer and their health care professionals. Using the STAR model as our framework, the module was developed with continuous input from relevant community members, namely older migrant patients with cancer, oncology nurses, GPs, and researchers. This multifaceted contribution allowed us to develop a multilingual intervention that received positive evaluations from both migrant patients with cancer and professionals. Patients most often chose the QPL for patient rights. Both patients and health care professionals perceived the QPLs as somewhat easy to understand and useful. The
correlation between the ease of using the tool and patient age was negative. Health care professionals asked significantly more questions than patients, whereas patients reported that using the module impacted the consultations positively and thought they were more active compared with previous consultations. Health care professionals echoed that patients were more active than usual. However, there were no significant correlations between patients’ first choice of QPLs and the number of questions asked about that topic during consultations. Patients requested to see the patients’ rights video most often, and overall rated the videos as easy to understand, useful, and informative. Most of the patients reported that they like to use the tool in the future.

Aligned with the study by Walczak et al [29], migrant patients with cancer in this study evaluated the QPLs as easy to understand and quite useful. This is likely to be the result of the fact that the QPLs served the function of breaking down all cancer-related information that existed in small segments. By doing so, large chunks of information were labeled, which helped migrant patients to identify their concerns and needs more easily, thus preventing the possibility of experiencing cognitive overload [29]. Nonetheless, the evaluation became less positive with an increase in patients’ age. The older the patient, the less easy they found using the tool, which might partly be explained by a decrease in one’s cognitive competence over time and the digital divide (ie, a disparity in using digital technologies between young and old migrants and nonmigrants) [30-32]. To be readily able to adopt eHealth tools, older patients first have to be in a physically good condition and, second, be cognitively competent enough to develop internet literacy [33]. On the basis of the results of a systematic review, a suggested solution to help (older) migrant patients to better understand how QPLs work would be through incorporating a training component for patients [34]. In our intervention, only health professionals were trained. However, this—and even more in-depth training—is not sufficiently useful for patients because language barriers professionals are limited in their ability to pass on their training to patients. Therefore, a training component specifically targeted for patients is needed not only to ensure that the consultation sessions would be effectively guided by the QPLs but also to offer guidance for older migrant patients who might need help using the tool owing to old age [35]. This component can perhaps be added after each consultation session and shared with family members of the patient so that older migrant patients and their relatives are exposed to the tool more frequently, which in turn helps to increase their familiarity with the tool and enable relatives to help their older family members in using it.

Results collected to examine patient participation during the consultation sessions revealed that professionals were more active than patients in terms of leading the conversation and asking questions. A recent study revealed that patients’ passive participation could be owing to the knowledge and language barriers they face [36], also indicated by the lack of relation between the choice of QPLs and the type of questions asked. Although an interpreter or a companion was present during most of the consultation sessions, it is still possible that the patients had a lack of understanding about the subject matters raised by the professionals and/or did not have the ability to ask questions about the topics they indicated to want to discuss by their QPL choice because of an unresolved language barrier during the consultations. As a result of these barriers, there is a possibility that patients possessed insufficient competence to formulate the exact question or response they would like to make, especially when it comes to disagreeing with a statement proposed by the professional, as this requires more effortful processing, compared with simply agreeing with a statement [36,37]. As such, they may experience a lack of confidence and choose to refrain from making their point, thus generating fewer questions and talk, leading to a relatively passive outcome in terms of patient participation. As indicated by Cegala and Post [38], a lack of response from the patients’ end hinders the active adoption of a more patient-centered communication from the professionals’ end. This shows that there is a need for patients to be more empowered to secure a consultation session with active patient participation [38].

Given that the results indicated that most questions raised were about treatment-related information, a possible solution to tackle patients’ passiveness would be through distributing information related to their cancer diagnosis in their native languages along with the QPLs before each consultation session, if they had a preference for this information. This approach can enhance patients’ knowledge of the subject, which, in turn, allows them to become more confident in expressing their views and opinions about the professionals’ suggestions and thus facilitate patient-centered communication, resulting in active patient participation. In addition, working with professional interpreters instead of nonprofessional interpreters during consultations is recommended, as most patient rights topics discussed during the consultations were related to patients’ need for a professional interpreter. This will lead to better translations and enhance patients’ understanding of the conversation [39,40], enabling more active participation during consultations.

The assessment of migrant patients with cancer of their QPL-incorporated consultation sessions was fairly positive, with patients expressing high satisfaction and concluding that the QPLs helped to impact their consultation sessions positively. Professionals’ overall evaluation of patients’ participation was less satisfactory, possibly because patients did ask fewer questions and contributed less to the conversation than they might have expected as a result of the intervention. On the other hand, for patients, the QPLs were able to help them identify topics of interest in a more direct manner, and, in turn, this helped professionals to formulate a clearer picture of their unmet instrumental and/or affective needs and prepare the consultation sessions based on this feedback. Although only marginally significant, the positive relationship between patients’ choice of the patient rights QPL and health care professionals’ questions about patient rights seems to lend some substantiation for this positive effect of QPLs, helping both parties to bring up the topic of patient rights more immediately during their consultation, thus increasing patient satisfaction with the consultation sessions [34]. Corresponding with previous research, this indicates that using QPLs allowed for more effective communication between patients and professionals, as indicated by the perceived higher than usual patient...
Finally, both patients and professionals evaluated educational videos positively. Patients reported fairly high levels of identification with the characters in the narrative videos and expressed moderate intentions to watch similar videos in the future. High levels of identification with the character in the videos might likely have helped migrant patients with the ease of processing information presented because of sharing a common background with the characters [42]. Ultimately, this leads to more informed and empowered patients and, in turn, results in positive attitudes toward videos and better quality in health communication and care. What was especially interesting here was that the results reflected the patients showing more interest in narrative videos that covered the theme of patient rights in comparison with the other themes. This preference was also reflected in the selection of themes in the QPLs. Corresponding to previous research, this shows that there is a possibility that migrant patients often feel that they are not taken seriously, and to a certain extent, even discriminated against by their doctors [5,43]. Nonetheless, the precise concerns migrant patients might have concerning their rights are still scarcely researched and, thus, pointing to the fact that more empirical evidence is needed to understand inadequacies in the health care system for older migrant patients. Overall, this warrants that future research is needed to determine the underlying motivations and reasons behind choosing this theme.

**Study Limitations and Future Research**

Although older migrant patients with cancer showed some intentions to use the oncological module in the future, the results indicated that older patients had concerns and expressed little ease and confidence in their ability to use the tools on their own, especially regarding using the QPLs. Again, this shows that training patients remains a crucial component of such intervention to be effective, as this study did not sufficiently target the issue of adopting and adhering to the eHealth tool, which is especially important among older adults because of their low internet self-efficacy [44]. Previous research has indicated that just short-term training can lead to successful information and communication technology adoption and outcomes for ethnically diverse older people [45]. In addition, future studies could incorporate the extended TAM and senior technology acceptance model (STAM) into the developmental process [44,46] instead of using the original TAM that was used in this study. The extended TAM sheds light on several spearheads, such as the amount of text used, page organization, and the incorporation of offline support to increase the perceived ease of use of an eHealth tool among older adults [44], whereas the STAM also incorporates age-related health and ability characteristics, such as gerontechnology self-efficacy [46]. Taking these additional factors suggested by the extended TAM and STAM into consideration, this might further increase the tool’s overall user-friendliness and lead to higher levels of perceived ease of use, usefulness, and intention to use.

Furthermore, as there is a dearth of research assessing digital literacy skills among older migrant patients, future studies are needed to gain more insight into their (lack of) competence to use new technologies in everyday life [47] and what is needed to enhance their skills. The results of such studies will help future intervention developers to gain a deeper insight into what features are indeed appropriate and easy to use. The combination of incorporating the extended TAM and measuring older patients’ digital literacy might help to produce higher levels of adoption and adherence to QPLs, which ultimately increases patient participation during the consultation sessions.

Another limitation of this study is related to the developmental process of the prototype. The STAR model was designed fundamentally to promote healthy behaviors among young adolescents by encouraging them to actively participate in the e-tool developmental process [48]. This involves all stakeholders being present in the discussions and decisions taken during all developmental phases. Although we did include patients in as many phases as possible, this approach was deemed unfeasible in the do phase when the prototype was developed, given the fact that our target group is rather vulnerable because of their sickness and old age. As the inclusion of people who represent different areas of expertise could increase the effectiveness of brainstorming sessions largely [49], future studies should explore the possibility and feasibility of inviting ethnic minority patients who are not ill yet or migrant patients’ close relatives to take part directly in this phase of the intervention development. This could help eHealth developers to obtain a fuller picture of the attributes that can be added to the module and help maximize the customization of the tool for the target user.

**Conclusions**

We conclude that QPLs make the oncological module a beneficial tool to assist health care professionals in question-asking during consultations and to better fulfill the instrumental and affective needs of older migrant patients with cancer. In addition, the use of narratives to inform older and low-literate migrant patients with cancer about health-related topics in their mother tongue is a viable approach to increase the effectiveness of health care communication with this target group. However, given that older migrant patients are less able to use the QPLs on their own, health care professionals should also look into the feasibility of adding a training component to offer offline guidance in navigating the QPLs. Finally, the oncology module developed in this study is a promising tool for both patients and health care professionals.
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Abstract

Background: In recent decades, advances in information technology have given new momentum to telemedicine research. These advances in telemedicine range from individual to population levels, allowing the exchange of patient information for diagnosis and management of health problems, primary care prevention, and education of physicians via distance learning.

Objective: This scientometric investigation aims to examine collaborative research networks, dominant research themes and disciplines, and seminal research studies that have contributed most to the field of telemedicine. This information is vital for scientists, institutions, and policy stakeholders to evaluate research areas where more infrastructural or scholarly contributions are required.

Methods: For analyses, we used CiteSpace (version 4.0 R5; Drexel University), which is a Java-based software that allows scientometric analysis, especially visualization of collaborative networks and research themes in a specific field.

Results: We found that scholarly activity has experienced a significant increase in the last decade. Most important works were conducted by institutions located in high-income countries. A discipline-specific shift from radiology to telestroke, teledermatology, telepsychiatry, and primary care was observed. The most important innovations that yielded a collaborative influence were reported in the following medical disciplines, in descending order: public environmental and occupational health, psychiatry, pediatrics, health policy and services, nursing, rehabilitation, radiology, pharmacology, surgery, respiratory medicine, neurosciences, obstetrics, and geriatrics.

Conclusions: Despite a continuous rise in scholarly activity in telemedicine, we noticed several gaps in the literature. For instance, all the primary and secondary research central to telemedicine was conducted in the context of high-income countries, including the evidence synthesis approaches that pertained to implementation aspects of telemedicine. Furthermore, the research landscape and implementation of telemedicine infrastructure are expected to see exponential progress during and after the COVID-19 era.

(J Med Internet Res 2020;22(10):e18835) doi:10.2196/18835
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Introduction

Advances in information and communication technologies (ICTs) have virtually reduced the world to a global village. The recent progress in ICTs has also shown incredible promise in addressing significant challenges in health care in disparate regions worldwide. Specifically, telemedicine ensures the provision of accessible, cost-effective, and specialized health care services in disparate areas. According to the World Health Organization (WHO), telemedicine pertains to the delivery of health care using different modalities embedded in the realms of information and communication technologies. It aims to advance health care, ranging from individual to population levels, by allowing exchange of patient information for diagnosis and management of health problems, primary care prevention, and education of physicians via distance learning [1]. Telemedicine is a new channel for health care services, which also enables opportunities to strengthen collaborative research.

The earliest evidence for telemedicine can be traced back to a clinical report published in *The Lancet* in 1879, which described the successful diagnosis of a child over the phone [2]. In addition, use of telegraphs was also evident in the American Civil War for transfer of mortality data and remote delivery of medical care [3]. A fine example of telemedicine was seen when, 20 years ago, the National Aeronautics and Space Administration monitored the astronauts’ well-being during the Apollo mission to the moon. The modern form of telemedicine, however, appeared with the advent and maturation of the internet, which made possible the use of videoconferencing, high-quality data transfer, and distance learning platforms at a lower cost. The potential of telemedicine in strengthening health systems was also recently recognized by the WHO, leading to the establishment of the Global Observatory for eHealth in 2005 [1]. In 2009, the telemedicine module of the Global Observatory for eHealth mapped the development of telemedicine in 4 specialties of medicine—pathology, radiology, psychology, and dermatology—in 114 member states. This report found that the greatest development had been made in the provision of teleradiology services (33%) among the WHO member states, while 20% of the countries reported conducting a national review or evaluation of telemedicine. In addition, 50% of the member states reported that they had institutions dedicated to the development of telemedicine solutions [1].

The most recent report by the WHO, published in 2016, emphasized the role of eHealth in achieving universal health coverage [4]. The development of telemedicine was found crucial in the attainment of sustainable development goal 8, “achieve universal health coverage,” and goal 3, “ensure healthy lives and promote well-being for all at all ages,” thus ensuring health for all, regardless of creed, ethnicity, color, or finances. It also identified a rapid progress among its member states from 2010 to 2016. At least 83% of the countries had reported a mobile health (mHealth) initiative, widespread use of teleradiology (from 33% to 77%), telepathology or teledermatology (about 50%), and telepsychiatry (33%). In addition, e-learning initiatives were reported in 84% of countries and the use of national electronic health records in 47% of the member states, and 78% of the countries reported legislations ensuring privacy of the electronic data. However, similar to the previous survey, very few countries had conducted evaluations of mHealth programs, which limits our understanding of the use of telemedicine, its barriers and facilitators, and which elements actually work [4]. These reports are a milestone in the field of telemedicine. However, these were dependent on data provided by government organizations and were heavily focused on government-run telehealth initiatives [4].

While the WHO-commissioned reports and evidence synthesis publications were indispensable in gauging worldwide infrastructure and legislation in telemedicine, scholarly research is a true marker for progress and evolution in every scientific field, and it is crucial to map research output in the field of telemedicine to determine prevalent research themes in order to guide policy makers and funders to improve or restrict flow of funding when required. Recognizing the importance of mapping progress in a field, scientists have devised several reproducible statistical methods that form the disciplines of bibliometrics and scientometrics. Scientometrics is defined as the “quantitative study of science, communication in science, and science policy” [5], and it helps evaluate the impact of journals, scientists, and institutions on the development and innovation of a scientific field.

Several studies published recently have used bibliometric methods to study progress in telemedicine, albeit in a very narrow context. For instance, Fatehi and Wootton [6] focused on delineating the use of different terminology to describe telemedicine, Groneberg et al [7] detailed the country-specific publication output and annual trends of publication and citation outputs, Gu et al [8] described the intellectual structure of telemedicine research by focusing on collaborative networks between different countries and authors, and Askari et al [9] provided an overview of the top 60 most frequently cited studies in telemedicine-specific journals. There is, however, a paucity of studies providing a holistic snapshot of advances in telemedicine from 2010 to 2019. The present analysis leverages the use of scientometric techniques to analyze publication output in the field of telemedicine worldwide, regardless of the government, industrial, or academic affiliations.

Methods

Bibliographic Search

An academic search of the Web of Science (WOS) core database was performed covering January 2010 to December 2019 to retrieve English language papers, using the following keyword: TS=(telemedicine). We restricted our search results to papers published in English only. The bibliographic records of these studies, including titles, abstracts, author details, affiliations, keywords, and citing references, were downloaded. We restricted our search results to the last 10 years to restrict our analyses in order to achieve a snapshot of recent research activity in telemedicine. The WOS core database was used for this academic search for two important reasons: it provides large coverage of over 20,000 peer-reviewed journals pertaining to 250 disciplines in health and social sciences and engineering and it is the only database that allows curation of citing
references of each indexed publication to allow cocitation analyses.

**Operational Definitions**

Telemedicine literally means “healing at a distance.” However, there are no definitive definitions of telemedicine, with a recent review reporting over 104 peer-reviewed definitions found in the literature [10]. However, for the purpose of this scientometric investigation, we adapted a definition of telemedicine embodying 4 crucial elements: (1) provision of clinical support, (2) connection of users from different physical locations, (3) improved health outcomes, and (4) use of ICT [4,6].

**Knowledge Visualization Analyses**

For analyses, we used CiteSpace (version 4.0 R5; Drexel University), which is a Java-based software that allows scientometric analysis, especially visualization of collaborative networks and research themes in a specific field [11,12]. The visualization of these collaborative networks in a discipline is based on the theory of cocitation, which posits that 2 documents share a cocitation relationship when they are cited together by another document [11,12]. For mapping of these networks, we ran network analyses using the cosine link reduction method and pathfinder networking scaling. Term sources were set as titles, abstracts, and author keywords, while nodes were set as cited references to delineate collaborative networks and cluster analyses. The time-splicing method was used to explore publications in 2 periods, 2010 to 2014 and 2015 to 2019, where each slice comprised the top 50 cited papers every year.

To obtain clusters or themes of research, we ran cluster analyses in which each cluster was termed according to publication keywords using 2 text-mining methods: term frequency-inverse document frequency (TF-IDF) and log likelihood ratio (LLR). The first method, TF-IDF, uses terms that are weighted by term frequencies multiplied by inverted document frequencies [11,12]. LLR tests choose the most appropriate clustering label by assessing the strength of the bond between a term and a cluster [11,12]. A cluster is said to be parsimonious when it comprises a larger number of items and an acceptable silhouette and modularity value (Q). The silhouette value is a measure of how similar an object is to its own cluster (cohesion) compared with other clusters (separation) [11,12]. The value of Q and silhouette ranges between –1 to 1, where a value closer to 1 is considered acceptable.

Each paper is presented as a node and links between two nodes as edges. The collaborative network mapped from this analysis yields several important results. Any research study with centrality values ≥0.1 are considered influential in their collaborative networks. Citation rings show annual citation patterns, while purple nodes represent landmark theories or works that give rise to a new body of work. Citation bursts revealing short periods of high scholarly activity are presented as red rings. Based on these cues, researchers can identify important works in a field and important themes of research.

**Results**

**Bibliometrics**

Web of Science (core database) yielded 6896 publications from 2010 to 2019, with a total h-index of 87 and an average 10.64 citations per study. These were cited a total of 73,354 times by a total of 42,381 citing papers. There was an increasing trend in both the publication and citation output from 2010 to 2019 (Figure 1).

**Regional Trends in Telemedicine Research**

Regionally, the highest publication output (in English) was contributed by high-income countries: the United States, Australia, England, Canada, and Germany. There were 2 middle-income countries, India and the People’s Republic of China, that also ranked in the top 10 for publication output. However, in terms of having a centrality score of 0.1 or greater, 6 countries—England, France, Belgium, Portugal, the People’s Republic of China, and Greece—appeared to hold significant influence in worldwide collaborations in telemedicine. These countries are also presented as purple nodes in Figure 2 (ie, contributing groundbreaking research). These central nations, although mainly high-income countries, also formed collaborations with a number of low- and middle-income countries (LMICs), such as Ethiopia, Mali, Botswana, Nepal, Zimbabwe, Pakistan, and Uganda.
Figure 2. Regional collaborative networks in the area of telemedicine research. Peoples R China: People’s Republic of China; USA: United States of America.

Institutional Trends in Telemedicine Research

Among institutions, the top 9 contributing institutions in terms of publication output were based in the United States, including the University of California system (n=304), Harvard University (n=227), and the Pennsylvania Commonwealth System of Higher Education (n=152). Outside of the United States, the University of Queensland in Australia was the fifth-highest contributing region. Institutions with centrality ≥0.1 included Columbia University, University of Queensland, University of Toronto, and Karolinska Institute. It is noteworthy that none of the top 9 US institutions in terms of publication output were deemed important in their collaborative networks (Figure 3).

Figure 3. Institutional collaborations in telemedicine research. CSIRO: Commonwealth Scientific and Industrial Research Organisation; Hlth: Health; Inst: Institute; Sci: Science; Univ: University.
Discipline-Specific Trends in Telemedicine Research

An analysis of the Web of Science revealed that the disciplines of health care sciences and services (n=2338) and medical informatics (n=835) reported the highest number of publication items. However, a total of 19 disciplines had the greatest centrality values (≥0.1). Most important innovations yielding a collaborative influence were reported in the following medical disciplines, in descending order: public environmental and occupational health, psychiatry, pediatrics, health policy and services, nursing, rehabilitation, radiology, pharmacology, surgery, respiratory medicine, neurosciences, obstetrics, and geriatrics (Figure 4).

Figure 4. Discipline-specific trends in telemedicine research.

Keyword Analysis in Telemedicine

A total of 106 research keywords were identified in the field of telemedicine, revealing the most-researched topics (Figure 5). From 2010 to 2019, 32 keywords appeared to have citation outbursts showing the greatest research activity in telemedicine (Figure 6). The top 50 cited keywords in tandem with citation outbursts were divided into themes to identify the most frequently researched diseases, outcomes, study designs, and populations, shown in Table 1.

Figure 5. Research keywords in telemedicine research. acce: access; outcm: outcome.
Figure 6. Research hotspots in telemedicine from 2010 to 2019.

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Year</th>
<th>Strength</th>
<th>Beginning</th>
<th>End</th>
<th>2010-2019</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information technology</td>
<td>2010</td>
<td>17.007</td>
<td>2010</td>
<td>2012</td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>2010</td>
<td>12.802</td>
<td>2010</td>
<td>2011</td>
<td></td>
</tr>
<tr>
<td>Telepsychiatry</td>
<td>2010</td>
<td>18.634</td>
<td>2010</td>
<td>2015</td>
<td></td>
</tr>
<tr>
<td>Telecare</td>
<td>2010</td>
<td>22.799</td>
<td>2010</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td>Therapy</td>
<td>2010</td>
<td>12.430</td>
<td>2010</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>2010</td>
<td>10.414</td>
<td>2010</td>
<td>2012</td>
<td></td>
</tr>
<tr>
<td>Consultation</td>
<td>2010</td>
<td>6.987</td>
<td>2010</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>2010</td>
<td>9.719</td>
<td>2010</td>
<td>2011</td>
<td></td>
</tr>
<tr>
<td>Videoconferencing</td>
<td>2010</td>
<td>10.150</td>
<td>2011</td>
<td>2012</td>
<td></td>
</tr>
<tr>
<td>Communication</td>
<td>2010</td>
<td>14.967</td>
<td>2011</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>Satisfaction</td>
<td>2010</td>
<td>5.538</td>
<td>2011</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>Telemonitoring</td>
<td>2010</td>
<td>16.053</td>
<td>2011</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>Information</td>
<td>2010</td>
<td>10.394</td>
<td>2011</td>
<td>2012</td>
<td></td>
</tr>
<tr>
<td>Association</td>
<td>2010</td>
<td>3.462</td>
<td>2012</td>
<td>2013</td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>2010</td>
<td>7.651</td>
<td>2012</td>
<td>2016</td>
<td></td>
</tr>
<tr>
<td>Telestroke</td>
<td>2010</td>
<td>7.125</td>
<td>2012</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td>Telecommunication</td>
<td>2010</td>
<td>8.851</td>
<td>2013</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td>Cost</td>
<td>2010</td>
<td>4.394</td>
<td>2013</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td>Thrombolysis</td>
<td>2010</td>
<td>15.310</td>
<td>2013</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td>Diabetic retinopathy</td>
<td>2010</td>
<td>8.019</td>
<td>2014</td>
<td>2015</td>
<td></td>
</tr>
<tr>
<td>Veteran</td>
<td>2010</td>
<td>11.995</td>
<td>2014</td>
<td>2015</td>
<td></td>
</tr>
<tr>
<td>Smartphone</td>
<td>2010</td>
<td>3.520</td>
<td>2015</td>
<td>2019</td>
<td></td>
</tr>
<tr>
<td>Barrier</td>
<td>2010</td>
<td>11.633</td>
<td>2016</td>
<td>2019</td>
<td></td>
</tr>
<tr>
<td>Meta-analysis</td>
<td>2010</td>
<td>22.009</td>
<td>2016</td>
<td>2019</td>
<td></td>
</tr>
<tr>
<td>Feasibility</td>
<td>2010</td>
<td>4.247</td>
<td>2016</td>
<td>2017</td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>2010</td>
<td>15.402</td>
<td>2017</td>
<td>2019</td>
<td></td>
</tr>
<tr>
<td>Adherence</td>
<td>2010</td>
<td>5.924</td>
<td>2017</td>
<td>2019</td>
<td></td>
</tr>
</tbody>
</table>
Clusters of Research in Telemedicine From 2009 to 2014

From 2009 to 2014, a total of 2527 papers were published, which were cited by 141,702 references. These were analyzed to study landmark publications and clusters of research during this period. There was a total of 228 nodes and 273 edges. Cluster analysis yielded a parsimonious network of clusters (Figure 7) with a modularity of 0.85 and silhouette value of 0.42. It yielded a total of 56 clusters, out of which 8 comprised at least 10 studies each and an acceptable silhouette value (range 0.85 to 1.0).

Figure 7. Clusters of research in telemedicine from 2009 to 2014.

Acute Medicine

Stroke
The zeroth cluster comprised 32 items with a silhouette value of 0.98, described by terms such as information technology (TF-IDF) and acute ischemic stroke and thrombolysis (LLR). The third cluster pertained to mobile stroke units (TF-IDF) and associated mortality and economic outcomes (LLR).

Telecardiology
The second cluster pertained to telemonitoring at home (TF-IDF) for chronic diseases such as heart failure (LLR). The fifth cluster was focused on clinical management and home monitoring (TF-IDF) of pacemaker activity and implantable cardioverter defibrillator (LLR), especially in patients with myocardial infarction.

Chronic Diseases

Diabetes
Cluster 7 pertained to general practitioner–mediated telecardiology (TF-IDF) and user acceptance of this program (LLR). The sixth cluster pertained to nutrition in diabetes, especially in the context of the Columbia University Informatics for Diabetes Education and Telemedicine project.

Telepsychiatry
The third cluster was defined as neuropsychological assessment (by TF-IDF method), focusing on posttraumatic stress disorder (PTSD) and cognitive behavioral therapy (LLR method).

Respiratory Medicine
This cluster (the fifth cluster) pertained to self-management of chronic obstructive pulmonary disease (COPD) and its exacerbation (TF-IDF and LLR).

Table 1. Research keywords in telemedicine by theme.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Most frequent keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diseases</td>
<td>Diabetic retinopathy, stroke, depression, heart failure, rehabilitation, thrombolysis</td>
</tr>
<tr>
<td>Performance indicators</td>
<td>Feasibility, accuracy, reliability, barrier, adherence, satisfaction, performance, cost-effectiveness</td>
</tr>
<tr>
<td>Outcomes</td>
<td>Self-management, support, impact, diagnosis, education, mortality, quality of life, telemonitoring</td>
</tr>
<tr>
<td>Study design</td>
<td>Association, follow-up, meta-analysis, randomized controlled trials, implementation, prevalence</td>
</tr>
<tr>
<td>Disciplines</td>
<td>Telestroke, teledermatology, telepsychiatry, primary care</td>
</tr>
<tr>
<td>Setting</td>
<td>Home, internet, videoconferencing, communication, telecommunication, smartphone</td>
</tr>
<tr>
<td>Population</td>
<td>Veterans, United States, children</td>
</tr>
</tbody>
</table>
Landmark Publications From 2009 to 2014

The period from 2009 to 2014 revealed 10 landmark publications pertaining to different themes, where most of the publications pertained to intensive care, especially stroke (Table 2) [13-16]. Audebert et al published 3 important studies [17-19] demonstrating the success of the telementagement of stroke in rural hospitals in Bavaria, Germany. In a similar context, Schwamm et al [13] provided evidence for telestroke consultations via videoconferencing and Lilly et al [14] showed that the implementation of a tele-intensive care unit (ICU) intervention was associated with reduced adjusted odds of mortality and reduced length of hospital stay, as well as with changes in best-practice adherence and lower rates of preventable complications. In their cross-sectional survey, Silva et al [16] described the status of telestroke programs in the United States. In addition, 2 important literature reviews were published during this period. Sood et al [10] improved our understanding of the theoretical underpinnings of modern telemedicine after a careful evaluation of 104 peer-reviewed publications, while Kahn et al [15] summarized the recommendations of a working group for the adoption of a standardized framework for the standardized conduct of tele-ICU studies. Lastly, May et al [20] described the complexity that exists in the scale-up of telemedicine programs, which is often underestimated, leading to their failures.

Table 2. Lessons learned from landmark publications from 2009 to 2014.

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Study design</th>
<th>Theme</th>
<th>Disease</th>
<th>Lesson learned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broens (2007)</td>
<td>Qualitative literature review</td>
<td>Implementation</td>
<td>N/A</td>
<td>Determinants of successful implementation and scale-up of telemedicine programs. Important determinants of telemedicine programs include (1) technology, (2) acceptance, (3) financing, (4) organization, and (5) policy and legislation.</td>
</tr>
<tr>
<td>Silva et al (2012)</td>
<td>Cross-sectional survey</td>
<td>Barriers and facilitators</td>
<td>Stroke</td>
<td>Status of telestroke in the United States. The top 3 clinical needs met by telestroke were emergency department consultation (100%), patient triage (83.8%), and inpatient teleconsultation (46.0%).</td>
</tr>
<tr>
<td>Kahn et al (2011)</td>
<td>Working group statement</td>
<td>Guidelines</td>
<td>Intensive care</td>
<td>This working group meeting was convened to address methodological and knowledge gaps in the field. It proposed adoption of a common framework to facilitate standardized conduct of telemedicine studies in the ICU.</td>
</tr>
<tr>
<td>Lilly et al (2011)</td>
<td>Prospective stepped-wedge clinical trial</td>
<td>Effectiveness</td>
<td>Intensive care</td>
<td>Implementation of a tele-ICU intervention was associated with reduced adjusted odds of mortality and reduced length of hospital stay, as well as with changes in best-practice adherence and lower rates of preventable complications.</td>
</tr>
<tr>
<td>May et al (2003)</td>
<td>Qualitative study</td>
<td>Implementation</td>
<td>N/A</td>
<td>Complexity exists at 4 discrete levels in any given telehealth context: implementation, adoption, translation, and stabilization. This complexity is often underestimated, leading to failed scale-ups.</td>
</tr>
<tr>
<td>Audebert et al 2006</td>
<td>Prospective</td>
<td>Feasibility</td>
<td>Stroke</td>
<td>The telestroke concept promises better coverage of systemic thrombolysis in nonurban areas.</td>
</tr>
<tr>
<td>Audebert et al 2006</td>
<td>Nonrandomized clinical trial</td>
<td>Trial</td>
<td>Stroke</td>
<td>Treatment in rural hospitals independently reduced the probability of a poor outcome compared with controls.</td>
</tr>
</tbody>
</table>

Clusters of Research in Telemedicine From 2015 to 2019

From 2015 to 2019, a total of 4493 records were published, which were cited a total of 141,702 times. Cluster analyses yielded a parsimonious cluster network with a modularity of 0.69 and a silhouette value of 0.39. To get a snapshot of research themes in this period, we analyzed a total of 205 nodes with 345 edges. A total of 27 clusters of research in telemedicine were identified, out of which 12 had an acceptable silhouette value. In size, these clusters ranged from 8 to 23 studies, and modularity values ranged from 0.97 to 0.71. These clusters fell into 4 major themes: (1) clinical decision support systems, (2) reliability, (3) access to health care, and (4) medical conditions (Figure 8).
Clinical Decision Support Systems

The zeroth cluster pertained to clinical decision support systems to aid in self-management (TF-IDF), explored in the context of ulcerative colitis (LLR) and lung cancer (mutual information).

Reliability

A total of 2 clusters (1 and 8) focused on reliability and interexpert agreement (TF-IDF) pertaining to telemedicine-aided diagnoses mediated by general practitioners (TF-IDF), especially in the field of teledermatology (LLR).

Access to Health Care

A total of 3 clusters (2, 3, and 9) pertained to this thematic area of telemedicine, defined by access to telemedicine in shortage areas (TF-IDF) to aid in the diagnosis of diabetic retinopathy. Rural health care was an important component of this research theme, where the issue of switching time between pediatric consultations was thoroughly researched.

Medical Conditions

A total of 4 clusters (4, 5, 6, and 7) focused on both acute and chronic conditions, for instance, general practitioner–mediated mental health care, especially in PTSD. Cluster 5 pertained to telecardiology, in which heart failure, remote monitoring of pacemaker activity, and patient satisfaction were important areas of research. In accordance with research prior to 2015, acute ischemic stroke and thrombolysis were important research areas in telestroke. In the specialty of tele-ICU, the care of critically ill patients, especially those undergoing liver transplantation, and economic outcome were the most researched areas.

End Consumer Research

Patient compliance, safety, and satisfaction were explored in 2 clusters (10 and 11).

Landmark Publications From 2015 to 2019

This period of scholarly activity in telemedicine continued to be influenced by 4 studies published prior to 2015 [13,14,22-24], pertaining to tele-ICU, telestroke, tele–mental health, and facilitators and barriers to telemedicine. The majority of publications unique to this time period were literature reviews, systematic or otherwise (n=10), followed by retrospective studies (n=2) and a clinical trial (n=1). Major themes in this era were effectiveness and cost-effectiveness research (both primary and secondary). In addition, the connected health model of health care, which governs telemedicine, and the standardized framework for assessment of telemedicine commissioned by the European Commission were deemed central in these collaborative networks.

The most influential review in this period pertained to chronic diseases and was an evidence synthesis report on 141 randomized controlled trials relating to asthma, COPD, diabetes, heart failure, and hypertension [25]. It reported strong evidence of publication bias, with 108 randomized controlled trials reporting positive results and almost none reporting harm [25]. Wade et al [26] presented a systematic review regarding economic analysis of telemedicine and concluded that the delivery of health services by real-time video communication was cost-effective for home care and access to on-call hospital specialists.

Effectiveness research was conducted using both primary interventional and evidence synthesis approaches. For instance, Chaudhry et al [27] conducted a clinical trial and showed that telemonitoring did not improve outcomes among patients hospitalized for heart failure. In their reviews, Ekeland et al [28] and Flodgren et al [29] examined effectiveness of telemedicine in multiple conditions [28,29]; Elbert et al [30] focused on effectiveness and cost-effectiveness for somatic
diseases and Hubley et al [31], on psychiatric diseases. Bashshur et al [32] examined 3 tracer diseases (heart failure, stroke, and COPD), which, when treated using telemedicine approaches, showed several markers of improvement, such as reduced hospital admissions and readmissions, length of hospital stay, and emergency department visits. Fierson et al [33] reviewed the currently available literature on telemedicine-based remote digital fundus imaging evaluations for retinopathy of prematurity and outlined pertinent practical and risk management considerations.

Kvedar et al [34] presented a model of care to make telemedicine an important part of the US health care system. He reported that care processes in the United States are insufficient to address the mismatch in supply and demand of health care providers [34]. This review presented connected health as a new care model to improve patient care with telemedicine and telehealth. Kidholm et al [35], after synthesizing evidence from a stakeholders meeting, presented a framework for the assessment of telemedicine with 7 important domains: (1) health problem and description of the application, (2) safety, (3) clinical effectiveness, (4) patient perspectives, (5) economic aspects, (6) organizational aspects, and (7) sociocultural, ethical, and legal aspects. A summary of these publications is provided in Table 3.
### Table 3. Lessons learned from landmark publications from 2015 to 2019.

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Study design</th>
<th>Theme</th>
<th>Disease</th>
<th>Lesson learned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wootton (2012) [25]^a</td>
<td>Review</td>
<td>Evidence synthesis</td>
<td>Chronic diseases</td>
<td>This study presents an evidence synthesis report on 141 RCTs^b pertaining to asthma, COPD^c, diabetes, heart failure, and hypertension. There was strong evidence of publication bias, with 108 RCTs reporting positive results and almost none reporting harm.</td>
</tr>
<tr>
<td>Wade et al (2010) [26]</td>
<td>Systematic review</td>
<td>Economic analysis</td>
<td>Chronic diseases: asthma, COPD</td>
<td>Delivery of health services by real-time video communication was cost-effective for home care and access to on-call hospital specialists, showed mixed results for rural service delivery, and was not cost-effective for local delivery of services between hospitals and primary care.</td>
</tr>
<tr>
<td>Ekeland et al (2010) [28]^a</td>
<td>Systematic review</td>
<td>Effectiveness</td>
<td>—</td>
<td>Out of 80 included systematic reviews, 21 showed that telemedicine was effective, and 18 reported that evidence regarding telemedicine was limited and inconsistent.</td>
</tr>
<tr>
<td>Kvedar et al (2014) [34]^a</td>
<td>Literature review</td>
<td>Model of health care</td>
<td>—</td>
<td>Care processes in the United States are insufficient to address the mismatch in supply and demand of health care providers. This review presented connected health as a new care model to improve patient care with telemedicine and telehealth.</td>
</tr>
<tr>
<td>Elbert et al (2014) [30]</td>
<td>Systematic review of systematic reviews</td>
<td>Effectiveness and cost-effectiveness</td>
<td>Somatic diseases</td>
<td>Out of 31 eligible reviews, 7 found eHealth to be clinically effective and cost-effective and 13 found it to be promising, while the rest found the evidence to be limited or inconsistent.</td>
</tr>
<tr>
<td>Bashshur et al (2014) [32]^a</td>
<td>Systematic review</td>
<td>General review</td>
<td>Chronic diseases: heart failure, stroke, and COPD</td>
<td>The 3 diseases, when treated using telemedicine approaches, showed several improvements, such as reduced hospital admissions and readmissions, length of hospital stay, and emergency department visits.</td>
</tr>
<tr>
<td>Flodgren et al (2015) [29]^a</td>
<td>Systematic review and meta-analysis</td>
<td>Effectiveness</td>
<td>Cardiovascular disease, diabetes, respiratory conditions, mental health or substance abuse conditions, conditions requiring a specialist consultation, comorbidities, urogenital conditions, neurological injuries and conditions, gastrointestinal conditions, neonatal conditions requiring specialist care, solid-organ transplantation, and cancer</td>
<td>There was high- to moderate-certainty evidence that there was no significant difference between telemedicine and usual health care in improving all-cause mortality and admissions to the hospital. There was some evidence of improved quality of life, lower HbA1c among patients with diabetes, and decreased LDL and blood pressure. Participants with different mental health and substance abuse problems reported no differences in the effect of therapy delivered over videoconferencing compared with face-to-face delivery.</td>
</tr>
<tr>
<td>Kidholm et al (2012) [35]^a</td>
<td>Recommendations based on workshops with users and stakeholders of telemedicine, initiated by European Commission</td>
<td>Framework for assessment of telemedicine</td>
<td>—</td>
<td>There are 7 domains in MAST^c: (1) health problem and description of the application, (2) safety, (3) clinical effectiveness, (4) patient perspectives, (5) economic aspects, (6) organizational aspects, and (7) sociocultural, ethical, and legal aspects.</td>
</tr>
<tr>
<td>Schwanm et al (2009) [13]^a</td>
<td>See Table 2</td>
<td>See Table 2</td>
<td>See Table 2</td>
<td>See Table 2</td>
</tr>
<tr>
<td>Lilly et al (2011) [14]^a</td>
<td>See Table 2</td>
<td>See Table 2</td>
<td>See Table 2</td>
<td>See Table 2</td>
</tr>
</tbody>
</table>
Discussion

Summary
This scientometric analysis presents an overview of scholarly work in the field of telemedicine in the last 10 years. It shows the transition of scholarly work in this field from teleradiology in the previous decade to mental health, stroke, and critical care medicine. Barriers and facilitators to successful implementation of telemedicine were also seen as an important area of research in telemedicine. Collaborative networks between regions and institutions revealed collaborative links between central global institutions and LMICs, showing a transfer of technology and expertise. This is an important endeavor, as studying the centrality or influence of a particular entity in their collaborative networks and the volume of innovative work may be better indicators of progress in a field. In this vein, England, France, Belgium, Portugal, the People’s Republic of China, and Greece appeared to hold significant influence worldwide. Similarly, almost all of the top institutions with regard to publication output were from the United States, which reflects previous literature [7,9,25,37,38]. However, only 1 of the United States–based universities was found to be central in its domain. Top institutions were Columbia University, University of Queensland, University of Toronto, and Karolinska Institute.

Several of the top institutions were involved in collaborations with institutions from LMICs, indicating transfer of technology and expertise. This is an important endeavor, as studying the effectiveness and uptake of telemedicine may decrease disparities in these regions. Portugal, for instance, provides a good case study to examine collaborative networks between high-income and low-income countries. A transcultural pediatric telecardiology service has been established in several Portuguese-speaking African countries in collaboration with Portugal-based universities [39]. This program has been highly successful. For instance, in Angola alone, it has performed 32,685 outpatient teleconsultations (1998 to 2016), saving health system costs [39]. Another important endeavor includes echocardiography services through a telecardiology initiative being provided in Tanzania, Malawi, Mali, and Mozambique with a telereporting center in Italy [40]. On October 26, 2017, another impetus for telemedicine research and implementation

General Trends and Transcontinental Collaborations
Our analysis revealed a steadily increasing publication output and citation activity in the field of telemedicine, which is in consonance with previous literature [7,9,25,37,38]. In terms of regional output, a bibliometric assessment of literature in telemedicine from 1980 to 2013 showed that the top 5 countries in terms of publication output were the United States, the United Kingdom, Germany, Canada, and Australia, while China ranked tenth [37]. However, we opine that the centrality or influence of a particular entity in their collaborative networks and the volume of innovative work may be better indicators of progress in a field. In this vein, England, France, Belgium, Portugal, the People’s Republic of China, and Greece appeared to hold significant influence worldwide. Similarly, almost all of the top institutions with regard to publication output were from the United States, which reflects previous literature [7,9,25,37,38]. However, only 1 of the United States–based universities was found to be central in its domain. Top institutions were Columbia University, University of Queensland, University of Toronto, and Karolinska Institute.

Several of the top institutions were involved in collaborations with institutions from LMICs, indicating transfer of technology and expertise. This is an important endeavor, as studying the effectiveness and uptake of telemedicine may decrease disparities in these regions. Portugal, for instance, provides a good case study to examine collaborative networks between high-income and low-income countries. A transcultural pediatric telecardiology service has been established in several Portuguese-speaking African countries in collaboration with Portugal-based universities [39]. This program has been highly successful. For instance, in Angola alone, it has performed 32,685 outpatient teleconsultations (1998 to 2016), saving health system costs [39]. Another important endeavor includes echocardiography services through a telecardiology initiative being provided in Tanzania, Malawi, Mali, and Mozambique with a telereporting center in Italy [40]. On October 26, 2017, another impetus for telemedicine research and implementation

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Study design</th>
<th>Theme</th>
<th>Disease</th>
<th>Lesson learned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hilty et al (2013) [23a]</td>
<td>Review</td>
<td>Effectiveness</td>
<td>Mental health</td>
<td>This review reported that tele–mental health interventions are effective and improve access to care. More research is required on service models and ethical and cross-cultural aspects of tele–mental health.</td>
</tr>
<tr>
<td>Dharmar et al (2013) [22a]</td>
<td>Retrospective</td>
<td>Quality improvement</td>
<td>Pediatric critical care</td>
<td>Telemedicine consultations were associated with higher physician-rated quality of care and parent satisfaction.</td>
</tr>
<tr>
<td>Sanders et al (2012) [24]</td>
<td>Qualitative</td>
<td>Evaluation and barriers to adoption</td>
<td>Telehealth in general</td>
<td>This qualitative investigation examined barriers to participation and adoption of telehealth among people who withdrew from a UK-based clinical trial on telemedicine.</td>
</tr>
<tr>
<td>Ashwood et al (2017) [36]</td>
<td>Retrospective</td>
<td>Effectiveness and cost-effectiveness</td>
<td>—</td>
<td>Direct-to-consumer telehealth may increase access to care but does not decrease spending; 12% of direct-to-consumer telehealth visits replaced visits to other providers, and 88% represented new use. Net annual spending on acute respiratory illness increased $45 per telehealth user.</td>
</tr>
<tr>
<td>Hubley et al (2016) [31]</td>
<td>Systematic review</td>
<td>Effectiveness</td>
<td>Psychiatric diseases</td>
<td>A large evidence base supported telepsychiatry as a delivery method for mental health services. Future studies will inform optimal approaches to implementing and sustaining telepsychiatry services.</td>
</tr>
</tbody>
</table>

aPurple nodes in Figure 7 representing seminal work in the area of telemedicine.
bRCTs: randomized controlled trials.
cCOPD: chronic obstructive pulmonary disease.
dNot available.
eHbA₁c: glycated hemoglobin.
fLDL: low-density lipoprotein.
gMAST: model for assessment of telemedicine.
hRDFI-TM: telemedicine-based remote digital fundus imaging.
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was provided by a resolution that created the Comunidade dos Países de Língua Portuguesa’s Permanent Working Group on Telemedicine and Telehealth during the fourth Health Ministers Meeting of the Portuguese-Speaking Countries in Brasília [41].

Transition of Research Themes
We noticed a transition in research themes in telemedicine during these periods. For instance, the WHO reports cited teleradiology services as being most prevalent worldwide. In line with this, Armfield et al [42], using text-mining approaches, reported that during the early period of telemedicine research from 1970 to 1995, teleradiology and telepathology were the most dominant fields, as well as the first fields to adopt telemedicine. In contrast, research trends in a more recent period (2009 to 2013) focused on cost-effectiveness, and the clinical and discipline-specific terms “diabetic” and “stroke” emerged in this period. Our analyses revealed that these themes progressed into the established fields of telecardiology, telerehabilitation, and tele-ICU. Moreover, we also saw a rise in cost-effectiveness as well as implementation and feasibility research, which are very important aspects in the uptake of telemedicine. All the influential studies in our analyses pertained to these themes.

Research Gaps and Recommendations for Future Work
Despite a continuous rise in scholarly activity in telemedicine, we noticed several gaps in the literature. For instance, all the primary and secondary research central to telemedicine was conducted in the context of high-income countries, including the evidence synthesis approaches pertaining to implementation aspects of telemedicine. In addition, patient confidentiality and ethical perspectives on the use of telemedicine were nonexistent in our analysis. Most of the telemedicine research in LMICs was driven in collaboration with high-income countries. There is a huge gap in needs-based analysis, eHealth literacy, and inclusion of Indigenous end consumers and stakeholders in the design of telemedicine platforms in LMICs.

There were also no research clusters on improving eHealth literacy, especially in the context of use of telemedicine in LMICs. The lack of strengths, weaknesses, opportunities, and threats analyses, particularly in the evaluation of eHealth literacy among physicians, is a big factor in the failure of telemedicine. This was a major contributory factor in the failure of the Réseau en Afrique Francophone pour la Télémédecine (RAFT) telemedicine software platform in Angola, which enjoyed commitment from the Ministry of Health and local stakeholders but was not taken up by the participating physicians [43].

Telemedicine financing is a critical aspect for sustainability and most often not covered in studies. The development of telemedicine on a global scale will require more sophisticated business models. Additionally, telemedicine skills development is very seldom provided by medical schools.

Telemedicine is still in its infancy in LMICs, and there is a lack of clarity in several important aspects, such as the development and adoption of ethical standards, treatment protocols, and guidelines. Medical informaticians should liaise with healthcare centers, physicians, and medical ethicists to develop software promoting an ethos of confidentiality, privacy, and security during the sharing of sensitive data.

Conclusion
The findings in this investigation suggest a rapid development in the field of telemedicine, albeit prior to the COVID-19 pandemic. We expect that the research landscape and implementation of telemedicine infrastructure may see exponential progress during and after the COVID-19 period. This is also echoed in the recent report by the American Medical Association, which predicts that “after COVID-19, $250 billion in care could shift to telehealth, boosting research and infrastructural development” [44].
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Abstract

Background: Heart failure (HF) is a major public health issue in Canada that is associated with high prevalence, morbidity, and mortality rates and high financial and social burdens. Telemonitoring (TM) has been shown to improve all-cause mortality and hospitalization rates in patients with HF. The Medly program is a TM intervention integrated as standard of care at a large Canadian academic hospital for ambulatory patients with HF that has been found to improve patient outcomes. However, the cost-effectiveness of the Medly program is yet to be determined.

Objective: This study aims to conduct a cost-utility analysis of the Medly program compared with the standard of care for HF in Ontario, Canada, from the perspective of the public health care payer.

Methods: Using a microsimulation model, individual patient data were simulated over a 25-year time horizon to compare the costs and quality-adjusted life years (QALYs) between the Medly program and standard care for patients with HF treated in the ambulatory care setting. Data were sourced from a Medly Program Evaluation study and literature to inform model parameters, such as Medly’s effectiveness in reducing mortality and hospitalizations, health care and intervention costs, and model transition probabilities. Scenario analyses were conducted in relation to HF severity and TM deployment models. One-way deterministic effectiveness analysis and probabilistic sensitivity analysis were performed to explore the impact on the results of uncertainty in model parameters.

Results: The Medly program was associated with an average total cost of Can $102,508 (US $77,626) per patient and total QALYs of 5.51 per patient compared with the average cost of Can $97,497 (US $73,831) and QALYs of 4.95 per patient in the Standard Care Group. This led to an incremental cost of Can $5011 (US $3794) and incremental QALY of 0.566, resulting in an incremental cost-effectiveness ratio of Can $8850 (US $6701)/QALY. Cost-effectiveness improved in relation to patients with advanced HF and with deployment models in which patients used their own equipment. Baseline and alternative scenarios consistently showed probabilities of cost-effectiveness greater than 85% at a willingness-to-pay threshold of Can $50,000 (US $37,718). Although the results showed some sensitivity to assumptions about effectiveness parameters, the intervention was found to remain cost-effective.

Conclusions: The Medly program for patients with HF is cost-effective compared with standard care using commonly reported willingness-to-pay thresholds. This study provides evidence for decision makers on the use of TM for HF, supports the use of a
nurse-led model of TM that embeds clinically validated algorithms, and informs the use of economic modeling for future evaluations of early-stage health informatics technology.

(J Med Internet Res 2020;22(10):e18917) doi:10.2196/18917
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Introduction

Background
Heart failure (HF) is a major public health issue with a worldwide prevalence of 26 million and 669,600 in Canada [1,2]. Half of those with a diagnosis of HF will die within 5 years, and up to 80% will die within 10 years [3-5]. Furthermore, flare-ups of HF symptoms occur often and can result in frequent hospitalizations, with more than 50% of individuals being readmitted within 6 months of discharge [6,7]. Reasons for rehospitalizations include incomplete treatment in hospitals, poor coordination of services or poor communication of care plans at discharge, inadequate access to services, poor patient education, failure to optimize therapies, and lack of long-term monitoring for early signs of worsening health [7]. HF-associated hospital admissions have been estimated to cost the Canadian health care system Can $482 (US $364) million in 2013, and the cost is expected to increase to Can $720 (US $543.14) million by 2030 [8].

It has been recommended that disease management interventions that enable patient empowerment, education, and clinical follow-up should be integrated within the system of care for patients with HF because these interventions have been associated with reduced hospitalization rates and improved quality of life (QoL) and survival [9]. In response, the Medly telemonitoring (TM) system and program, which was deployed to augment the existing standard of care at the Ted Rogers Centre for Heart Research at the University Health Network (UHN), was designed to shift traditional episodic care of HF to a more continuous paradigm where care is extended into the daily lives of patients rather than confined to health care institutions. This program enables patients to record symptoms and physiological measurements, including weight, blood pressure, and heart rate, which are then transmitted to a registered nurse coordinator who reviews and responds to alerts and serves as the first resource for patients. Overall, meta-analyses have shown that TM programs similar to Medly reduce all-cause mortality and hospitalizations when compared with the standard of care without TM [10-14]. However, other studies have also shown null or mixed results for TM [15-18]. Some of this uncertainty in effectiveness can be attributed to the heterogeneity of the studies, such as patient demographics, characteristic differences between the evaluated interventions, and quality of the trial [19].

The decision to implement interventions are often dependent on cost-effectiveness. However, there is a lack of economic evidence for TM stemming from the challenges associated with conducting economic evaluations owing to the heterogeneity and complexity of TM [20,21]. Specifically, diversity stemming from clinical conditions under study, technology, applications, objectives, and context makes comparisons between telemedicine interventions difficult [21]. That said, a number of studies have been conducted that included evaluations of the financial impact of TM for patients with HF, with many reporting savings. However, most studies did not conduct a full economic evaluation [22-33], such as a cost-effectiveness or cost-utility analysis (CUA) [34]. Studies that included a full economic analysis did not evaluate the long-term effects of TM because time horizons of 18 months or less were used [35-37], or the studies were conducted outside of Canada [38-40]. This is owing to the lack of long-term Canadian economic evaluations of TM interventions for patients with HF, information on the life expectancy of this patient population, the possible fluctuations of health status over time, and the nuances of the Canadian population and health care system.

Study Objectives

The objective of this study was to evaluate the long-term cost-effectiveness of TM for patients with HF within a Canadian context from a public health care payer perspective, referencing costing data and concepts from a TM program, Medly, implemented at a large academic hospital in Ontario, and data from the literature. Specifically, the central research question is as follows: What is the cost utility of the Medly program for patients with HF compared with the standard of care in Ontario? This question will be explored through the application of a microsimulation model.

Methods

The methods used in this study follow the Consolidated Health Economic Evaluation Reporting Standards [41].

Type of Economic Evaluation
A CUA was performed. A CUA was chosen because it allows for the effectiveness outcome to be comparable with that of other disease groups and across interventions, making it the gold standard for economic evaluations. Furthermore, there is utility evidence available for patients with HF, allowing for the use of quality-adjusted life years (QALYs) [34].

Target Population
The target population was a cohort of ambulatory patients with HF from the UHN in Toronto, Canada, enrolled in the Medly Program Evaluation study. Table 1 presents information on the baseline patient characteristics and the missing data. Owing to the limitations associated with manual extraction of data from patients’ clinical notes and inconsistent laboratory testing orders, there were considerable missing data. The nature of the missingness was not quantitatively analyzed, and it was assumed that the missing data were randomly distributed. The data reported correspond to the set of variables that were used in the
Seattle Heart Failure Model (SHFM), which is a multivariate Cox hazard model used to predict mortality [42-45]. As of June 31, 2019, 315 patients were enrolled in the program, based on a joint decision between the patient and the cardiologist at either a follow-up outpatient visit or after an inpatient hospital stay.

### Table 1. Baseline patient characteristics of the Medly Program Evaluation cohort (n=315; number of patients unless specified otherwise).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall</th>
<th>Missing, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>58.23 (15.43)</td>
<td>2</td>
</tr>
<tr>
<td>Proportion of females, n (%)</td>
<td>69 (22.0)</td>
<td>2</td>
</tr>
<tr>
<td>Proportion of ischemic etiology, n (%)</td>
<td>65 (28.5)</td>
<td>87</td>
</tr>
<tr>
<td>Proportion of beta blockers, n (%)</td>
<td>270 (89.4)</td>
<td>13</td>
</tr>
<tr>
<td>Proportion of aldosterone blockers, n (%)</td>
<td>215 (71.2)</td>
<td>13</td>
</tr>
<tr>
<td>Proportion of ARBs&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td>82 (27.2)</td>
<td>13</td>
</tr>
<tr>
<td>Proportion of ACE&lt;sup&gt;b&lt;/sup&gt; inhibitors, n (%)</td>
<td>137 (45.5)</td>
<td>13</td>
</tr>
<tr>
<td>Proportion of allopurinol, n (%)</td>
<td>41 (13.6)</td>
<td>13</td>
</tr>
<tr>
<td>Percentage LVEF&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</td>
<td>32.07 (13.62)</td>
<td>7</td>
</tr>
<tr>
<td>New York Health Association (average class), mean (SD)</td>
<td>2.36 (0.59)</td>
<td>13</td>
</tr>
<tr>
<td>Systolic blood pressure (mm Hg), mean (SD)</td>
<td>110.36 (17.91)</td>
<td>53</td>
</tr>
<tr>
<td>Percentage of lymphocytes, mean (SD)</td>
<td>22.18 (9.07)</td>
<td>52</td>
</tr>
<tr>
<td>Sodium (mEq/L), mean (SD)</td>
<td>137.73 (3.06)</td>
<td>33</td>
</tr>
<tr>
<td>Cholesterol (mg/dL), mean (SD)</td>
<td>154.77 (52.71)</td>
<td>83</td>
</tr>
<tr>
<td>Hemoglobin (g/dL), mean (SD)</td>
<td>13.33 (1.99)</td>
<td>52</td>
</tr>
<tr>
<td>Urate (mg/dL), mean (SD)</td>
<td>7.97 (2.70)</td>
<td>86</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>83.39 (20.04)</td>
<td>44</td>
</tr>
<tr>
<td>Furosemide-equivalent dose (mg/day), mean (SD)</td>
<td>99.57 (123.93)</td>
<td>16</td>
</tr>
<tr>
<td>Proportion of implantable cardioverter-defibrillators, n (%)</td>
<td>165 (56.5)</td>
<td>23</td>
</tr>
</tbody>
</table>

<sup>a</sup>ARB: angiotensin II receptor blocker.  
<sup>b</sup>ACE: angiotensin-converting-enzyme.  
<sup>c</sup>LVEF: left ventricular ejection fraction.

### The Intervention-Medly

In August 2016, the Medly program was deployed to augment the existing standard of care at the Ted Rogers Centre for Heart Research at the UHN. Patients are trained to use the technology, and the importance of taking daily readings is emphasized. Patients then use the intervention as long as there are clinical benefits as determined by both the clinician and the patient. The program is led by a registered nurse coordinator who reviews and responds to alerts and serves as the first resource for patients’ clinical concerns or technical troubleshooting.

The main component of the program is the Medly smartphone app. Patients use the app to record their body weight, blood pressure, and heart rate and to answer a short yes or no questionnaire about their symptoms. Patients are asked to take these readings daily immediately after they wake up. These data are then processed by a clinically validated algorithm to interpret the readings relative to the patient’s target thresholds set by the most responsible HF physician [46]. If the algorithm determines that the recordings are within the target range, patients are presented with a prompt stating their HF is in a stable condition. If the algorithm deems that the readings are outside the target range and/or identify an abnormal trend in weight gain, the patient is prompted with self-care feedback such as taking an additional dose of their diuretic medication and to contact their care provider or to visit the emergency department (ED). Figure 1 shows screenshots of some of the various interfaces with which patients interact. In addition to the self-care messages, the registered nurse coordinator receives the alert via email and triages the event. The nurse also responds to technical troubleshooting. A full-time nurse is projected to be able to manage approximately 500 patients through the Medly program.

Alerts and all patient TM data can be viewed on the Medly clinical dashboard. Other features of the Medly app include graphical trends of specific measurements and an automated phone call to remind patients to take their daily measurements if it is past 10 AM (can be disabled per patient’s request).

https://www.jmir.org/2020/10/e18917
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Key Data Source

This study referenced the ongoing Medly program evaluation, which included multiple pre- and posttest analyses on patient-level impacts, patient adherence, and cost. Quantitative data analyses leverage data that were collected at the 6-month follow-up as a part of the standard of care, such as health care utilization and laboratory results from electronic patient records, while also using data from the TM system. The results of this study have been published in the study by Ware et al (2020) [47], and further details on the study can also be found therein.

Comparators

In this analysis, the intervention group was a cohort of patients with HF enrolled in the Medly program. The comparator group consisted of patients with HF who received standard care, which does not include the use of TM. It was assumed that standard care was conducted according to the typical care practices in Ontario, which involves specialized multidisciplinary HF clinics, although care models may vary among clinics [48].

Perspective

This analysis was conducted from the perspective of the public payer, namely the Ontario Ministry of Health because Medly is currently implemented in a publicly funded health care system.

Time Horizon and Discounting

A time horizon of 25 years was adopted to determine the long-term cost and outcomes associated with Medly for the patient population with HF. Costs and outcomes were discounted at an annual rate of 1.5%, as recommended by the Canadian Agency for Drugs and Technologies in Health [49].

Model Framework, Conceptualization, and Technique

All analysis and model construction were conducted using RStudio [50]. The model consists of 7 mutually exclusive states: 4 states specific to HF severity, 2 states for hospitalization events, and 1 absorbing state for death. Patients with HF can alternate between a state of decompensation (or symptom exacerbation or functional capacity impairment) and a state of clinical stability. To capture this, the model was stratified by, and allowed for, transitions between New York Health Association (NYHA) functional classes. The NYHA functional classification is a common measure used by clinicians to classify the severity of symptoms in patients with HF, in which a higher class indicates worse health [51]. Hospitalizations mark a fundamental change in the natural history of HF with subsequent increased rehospitalizations and higher mortality rates as the patient’s disease progresses [52,53]. A cycle length of 1 month was chosen to account for 30-day readmission rates common in the HF population [54].

As recommended by Naimark et al [55] for models that are relatively simple and have a cycle length of a month or less, a half-cycle correction was omitted. The modeling technique chosen was a patient-level state-transition model, also known as a first-order Monte Carlo microsimulation. This model was appropriate because it can capture patient heterogeneity that is common in patients with HF and is also the preferred option for modeling chronic disease [56]. Figure 2 shows the conceptualization of the Markov model that was developed to represent an individual’s progression of HF.
**Figure 2.** Conceptual representation of the microsimulation model structure. States 1 to 4 represent the transitions between New York Health Association classes. States 5 and 6 show transitions into and between hospitalization states. State 7 is an absorbing state representing death, where all states can transition to. NYHA: New York Health Association.

**Parameter Estimates**

The values used in the model were based on a literature review. The values inputted into the model are conditional on patient characteristics. Patients with a more limited functional capacity by NYHA class have a higher risk of hospitalization [57-61]. In addition, the risk for readmission is highest within 30 days of hospital discharge [52]. As a patient’s NYHA functional class can change over time, the probability of transitioning between classes was derived from the large-scale international SENIORS study [62,63]. All-cause mortality during hospitalization was based on the study by Yeung et al (2012) [64]. The SHFM was used to derive a survival curve for each patient over their lifetime, which is a multivariate Cox hazard model that has been validated on multiple cohorts of patients with HF [42-45].

**Generating Virtual Patient Profiles**

To generate virtual patient profiles, a Cholesky decomposition was performed on a correlation matrix that describes the interdependence between patient characteristics [56]. The matrix was derived from a consolidated representative sample of 7125 patients with HF from the University of Washington, Prospective Randomized Amlodipine Survival Evaluation, Valsartan Heart Failure Trial, and Italian Heart Failure Registry [65] (Multimedia Appendix 1). Values for each patient characteristic were sampled from a multivariate normal distribution, defined by the Medly Program Evaluation cohort’s mean and SD in Table 1 using the R-package “PoisBinOrdNonNor” [66,67].

Patient characteristics included clinical, pharmacological, device, and laboratory data, based on the SHFM developed by Levy et al (2006) [43].

**Effectiveness**

The 2 primary outcomes that TM interventions for patients with HF aim to improve are all-cause mortality and all-cause hospitalization rates. The risk of all-cause hospitalization was based on evidence from the Medly program evaluation, which reported a relative risk (RR) of 0.753 (95% CI 0.634-0.879) for patients using Medly (Multimedia Appendix 1: All-cause hospitalization). Owing to the lack of an interdependent comparative group and small sample size of the Medly program evaluation, it was not possible to evaluate its effectiveness in reducing mortality. Therefore, the estimate was based on a meta-analysis of the effectiveness of TM for patients with HF by Yun et al (2018) [11]. This meta-analysis only included randomized controlled trials that defined TM as the transmission of biological information, such as body weight, heart rate, and blood pressure via telecommunication technologies. Owing to this strict inclusion criteria, it was deemed comparable evidence for the expected benefits that Medly users could experience. It was reported that TM users had an RR of 0.81 (0.70-0.94) for all-cause mortality compared with 416 of 3724 patients in the TM group to 483 of 3733 patients in the control group [11]. The study follow-up periods ranged from 3 months to 15 months, with 1 study having a 4 year follow-up. The meta-analysis also presented a subgroup analysis of only asynchronous interventions (ie, removal of real-time and...
teleconferencing technologies), where an RR of 0.79 (0.66-0.94) was reported for all-cause mortality, which is similar to the primary analysis.

**Measurement and Evaluation of Health**

Each state in the model has an associated utility value between 0 and 1. Utility values for each health state were derived on the basis of values from other health economic evaluations of HF interventions. NYHA classes are commonly used to categorize patients with HF based on severity of symptoms, and studies have estimated utility values for each class [60,62,68,69]. All utilities and the sources of the values are presented in Table 2.

To adjust for the decrease in the QoL patients experience when hospitalized [70], the patient utility value in the model was decreased by 0.059 in the hospitalization state, consistent with Sandhu et al (2016) [71].

**Table 2.** Model parameters conditional on New York Health Association (NYHA) class including living with heart failure costs (in Can currency), utilities, probability of hospitalization, and transitions between NYHA classes.

<table>
<thead>
<tr>
<th>Description</th>
<th>NYHA(^a) I</th>
<th>NYHA II</th>
<th>NYHA III</th>
<th>NYHA IV(^b)</th>
<th>Source</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health care costs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Medly Program Evaluation</td>
<td>Gamma</td>
</tr>
<tr>
<td>Emergency department costs, Can $ (US $)</td>
<td>0.00</td>
<td>0.00</td>
<td>62.83 (47.20)</td>
<td>62.83 (47.20)</td>
<td>Medly Program Evaluation</td>
<td>Gamma</td>
</tr>
<tr>
<td>General practitioner visit costs, Can $ (US $)</td>
<td>0.00</td>
<td>0.00</td>
<td>12.87 (9.67)</td>
<td>12.87 (9.67)</td>
<td>Medly Program Evaluation</td>
<td>Fixed</td>
</tr>
<tr>
<td>Drug costs (only if patient age is ≥65), Can $ (US $)</td>
<td>52.00 (39.06)</td>
<td>52.00 (39.06)</td>
<td>79.43 (59.67)</td>
<td>208.16 (156.38)</td>
<td>Kaul et al (2011) [72]</td>
<td>Gamma</td>
</tr>
<tr>
<td>Outpatient costs, Can $ (US $)</td>
<td>97.00 (72.87)</td>
<td>97.00 (72.87)</td>
<td>97.00 (72.87)</td>
<td>97.00 (72.87)</td>
<td>Medly Program Evaluation</td>
<td>Gamma</td>
</tr>
<tr>
<td>Total monthly cost of living with heart failure, Can $ (US $)</td>
<td>149.00 (111.94)</td>
<td>149.00 (111.94)</td>
<td>252.13 (189.42)</td>
<td>380.86 (286.14)</td>
<td>OCCI [73], SOB(^d) [74], Kaul et al (2011) [72]</td>
<td>N/A(^e)</td>
</tr>
<tr>
<td><strong>Utilities (range)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living with heart failure</td>
<td>0.81 (0.81-0.90)</td>
<td>0.72 (0.72-0.83)</td>
<td>0.59 (0.59-0.74)</td>
<td>0.508 (0.508-0.59)</td>
<td>Yao et al (2008) [62]</td>
<td>Beta</td>
</tr>
<tr>
<td>Probability of all-cause hospitalization</td>
<td>0.0152 (0.006-0.023)</td>
<td>0.024 (0.012-0.036)</td>
<td>0.024 (0.012-0.036)</td>
<td>0.154 (0.077-0.231)</td>
<td>Ford et al (2012) [68], Borisenko et al (2015) [69]</td>
<td>Beta</td>
</tr>
<tr>
<td><strong>Transition probabilities between NYHA classes (probability)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NYHA I</td>
<td>0.977</td>
<td>0.019</td>
<td>0.004</td>
<td>0</td>
<td>Flather et al (2005) [63], Yao et al (2008) [62]</td>
<td>Dirichlet</td>
</tr>
<tr>
<td>NYHA II</td>
<td>0.008</td>
<td>0.981</td>
<td>0.01</td>
<td>0.001</td>
<td>Flather et al (2005) [63], Yao et al (2008) [62]</td>
<td>Dirichlet</td>
</tr>
<tr>
<td>NYHA III</td>
<td>0</td>
<td>0.034</td>
<td>0.96</td>
<td>0.006</td>
<td>Flather et al (2005) [63], Yao et al (2008) [62]</td>
<td>Dirichlet</td>
</tr>
<tr>
<td>NYHA IV</td>
<td>0</td>
<td>0</td>
<td>0.055</td>
<td>0.945</td>
<td>Flather et al (2005) [63], Yao et al (2008) [62]</td>
<td>Dirichlet</td>
</tr>
</tbody>
</table>

\(^a\)NYHA: New York Health Association.

\(^b\)NYHA IV assumed same as NYHA III, except drug cost.

\(^c\)OCCI: Ontario Case Costing Initiative.

\(^d\)SOB: Schedule of Benefits for Physician Services.

\(^e\)N/A: not applicable.

**Resource Use and Costs**

Health care utilization was based on data from the Medly program evaluation, and hospitalization and ED visit costs were derived from the Ontario Case Costing Initiative (OCOI) report for 2017-2018 using diagnosis codes I500, I509, and I501 [73]. The unit cost per outpatient visit was based on a paper outlining health care utilization for patients with HF over the last 6 months of their lives by Kaul et al (2006) [72] in a comparable health care system in Alberta. This was based on the provincial ambulatory care case mix group, which captures direct and indirect functional center costs [75]. Physician fees for general practitioner (GP) visits were based on billing code A005 in Ontario’s Schedule of Benefits [74]. The unit costs were multiplied by utilization data from the Medly program evaluation to calculate the monthly costs (Table 3). Median values for utilization were used because the distribution of health care utilization is typically left-skewed [76]. Monthly drug costs were incurred on the part of the public payer under the Ontario Drug Benefit program for patients aged 65 years and older.
monthly drug costs were calculated on the basis of the costs reported in Kaul et al (2006). Of note, the number of outpatient visits for both the intervention and comparator-simulated cohorts was limited to those that occurred at UHN because information outside of UHN’s services was unavailable at the time of the study. Furthermore, self-reported ED visits were used because UHN patient records may underreport the true number of ED visits as patients may live at some distance from UHN and may instead visit a community hospital for an emergency. Self-reported GP visits were used because UHN data do not record this information.

Table 3. Median health care utilization over 6 months before using Medly, unit costs per service (in Can currency), and associated distribution stratified by New York Health Association (NYHA) classes. N is the number of patients in each NYHA class.

<table>
<thead>
<tr>
<th>Type of resource</th>
<th>Unit cost, mean (SD), Can $</th>
<th>Source for unit cost</th>
<th>NYHA I health care utilization (n=44)</th>
<th>NYHA II health care utilization (n=166)</th>
<th>NYHA III health care utilization (n=93)</th>
<th>NYHA IV health care utilization (n=1)</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emergency department (self-reported)</td>
<td>377.00 (374.00)</td>
<td>Ontario Case Costing Initiative</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td><em>a</em></td>
<td>Negative binomial</td>
</tr>
<tr>
<td>Outpatient visit</td>
<td>291.33 (161.11)</td>
<td>Kaul et al (2011) [72]</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>—</td>
<td>Negative binomial</td>
</tr>
<tr>
<td>General practitioner visit (self-reported)</td>
<td>77.20</td>
<td>Schedule of Benefits</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>—</td>
<td>Negative binomial</td>
</tr>
<tr>
<td>Drug costs over 6 months</td>
<td>1248.96 (2233.52)</td>
<td>Kaul et al (2011) [72]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Gamma</td>
</tr>
</tbody>
</table>

aNo data available.

**Medly Costs and Deployment Models**

Costs related to implementation and maintenance of *Medly* were provided by the *Medly* project management and development team (Table 4). The fixed costs associated with implementation were based on a system that delivers care to 1000 patients. The operational cost per patient included costs associated with asset management (technical and application support) and on-site frontline support for patients and clinicians, which was delivered via 2 registered nurse coordinators hired by the *Medly* program. Two registered nurses were included according to the *Medly* project management team’s cost projections for 1000 patients. This is similar to what was reported by Ware et al (2020) [47], where approximately 300 patients were managed by 1 registered nurse coordinator. The variable cost per patient included the cost of the device and equipment, depending on the equipment that was loaned to the patient. The costs of the device and the equipment were based on a rental model. These costs were adjusted for monthly costs according to the cycle length of the model.

The variable cost was based on a mix of models where users can fall into 1 of the 3 categories: Full Kit (FK), Bring Your Own Phone (BYOP), and Bring Your Own Everything (BYOE). An FK user refers to a user who was provided with all necessary equipment for the technology, which is currently funded by the *Medly* program, including a smartphone with a data plan, blood pressure monitor, weight scale, and licensing fee. A BYOP user brings their own phone and pays for their own data plan, but the blood pressure monitor, weight scale, and *licensing fee are provided by the Medly program*. The BYOE user brings their own equipment and is provided with just the licensing fee by the program. The reference case analysis uses a ratio of 2 FK:1 BYOP:2 BYOE, which was based on the number of each category of users in *Medly*’s current implementation. All costs were converted to 2019 Canadian dollars using Statistics Canada’s Consumer Price Index to adjust for inflation [77].
Table 4. Parameter estimates not conditional on the New York Health Association class including hospitalization costs (in Can currency) and disutility, readmission rates, Medly costs (in Can currency), and Medly effectiveness estimates.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Source</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospitalization cost per admission (Can $), mean (SD)</td>
<td>8908 (16,867)</td>
<td>OCCT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Gamma</td>
</tr>
<tr>
<td>Hospitalization length of stay days, mean (SD)</td>
<td>5.9 (11.2)</td>
<td>OCCT</td>
<td>Log normal</td>
</tr>
<tr>
<td>Medly fixed costs for site implementation</td>
<td>102,500</td>
<td>Medly program</td>
<td>Fixed</td>
</tr>
<tr>
<td>Medly operational cost per patient (cost per month), Can $</td>
<td>44.67</td>
<td>Medly program</td>
<td>Fixed</td>
</tr>
<tr>
<td>Medly Full Kit cost per patient (cost per month), Can $</td>
<td>67.56</td>
<td>Medly program</td>
<td>Fixed</td>
</tr>
<tr>
<td>Medly Bring-Your-Own-Phone cost per patient (cost per month), Can $</td>
<td>18.87</td>
<td>Medly program</td>
<td>Fixed</td>
</tr>
<tr>
<td>Medly Bring-Your-Own-Everything cost per patient (cost per month), Can $</td>
<td>3.80</td>
<td>Medly program</td>
<td>Fixed</td>
</tr>
</tbody>
</table>

Hospitalization, probability

<table>
<thead>
<tr>
<th></th>
<th>Value</th>
<th>Source</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>30-day readmission probability (95% CI)</td>
<td>0.159 (0.089-0.159)</td>
<td>Yeung et al (2012) [64]</td>
<td>Beta</td>
</tr>
<tr>
<td>Disutility for hospitalization (95% CI)</td>
<td>0.059 (0-0.11)</td>
<td>Sandhu et al (2015) [71]</td>
<td>Beta</td>
</tr>
</tbody>
</table>

Medly treatment effect, disutility

<table>
<thead>
<tr>
<th></th>
<th>Value</th>
<th>Source</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>RR&lt;sup&gt;b&lt;/sup&gt; for hospitalization</td>
<td>0.857 (0.703-1.014)</td>
<td>Medly</td>
<td>Log normal</td>
</tr>
<tr>
<td>RR for morality</td>
<td>0.81 (0.70-0.94)</td>
<td>Yun et al (2018) [13]</td>
<td>Log normal</td>
</tr>
</tbody>
</table>

<sup>a</sup>OCCI: Ontario Case Costing Initiative.
<sup>b</sup>RR: relative risk.

Reference Case Analysis

The expected values for all model parameters were used for the deterministic analysis. The cohort size was assumed to be 1000 patients. Each simulated patient progressed through the model twice until death; once as a patient using Medly and again as a patient receiving standard care. Each patient incurred costs and QALYs depending on the health state they were in. Total costs and QALYs were summed for both the Medly simulations and standard care simulations. From this, the average incremental cost-effectiveness ratio (ICER) per patient was computed using the following formula:

Monte Carlo standard errors were also reported to show how the results vary owing to patient heterogeneity and randomness introduced from patients transitioning to each state.

A second-order probabilistic analysis was also conducted to characterize the uncertainty in the deterministic results. Each parameter in the model was assigned a distribution based on the nature of the input parameter [56]. R-package “fitdistrplus” was used to fit negative binomial distributions for the health care utilization data from the Medly program evaluation via maximum likelihood estimation [78]. Details regarding how distributions were chosen based on Akaike Information Criterion and Bayesian Information Criterion scores are available in Multimedia Appendix 1 ([11,54]; Curve fitting). Values were then randomly selected from the respective distributions and assigned as the input parameter. This process was repeated 1000 times. The results for each iteration were plotted on a cost-utility plane to visualize whether Medly was cost-effective, cost-saving, cheaper, or dominated. The simulations were also plotted onto a cost-effectiveness acceptability curve (CEAC), where the proportion of simulations that resulted in an ICER under a range of willingness-to-pay (WTP) thresholds are plotted. A commonly used WTP threshold is Can $50,000 (US $37,718)/QALY [79,80].

Scenario Analyses

NYHA Functional Classes

Currently, most patients enrolled in the Medly program have HF that corresponds to NYHA functional classes II or III. For this scenario analysis, cohorts were generated for NYHA functional classes I, II, and III and simulated deterministically and probabilistically. NYHA functional class IV was not included because only 1 functional class IV patient was enrolled in the Medly program. Average ICERs per NYHA functional class were calculated in both the deterministic and probabilistic models, and CEAC curves were produced on a plot to visualize for which classes Medly was most likely to be cost-effective.

Deployment Model

As mentioned, the Medly program currently offers 3 types of kits where the ratio of types of user is 2:1:2 for FK, BYOP, and BYOE, respectively. As the Medly program expands, understanding how the ICER changes when costs are shifted from the public dollar to the individual is informative to decision makers. Therefore, this analysis explored various proportions of user types. Specifically, each patient in the reference case cohort was randomly assigned FK, BYOP, and BYOE according to predefined ratios. The ratios of interest were 1:0:0 (100% FK), 1:4:5 (40% BYOP, 50% BYOE), and 0:0:1 (100% BYOE).
These were identified as all FK, mixed deployment, and all BYOE, respectively.

**Effectiveness**

One-way deterministic analyses were also conducted to address the uncertainty associated with the estimates for Medly’s effectiveness in reducing all-cause hospitalizations (RR 0.63-0.88) and mortality (RR 0.70-0.94). Specifically, 95% CI for each estimate were inputted into the model, and the range of ICERs was presented.

**Results**

**Reference Case Analysis**

**Deterministic Results**

Over a 25-year time horizon, the average total costs were Can $97,497 (US $73,547.84) for the comparator group and Can $102,508 (US $77,327.93) for patients using Medly. The average total QALYs gained were 4.95 and 5.51 for the comparator group and Medly patients, respectively. When comparing the 2 groups, there was an incremental cost of Can $5011 (US $3780.10) with an incremental QALY gained of 0.566. This resulted in an ICER of Can $8850 (US $6676.09)/QALY (Table 5).

**Table 5.** Deterministic results of the reference case analysis.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Costs, Can $ (US $)</th>
<th>MCSE a, Can $ (US $)</th>
<th>QALY b</th>
<th>MCSE</th>
<th>Incremental cost, Can $ (US $)</th>
<th>MCSE, Can $ (US $)</th>
<th>Incremental QALYs</th>
<th>MCSE</th>
<th>ICER c, Can $ (US $) (QALY)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparator</td>
<td>97,497 (73,831)</td>
<td>3948 (2989)</td>
<td>4.95</td>
<td>0.12</td>
<td>N/A d</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Medly</td>
<td>102,508 (77,626)</td>
<td>3592 (2720)</td>
<td>5.51</td>
<td>0.13</td>
<td>5011 (3794)</td>
<td>2014 (1525)</td>
<td>0.57</td>
<td>0.05</td>
<td>8850 (6701)</td>
</tr>
</tbody>
</table>

| aMCSE: Monte Carlo standard error.  
| bQALY: quality-adjusted life year.  
| cICER: incremental cost-effectiveness ratio.  
| dN/A: not applicable.

**Probabilistic Results**

On the basis of 1000 simulations of the reference case scenario in which each parameter was sampled from their respective distribution, 81.6% (816/1000) of the simulations showed that Medly was costlier and more effective, whereas 17.3% (173/1000) showed that Medly was less costly and more effective (Figure 3). The CEAC in Figure 4 shows that 90.1% (901/1000) of the simulations resulted in an ICER below the Can $50,000 (US $37,718)/QALY threshold.
Scenario Analyses

**NYHA Functional Classes**

Table 6 presents the results of the NYHA functional class scenario analyses. As NYHA functional class increased, the average total costs and incremental costs increased. In addition, as NYHA functional class increased, total QALYs per population decreased. This led to a decreasing trend in ICERs with increasing NYHA functional class.

---

**Figure 3.** Cost-utility plane of 1000 iterations from the reference case probabilistic analysis. QALY: quality-adjusted life years.

**Figure 4.** Cost-effectiveness acceptability curve of reference case probabilistic analysis.
### Table 6. Deterministic results for New York Health Association classes I, II, and III.

<table>
<thead>
<tr>
<th>NYHA class</th>
<th>Costs, Can $ (US $)</th>
<th>MCSE, Can $ (US $)</th>
<th>QALYs&lt;sup&gt;c&lt;/sup&gt;</th>
<th>MCSE</th>
<th>Incremental cost, Can $ (US $)</th>
<th>MCSE, Can $ (US $)</th>
<th>Incremental QALYs</th>
<th>MCSE</th>
<th>ICER&lt;sup&gt;d&lt;/sup&gt;, Can $ (US $; $/QALY)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NYHA I</td>
<td>Comparator</td>
<td>81,714 (61,641)</td>
<td>3417 (2577)</td>
<td>6.89</td>
<td>0.13</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Medly</td>
<td>88,016 (66,395)</td>
<td>3215 (2425)</td>
<td>7.48</td>
<td>0.14</td>
<td>6302 (4753)</td>
<td>1806 (1362)</td>
<td>0.60</td>
<td>0.05</td>
</tr>
<tr>
<td>NYHA II</td>
<td>Comparator</td>
<td>88,405 (66,689)</td>
<td>3821 (2882)</td>
<td>5.65</td>
<td>0.12</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Medly</td>
<td>94,335 (71,162)</td>
<td>3521 (2656)</td>
<td>6.35</td>
<td>0.13</td>
<td>5930 (4473)</td>
<td>2014 (1519)</td>
<td>0.70</td>
<td>0.06</td>
</tr>
<tr>
<td>NYHA III</td>
<td>Comparator</td>
<td>104,421</td>
<td>4356</td>
<td>4.12</td>
<td>0.11</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Medly</td>
<td>107,803</td>
<td>3929</td>
<td>4.69</td>
<td>0.11</td>
<td>3382</td>
<td>2134</td>
<td>0.57</td>
<td>0.05</td>
</tr>
</tbody>
</table>

<sup>a</sup>NYHA: New York Health Association.  
<sup>b</sup>MCSE: Monte Carlo standard error.  
<sup>c</sup>QALY: quality-adjusted life year.  
<sup>d</sup>ICER: incremental cost-effectiveness ratio.  
<sup>e</sup>N/A: not applicable.

The CEAC curves for NYHA functional classes I, II, and III are shown in Figure 5. At a WTP threshold of $50,000 (US $37,718), the probability of cost-effectiveness for NYHA functional classes I, II, and III was 90.5% (905/1000), 90.6% (906/1000), and 87.5% (875/1000), respectively.

Figure 5. Cost-effectiveness acceptability curve of the New York Health Association functional class scenario analyses. CEAC: cost-effectiveness acceptability curve; NYHA: New York Health Association.
**Deployment Models**

Table 7 shows the results of the deployment model scenario analyses. As the only difference between scenarios was the total cost incurred by the Medly group, all comparator groups had the same average total costs and average total QALYs. The average total QALYs for patients using Medly were also the same for all scenarios. Moreover, as expected, when the proportion of FK users increased, so did the average total costs for patients using Medly. This led to ICERs following the same trend.

The CEAC curves for each deployment model are shown in Figure 6. At a WTP threshold of Can $50,000 (US $37,718), the probability of cost-effectiveness for all BYOE, mixed model, and all FK was 92.9% (929/1000), 91.7% (917/1000), and 85.4% (854/1000), respectively.

### Table 7. Deterministic results for each deployment model of Medly.

<table>
<thead>
<tr>
<th>Deployment models</th>
<th>Costs (Can $)</th>
<th>MCSE(^a) (Can $)</th>
<th>QALYs(^b)</th>
<th>MCSE</th>
<th>Incremental cost (Can $)</th>
<th>MCSE (Can $)</th>
<th>Incremental QALYs</th>
<th>MCSE ICER(^c) (Can $/QALY)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All Bring Your Own Entertainment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparator</td>
<td>97,497</td>
<td>3948</td>
<td>4.95</td>
<td>0.12</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Medly</td>
<td>99,393</td>
<td>3542</td>
<td>5.51</td>
<td>0.13</td>
<td>1896</td>
<td>2006</td>
<td>0.57</td>
<td>0.05 3349</td>
</tr>
<tr>
<td><strong>Mixed model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparator</td>
<td>97,497</td>
<td>3948</td>
<td>4.947</td>
<td>0.12</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Medly</td>
<td>100,769</td>
<td>3567</td>
<td>5.51</td>
<td>0.13</td>
<td>3273</td>
<td>2007</td>
<td>0.57</td>
<td>0.05 5780</td>
</tr>
<tr>
<td><strong>All Full Kit</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparator</td>
<td>97,497</td>
<td>3948</td>
<td>4.947</td>
<td>0.12</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Medly</td>
<td>106,194</td>
<td>3646</td>
<td>5.51</td>
<td>0.13</td>
<td>8697</td>
<td>2015</td>
<td>0.57</td>
<td>0.05 15,362</td>
</tr>
</tbody>
</table>

\(^a\)MCSE: Monte Carlo standard error.

\(^b\)QALY: quality-adjusted life year.

\(^c\)ICER: incremental cost-effectiveness ratio.

\(^d\)N/A: not applicable.

**Figure 6.** Cost-effectiveness acceptability curves for each deployment model in the scenario analyses. BYOE: Bring Your Own Everything; CEAC: cost-effectiveness acceptability curve; FK: Full Kit.
Effectiveness Uncertainty

When the RR for mortality was set to its lower range, the ICER increased to Can $18,556 (US $13,997.90)/QALY (Table 8). When the RR for mortality was set to its upper range, Medly became dominant (Table 8). When the RR for hospitalization was set to its lower range, Medly became dominant. When the RR for hospitalization was set to its upper range, the ICER increased to Can $29,240 (US $22,057.49)/QALY.

Table 8. Deterministic results for the upper and lower limits of effectiveness in reducing mortality and hospitalization rates.

<table>
<thead>
<tr>
<th>Effectiveness</th>
<th>Costs (Can $)</th>
<th>MCSE (Can $)</th>
<th>QALYs</th>
<th>MCSE Incremental cost (Can $)</th>
<th>MCSE (Can $)</th>
<th>Incremental QALYs</th>
<th>MCSE</th>
<th>ICER (Can $/QALY)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RR\textsuperscript{d} for mortality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RR=0.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparator</td>
<td>97,497</td>
<td>3948</td>
<td>4.95</td>
<td>0.12</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Medly</td>
<td>114,682</td>
<td>3995</td>
<td>5.87</td>
<td>0.13</td>
<td>17,186</td>
<td>2660</td>
<td>0.93</td>
<td>0.07</td>
</tr>
<tr>
<td>RR=0.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparator</td>
<td>97,497</td>
<td>3948</td>
<td>4.95</td>
<td>0.12</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Medly</td>
<td>91,542</td>
<td>3410</td>
<td>5.14</td>
<td>0.12</td>
<td>—5955</td>
<td>1339</td>
<td>0.19</td>
<td>0.03</td>
</tr>
<tr>
<td><strong>RR for hospitalization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RR=0.63</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparator</td>
<td>97,497</td>
<td>3948</td>
<td>4.95</td>
<td>0.12</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Medly</td>
<td>92,107</td>
<td>3176</td>
<td>5.55</td>
<td>0.13</td>
<td>−5390</td>
<td>2126</td>
<td>0.61</td>
<td>0.06</td>
</tr>
<tr>
<td>RR=0.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparator</td>
<td>97,497</td>
<td>3948</td>
<td>4.95</td>
<td>0.12</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Medly</td>
<td>113,763</td>
<td>4052</td>
<td>5.50</td>
<td>0.13</td>
<td>16,267</td>
<td>2104</td>
<td>0.56</td>
<td>0.028</td>
</tr>
</tbody>
</table>

\textsuperscript{a}MCSE: Monte Carlo standard error.
\textsuperscript{b}QALY: quality-adjusted life year.
\textsuperscript{c}ICER: incremental cost-effectiveness ratio.
\textsuperscript{d}RR: relative risk.
\textsuperscript{e}N/A: not applicable.

**Discussion**

Principal Findings

The purpose of this study was to assess the cost utility of the Medly program for patients with HF compared with the standard of care from a public payer perspective. The analysis showed that Medly had a high probability (90.1%) of being cost-effective at a WTP threshold of Can $50,000 (US $37,718)/QALY. The results also showed that cost-effectiveness improved in cohorts with more advanced HF. This is attributable to the higher health care utilization rates experienced in higher NYHA functional classes. Deployment models with larger proportions of patients bringing their own equipment to the Medly program were also shown to be more cost-effective owing to lower costs incurred by the program itself. Furthermore, the model itself was sensitive to the effectiveness parameters that informed the magnitude of the decrease in all-cause hospitalizations and mortality. However, the results of these analyses showed that Medly remains cost-effective even in scenarios with smaller clinical benefit, assuming a WTP threshold of Can $50,000 (US $37,718)/QALY [79,80].

Study Implications

The significance of the study findings are 3-fold: (1) providing evidence for health care decision makers on the use of TM for HF, (2) supporting the use of a nurse-led model of TM using clinically validated algorithms within HF clinics, and (3) informing the use of economic modeling for future evaluation of early-stage health informatics technology.

Our study provided the Medly program with its first evaluation, where an economic perspective was considered. This added to the growing body of evidence associated with the program’s value not only for patients and health care professionals but also for the health care system. As discussions about implementing the Medly program at other sites in Ontario continue among decision makers and stakeholders, this study directly contributes to their understanding of Medly’s cost-effectiveness. It enables a new perspective on the upfront costs involved with implementing the TM infrastructure and purchasing necessary equipment, relative to the total costs a patient with HF incurs over a lifetime. Such evidence alleviates some of the uncertainty around the risks in introducing a new model of care for patients with HF.

A key factor contributing to the cost-effectiveness of Medly was the high number of patients (500) that a single nurse could
manage, which is possible owing to the clinically validated algorithms that generate automatic clinical alerts and self-care messages. Other studies have reported a concern regarding increased clinical workload associated with incompatibility of the TM program with existing workflows, including management of and responding to alerts [81-83]. To mitigate the increased physician workload, the Medly program relies on a registered nurse coordinator and a rule-based algorithm [46] as a patient’s first point of contact, decreasing dependency on cardiologists. The registered nurse had the necessary skills to manage patient concerns and involved cardiologists as required. This nurse-led strategy presents a model of care that could be scalable to other hospitals.

Our study provides a case study on the use of multiple data sources and methods to develop a decision model for an early-stage health informatics intervention where knowledge gaps existed. As the purpose of this study was to evaluate the potential long-term effects of the Medly program in the management of patients with HF, the use of various data sources and modeling techniques are indispensable. This study was successful in developing a flexible algorithm based on the Cholesky decomposition method that was able to generate representative hypothetical cohorts of patients with HF according to the needs of the analysis [56]. An example of the algorithm’s flexibility to adapt to the needs of the analyses was the ability to generate hypothetical patient cohorts for NYHA classes I, II, and III while maintaining the individual differences between patients within each class. Our study also successfully implemented a highly validated multivariate Cox model, the SHFM [42-45], within our algorithm to predict the survival of each generated patient over their lifetime. As the purpose of this study was to understand the long-term effects of the Medly program, the inclusion of the most validated predictive model for HF survival was logical [84]. The use of the SHFM provided a link for the survival probabilities derived in our model to a larger body HF research around predictive modeling. As mentioned, this was similar to the study by Reed et al (2015) [42], in which the SHFM was used as its underlying prognosis model and correlated health care costs and utility values via regression techniques [42,85,86].

Comparison With Other Work

Other studies have investigated the cost-effectiveness of other types of TM in HF, where data are transmitted to medical staff. The study by Thokala et al (2013) [38] compared TM with usual care from the payer perspective and found TM to be cost-effective at £11,873/QALY gained in 2011 (equivalent to Can $19,996 (US $15,084.18)/QALY gained in 2018) using a two-state (alive or dead) cohort-based Markov model over a 30-year time horizon. This relatively higher ICER than ICER in our study, which could be attributed to various factors, such as the lower cost of hospitalizations (£1529.97-£2514.49), led to less cost-saving per hospitalization. Furthermore, model structures differed between the study by Thokala et al [38] and our study, in which different health states and transition probabilities were used. A study by Liu et al (2016) [40] also broadly compared TM with standard care from the payer perspective in the United States and found cost-savings for specific scenarios. This included patients who were intermediate and high-risk over 1- to 5-year time horizons. These results differ from our study owing to different model structures and transition probability parameters. The health states in the model developed by Liu et al (2016) were based on the number of past hospitalizations. In addition, hospitalization rates were conditional on both NYHA functional class and number of past hospitalizations, where the associated monthly probabilities for hospitalizations were much higher than those used in our study. This increased rate of hospitalizations in combination with the larger treatment effect size in reducing mortality and hospitalizations can be attributed to the cost-saving results [40]. A study by Grustam et al (2018) [39] compared TM with usual care for patients with HF from the public payer perspective within the Trans-European Network-Home-Care Management System using data from its original publication and other sources. This resulted in an ICER of €12,479/QALY gained in 2015 (Can $18,145 [US $13,687.86] in 2018), which was relatively higher than that reported in our study. The difference in our results can be attributed to the different methods used to model HF and measure effectiveness. The effectiveness of TM in the study was not defined by the risk for all-cause mortality and hospitalization events. Rather, effectiveness was measured by the decrease in probabilities of transitioning to more severe NYHA functional classes and the dead state based on an extrapolation from their database of patients with HF using TM [39].

Limitations

As with any modeling exercise, it is important to understand the limitations around data availability and assumptions. First, owing to the lack of long-term studies, the trajectory of the effectiveness of TM was unknown and was assumed constant over the patient’s lifetime. It is not known if effectiveness changes over time, which may affect the results of this study. Another limitation was the assumption that patients used Medly over the entirety of the model. It has been reported that clinicians have not established a generalizable duration of enrollment into the program [87]. Patients may be enrolled into the program for a period of time and be off-boarded after they have learned the necessary self-care behaviors for HF and no longer require the assistance of the technology. This could decrease the costs of the intervention. In addition, caution should be exercised when interpreting data from the Medly program evaluation because patients are enrolled in the program based on a joint decision between the clinician and the patient, which could lead to selection bias. Without strict enrollment criteria and end time points, patients may be less sick than the average patients with HF, making results less generalizable. Another limitation was that it was assumed that the QoL of patients using Medly was same as that of patients in the comparator group. However, evidence from the Medly program evaluation [47] and past literature [88] indicates that QoL improves when patients use Medly. As QoL in these studies was measured using HF-specific scoring tools, translation of the improved QoL to utility values used in this study was not feasible because the QALY is derived from the EuroQol-5 Dimension instrument [89]. This likely underestimated Medly’s total QALY’s gained. In addition, health care utilization data used to inform parameters in this study were based on the Medly program evaluation, which relied on
a relatively small sample of patients, self-reported ED and GP visits, and a database that was limited to events that occurred at 1 hospital. This early-stage evidence on baseline health care utilization in patients with HF may understate or overestimate the actual health care utilization of an HF population, which could alter the results of the study.

Conclusions
The Medly program was found to be a cost-effective solution given the widely cited WTP thresholds of Can $50,000 (US $37,718)/QALY for patients with HF when implemented within a multidisciplinary HF clinic in Ontario. This is the first Canadian economic evaluation of TM for HF using a cost-utility approach, and one of the few studies to use a long-term time horizon. The significance of this study includes providing evidence for health care decision makers on the use of TM for HF, supporting the use of a nurse-led model of TM within HF clinics, and informing the use of economic modeling for future evaluations of early-stage health informatics technology. Given the substantial impact of HF on patients’ QoL and burden on health care resources, expanding access to TM programs may be an important mechanism to improve HF disease management and patient outcomes.
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Abstract

Background: Implementing digital health technologies is complex but can be facilitated by considering the features of the tool that is being implemented, the team that will use it, and the routines that will be affected.

Objective: The goal of this study was to assess the implementation of a remote-monitoring initiative for patients with chronic obstructive pulmonary disease in Ontario, Canada using the Tool+Team+Routine framework and to refine this approach toconceptualize the adoption of technologies in health care.

Methods: This study was a qualitative research project that took place alongside a randomized controlled trial comparing a technology-enabled self-monitoring program with a technology-enabled self- and remote-monitoring program in patients with chronic obstructive pulmonary disease and with standard care. This study included interviews with 5 remote-monitoring patients, 3 self-monitoring patients, 2 caregivers, 5 health care providers, and 3 hospital administrators. The interview questions were structured around the 3 main concepts of the Tool+Team+Routine framework.

Results: Findings emphasized that (1) technologies can alter relationships between providers and patients, and that these relationships drove the development of a new service arising from the technology, in our case, and (2) technologies can create additional work that is not visible to management as a result of not being considered within the scope of the service.

Conclusions: Literature on the implementation of digital health technologies has still not reconciled the importance of interpersonal relationships to conventional implementation strategies. By acknowledging the centrality of such relationships, implementation teams can better plan for the adaptations required in order to make new technologies work for patients and health care providers. Further work will need to address how specific individuals administering a remote-monitoring program work to build relationships, and how these relationships and other sources of activity might lead to technological scope creep—an unanticipated expanding scope of work activities in relation to the function of the tool.

(J Med Internet Res 2020;22(10):e18148) doi:10.2196/18148
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**Introduction**

The digital health market continues to expand, with projected growth from US $79 billion in 2015 to an estimated value of US $206 billion in 2020 [1]. This growth is driven, in part, by the fact that many patient-facing digital health technologies, such as remote monitoring, have shown potential for positive effects on patient health and health care provider performance, such as enhanced chronic disease management and enhanced access to care [2,3]. However, despite some demonstrated successes with digital health technologies, positive results remain sporadic and difficult to achieve [4].

The implementation of digital health technologies remains an extremely complex area of health system improvement, and remote monitoring has served as an important example of the challenges associated with encouraging the meaningful use of technologies in routine care [5,6]. The need for patients to feel comfortable with a given technology in addition to the health care provider team engaging in remote care delivery creates additional barriers to successful adoption [7,8]. Furthermore, many technologies are advertised to be “plug and play,” suggesting there should be no barriers to their immediate use when, in fact, much local adaptation is required for them to be incorporated into users’ everyday lives [9]. These observations illustrate the persistent and unresolved issues associated with determining both the mechanisms through which remote monitoring works for users and the optimal strategies to promote implementation.

Unsuccessful implementation of technologies such as remote monitoring is a result of several complex influences [10], including poor alignment with the main objective of the health care organization, poor training of staff, nonalignment of procurement models, or noninteroperability of the technology with existing systems [11,12]. Over the past 10 years especially, methods and frameworks have been developed to support better implementation of technological tools in health care settings [10,13,14]. Many of these approaches have been rooted specifically in theories of implementation science, including the Consolidated Framework for Implementation Research [15] and the Normalization Process Theory [16]. Theories of implementation science have been important in clarifying the conceptual dimensions requiring consideration in technology implementation initiatives. However, we suggest they have done less to clearly articulate the most important links between the adoption of a technology and the redesign of the service into which a technology is being implemented.

This basic point formed the motivation for previous work by our research team to present an approach to the adoption of digital health technologies that emphasizes the links between technological innovations and service innovations, informed by a service design perspective [17]. Service design is an approach to the improvement or establishment of services that executes a high quality health care service [17]. In this way, service design considers a technology for its contributions to a service more generally by focusing less on the adoption of the technology itself and more on its contributions to the work required to deliver an excellent service overall.

The recently developed Tool+Team+Routine framework [17] outlines a service design approach to innovation adoption that includes (1) identifying the value propositions of a given tool, (2) considering the implications of the tool for team relationships, and (3) explicitly addressing the new routines required in the technology-informed reconfiguration of the service. Although this approach is based on past empirical research examining this alternative approach to technology adoption, the Tool+Team+Routine framework is a simple heuristic that has not yet been subject to critical examination [17].

The goals of this study were two-fold. First, to apply the Tool+Team+Routine framework to interpret the results of the implementation of a remote-monitoring initiative for patients with chronic obstructive pulmonary disease (COPD) in Ontario, Canada, in order to generate insights that inform potential improvements to the Tool+Team+Routine framework. Second, to identify insights pertaining to the influences that drive adoption of remote-monitoring technologies specifically.

**Methods**

**Study Setting**

This is a qualitative substudy of a randomized controlled trial [18]; both the randomized controlled trial and this qualitative study were conducted at a community-based hospital in a large city in Ontario, Canada, within a respiratory center that treats patients with COPD. The randomized controlled trial investigated the effectiveness of implementing a technology-enabled self-monitoring program or a technology enabled self- and remote-monitoring program in a COPD patient population compared to standard care. Both the self-monitoring and the remote-monitoring groups used the Cloud DX Connected Health Kit as the monitoring tool [19]. This tool consisted of a tablet and multiple smaller devices to measure physiological vitals and to complete surveys on objective COPD symptoms. The tablet notified patients whenever their readings exceeded their personal thresholds.

All patients from both groups were also provided with a paper-based action plan, which they could follow whenever they received such notifications. The vitals and questionnaire answers from the remote-monitoring group were monitored by the project lead who is also a respiratory therapist. If it was thought to be necessary by the respiratory therapist, based on the vitals or the questionnaire answers, the patient was contacted directly. In addition, the project lead called each remote-monitoring patient once a week.

The study was approved by Markham Stouffville Hospital and Women’s College Hospital research ethics boards in Ontario, Canada.
Participants
We included 8 patients with COPD (5 from the remote-monitoring group and 3 from the self-monitoring group), 5 health care providers, and 3 hospital administrators (herein referred to as hospital managers). One remote-monitoring patient and 1 self-monitoring patient were interviewed together with their caregiver. Participants were purposefully sampled in order to capture a meaningful and varied range of views on the program from the parties most intensively involved in its implementation. The patients were recruited by a respiratory therapist at the host site and were selected from the randomized controlled trial’s group of participants. These patients’ contact details were passed onto the research team. The patients were contacted for participation by the principal author (FvL), either over the phone or through email. Prior to the interview, all participants provided informed consent to participate and were informed that they could decline or withdraw from the study at any time without any consequence to their health care. Written or verbal consent was obtained from all participants by the principal author (FvL) at the start of the interview. All patients had moderate (Global Initiative for Chronic Obstructive Lung Disease level 2) to very severe (Global Initiative for Chronic Obstructive Lung Disease level 4) COPD [20]. Patients’ demographics were obtained from the randomized controlled trial’s onboarding questionnaires.

The Framework
The framework used in this research study was the Tool+Team+Routine framework [17]. Unlike other implementation frameworks, this framework focuses explicitly on service design. Some key ideas that characterize service design in health care are:

1. Focus on all the changes to services that are required when introducing a new digital health tool in a health care delivery process.
2. A technology is not immutable; it may need to be modified in order to be of most use to the health care delivery process.
3. There needs to be clear value to all stakeholders, so-called value propositions [21]. Ideally, the new service improves one or more factors of the health care quadruple aim—enhancing patient experience, improving population health, reducing costs, and improving the work life of health care providers [22].

Implementing these principles of service design in health care, the Tool+Team+Routine framework is a simple, heuristic approach for introducing new digital health tools to a health care delivery process, or re-designing the delivery process overall and focuses on 3 main factors (Figure 1; Table 1).

Figure 1. Visual representation of the main factors in the Tool+Team+Routine framework.
Table 1. Tool+Team+Routine framework.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Description</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tool</td>
<td>Determines how useful and acceptable the technology is</td>
<td>Are the value propositions clear for all the stakeholders that will use the tool? Is the tool user-friendly? In what way does the tool interact with other devices?</td>
</tr>
<tr>
<td>Team</td>
<td>Investigates what changes will occur to the whole team and the way they interact with each other</td>
<td>Does the whole team agree on the problem to be solved by the technology? How does the introduction of the new system change the relationships among team-members, including changed relationships between patient and health care provider?</td>
</tr>
<tr>
<td>Routine</td>
<td>Considers in what way people’s routines change when the new system is introduced</td>
<td>What other changes will occur in the routines and day-to-day lives of all the people involved—intentionally or unintentionally—when the new system is introduced?</td>
</tr>
</tbody>
</table>

Data Collection Methods

Participants were interviewed by the principal author (FvL). The interviews were semistructured and contained questions pertaining to the 3 main concepts of the framework. Each group of participants (patients, health care providers, and hospital managers) were interviewed using a different interview guide. Interviews lasted 30 to 60 minutes. All patient interviews were conducted over the phone. The interviews with the health care providers and hospital managers were conducted in person, except for 2 that were conducted by phone. All interviews were audiorecorded and transcribed verbatim. The transcripts were anonymized and deidentified.

Data Analysis

The interview data were analyzed using thematic analysis methods [23,24]. The first 2 transcripts were analyzed and coded individually by the principal author and 2 other members of the research team. The codes were then compared and discussed which informed the development of a code book that was used to code 3 other transcripts. Thereafter, the code book was discussed again between the same 3 researchers, which resulted in the revised code book. This method was used to ensure the members of the research team contributing to the analysis agreed on the relevance and definitions of the codes being used. The remaining transcripts were analyzed and coded by the principal author using the revised code book. Any necessary changes to the coding of the first 5 transcripts that resulted from the revised code book were made as well, through regularly occurring analysis meetings between 4 authors on the study team.

Results

Overview

Table 2 provides an overview of the patients and caregivers who participated.

Table 3 provides an overview of the health care providers and hospital managers who participated. The tables provide the overall attitude toward the program (negative, neutral, mixed, or positive) as gleaned from participant interviews.

Table 2. Patients and caregivers who participated.

<table>
<thead>
<tr>
<th>Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study arm (remote or self-monitoring)</td>
</tr>
<tr>
<td>P1</td>
</tr>
<tr>
<td>P2</td>
</tr>
<tr>
<td>P3</td>
</tr>
<tr>
<td>P4</td>
</tr>
<tr>
<td>P5</td>
</tr>
<tr>
<td>P6</td>
</tr>
<tr>
<td>P7</td>
</tr>
<tr>
<td>P8</td>
</tr>
</tbody>
</table>
In the sections below, qualitative descriptions of the results that emerged from the interviews are given. These results are structured around the 3 main themes of the framework: Tool, Team, and Routine. Verbatim quotations are labeled with the role of the participant and their study arm (for patient and caregiver participants) or their role and level of interaction with the Cloud DX tool (for health care provider and hospital manager participants).

Attitude Toward the Project

Within all stakeholder groups, the attitude toward the project was mainly positive. Of the remote-monitoring patients, 4 out of 5 viewed the program as positive; the fifth had a neutral attitude toward the program. Of the self-monitoring patients, 1 out of 3 viewed the program as positive; the other 2 had neutral feelings about it. The 2 caregivers were both positive about the program. Within health care provider and hospital manager groups, attitudes toward the program were more nuanced. All 3 hospital managers showed positive attitudes toward the program. Of the health care providers, 3 out of 5 showed positive attitudes as well; the other 2 had mixed feelings about the program. These are elaborated.

Tool: Value Propositions in a Technology-Push Project

Stakeholders’ perceptions of the value of the tool varied and were characterized by the fact that the implementation project was structured using a technology-push approach. In this case, a team of managers and providers from 2 different health care organizations established a project agreement with the vendor, securing funding to support an evaluation of the tool in a hospital setting.

Within all stakeholder groups, the attitude toward the project was mainly positive. Of the remote-monitoring patients, 4 out of 5 viewed the program as positive; the fifth had a neutral attitude toward the program. Of the self-monitoring patients, 1 out of 3 viewed the program as positive; the other 2 had neutral feelings about it. The 2 caregivers were both positive about the program. Within health care provider and hospital manager groups, attitudes toward the program were more nuanced. All 3 hospital managers showed positive attitudes toward the program. Of the health care providers, 3 out of 5 showed positive attitudes as well; the other 2 had mixed feelings about the program. These are elaborated.

Table 3. Overview of the health care providers and hospital managers who participated.

<table>
<thead>
<tr>
<th>Participant label</th>
<th>Job title</th>
<th>Level of interaction with Cloud DX\textsuperscript{a}</th>
<th>Overall attitude toward program</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCP 1</td>
<td>Physician</td>
<td>3</td>
<td>Positive</td>
</tr>
<tr>
<td>HCP 2</td>
<td>Physician</td>
<td>3</td>
<td>Neutral</td>
</tr>
<tr>
<td>HCP 3</td>
<td>Allied health professional</td>
<td>5</td>
<td>Mixed</td>
</tr>
<tr>
<td>HCP 4</td>
<td>Allied health professional</td>
<td>5</td>
<td>Positive</td>
</tr>
<tr>
<td>HCP 5</td>
<td>Allied health professional</td>
<td>4</td>
<td>Positive</td>
</tr>
<tr>
<td>HM 1</td>
<td>Senior manager</td>
<td>2</td>
<td>Positive</td>
</tr>
<tr>
<td>HM 2</td>
<td>Manager</td>
<td>2</td>
<td>Positive</td>
</tr>
<tr>
<td>HM 3</td>
<td>Senior manager</td>
<td>1</td>
<td>Positive</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Levels—1 (very little): no interaction with the Cloud DX data on a daily basis and little to moderate understanding of the tool; 2 (little): no interaction with the Cloud DX data on a daily basis but moderate to high understanding of the tool; 3 (moderate): regular indirect interaction with the Cloud DX data but not involved in daily monitoring of patients; 4 (high): daily direct interaction with the Cloud DX data but not involved in daily monitoring of patients; 5 (very high): daily monitoring of patients with the Cloud DX tool and data.

Only after the funding was in place and the agreement to complete the project was secured did the project team seek to engage the health care providers who would be using the tool in the newly established model of care. As a result, not all health care providers saw value in the tool, leading some to resist engaging with the technology in a meaningful way.

Resistance to engaging with the technology and its outputs was reported by some of the respirology physicians who were involved in the care of patients enrolled in the program. One physician stated:

*I was very skeptical when the study was first started because uh, a lot of the times, these sort of home monitoring or self-monitoring or other programs kind of invent the technology first before asking a lot of important clinical questions of whether it’s actually gonna be of benefit or uh, examining why patients actually have exacerbations or the mechanisms and then it’s sort of just implemented into this study and then we see what happens, so, it’s uh, a bit of the uh, cart before the horse kind of scenario* [Physician, moderate interaction]

This quotation illustrates the general lack of engagement with the tool among some physicians primarily as a result of feeling that the tool does not solve a direct clinical need (although the lack of time physicians have for such initiatives is also clearly acknowledged). The primary example of this was that vitals data, such as blood oxygenation saturation, which are a primary data output of the tool for health care providers are known to be a poor predictor of exacerbations of COPD. Physicians were not satisfied with the effort to establish a meaningful use case for the tool after the decision to move forward with the project was made. This created a scenario where physicians had widely varying levels of engagement with the lead respiratory therapist who provided them with information about the outputs of the tool in order to inform their approach to care.

In this initiative, the physicians were not actually required to interact directly with the tool. Instead, a respiratory therapist was responsible for communicating with patients by phone regarding the tool and managing the inputs arising from patient
data being collected at home. This respiratory therapist would communicate with physicians when remote-monitoring data from patients under their care suggested that some form of physician follow-up would be appropriate. Although the respiratory therapist had reservations about the workload implications of the tool, this person believed there would be a benefit for certain patients:

So the program I think it’s helping patients, ehm, better understand their condition, or at least some of the patients. Perhaps not all of them. And helping them to recognize when they’re getting sick so that they can get treatment, either sooner or more appropriately... I would say that some patients did, or were good self-recognizers [already] and those are patients who have come to the hospital one or two times before because they had experienced [an exacerbation]... However those who haven’t had many experiences with exacerbations, it helps them better recognize it. [Allied Health Professional, very high interaction]

The patients and caregivers interviewed for the study reported some technology-related challenges that might be expected when adopting new digital tools for the first time. However, many participants reported generally positive sentiments about the tool and its adoption into their everyday lives. One patient, a woman in her 70s who lived alone, stated:

The tablet gave me, just that confidence because I could see that my blood pressure was in normal range though I kind of figured that. And then my oxygen levels, I didn’t know about my oxygen level and then, once I, I got to reading my oxygen levels, everything seems to be fine. So that, that was just, I don’t know, just a report back to myself saying “Hey, you’re not too bad at all” [Patient, remote monitoring]

Another patient described an instance where her decision to seek out emergency services was directly informed by the tool. When asked what the tablet gave her, she stated:

So a lot of the patients call me because they know I’ll answer and it’s just to help get a prescription filled or sort of some other issue that they’re having... cause they know I’ll answer and have access to their physicians. They’ll call me over calling [the doctor’s] receptionist... Which maybe isn’t good, but, is also kind of good for [patients] because they feel more comfortable. Cause the relationship is there. [Allied Health Professional, very high interaction]

In summary, although the value propositions of the tool were not immediately clear to all stakeholders, those who engaged with the tool directly did feel the tool was valuable for the management of COPD, at least in certain cases. However, the primary value that appeared to be offered by the program arose not from the tool per se but from the relationship between patients and the respiratory therapist responsible for administering the program. We explore this point in the next section.

Team: The Role of Relationships in the Reconfigured Service

The relationships between members of the health care team did not change in meaningful ways as a result of the implementation of the tool and the establishment of the remote-monitoring service. The respiratory therapist who administered the program was the primary point of contact for patients and would notify physicians, when appropriate, regarding issues arising for patients under their care. This process was not substantially different from how these providers communicated previously, as respiratory therapists had opportunities to interact with some patients before the beginning of this project in the context of a community-based exercise program and as recurring patients at the Centre for Respiratory Health and would communicate with physicians under similar circumstances as during the remote-monitoring project.

The relationships that were most important were those between the respiratory therapist administering the program and the patients enrolled in the program. Specifically, the relationships between the respiratory therapist and patients in the remote-monitoring program deepened and became an important component of the patients’ overall care. Many remote-monitoring patients spoke about the importance of this particular respiratory therapist for the value they experienced with the program, viewing the respiratory therapist not only as a source of information related to the tool itself, and COPD more generally, but as a person capable of supporting patients in solving health-related challenges of virtually any kind. The respiratory therapist corroborated this view by indicating that she had a good relationship especially with patients in the remote-monitoring group of the project:

Well, the point that you can, ehm, call somebody whenever you have a question, like [the respiratory therapist] you know. It’s very helpful because you...
Routines of Care and Hidden Work

The demand for changes in routines of care was very different for the different people involved in the project. For physicians, they had to change virtually nothing, and independently chose whether or not to act upon any information provided by the respiratory therapist administering the program. This meant that some physicians would act directly on the information provided to technological challenges that were supposed to be directed into the system, like at the hospital, ehm that would be awesome. But at, at present, during the study, we, you know, we had to sort of do extra work just cause it wasn’t integrated. [Allied health professional, very high interaction]

In this case, the known challenge of the lack of interoperability led to excessive workload on the part of the health care providers administering the program.

In relation to communication demands arising from the program, these extended beyond the issue of patients calling the respiratory therapist for support in coordinating care more generally. The respiratory therapist also received calls related to technological challenges that were supposed to be directed to the vendor. Furthermore, the respiratory therapist would receive notifications indicating an exacerbation based on data that had been incorrectly entered and would need to call patients to follow up on those notifications only to discover that something had gone wrong in the data collection process (eg, they had responded to a survey incorrectly or the blood pressure cuff was not tightened properly). The respiratory therapist administering the program stated:

I can tell you that, ehm, in the remote monitoring group I had 116 incoming calls in 6 months and the self-monitoring group I had like 134 incoming calls in six months. So the total is, what, 240? So the remote-monitoring called me a little less than the self-monitoring. Ehm, and then I further broke that down into the reason for them calling and I’d say it’s like 77 were technological in the remote-monitoring and like 80 or so were technological [in self-monitoring]. And then the next highest one was just general health inquiries. Yeah, so, it’s, it’s mostly tech issues that they’re calling about. And they are told to call [the vendor], they just feel more comfortable calling me. And I generally just push it over to [the vendor]. In addition to those incoming
calls. I had the notifications to respond to. So [sighs] I think in the three months for the remote monitoring group I had something, like, close to 300 notifications in six months, to respond to. [Allied health professional, very high interaction]

The additional workload represented by these new routines was also not anticipated by managers. A manager responsible for considering the workload implication and sustainability of the program in the longer term commented:

[An important question is] if it’s something that’s sustainable and how do we integrate it into the day to day clinic activities? This study did not address that. So that will be something we’ll have to figure out. [Senior manager, little interaction]

These instances of additional workload represent the establishment of new routines of care that were not anticipated at the outset of the program. These new routines quickly filled the time of the respiratory therapists responsible for the program, and added demands that would not be sustainable if the resources for staffing were held constant in the long-term. This finding represents the hidden work of technology implementation and remote-monitoring tools, which is not visible in advance of a program and might not be visible at all unless explicitly examined during the evaluation process.

Discussion

Principal Findings

Our findings direct attention toward two primary insights. Each insight helps to address the two primary objectives of our paper, which were to advance the Tool+Team+Routine heuristic for the adoption of digital health technologies and to clarify mechanisms by which remote monitoring may exert its value for patients. The first insight is the significance of interpersonal relationships for the functioning of this particular digital health technology in the context of delivering a comprehensive service of remote monitoring. The second is the expansion of routines of care and what we refer to as technological scope creep—the growing demands of health care providers’ everyday work as the technology requires new actions to fulfil newly generated demands.

The Role of Relationships in Remote-Monitoring Initiatives

In our study, we found that one of the features of the service that most drove the successful engagement of patients with the technology was the relationship between the respiratory therapist administering the program and the patients who were enrolled. This finding resonates strongly with previous research [10,25] on the mechanisms by which digital health services have their effects. Vassilev et al [26] completed a realist review of the literature examining the specific causal mechanisms influencing the effectiveness of telehealth programs and found relationships to be one of three crucial mechanisms. They explained that new technologies introduce “new sources of relationality [26],” and thereby, “restructure existing relationships [26].”

In support of previous literature [7], our findings outline the value of such interpersonal relationships between the provider administering the program and the patients using the technology for the successful adoption of the service overall. In relation to the Tool+Team+Routine framework, this is an important point to emphasize; it is not just that such relationships enhance the adoption of the new technology, but that the relationships drive the development of an actual service arising from the technology itself. The technology is one component of a new program but relies on many other interacting components to become a part of a successfully delivered service (including people, technologies, and newly established processes).

In the context of service design, the adoption of new technologies stands to influence interpersonal relationship in at least two distinct ways. First, the technology might influence relationships among health care providers as they are required to collaborate in different ways than they previously had. We did not find this to be the case in our study, likely because the expectations that different health care providers had for one another did not change throughout the study period. However, this change to relationships among health care providers remains a possibility [25]. Second, the mechanisms by which the technology has its effects for patients are themselves determined in part by the quality of the relationships established between patients and the provider administering the program, and in this case, mediated by the technology. Emphasizing these relationships represents an important conceptual development for the Tool+Team+Routine heuristic, placing relationships in a more prominent position when taking a service design approach to promoting the adoption of technology-enabled service innovations. This point also reinforces the finding in the literature that the interpersonal relationship between the patient and the health care providers is a primary consideration in the effort to understand the ways in which remote monitoring has its effects [25].

Technological Scope Creep

The second important finding emerging as an important direction for future research in our study is the phenomenon of technological scope creep. This point relates specifically to the routine element of the Tool+Team+Routine heuristic in a service design context, as it refers to changes in the routines of providers who must interact with the technology in ways that were not predicted at the outset. Furthermore, these newly added routines, in our study, were not accounted for in the time allocations assigned to providers responsible for administering the program via the technology, even though they might add additional value for patients. This point raises an important issue for the Tool+Team+Routine heuristic: in the effort to promote adoption of technologies for new services or service re-design, explicit effort should be made to anticipate technological scope creep and the demand for new routine practices that were not expected of the technology at the outset.

This point resonates with past work outlining how routine work practices change when new technologies are adopted [16,27,28]. However, past work has primarily emphasized the point that technologies restructure service arrangements [29]. We acknowledged this point in our past work [17] but extend this
point now to acknowledge that even where work restructuring is explicitly anticipated in technology adoption projects, new technologies have a further potential to produce new work that is hidden from the view of management and evaluation as a result of not being considered as falling within the scope of the service itself. The technology evaluated in this study was intended to enable remote and self-monitoring of patients related specifically to COPD; however, patients ended up using the service as a general care coordination service. As a result of the relationships with the primary program administrator (the respiratory therapist), the scope of the service expanded to include this more general care coordination function. In effect, as a result of technological scope creep, the service itself expanded from its original function to take on a broader set of functions.

Strengths and Limitations

This paper has applied a previously reported framework [17] to understand the implementation of a remote-monitoring technology into a health care environment. Although the patient participants recruited for this study might not reflect the needs and opinions of the entire COPD population, the sample of patients included provided in-depth insight into the value of the tool in the context of the service.

Conclusions

The observations arising from our findings advance the Tool+Team+Routine heuristic for use in service design activities that involve technology adoption in health care services. Deep thinking about how the specific individuals administering the program will work to build relationships and how those relationships and other sources of activity might lead to technological scope creep present two often unanticipated challenges when implementing digital technologies in health care. Future work can reconcile these important influences on technology adoption and will examine strategies to account for them in advance of initiating technology implementation projects using a service design approach.
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Abstract

Background: Visual field defects are a common consequence of stroke, and compensatory eye movement strategies have been identified as the most promising rehabilitation option. There has been a move toward compensatory telerehabilitation options, such as the Durham Reading and Exploration (DREX) training app, which significantly improves visual exploration, reading, and self-reported quality of life.

Objective: This study details an iterative process of liaising with stroke survivors, carers, and health care professionals to identify barriers and facilitators to using rehabilitation tools, as well as elements of good practice in telerehabilitation, with a focus on how the DREX package can be maximized.

Methods: Survey data from 75 stroke survivors informed 12 semistructured engagement activities (7 focus groups and 5 interviews) with 32 stroke survivors, 10 carers, and 24 occupational therapists.

Results: Thematic analysis identified key themes within the data. Themes identified problems associated with poststroke health care from both patients’ and occupational therapists’ perspectives that need to be addressed to improve uptake of this rehabilitation tool and telerehabilitation options generally. This included identifying additional materials or assistance that were required to boost the impact of training packages. The acute rehabilitation setting was an identified barrier, and perceptions of technology were considered a barrier by some but a facilitator by others. In addition, 4 key features of telerehabilitation were identified: additional materials, the importance of goal setting, repetition, and feedback.

Conclusions: The data were used to try to overcome some barriers to the DREX training and are further discussed as considerations for telerehabilitation in general moving forward.

(J Med Internet Res 2020;22(10):e19604) doi:10.2196/19604
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Introduction

Visual impairments occur in about 65% of stroke survivors [1], with a large proportion of these experiencing partial visual field loss [2] (eg, blindness in a part of their visual field). For such individuals, visual restoration is limited [3]. Partial visual loss can be debilitating, with those who experience it having problems completing activities of daily living [4], an unwillingness to leave the home [5], and an increased risk of falling [6]. Individuals also have their driving licenses revoked, further reducing their independence, and can consequently become more isolated, reliant on support, and depressed [5,7-9]. Overall, people with visual field defects demonstrate poorer functional outcome [10], impaired vision-related quality of life [11], and reduced engagement in rehabilitation [12]. With improving stroke survival rates [13], an increasing number of stroke survivors are living with the long-term consequences of partial visual loss. Therefore, providing effective and accessible treatment for such individuals is important in order to significantly reduce their disability.

The uptake of technology among older people is relatively high, with 48% of those aged 55 years or older owning a tablet computer in 2017 and 8.1 million 55- to 64-year-olds in the United Kingdom using apps regularly [14]. Furthermore, telerehabilitation, the provision of rehabilitation services (therapeutic intervention, progress monitoring, education, training, etc) at a distance via electronic information and communication technologies [15], has been identified as a credible, potentially cost-effective future direction for health and social care [16,17]. Despite this, there is still a significant contingent of stroke survivors who distrust telerehabilitation, as they fear reduced quality of care [17]. Previous evidence has shown that motivation is a significant factor in improving engagement with home-based rehabilitation tools [18]. At present, only a limited number of studies exist regarding the effectiveness of telehealth-based digital interventions [19]. For these reasons, it is important to examine factors that could increase their uptake.

The most common form of telerehabilitation employed to address visual loss is computer-based compensatory training, which teaches stroke survivors adaptive eye movement strategies to cope more effectively with visual loss. Durham Reading and Exploration Training (DREX) is one such version of this training, taking the form of a free, multiplatform app and significantly improving visual exploration, reading, and quality of life [20] (see Multimedia Appendix 1 for further details). We report findings from our 2-stage study with stroke survivors, carers, and health professionals, which explored potential barriers and facilitators to the use of DREX and perceptions about key features for telerehabilitation packages. Stage 1 described key findings from a survey identifying the key elements of patients’ stroke experiences. In stage 2, these elements were addressed through a process of liaising with key stakeholders (stroke survivors, carers, and occupational therapists) to understand experiences of this specific tool (DREX) and adjusting the training package in response to the issues identified, thereby improving the potential for training uptake and user experience.

Methods

Recruitment

A snowball sample of 75 UK-based stroke survivors with partial visual loss completed the survey (mean age 63.77 years). The survey was distributed in an online format via prominent stroke Facebook groups (n=66; mean age 57.00 years) or as a paper version upon request (n=9; mean age 66.78 years).

Stroke survivors for interviews and focus groups were selected through opportunity sampling based on geographical location (region of North East England). A total of 32 stroke survivors (18 men; aged 43-83 years, mean age 62.28 years), 10 carers (7 women; 41-75 years, mean age 54.70 years), and 24 occupational therapists (19 women; 22-45 years, mean age 31.13 years) were involved in either focus groups (n=7) or interviews (n=5). Engagement activity characteristics are displayed in Table 1.
### Table 1. Characteristics of stakeholder engagement activity.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Stroke survivors, n</th>
<th>Carers, n</th>
<th>Occupational therapists, n</th>
<th>Total, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus group A</td>
<td>4</td>
<td>1</td>
<td>N/A</td>
<td>5</td>
</tr>
<tr>
<td>Focus group B</td>
<td>3</td>
<td>2</td>
<td>N/A</td>
<td>5</td>
</tr>
<tr>
<td>Interview A</td>
<td>1</td>
<td>1</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>Interview B</td>
<td>1</td>
<td>1</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>Focus group C</td>
<td>8</td>
<td>N/A</td>
<td>N/A</td>
<td>8</td>
</tr>
<tr>
<td>Focus group D</td>
<td>6</td>
<td>2</td>
<td>N/A</td>
<td>8</td>
</tr>
<tr>
<td>Focus group E</td>
<td>6</td>
<td>1</td>
<td>N/A</td>
<td>7</td>
</tr>
<tr>
<td>Focus group F</td>
<td>N/A</td>
<td>N/A</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Focus group G</td>
<td>N/A</td>
<td>N/A</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Interview C</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td>Interview D</td>
<td>1</td>
<td>1</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>Interview E</td>
<td>1</td>
<td>1</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>32</td>
<td>10</td>
<td>24</td>
<td>66</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

### Design

This qualitative study was part of a larger study investigating barriers and facilitators in stroke rehabilitation in general. This data subset explores the interaction between DREX and specific issues in relation to poststroke visual field defects. Full project data and materials can be found on the Open Science Framework [21]. This study was divided into 2 stages. In stage 1, a short survey was used to identify the barriers and facilitators from the stroke survivors’ experiences. Stage 1 data informed the second stage, which aimed to quantify the extent of the major themes identified. Interviews and focus groups were conducted with stroke survivors, carers, and occupational therapists in a semistructured manner to understand the specific impact of these barriers and facilitators and the factors perceived as important within telerehabilitation. Stroke survivors were recruited via Stroke Association groups in the northeast of England and could participate in either a focus group or an interview. Participants had to be at least 18 years old and able to give informed consent. Stroke survivors with communication difficulties were not excluded if they had capacity for consent; however, no stroke survivors reported communication difficulties. The information gathered from these activities was used to generate changes to the DREX package to increase accessibility. Ethical approval was provided by the Durham University Psychology Department Ethics Committee and the study was conducted in accordance with the Declaration of Helsinki.

### Stage 1: Survey

Full survey details can be found in Multimedia Appendix 2. Survey data were analyzed to inform key points of interest for discussion within stage 2.

### Stage 2: Focus Groups and Interviews

Survey data permitted the construction of a semistructured interview protocol (see Multimedia Appendix 3 for the interview schedule), which probed further information from a number of identified areas. Specifically, stroke survivors and carers responded to questions regarding their everyday difficulties, rehabilitation journey, experiences with technology, motivation, and levels of support. Occupational therapists were also asked about their experiences, but with a greater focus on understanding the barriers and facilitators they experience in supporting stroke survivors and their views on the use of technology in poststroke visual rehabilitation.

Stroke survivor focus groups were carried out at one of 5 venues: Age UK Roundhouse Ashington Stroke Group, Gateshead Stroke Association Stroke Group, Newton Aycliffe Stroke Group, Teesside Stroke Club, and Stockton-On-Tees Happy Talk Stroke Club. Interviews were carried out in a quiet room in the survivor’s home. The 2 focus groups with occupational therapists took place with the stroke teams at the University Hospital of North Tees and Northumbria Hospital. Discussions were audio recorded with consent.

Focus groups were facilitated by the primary author (an experienced qualitative researcher with clinical experience). Initially, the project and focus group aims were outlined and the participants introduced. The notion of facilitators and barriers were explained, and participants were given the opportunity to discuss their own expectations and clarify any miscommunications. Carers were encouraged to let the stroke survivors give their views first but were also given the opportunity to discuss their own experiences. All participants communicated verbally. The focus groups and interviews were semistructured, with 6 open questions used to stimulate discussion and follow-up questions used depending on responses. The 2 focus groups conducted with occupational therapists instead focused on the DREX training package and how it could be improved, current rehabilitation techniques implemented by therapists dealing with poststroke visual loss, and additional materials that could assist therapists. Focus groups and interviews lasted approximately 60 minutes.
Qualitative methods have proved particularly suitable for the analysis and interpretation of focus group data [22]. Thematic analysis was used [23] to work through the data until a small number of themes that described the data set were identified. Data were managed using Microsoft Word. Specific information regarding the data coding process can be found in Multimedia Appendix 4.

Results

Stage 1: Survey Data

Stroke survivors identified family, carers, and occupational therapists as best placed to support them in their recovery. Therefore, these stakeholder groups were included as participants in stage 2. Additionally, confidence with technology and the internet was found to decline increasingly with age, while fear of making mistakes rose. Finally, face-to-face support was identified as the most useful factor in rehabilitation. A full discussion of these results can be found in Multimedia Appendix 5.

Stage 2: Interview Data

Qualification and Quantification of Barriers and Facilitators Identified by Participants

There were 2 main themes and several subthemes that were identified by stroke survivors as factors that act as barriers to using telerehabilitation, while 1 main theme with 1 subtheme was identified as a facilitator. In addition, 4 key features were identified by participants for those designing and creating e-therapies for stroke survivors. These themes are presented in Textbox 1 and discussed below, illustrated with verbatim transcripts. Interestingly, technology was seen as both a barrier and a facilitator, so these are discussed together.

Textbox 1. Factors identified by stroke survivors, carers, and occupational therapists as acting as barriers or facilitators in the use of telerehabilitation in stroke and the key features identified as important for telerehabilitation.

<table>
<thead>
<tr>
<th>Barriers</th>
<th>Facilitators</th>
<th>Key features for rehabilitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Acute ward rehabilitation</td>
<td>1. Technology and the internet as a perceived advantage</td>
<td>1. Additional resources</td>
</tr>
<tr>
<td>1. Limited occupational therapy time</td>
<td>2. YouTube</td>
<td>2. Goal setting</td>
</tr>
<tr>
<td>1. Acute patient readiness</td>
<td></td>
<td>3. Feedback</td>
</tr>
<tr>
<td>2. Perceived disadvantages of technology</td>
<td></td>
<td>4. Repetition</td>
</tr>
<tr>
<td>2. Confidence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Lack of interest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Lack of personal contact</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Acute Ward Rehabilitation as a Barrier

Occupational therapists discussed the limited time they have with stroke survivors in acute settings as a barrier in their rehabilitation. Therapists praised the idea of having a form of therapy they could leave with a stroke survivor to use as and when they want without requiring therapist supervision and time:

*It’s also good as well because like obviously we can only provide so much time as well with rehab but if we can give the patient that to do when we’re not there then if they’re doing even an hour every other day then its brilliant. Sometimes we give them things to do and think, “Are they going to do it or not?” but something like that they know it’s there, they do it, log on.*

However, occupational therapists also identified that even with prior technological experience, the use of technology on acute wards was often too big a jump for many stroke survivors:

*I think one of the reasons our use of DREX hasn’t been as much as we’d like or anticipate has partly been the whole problem of how ready they are for some of this in the acute phase, and I think that can run over into the acute phase at home as well. That applies to DREX but also applies to some of the other rehab activities we apply to patients. And it’s about,*
Perceptions of Technology
A key factor discussed across all focus groups was technology, specifically if and how it is used by stroke survivors. There was a clear dichotomy between those who perceived technology as a positive aspect of rehabilitation and those who viewed it negatively.

Technology as a Barrier to Telerehabilitation
Within this overarching theme of technology as a barrier, 3 key reasons were identified by stakeholders as to why they felt technology was not useful. The primary subtheme was confidence with technology; a large number of the stroke survivors talked about loss of confidence post stroke, which seriously impacted their life. Those who were previously technophobic reported having little confidence to learn something new:

Facilitator: Would you ever want to use the internet or need to use the internet?
Participant: I don’t think so, no, I don’t really think so. It would be handy for some things but the amount of learning it would take...

In addition to this, even those who were previously comfortable using technology reported becoming less confident after their stroke:

I use it. Far less than I used to though. I used to be really comfortable on the internet but now I just stick to basics of where I’m comfortable and I wouldn’t go exploring online at all now. I just use Amazon, Facebook, that’s it. I haven’t got the wherewithal that I used to. I used to be very switched on. Now I’m only half switched on.

One aspect of confidence that stroke survivors discussed was fear, for example, fear of making a mistake while online. This was also echoed in a carer’s responses, who similarly felt fearful letting their partner online because of the potential ramifications of errors:

Participant: I’m just frightened of making a mistake. I think that’s my biggest worry. One time I would just go on the internet and do my shopping on the internet. Now I’m frightened if I order 19 of something. It’s not as content heavy, it’s not moving through space the way the app is with having to keep up and that.

A second subtheme was level of interest; some stroke survivors were not interested in accessing technology. This was encapsulated in one participant’s response:

I didn’t have an interest then, I haven’t got an interest now.

It is important to understand that individuals may be reluctant to use technology purely because they have previously not had to use it and do not see a need now.

A third subtheme relating to disadvantages of technology was stroke survivors not appreciating the lack of personal contact. Some stroke survivors viewed the emergence of everything being done online, including rehabilitation, as a barrier in their rehabilitation journey:

The other thing as well is everything is done on the internet, there’s no personal contact. I think sometimes you need to break that barrier down.

Technology as a Facilitator for Telerehabilitation
Although some stroke survivors viewed technology as a barrier, others spoke about the benefits of technology and its positive impact:

Technology has been my saviour.

Specific positives were attributed to the accessibility of certain technology. Particular mention was made of YouTube and the advantage of being able to watch an online video repeatedly:

YouTube videos would help teach me stuff because the beauty of YouTube is I can play it again and again and again.

Key Features of Telerehabilitation Packages
Additional Resources
After discussion with occupational therapists, it became apparent that there was no fixed activity provided for stroke survivors with visual loss to complete on acute wards, resulting in the time-consuming process of therapists creating their own materials. This led to therapists discussing the specific tools and materials they could use:

So that’s something we’re already doing, not in the same format. So it’s more paper based so it doesn’t move up and it’s not...we just make them ourselves as well. It’s not as content heavy, it’s not moving through space the way the app is with having to keep up and that.

One theme that emerged was a need for stroke survivors to be provided with opportunities to better understand the requirements of the training packages used in telerehabilitation and the need for tools that could assist occupational therapists in delivering effective therapy in acute wards.

Goal Setting
Stroke survivors described the positive nature of setting goals in their rehabilitation and how this aided their rehabilitation in general:

[I] think to myself I’m going to improve...again it was that 4%, 8%, 10%, 12%.

Generally, goal setting is a good motivator and its inclusion in telerehabilitation provides stroke survivors with further motivation to undertake exercises above and beyond their rehabilitative benefit.
Feedback
Feedback was highlighted by occupational therapists as critically important to rehabilitation, with stroke survivors feeling more positive and having a sense of achievement after receiving progress feedback:

[Feedback] gives you that boost, doesn’t it. They can say, “I’m improving.” Because you like to know if you’re improving.

Repetition
Stroke survivors discussed the positive aspects of repetition in their rehabilitation. One patient discussed the benefits of being able to do things repeatedly, as with his memory issues, this was the only way he could function independently:

Facilitator: So for you, do you think the repetition…because obviously the tasks themselves are extremely repetitive. You’re doing the same kind of training over and over again. Is that something that works really well for you?

Patient: Yeah because it takes me a while to get a hang of it and then I’m ahead of the game. Repetition is the secret of running my life.

Applications of These Findings to DREX
Participant responses highlighted a range of issues in the application of telerehabilitation for stroke survivors with visual field defects. We outline alterations made to the DREX training package in order to directly address these issues.

In liaison with occupational therapists, we created a dossier of paper-based tasks for use by stroke survivors who are not currently able to access the training. The tasks are paper-based versions adapted from the training exercises in the DREX app and provide an intermediary form of compensatory training for acute ward use. This tackles several identified issues, including alleviating some of the time pressure on therapists, since they do not have to do this task anymore, and addressing patient readiness for telerehabilitation by providing a simplified form. It could also be a starting point for those lacking confidence or interest in technology by familiarizing them with the tasks in a different format first. Therapists have begun trialing these resources at several local National Health Service trusts and have found them helpful:

I can imagine a lot of people that it will be a real lifeline for because, you know, we run to the photocopy [sic], get our bits of paper, we make stuff up ourselves for them to do.

Furthermore, working with stroke survivors and therapists, we updated user guides and website information to provide a more accessible service to key stakeholders. These user guides have also been printed and provided to therapists in acute settings to avoid having to use technology to access them, which may be a barrier to some. Furthermore, in accordance with an identified facilitator, a YouTube channel was created that included task demonstration videos. Such additional resources were designed to help alleviate some concerns that users experience regarding unknown technology, and we know that the videos viewed more often are those that correspond to some of the more difficult aspects of navigating the training, indicating that they are a tool that can aid this.

Given the importance of feedback in rehabilitation, the delivery of this within the DREX training was improved; users now receive a speed and accuracy score after every training block. This allows them to effectively track their progress over the course of training. However, we are continuing to investigate ways to improve the feedback provided. Although stroke survivors have responded well to receiving feedback, therapists believed the feedback delivery could be improved. Therapists felt one-to-one monitoring of stroke survivors’ feedback would further help stroke survivors understand how they are progressing and challenge them to continually improve.

I thought it might be quite helpful to sit down with someone and go through it afterwards to say, “How did you find this,” and “Well this is what it’s shown.” “This is what you’ve done really well” or “This part shows that’s what you’re saying is really difficult.” For some people it might be really helpful to have those conversations in some more detail.

Delivery of feedback is an extremely important factor in the success of rehabilitation in clinical populations, and this factor was no less understated in the responses of occupational therapists. This provides an interesting point in the move toward telerehabilitation, as this personalized delivery may be lost.

Discussion
Principal Findings
Through interviews with key stakeholder groups involved in stroke survivor rehabilitation, this study identified several facilitators and barriers to telerehabilitation. A general lack of confidence with technology, the perceived fear of using telerehabilitation, and the reduced face-to-face contact that a move toward more technological solutions in rehabilitation would bring were highlighted as the main issues stroke survivors faced. Initial in-person visits are one way to alleviate initial fear, as they can facilitate stroke survivor engagement and motivation in the rehabilitation process [24].

Telerehabilitation has been shown to have positive outcomes in motor consequences of stroke, health outcomes, carer support, and health professional satisfaction, albeit evidence quality was recognized to be poor [25]. The present study, therefore, thoroughly addresses the issues that stroke survivors with visual impairment face when using telerehabilitation.

On the basis of the work presented here, we recommend that several core issues be considered in the development and delivery of telerehabilitation. Compensatory training for poststroke visual field rehabilitation is repetitive in nature, which is why it works. It is important to ensure that such tools provide repetition in the most accessible way to ensure that repetition does not result in disengagement. Feedback and goal setting are important considerations when creating telerehabilitation, as they can improve engagement and motivation, but it is also important to provide a tangible progress update. In DREX, goals are set by the individuals based on feedback received when training. Previous studies have highlighted the motivational
benefit of individual goal commitment and goal setting on successful performance in other tasks [26]. As such, introducing goal-setting elements and feedback mechanisms into future telerehabilitation for stroke survivors would be beneficial, especially tailored programs that allow final goals (eg, overall aim) and interim goals (eg, daily target) to be determined.

In order to make telerehabilitation as accessible as possible for the majority of individuals, it would be valuable to consider intermediary steps and additional resources that can aid in intervention delivery. Using a multimodal approach (eg, paper, text, audio, visual elements, etc) enables these resources to be understood and used by all stakeholder populations. Engaging with key users prior to and during the development of telerehabilitation packages can ensure the creation of tools that are of maximum effectiveness and accessibility. For example, if during the acute phase of rehabilitation, perceptions of technology are identified as a barrier, then intermediary steps can be put in place to alleviate concerns and assist in the eventual uptake of the telerehabilitation tool. Additionally, training and education of users and key stakeholders involved in the application of telerehabilitation is an important consideration previously found to lead to more effective treatment [27].

Conclusions

In summary, this study identified several facilitators and barriers to telerehabilitation from the perspectives of the key stakeholders involved in stroke survivor rehabilitation, and it gathered opinions regarding key features required in telerehabilitation. This process has not only given a voice to the key populations directly involved in the rehabilitation process but also developed an understanding of the most important factors in developing a successful and engaging telerehabilitation tool to improve accessibility and usability. More generally, the issues highlighted by all of the populations engaged with show the need to address the disparity between acute care and the mountainous step to what comes next. An intermediary support phase may negate many of the identified barriers in stroke populations and deflect the fear that telerehabilitation reduces quality of care. Using the mitigations outlined will result in a more personalized recovery program for all stroke survivors.
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Abstract

Background: Electronic patient questionnaires are becoming ubiquitous in health care. To address care gaps that contribute to poor asthma management, we developed the Electronic Asthma Management System, which includes a previsit electronic patient questionnaire linked to a computerized clinical decision support system.

Objective: This study aims to identify the determinants (barriers and enablers) of patient uptake and completion of a previsit mobile health questionnaire.

Methods: We conducted semistructured interviews with adult patients with asthma in Toronto, Canada. After demonstrating the questionnaire, participants completed the questionnaire using their smartphones and were then interviewed regarding perceived barriers and enablers to using and completing the questionnaire. Interview questions were based on the Theoretical Domains Framework to identify the determinants of health-related behavior. We generated themes that addressed the enablers and barriers to the uptake and completion of the questionnaire.

Results: In total, 12 participants were interviewed for saturation. Key enablers were as follows: the questionnaire was easy to complete without additional knowledge or skills and was perceived as a priority and responsibility for patients, use could lead to more efficient and personalized care, completion on one’s own time would be convenient, and uptake and completion could be optimized through patient reminders. Concerns about data security, the usefulness of questionnaire data, the stress of completing it accurately and on time, competing priorities, and preferences to complete the questionnaire on other devices were the main barriers.

Conclusions: The barriers and enablers identified by patients should be addressed by developing implementation strategies to enhance e-questionnaire use and completion by patients. As the use of e-questionnaires grows, our findings will contribute to implementation efforts across settings and diseases.

(J Med Internet Res 2020;22(10):e19474) doi:10.2196/19474
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Introduction

Background

Asthma affects approximately 7.7% of adults in the United States and carries an annual economic burden exceeding US $50 billion [1,2]. As in many other common chronic diseases, large gaps between guideline-recommended care and real-world care continue to exist in asthma [3,4].

Patient-facing electronic health questionnaires represent a promising strategy to address clinical care gaps, as they engage patients in taking a more active role in their care, increase efficiency by reducing data acquisition burdens on clinicians, and collect data that can be directly processed through computerized decision support system (CDSS) algorithms and then integrated into point-of-care electronic health records (EHRs) for clinicians [5]. With the dramatic rise in smartphone ownership in the United States [6] and a shrinking digital divide [7], mobile health (mHealth) previsit questionnaires have emerged as a commonly used strategy across primary and specialty care settings [8-11]. However, little is known about patient perceptions of these questionnaires and their actual uptake and what strategies can be leveraged to drive their use. It is of great importance to understand the user’s perceived barriers and enablers to use mHealth technology to maximize its success [12].

Our team developed the Electronic Asthma Management System (eAMS), a point-of-care CDSS, to bridge key care gaps in the management of asthma in primary care settings [5]. The eAMS consists of a previsit electronic patient questionnaire that collects asthma-related parameters and a CDSS that receives and processes questionnaire data to produce guideline-based decision support (asthma control level, corresponding medication change recommendations, and a self-management tool called an asthma action plan (AAP)) [4] integrated into the EHR in real time. In a 2-year interrupted time series study involving 890 patients and 237 clinicians, the eAMS significantly improved the frequency of asthma control assessment, the ratio of controller to reliever medication prescriptions, and delivery of AAPs to patients [5]. However, the previsit questionnaires were used by only 61.2% (551/890) of patients [5]. A detailed uptake analysis identified several quantitative predictors of questionnaire uptake [13].

Objectives

In this study, we sought to identify the determinants (barriers and enablers) of uptake and completion of the eAMS mHealth previsit patient questionnaire, with a view to tailoring targeted strategies to overcome barriers and leverage enablers to drive patient usage. Given the growing popularity of mobile patient questionnaires, we identified themes that would be broadly relevant across such systems.

Methods

Recruitment

This was a qualitative study. Patients were recruited from the St. Michael’s Hospital’s Respirology Patient Database via telephone or email, and each provided informed written consent. We included adults (aged ≥18 years) with a clinical diagnosis of asthma, who were able to speak and write English, and who owned a smartphone. Each participant received a Can $50 (US $38) gift card for participating in the study. Ethics approval for the study was obtained from the Research Ethics Boards at Ryerson University and St. Michael’s Hospital.

Sample Size

For theory-based interview studies, Francis et al [14] recommended a minimum of 10 interviews, followed by an initial analysis, and up to an additional 3 interviews or fewer if data saturation (ie, no new themes generated) is achieved before that. Accordingly, we sought to interview at least 10 participants and up to 3 more pending interim analyses for data saturation.

Interview Procedure

All interviews were conducted by 3 members of the research team trained in conducting qualitative interviews. Interviews were audio recorded and transcribed verbatim. After consent was obtained, participants were asked to complete a data collection form for background information (demographics, asthma-related information, and smartphone usage). Given that group sessions featured direct use of the eAMS questionnaire, each participant was asked to bring his or her own smartphone and was emailed a link to the questionnaire at the start of the session. We then explained and demonstrated the functions, role, and workflow of the questionnaire (including information transmission to the clinician’s CDSS) and asked participants to independently complete the questionnaire on their device.

The questionnaire takes 5 to 10 min to complete and poses a series of questions that determine guideline-based asthma control levels, identify the individual’s asthma symptoms and triggers (eg, sports, activities, location), and elicit current medication use. We created a web-responsive version of the tablet-based waiting room questionnaire that was used in the original eAMS study [5]. The original questionnaire’s design and testing process are described in detail elsewhere [15,16]. Briefly, the questionnaire was designed based on the best principles for touch questionnaire usability [16], and both its content and usability were optimized through patient feedback in a rapid cycle design process (with summative qualitative analysis) involving 20 patients with asthma sampled purposively to represent a broad range of ages and electronic technology and touch device experience. The questionnaire achieved an excellent System Usability Scale score of 84.2 (SD 14.7). The System Usability Scale is a 10-item Likert scale questionnaire that has been used widely to measure the perceived effectiveness of, satisfaction with, and system efficacy of technological apps [15-17].

Immediately after completing the questionnaire, participants were asked specific questions related to the barriers and enablers to complete the questionnaire in a real-world setting. The described real-world workflow included downloading an app to their smartphone or tablet and accessing the questionnaire through this app for up to 1 week before their doctor’s appointment (up to and including in the waiting room immediately before the appointment). The interview guide was
based on the Theoretical Domains Framework (TDF), an integrative framework comprised of 14 theoretical domains derived from 33 validated health and social psychology theories and 128 constructs that may drive and explain health-related behavior change from a psychological perspective [18,19]. The TDF is a comprehensive approach to understanding the determinants of behaviors in health care professionals and patients; it has been applied successfully for this purpose across diverse diseases and health care settings; and it has emerged as a standard for barrier and enabler measurement in implementation research [20]. The interview guide was designed to explore which domains in the TDF were relevant for the targeted behavior (ie, completion of the eAMS questionnaire before the clinical visit) and how each of those domains influenced this behavior [20]. Table 1 describes the 14 TDF domains [19] and associated interview questions.
<table>
<thead>
<tr>
<th>Theoretical Domains Framework domain</th>
<th>Definitions</th>
<th>Example interview questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge</td>
<td>An awareness of the existence of something</td>
<td>• Having seen the questionnaire, do you need more information? What would need to be in place for you to do this questionnaire before seeing your doctor?</td>
</tr>
<tr>
<td>Skills</td>
<td>An ability or proficiency acquired through practice</td>
<td>• What types of training, if any, would have been required to help you to complete the questionnaire?</td>
</tr>
<tr>
<td>Social/professional role and identity</td>
<td>A coherent set of behaviors and displayed personal qualities of an individual in a social or work setting</td>
<td>• Do you feel it is part of your responsibility to complete this questionnaire? Do you think this is something you should do?</td>
</tr>
<tr>
<td>Beliefs about capabilities</td>
<td>Acceptance of the truth, reality, or validity about an ability, a talent, or a facility that a person can put to constructive use</td>
<td>• How easy or difficult was it to complete the asthma questionnaire? What parts of the questionnaire were easy or difficult to complete? How confident were you in your ability to complete the questionnaire?</td>
</tr>
<tr>
<td>Optimism</td>
<td>The confidence that things will happen for the best or that desired goals will be obtained</td>
<td>• How likely do you think it is that completing the asthma questionnaire would lead to better management of your asthma by your doctor?</td>
</tr>
<tr>
<td>Beliefs about consequences</td>
<td>Acceptance of the truth, reality, or validity about outcomes of a behavior in a given situation</td>
<td>• What do you think are the benefits of completing the asthma questionnaire? What are the good things that can happen as a result of completing the asthma questionnaire?</td>
</tr>
<tr>
<td>Reinforcement</td>
<td>Increasing the probability of a response by arranging a dependent relationship, or contingency, between the response and a given stimulus</td>
<td>• Are there any good experiences that you have had with your asthma management that would increase your likelihood of completing the asthma questionnaire?</td>
</tr>
<tr>
<td>Intentions</td>
<td>A conscious decision to perform a behavior or a resolve to act in a certain way</td>
<td>• Is completing the questionnaire something you plan to do if you are asked to complete the questionnaire in the future?</td>
</tr>
<tr>
<td>Goals</td>
<td>Mental representations of outcomes or end states that an individual wants to achieve</td>
<td>• How much of a priority would it be to complete the asthma questionnaire before you see your doctor, compared to other priorities?</td>
</tr>
<tr>
<td>Memory, attention and decision processes</td>
<td>The ability to retain information, focus selectively on aspects of the environment, and choose between 2 or more alternatives</td>
<td>• Is completing a questionnaire before seeing a doctor something you usually do? Would you remember to complete the questionnaire? • When could you see yourself forgetting to complete the questionnaire? Why? What could help to prevent this? • Would a text or email message 1 week before your appointment be a sufficient reminder?</td>
</tr>
<tr>
<td>Environmental context and resources</td>
<td>Any circumstance of a person’s situation or environment that discourages or encourages the development of skills and abilities, independence, social competence, and adaptive behavior</td>
<td>• Is there anything that might influence whether or not you would complete the questionnaire? (eg, Wi-Fi availability, equipment to complete, links broken, time, competing tasks, etc)</td>
</tr>
<tr>
<td>Social influences</td>
<td>Those interpersonal processes that can cause individuals to change their thoughts, feelings, or behaviors</td>
<td>• Who would influence you to complete the questionnaire? (eg, family member, doctor, etc)</td>
</tr>
<tr>
<td>Emotions</td>
<td>A complex reaction pattern, involving experiential, behavioral, and physiological elements, by which the individual attempts to deal with a personally significant matter or event</td>
<td>• Tell me how you feel about completing the asthma questionnaire before you see your doctor. Are you worried, or do you have any concerns about completing the questionnaire?</td>
</tr>
<tr>
<td>Behavioral regulation</td>
<td>Anything aimed at managing or changing objectively observed or measured actions</td>
<td>• Can you think of a plan for how you would ensure that you complete the asthma questionnaire before your appointment?</td>
</tr>
</tbody>
</table>
Data Analysis

Participant characteristics were summarized in detail. In total, 2 trained qualitative analysts (JY and SS) independently coded transcripts into the 14 TDF domains (using directed content analysis) [21]. They first coded 2 transcripts independently and together defined a consensus coding scheme (ie, codes, definitions of codes, examples of quotes under each code). This coding scheme was used to independently code the remaining transcripts (using NVivo 12 software, QSR International). The coders met on a regular basis to discuss discrepant codes, which were resolved through consensus. For each coded quote, the analysts generated a statement that reflected the core belief expressed by that response (a belief statement) [20]. These statements were grouped into themes that suggested significant influence on the uptake of the questionnaire. In instances where a single domain allocation agreement could not be reached, the statement was placed in both pertinent domains [20]. Emerging themes and belief statements were verified by each analyst and adjusted for consensus. To ensure the trustworthiness of the data, the analysts used memos during the coding process and developed an audit trail to track progress and enable easy reference to the primary data at a later time, if necessary. TDF domains that were considered of high importance were those with (1) belief statements in the domain that had relatively high frequencies (ie, more than one-third of respondents identified the belief), (2) conflicting beliefs in the domain (ie, where participants identified opposing beliefs), and (3) evidence of strong beliefs in a domain that is believed to directly impact uptake (as determined by the consensus of research team members) [20,22]. Verbatim quotes along with their categories and themes were used to support the belief statements.

Results

Overview

Data were collected from June 2018 to April 2019. Of the 21 patients who were approached to participate, 12 were recruited and consented to be interviewed. We performed an interim analysis after the first 10 interviews and coded each transcript thereafter until saturation. Saturation was achieved after another 2 interviews, for a total of 12 interviews.

Participant Characteristics

Participant characteristics are summarized in Table 2. All participants were aged ≥31 years, 58% (7/12) of the participants were female, and a majority had a college education or higher. All participants used their smartphones frequently during the day for a variety of purposes. Each face-to-face interview lasted approximately 45 min.
Table 2. Participant characteristics (n=12).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>25-30</td>
<td>0 (0)</td>
</tr>
<tr>
<td>31-40</td>
<td>3 (25)</td>
</tr>
<tr>
<td>41-50</td>
<td>3 (25)</td>
</tr>
<tr>
<td>51-60</td>
<td>2 (17)</td>
</tr>
<tr>
<td>≥60</td>
<td>4 (33)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>7 (58)</td>
</tr>
<tr>
<td><strong>Highest level of education completed, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>8 (66)</td>
</tr>
<tr>
<td>College or trade school or other</td>
<td>2 (17)</td>
</tr>
<tr>
<td>High school</td>
<td>2 (17)</td>
</tr>
<tr>
<td>Elementary school</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Number of years since asthma diagnosis, median (IQR)</strong></td>
<td>8 (5.25-36)</td>
</tr>
<tr>
<td><strong>Inhaler medication for asthma, n (%)</strong></td>
<td>12 (100)</td>
</tr>
<tr>
<td><strong>Use of rescue inhaler, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>8 (66)</td>
</tr>
<tr>
<td>No</td>
<td>2 (17)</td>
</tr>
<tr>
<td>Not reported</td>
<td>2 (17)</td>
</tr>
<tr>
<td><strong>Use of controller inhaler, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>11 (92)</td>
</tr>
<tr>
<td>No</td>
<td>1 (8)</td>
</tr>
<tr>
<td><strong>Type of smartphone, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Blackberry OS&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1 (8)</td>
</tr>
<tr>
<td>iPhone</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Android OS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5 (42)</td>
</tr>
<tr>
<td><strong>Smartphone activity (check all that apply), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>10 (83)</td>
</tr>
<tr>
<td>Recreation (eg, text messaging)</td>
<td>10 (83)</td>
</tr>
<tr>
<td>Information seeking (eg, finding addresses, directions)</td>
<td>9 (75)</td>
</tr>
<tr>
<td>Information storage (eg, contacts)</td>
<td>9 (75)</td>
</tr>
<tr>
<td>Scheduling (eg, to-do lists, appointments)</td>
<td>8 (66)</td>
</tr>
<tr>
<td>Other (eg, Facebook, GPS)</td>
<td>6 (50)</td>
</tr>
</tbody>
</table>

<sup>a</sup>OS: operating system.

<sup>b</sup>Android OS: included phones manufactured by Samsung, Huawei, LG, and OnePlus.

**Relevant Theoretical Domains**

Participants spent an average of 9.6 (SD 5.2) min to complete and review the questionnaire before the interview. All 14 TDF domains were identified as relevant. Most of the belief statements focused on enablers to use the questionnaire. A summary of the 14 TDF domains, related belief statements, and participant quotes is provided in Multimedia Appendix 1.

**Enablers**

Overall, the majority of participants indicated that the eAMS questionnaire was easy and straightforward to complete, with no training required (knowledge, beliefs about capabilities, and skills). Most participants stated that they would complete the questionnaire on their phone if they were given that option (intention). Completion of the questionnaire was viewed by participants as important and a priority (goals). Having the
option to complete the questionnaire on their own time was considered a benefit to participants (environmental context and resources):

I think it’s more relaxed which makes the patient feel easier and there’s no rush. Like okay, you’re doing the questionnaire and somebody comes to the door or you can just go answer the door, and then go back to the questionnaire, or be doing the questionnaire at 3 o’clock in the morning if you want... [P1003]

Several participants reported that their prior experiences with poor disease control motivated them to use the tool (reinforcement), and the majority of participants reported that it was their responsibility to complete the questionnaire to enhance their level of care (social/professional role and identity):

I feel it is [my responsibility] because the way I look it, the more information my doctor has about what’s going on with me, the better he or she is able to help me manage my symptoms and cope. [P1004]

Most participants described benefits to completing a patient questionnaire before their medical appointment, including that their primary care physician would have a more thorough understanding of their condition and that this would translate into better health care and disease control (eg, this would inform their self-management plans; beliefs about consequences). Participants also indicated that completing the questionnaire would enhance their understanding of their own disease control (beliefs about consequences):

I think from the patient’s perspective, it would give them more insight as to what’s happening because they actually have to think about what their symptoms are and what they’re doing to help the asthma, so therefore, they can bring that information to the doctor. [P1008]

More than half of the participants felt that receiving a reminder from the doctor’s office via email, text, or phone before their appointment would ensure that the questionnaire would be completed (behavioral regulation, memory, attention and decision processes; environmental context and resources).

**Barriers**

Several participants mentioned that competing priorities might influence whether they would complete the questionnaire in advance of their medical appointment (environmental context and resources):

I have my two personal emails. I have 4 different work emails that I have to go through every day. Like it’s swamped with these things. [P1003]

Some would have preferred to complete the questionnaire on a larger device (eg, computer, iPad; environmental context and resources) or on paper. Barriers to using the questionnaire also included conflicting beliefs. A small number of participants felt that completing the questionnaire would not help them to understand their asthma nor lead to better asthma control (beliefs about consequences). Several participants expressed concerns about web-based security of questionnaire data and whether they could complete the questionnaire correctly (emotions).

**Discussion**

**Principal Findings**

To our knowledge, this is the first study to formally assess barriers and enablers to patient use of an mHealth questionnaire and the first to apply the validated TDF for this purpose. In identifying the determinants of uptake of the eAMS patient questionnaire, we identified constructs that are likely applicable to mHealth questionnaires across diseases.

First, we noted that factors relating to the content, format, and usability of the questionnaire itself were mostly perceived favorably and characterized as enablers to its use, as opposed to barriers. Specifically, most users did not believe that they needed extra training in the form of external knowledge or skills to complete the questionnaire (knowledge and skills) and clearly indicated that they were capable of completing it as required (beliefs about capabilities). This is likely a direct consequence of the user-centered approach taken in questionnaire development, whereby both content and format were serially improved in response to user feedback in focus group settings [15,16]. Indeed, Sun et al [23] previously reported that perceived ease of use is positively associated with behavioral intention to use mHealth systems. Accordingly, our findings reinforce the value of the integrated knowledge translation approach [24] in general and of rapid cycle design in particular, whereby end user engagement at an early stage of development is critical to ensure that the intrinsic features of a tool are conducive to later uptake [25]. Yet, it should be noted that 2 participants indicated that some users might require telephone or in-person support during questionnaire use (environmental context and resources), and it is likely that universal and sustainable adoption of any such mobile questionnaire will require investment in some form of technical support for a small number of users [26], even if they own a smartphone. As noted, the questionnaire completion rate was only approximately 60% in our previous study, which required patients to complete the questionnaire on a waiting room–based tablet [5]. In this study, the use case involved completion on their own device, up to 1 week in advance of the appointment, and patients indicated that both the ability to complete it on their own time schedule and in their own physical space were facilitators (environmental context and resources). This preference for e-questionnaire completion at home as opposed to within a health care facility was also noted in a previous study [27]. This suggests that questionnaire modalities that are limited to the waiting room environment, such as tablets or kiosks, may be less favorable. However, the advance completion approach would not be able to leverage typical prompts and reminders used in the waiting room environment (both human [eg, receptionist] and visual [eg, waiting room posters]). Correspondingly, some patients believed that they might fail to complete the questionnaire because of barriers presented by a lack of time or competing day-to-day priorities (environmental context and resources), and others indicated that they might simply forget (memory, attention and decision processes). Although some patients noted that they could set a calendar or personal email or device reminder (behavioral regulation), the vast majority indicated that a friendly (external) reminder would be a key facilitator (memory, attention and
decision processes), with preferred modalities being email or SMS text message (environmental context and resources). In summary, the balance of our findings suggests that completion at home on a personal device is preferable but that electronic reminders should also be incorporated into any e-questionnaire implementation plan. Given that health practitioners were the most commonly reported influencers who could drive usage (social influences), invitations and reminders should ideally be addressed from the patient's own health care provider.

As for the mode of delivery of the questionnaire, most users preferred the electronic system to a conventional paper-based questionnaire, although it is of note that 2 participants would have preferred paper (environmental context and resources). Several previous studies have similarly reported that most patients, across conditions, prefer an e-questionnaire to a paper-based one. [28-30]. Barentz et al [29] found that a preference for e-questionnaires was greatest in younger and more educated patients. Although our study included participants across a wide age spectrum, most were highly educated (10/12, 83% had a college education or higher), which may have contributed to this finding. It is also of note that some participants would prefer using a larger device, such as a personal computer or laptop (environmental context and resources). This supports previous observations that mobile apps should not exist in isolation [26]; any such mHealth questionnaire should be complemented by both a conventional website and tailored or web-responsive content accessible across platforms [26].

The vast majority of participants in our study felt that it was part of their responsibility to complete the questionnaire before their appointment (social/professional role and identity). Indeed, given a gradual movement away from the conventional unidirectional model of care (provider to patient) toward a bidirectional model with direct patient engagement and shared decision making over the last decade [31], it is not surprising that many patients perceived completion of a previsit questionnaire as a natural part of the health care interaction. Not only do studies suggest that a majority of patients would prefer to have an active role in their health care [32] but that such participation is associated with improved health outcomes [33]. This perceived responsibility was complemented by the perceived benefits of completing the questionnaire (beliefs about consequences). Some participants believed that completing the questionnaire before their medical appointment would benefit their physician by facilitating history taking and saving time. This finding is similar to that of Howell et al [27], who reported that a desire to reduce consultation time and enhance clinic efficiency motivated patients to complete a preoperative tablet-based questionnaire. Other direct benefits of questionnaire use mentioned by our participants included improving their own understanding of their disease and enabling both more personalized care (eg, a personalized AAP) and a higher quality of care. This perception of higher quality care was also the driving factor behind goal setting and prioritizing questionnaire completion (goals). Given that these factors appear to be strong enablers, patient-facing messaging at the time of an e-questionnaire rollout could reinforce a sense of patient responsibility and these myriad benefits of completing such a questionnaire in an effort to drive usage.

Some participants also noted that their own previous experience with poor health outcomes acted as facilitators by enabling them to recognize the importance of completing the questionnaire (reinforcement). Correspondingly, previous work has shown that perceived health threats predict patient intentions to use smartphone-based health technology [34]. This facilitator may be particularly relevant in diseases that are characterized by episodic flares, such as asthma [35], chronic obstructive pulmonary disease [36], and congestive heart failure [37] and can also be leveraged in patient-facing messaging to drive usage.

Although the vast majority of participants indicated that they would ultimately complete such a questionnaire (intentions), certain barriers and strategies to address them are worth noting. Some participants were not convinced that their questionnaire responses would ultimately prove useful (optimism). This barrier to uptake has been echoed in previous eHealth literature, particularly among older adults concerned about getting it wrong [26]. Similarly, some participants expressed concerns about the stress of completing the questionnaire on time and accurately (emotions). These findings suggest that it would be important for any e-questionnaire to include an option to skip questions, and to include response options such as “I don’t know” or “I’m not sure.” Additional messaging could explain that missing answers and data entry errors are acceptable, that patients are simply being asked to “do their best,” and that clinicians will verify and complete data where required. Another concern raised by one participant was the risk of a data security breach (emotions). Indeed, patient concerns about data security are a well-described barrier to the use of social media [38], mHealth apps [39], and eHealth questionnaires in particular [26,27]. These concerns can be addressed upfront through transparent terms of use, privacy, and data policies as well as through opt-out clauses for users. Ideally, a formal privacy impact assessment and threat risk assessment should be performed.

Although the cost of formal analyses may be prohibitive for small organizations, some jurisdictions are facilitating this process for developers, such as the National Health Service (NHS) in the United Kingdom, through the NHS Health Apps Library [40].

**Practice Implications**

Our findings consisted mostly of enablers to using the e-questionnaire and were identified across participants, and many were supported by the literature in parallel areas. On the basis of these findings, we were able to suggest simple solutions that might drive questionnaire usage. A summary of these identified barriers and enablers and corresponding optimization strategies to address and leverage them are provided in Table 3. These strategies are rooted in concepts related to behavior change techniques (BCTs); however, as a next step, we will employ a formal process (ie, a behavior change matrix) to identify BCTs that will be mapped onto these relevant TDF domains (ie, modifiable barriers and enablers) [41,42].
Table 3. Practice implications for uptake and completion of the Electronic Asthma Management System questionnaire based on identified enablers and barriers.

<table>
<thead>
<tr>
<th>Identified barrier and enabler</th>
<th>Corresponding system optimization strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Competing priorities may impede questionnaire completion before appointment (barrier: environmental context and resources)</td>
<td>Reinforce that questionnaire takes only 5 to 10 min to complete and can be done at any time before appointment</td>
</tr>
<tr>
<td>Preference to complete questionnaire on a larger device (barrier: environmental context and resources)</td>
<td>Provide a reminder to administrative staff at the time of appointment to identify patients who have not completed the questionnaire and prompt them to complete it in waiting room</td>
</tr>
<tr>
<td>Questionnaire completion will enhance one’s understanding of one’s own disease control (enabler: beliefs about consequences)</td>
<td>Develop a web-responsive version of the questionnaire, optimized for completion on large tablets, laptops, and desktop computers</td>
</tr>
<tr>
<td>Questionnaire completion would not help one to better understand their asthma (barrier: beliefs about consequences)</td>
<td>Position the questionnaire app as part of a general educational tool for asthma by developing dedicated web-based educational content that users can access simultaneously through the same app</td>
</tr>
<tr>
<td>Prior experiences of poor disease control motivated questionnaire completion (enabler: reinforcement)</td>
<td>Include patient-facing messages describing the personal impact of poor disease control, how doing the questionnaire will lead to an AAP², and how an AAP has been shown to reduce symptoms of poor control</td>
</tr>
<tr>
<td>Questionnaire completion would not lead to better asthma control (barrier: beliefs about consequences)</td>
<td>Enhance the questionnaire app by providing access to the AAP itself through the app</td>
</tr>
<tr>
<td>It is part of one’s responsibility to complete the questionnaire to enhance their care (enabler: social/professional role and identity)</td>
<td>Ask each user’s own health care provider (physician or nurse practitioner) to send a message to patients emphasizing the following:</td>
</tr>
<tr>
<td>Questionnaire completion leads to the physician having a more thorough understanding of one’s condition, translating into better health care and disease control (enabler: beliefs about consequences)</td>
<td>• This is a role that they would like the patient to play in their own care</td>
</tr>
<tr>
<td></td>
<td>• Completing this will enable them to better understand the patient’s disease and to offer better care</td>
</tr>
<tr>
<td>Concerns about web-based security of questionnaire data (barrier: emotions)</td>
<td>Conduct a formal privacy impact assessment and threat risk assessment and clearly communicate this robust security approach to users</td>
</tr>
<tr>
<td>Concerns about whether one can complete the questionnaire correctly (barrier: emotions)</td>
<td>Provide patients with options to skip questions and responses and ensure availability of telephone and email technical support</td>
</tr>
<tr>
<td>A reminder would ensure that the questionnaire would be completed (enabler: behavioral regulation, memory, attention and decision processes; environmental context and resources)</td>
<td>Include friendly reminders via automated phone call, email, or text message to complete the questionnaire (and allow personalization of reminder preferences at the time of patient registration)</td>
</tr>
</tbody>
</table>

AAP: asthma action plan.

Limitations

Our study applied a validated, theory-based methodology to identify and classify barriers and enablers and sampled a diverse population (varied ages and smartphone operating system types). Smartphone ownership is approaching universality in industrialized nations, and we expect that most patients would complete such a questionnaire on a smartphone; however, our results are not pertinent to users without a smartphone who would have to access the system through a web-based, web-responsive questionnaire at home or on a tablet device made available for this purpose in the clinic setting. Recruitment of participants from a quaternary care center may also limit generalizability to other settings. Given that patients with asthma prefer a collaborative role in managing their illness, across a range of asthma severity levels [43], we do not believe that the severity of the disease itself would influence the barriers and enablers that we identified, with the exception of previous poor health outcome experiences acting as a facilitator.

Conclusions

In this study, we formally identified barriers and enablers in the uptake of a patient-facing mHealth questionnaire. We believe that our findings are broadly relevant to the rapidly growing use of e-questionnaires across health disciplines. Where possible, we suggested strategies that can be used to address barriers and leverage enablers. Future studies are recommended to employ a formal process (ie, a behavior change matrix) to identify behavior change strategies and techniques that are mapped onto the relevant TDF domains (ie, modifiable barriers and enablers) [41,42] and test their impact on actual questionnaire uptake.
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Abstract
Background: Reporting cumulative antimicrobial susceptibility testing data on a regular basis is crucial to inform antimicrobial resistance (AMR) action plans at local, national, and global levels. However, analyzing data and generating a report are time consuming and often require trained personnel.

Objective: This study aimed to develop and test an application that can support a local hospital to analyze routinely collected electronic data independently and generate AMR surveillance reports rapidly.

Methods: An offline application to generate standardized AMR surveillance reports from routinely available microbiology and hospital data files was written in the R programming language (R Project for Statistical Computing). The application can be run by double clicking on the application file without any further user input. The data analysis procedure and report content were developed based on the recommendations of the World Health Organization Global Antimicrobial Resistance Surveillance System (WHO GLASS). The application was tested on Microsoft Windows 10 and 7 using open access example data sets. We then independently tested the application in seven hospitals in Cambodia, Lao People’s Democratic Republic, Myanmar, Nepal, Thailand, the United Kingdom, and Vietnam.

Results: We developed the AutoMated tool for Antimicrobial resistance Surveillance System (AMASS), which can support clinical microbiology laboratories to analyze their microbiology and hospital data files (in CSV or Excel format) onsite and promptly generate AMR surveillance reports (in PDF and CSV formats). The data files could be those exported from WHONET or other laboratory information systems. The automatically generated reports contain only summary data without patient identifiers. The AMASS application is downloadable from https://www.amass.website/. The participating hospitals tested the application and deposited their AMR surveillance reports in an open access data repository.

Conclusions: The AMASS is a useful tool to support the generation and sharing of AMR surveillance reports.

( J Med Internet Res 2020;22(10):e19762 ) doi: 10.2196/19762
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Introduction

Generating and sharing antimicrobial resistance (AMR) surveillance reports are fundamental elements of actions against AMR infections at local, national, and international levels. Information on patterns of antimicrobial susceptibility is important to guide empiric choice of therapy, monitor resistance trends, and detect outbreaks of AMR infections at the local level [1-3]. Combining data and reports at the national level provides evidence to inform the implementation of national action plans, decide on resource allocation for interventions, and monitor the impact of those interventions [3-5]. The Review on AMR chaired by Jim O’Neill estimated that 700,000 global deaths are attributable to AMR infections each year (including bacterial infections and tuberculosis) [1,6], and they have an enormous global impact [7,8]. While this represents a very rough estimate subject to well-documented limitations [1,9,10], the report importantly highlighted the need for improved AMR surveillance.

Methods to analyze data and generate AMR surveillance reports are gradually being standardized worldwide [3,11-15]. Recently, the World Health Organization (WHO) launched the Global Antimicrobial Resistance Surveillance System (GLASS) with a defined protocol for AMR surveillance data collection for certain high-priority pathogens and resistance phenotypes [2,11,16]. In general, it is recommended that (1) repeat isolates of a given bacterial species from individual patients should be removed from the calculations and (2) data should be stratified by origin of infection (community or hospital) whenever possible [11,15]. A simple deduplication process is to include only the first isolate of a species per patient per specimen type per survey period in the report [3,11]. The origin of infection is defined by using specimen collection date, location type (inpatient or outpatient setting), and hospital admission date for inpatient isolates as a proxy to define where the infection was likely contracted (community or hospital) [3,11].

Even in areas where AMR surveillance data are available, there are many barriers to utilizing such data [17]. Many hospitals in low and middle-income countries (LMICs) lack the time and resources needed to analyze the data (particularly to deduplicate and validate the accuracy of the summary data), write reports, and release the data or reports [17]. There are open-access laboratory information systems (LISs) [18] and microbiology laboratory database software, including WHONET [19], that are useful for recording and analyzing the data, and generating figures to support the generation of AMR surveillance reports for hospitals in LMICs. Most of these systems have limited ability to generate summary reports for immediate use and be operated by nontechnical staff. In addition, to generate AMR surveillance reports stratified by the origin of infection, additional data on hospital admission are frequently needed [20-23]. This is because hospital admission dates are not generally collected in microbiology laboratory data files. In many hospital settings, microbiology and hospital admission data are held in separate computers or systems with restricted access. Even in high-income countries, many hospitals lack well-trained clinical microbiologists, epidemiologists, or data experts with adequate skills in statistical software (such as R, SAS, SPSS, and STATA) to merge and deduplicate data in the separated databases and generate reports stratified by the origin of infection.

Here, we developed an application termed the AutoMated tool for Antimicrobial resistance Surveillance System (AMASS), which can support a local hospital to independently analyze...
routinely collected electronic data and rapidly generate AMR surveillance reports. We tested the AMASS in seven hospitals in Cambodia, Lao People’s Democratic Republic, Myanmar, Nepal, Thailand, the United Kingdom, and Vietnam, and deposited the report from each hospital in an open-access platform.

**Methods**

**Design of the Application**

The tool operates by reading and processing the raw data files to automatically produce AMR surveillance reports. The application was designed to be open access, user friendly, and highly compatible with readily available data sets at local hospitals, and have high data security. To ensure the tool is fully open access and can run in a standalone inexpensive computer even without internet access, we built the application in R (version 3.6.2; R Project for Statistical Computing), which is a free software environment. We then gave the application a user-friendly interface, which only requires double clicking on the application file to run the automation without the need to understand the R program. We decided to include both R portable (version 3.4.3; R Project for Statistical Computing) and RStudio (version 1.1.423; RStudio, Inc) within the downloadable package so that the application can run without the need to install R or any program prior to running the application. We designed the application so that it reads raw data files in either CSV or Excel format as many hospitals in LMICs can export their data in one of these formats [17]. Hospitals that store microbiology data and hospital data in software, such as WHONET [19], can export data in CSV or Excel format. During the development process, we revised the R codes repeatedly to ensure that the application would produce easy-to-use and easy-to-share outputs. Table 1 documents the features that we focused on when designing the application [24,25].

**Table 1.** Features of the AutoMated tool for Antimicrobial resistance Surveillance System (AMASS).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open access</td>
<td>The AutoMated tool for Antimicrobial resistance Surveillance System (AMASS) is open access and can be downloaded [24,25]. The AMASS was developed using R, which is a free software. In the download package for the AMASS (AMASS.zip), there is a folder that contains R-portable and RStudio, which support data processing and analysis to generate the antimicrobial resistance (AMR) surveillance report automatically. The AMASS is under CC-BY 4.0 license. Users can share (copy and redistribute the material in any medium or format) and modify the R codes of the AMASS under the terms and conditions of the Creative Commons license.</td>
</tr>
<tr>
<td>User friendly</td>
<td>The AMASS can be run by double clicking on the application icon. Data analysis and AMR surveillance report generation are automated by the AMASS application. Data cleaning, deduplication, and analysis are performed rapidly (it takes about 1-3 minutes to automatically produce an AMR surveillance report using example data sets provided in the AMASS package). No additional program or software is needed. All the essential software is stored in the AMASS package and will operate automatically after double clicking the application file (AMASS.bat). Users do not need to understand R program or write any codes to run the AMASS application.</td>
</tr>
<tr>
<td>Highly compatible</td>
<td>The AMASS works with raw data files in either CSV or Excel format, which can be commonly exported from WHONET and other software, programs, or data management systems used for microbiology data and hospital admission data. The AMASS uses data dictionary files (in Excel format) to accommodate data exported from different software, programs, or systems that may have different ways to name data variables and data values. The AMASS dictionary files can be reused by users in the future (eg, monthly, quarterly, and yearly) if the structures of the new raw microbiology data file and hospital admission data file remain unchanged. The AMASS uses a tier-based approach based on availability of raw data files to generate reports. Users with limited data availability (eg, microbiology data with only culture positive results) can still utilize the deduplication and report generation functions of the AMASS. Users with additional data (eg, microbiology data with culture negative results and hospital admission date data) will receive additional reports (eg, sample-based surveillance reports with stratification by infection origin).</td>
</tr>
<tr>
<td>High data security</td>
<td>The AMASS does not require the internet for operation. Users do not have to transfer raw individual data (which may contain identifiable information) to any institution outside of the hospital to analyze the data and generate the reports. The AMASS can be run on a standalone computer within the local hospital under local data security. Hence, the AMASS does not increase any risks of breaching individual patient data confidentiality.</td>
</tr>
<tr>
<td>Easy-to-use outputs</td>
<td>The automatically generated AMR surveillance report is in PDF format, which is easy to print, read, and share within and outside the hospital.</td>
</tr>
<tr>
<td>Easy-to-share outputs</td>
<td>The report (in PDF format) and aggregated summary data files (in CSV format) contain no individual-level patient data and can be readily shared with national and international organizations.</td>
</tr>
</tbody>
</table>
A schematic overview of input data, data processing, statistical analysis, and output is shown in Multimedia Appendix 1. In brief, input data are microbiology data files (in CSV or Excel format) with or without hospital data files, which can be exported from WHONET or a LIS with data export capacity. The data processing and analysis algorithms, including data deduplication, were developed based on the WHO GLASS recommendations [2,11]. The reports were designed to have a format similar to that of the WHO GLASS 2018 report [14].

The application deduplicates the data by including only the first isolate per sample type per pathogen per survey period for each patient [11]. The application currently includes only blood specimens and the following eight pathogens: *Acinetobacter* spp., *Escherichia coli*, *Enterococcus* spp., *Klebsiella pneumoniae*, *Salmonella* spp., *Staphylococcus aureus*, *Streptococcus pneumoniae*, and *Pseudomonas aeruginosa*. Both *Enterococcus* spp. and *P. aeruginosa* were added on top of the six priority pathogens described by the WHO GLASS for bacteremia [2,26] because both pathogens are common causes of bacteremia [15,20], and were included in the 2015 global priority list of AMR bacteria [26]. The list of pathogen-antibiotic combinations was modified from the WHO GLASS (Multimedia Appendix 2). Infections are stratified into community-origin or hospital-origin infections using hospital admission dates and specimen collection dates, when available [2,11]. Patients with the first specimen culture positive for the pathogen taken in the outpatient setting or on the first or second day of hospitalization are classified as having community-origin infection [2,11]. Patients with the first specimen culture positive for the pathogen taken on hospital day three or later are classified as having hospital-origin infection [2,11]. Alternatively, in cases where users have data on the origin of infection assigned by the attending physician or infection control team of the hospital, the AMASS can instead use those categorizations to stratify the infection into community-origin or hospital-origin infection. Prevalence and incidence rates are estimated based on the recommendations of the WHO GLASS (Multimedia Appendix 3) [2,11]. An additional report on mortality involving AMR and non-AMR infections is generated when mortality data are available in the hospital admission data file. The term “mortality involving AMR and antimicrobial-susceptible infections” is used because the mortality reported in the hospital admission data represents mortality from any cause, not necessarily attributable to AMR [1]. This measure of mortality includes deaths caused or contributed by other underlying and intermediate causes. Therefore, the term “involving AMR infections” is used, in accordance with the term used by the UK Office for National Statistics [27,28]. The AMASS used the Wilson method to estimate the confidence intervals for proportions.

### Example Data Sets

Two example data sets are provided in the downloadable package of the AMASS application. The first example data set is the open-access demonstration file from WHONET [19]. The second example data set is a synthetic data set generated for the AMASS. The second example data set was created to represent a large data set from a 1000-bed hospital, containing both microbiology and hospital admission data. A detailed description on how the second example data set was generated is provided in Multimedia Appendix 4. In brief, two synthetic data files (microbiology_data.xls and hospital_admission_data.xls files) were generated based on the summary data in the AMR surveillance report from 2015 of Sunpasitthiprasong Hospital, Ubon Ratchathani, Thailand. Variables in the microbiology data file include hospital number, specimen type, specimen collection date, culture result, and antibiotic susceptibility testing result, and each row contains information for each sample. Variables in the hospital admission data file include hospital number, age, sex, admission date, discharge date, and in-hospital discharge outcome. All data were randomly generated using STATA 15.1 (StataCorp).

### Testing the AMASS Using Hospital Data

The testing seven hospitals participated in the study: Angkor Hospital for Children in Cambodia, Mahosot Hospital in Lao People’s Democratic Republic, North Okkalapa General and Teaching Hospital in Myanmar, Patan Hospital in Nepal, Sunpasitthiprasong Hospital in Thailand, St Thomas’ Hospital in the United Kingdom, and Hospital for Tropical Diseases in Vietnam. The hospitals were selected because microbiology data are collected routinely, and they have prior experience in data quality controls. Moreover, the hospitals varied in the LIS used for data storage and are good examples to demonstrate the practicality and usability of the AMASS in different settings, to a wider audience. The study was approved by the Oxford Tropical Research Ethics Committee, University of Oxford, and local Ethics Committees. CL corresponded with the participating hospitals and demonstrated how the application operates using the example data files. The local hospital staff operated the application using their local data by themselves. All microbiology and hospital data were stored independently within their hospital computers under their local data protection standards. Automatically generated reports and anonymous summary data from each hospital are publicly available and deposited in data repositories with permission from each hospital.

### Results

#### Overview of the AMASS

The AMASS application has been developed to support clinical microbiology laboratories to automatically analyze hospital local data files (in CSV or Excel format) and generate AMR surveillance reports (in PDF and CSV formats) promptly. Six steps are followed to generate the AMR surveillance reports (Figure 1 and Multimedia Appendix 5). First, download the AMASS package from the website [24]. Second, obtain the routinely collected raw microbiology data file and, if available, hospital admission data file, and then, save the data files in the folder of the AMASS application. Third, configure data dictionaries. Two data dictionaries are provided to accommodate different ways of naming variables (eg, sex and gender) and data values (eg, M and F, or male and female). The functioning of the data dictionaries is described in more detail in the “Illustration on How to Use the AMASS” section. Fourth, double click on the AMASS.bat file to run the application. Fifth, review and validate the AMR surveillance reports (generated...
in PDF format) and the anonymous summary data (generated in CSV format). Sixth, share the reports within the hospital, especially with the local infection control team. The reports and anonymous summary data contain no patient identifiers.

Therefore, users may share the reports and anonymous summary data with national and international organizations or make the reports and anonymous summary data open access. The key features of the AMASS are listed in Table 1.

**Figure 1.** Conceptual flow of the AutoMated tool for Antimicrobial resistance Surveillance System (AMASS). Step 1 (download the AMASS) and step 3 (configure data dictionary files) are one-time steps. Step 2 (obtain data), step 4 (run the AMASS), step 5 (review report), and step 6 (share report) are ongoing steps that users could repeat regularly (ie, monthly or quarterly). *Two data dictionary files (in Excel format) are provided to allow the application to understand how variables and values of each variable are named in the raw data files in different settings. Those data dictionary files can be reused in the subsequent runs of the AMASS, as long as how variables and values of each variable are named in the raw data files remain the same. Details on how to configure the data dictionary can be found in Figure 2 and Multimedia Appendix 6. **The antimicrobial resistance (AMR) surveillance report and summary data generated contain no patient identifiable information. The decision to share the report and summary data to national or international AMR organizations is solely up to the jurisdiction of the hospital.

**Illustration on How to Use the AMASS**

**Input Requirements**
To align with formats of commonly exported microbiology data and hospital admission data, the AMASS reads data files in both CSV and Excel formats. The microbiology data need to be in a wide format, meaning that each row should contain data from a single clinical isolate. The key variables required for the microbiology data file include patient identifier, specimen collection date, specimen type, culture result, and antimicrobial susceptibility test interpretation per antibiotic. The hospital admission data file is optional but, if available, also needs to be in a wide format. The key variables needed for the hospital admission data file include patient identifier, admission date, gender, age, and, if possible, in-hospital discharge outcome. The current version of the AMASS uses the Gregorian calendar and requires the date to be in the order of day, month, and year in any format (ie, either text [English] or numeric).

There are two data dictionary files provided for the users to accommodate different ways of naming data variables and data values (Figure 2). The first data dictionary file (dictionary_for_microbiology_data.xls) is for the microbiology data file. For example, the AMASS uses the variable name “hospital_number” as a patient identifier (Row 3, Column A of the data dictionary file). In cases where the raw microbiology data file uses a different name for the patient identifier (eg. hn), users would need to fill “hn” in the data dictionary file (Row 3, Column B of the data dictionary file). This allows the AMASS application to know that the variable “hn” of the raw microbiology data file is the patient identifier (ie, “hospital_number”). The second data dictionary file (dictionary_for_hospital_admission_data.xls) is for the hospital admission data file, which is to be used likewise. Multimedia
Appendix 6 presents a step-by-step tutorial on how to use and configure the data dictionaries.

Figure 2. An example of how to complete a data dictionary file. For a first-time user, the user may need to complete a data dictionary file by filling in variable names used in the raw data files into the data dictionary files (e.g., arrow A). This is to allow the AutoMated tool for Antimicrobial resistance Surveillance System (AMASS) to understand that the variable “hospital_number” used by the AMASS is named as “hn” in the user’s raw microbiology data file. Thereafter, users need to enter how data values are named in their raw data files (e.g., arrow B). This is to allow the AMASS to understand that the data value named “blood_specimen” is named as “blood” in user’s raw microbiology data file. Please note that the contents in the first column of the data dictionary file must remain unchanged. Users can add new rows but the content in the cell in the first column must not be changed. For example, users can define that both “E. coli (ESBL-producing strain)” and “Escherichia coli” in their raw microbiology data file mean “organism_escherichia_coli” by the AMASS. The example data dictionary files shown in the figure are available in the Example_Dataset_2 folder (within the AMASS download package).

Outputs Generated by the AMASS
The AMR surveillance reports generated from the AMASS are illustrated using the two open-access example data sets provided within the download package. Multimedia Appendicies 7 and 8 contain AMR surveillance reports generated from the first and second example data sets, respectively. Multimedia Appendix 5 illustrates how to test the AMASS using example data sets in a step-by-step fashion.

In short, the automatically generated report on AMR surveillance contains the following six sections (Figure 3): (1) data overview; (2) an isolate-based report; (3) an isolate-based report with stratification by origin of infection; (4) a sample-based report; (5) a sample-based report without stratification by infection; and (6) mortality involving AMR and antimicrobial-susceptible infections.

The AMASS uses a tier-based approach. When only the microbiology data file with the results of culture positive samples is available, only section one and two are automatically generated for users (as shown in Multimedia Appendix 7, generated from the first example data set). Section three is generated only when data on admission dates are available. This is because these data are required for stratification by the origin of infection. Section four is generated only when data of culture negative specimens (no microbial growth) are available in the microbiology data file. This is because these data are required for the sample-based approach. Section five is section four stratified by the origin of infection and is generated if admission date data are also available. Section six is generated only when mortality data are available (as shown in Multimedia Appendix 8, generated from the second example data set).

The AMASS also generates two log files. The first log file (generated in PDF format) is for users to validate the input data used by the AMASS to generate the AMR surveillance report. It contains information such as the total number of records analyzed, age distribution, number of missing values, and total number of isolates per organism in the raw microbiology data file. The second log file (generated in plain text format) could be used for consultation with R users, statisticians, or the AMASS development team in case of any technical issue when running the AMASS.
Figure 3. Examples of figures automatically generated by the AutoMated tool for Antimicrobial resistance Surveillance System (AMASS). All figures are from the report (Multimedia Appendix 8) automatically generated by the AMASS application using an example data set provided in the download package. Figure 3A represents the overall proportion of nonsusceptible (intermediate and resistant) isolates in an isolate-based report (section two in the report). Figure 3B represents the proportion of nonsusceptible isolates stratified by the origin of infection (section three in the report). Figure 3C represents the frequency of bloodstream infections per 100,000 tested patients (section four in the report). Figure 3D represents mortality involving antimicrobial-resistant and antimicrobial-susceptible bloodstream infections (section six in the report).

Testing the AMASS Using Hospital Data

The AMASS was tested in seven hospitals in seven countries (Figure 4). The hospitals varied in data availability, data structure, naming of the variables, and definitions for data values (Multimedia Appendix 9). Overall, the proportions of patients having *Escherichia coli* bacteremia caused by third-generation cephalosporin-resistant isolates ranged from 19% to 85%. The incidence rates of *Escherichia coli* bacteremia caused by third-generation cephalosporin-resistant isolates ranged from 283 to 2737 per 100,000 tested patients among participating hospitals with available data on negative cultures.
Figure 4. A map of participating hospitals and examples of summary data from the automatically generated antimicrobial resistance surveillance reports. The reports and summary data from St Thomas’ Hospital, Patan Hospital, North Okkalapa General and Teaching Hospital, Mahosot Hospital, Sunpasitthiprasong Hospital, Hospital for Tropical Diseases, and Angkor Hospital for Children are open access [28-34].

All participating hospitals deposited their output files and their data dictionary files at figshare [29-35]. Angkor Hospital for Children, North Okkalapa General and Teaching Hospital, and Sunpasitthiprasong Hospital had all six sections of the AMR surveillance report, as microbiology and hospital admission data, data on negative cultures, and in-hospital discharge outcome data were available. Mahosot Hospital and Patan Hospital had sections one and two of the AMR surveillance report, as only microbiology data on positive cultures were available to test in the AMASS. St Thomas’ Hospital had sections one, two, three, and six of the AMR surveillance report because negative culture data were not available to test in the AMASS. Hospital for Tropical Diseases had sections one, two, and four available, as hospital admission data were not available to test in the AMASS.

Data storage systems varied across the hospitals. Angkor Hospital for Children used the ACORN LIS that is based on the Microsoft Access program [36]. Mahosot Hospital used a local LIS that is also based on the Microsoft Access program [37]. Sunpasitthiprasong Hospital used the MLAB program [38]. St Thomas’ Hospital used ICNET [39], which is a commercial clinical surveillance software package. North Okkalapa General and Teaching Hospital used WHONET 2019 (modernized version of WHONET 5.6) [19]. Patan Hospital and Hospital for Tropical Diseases used an in-house LIS based on the MySQL system. Inputting data dictionary files for the first time took about 1 to 3 hours. However, the data dictionary files could be stored and reused when the raw microbiology data file or hospital admission data file was revised or updated. North Okkalapa General and Teaching Hospital used the data dictionary file from the example data set (in the Example_Dataset_1_WHONET folder), which was generated to comply with WHONET exported data (in .XLSX format; Multimedia Appendix 10 illustrates how microbiology data were exported from WHONET 5.6). This saved the time and effort needed to complete the data dictionaries for the hospital.

We found that the AMASS took about 1 to 3 minutes to run and automatically generate an AMR surveillance report using local data and local hospital computers. The AMASS works on Microsoft Windows 10 and with data containing a non-English (Latin and non-Latin characters) language. For example, “blood_specimen” was recorded as “blood” in the raw microbiology excel file at Hospital for Tropical Diseases, Vietnam. As another example, “male” was recorded as “male” and “female” was recorded as “female” in the raw hospital admission excel file at Sunpasitthiprasong Hospital, Thailand. By completing data dictionary files, users could use the AMASS to analyze the data and generate the AMR surveillance report even though the raw data were recorded in a local language.

All participating hospitals had previous experience in data verification and in AMR surveillance report validation. All participating hospitals were familiar with the recommendations of the Clinical and Laboratory Standard Institute (CLSI) and European Committee on Antimicrobial Susceptibility Testing (EUCAST) on antimicrobial susceptibility testing (AST) data verification. Additionally, all participating hospitals were familiar with validating summary data by comparing the summary data automatically generated by the AMASS with manual calculations.

Users’ suggestions for improvement were received when the investigation team visited the participating hospitals. The users expressed a need for including other clinical specimen types (eg, urine samples) and a function to support data verification or provide a list of isolates with unusual AST profiles. This is because a data verification function is not currently available in many in-house LISs. Users also expressed the need for a way to import multiple data files and different data formats, particularly the long format (ie, each row represents an AST result obtained from each antibiotic against each isolate). This is because the data exported from automated machines for AST testing are commonly in the long format and it takes time to integrate the data from the automated AST machines and from disk diffusion AST results. Users also noted that the requirement to manually export data from the existing LIS can be tedious...
and time consuming to perform on a regular basis, and automation that can bypass the data extraction step would be useful.

**Discussion**

We developed an open-access, offline, and easy-to-use application, AMASS, which allows hospitals, especially in LMICs, to automatically generate AMR surveillance reports from routinely collected electronic microbiology data. Seven hospitals used the AMASS, and shared their reports and summary data files by depositing them in an open-access data repository website. We propose that routine generation and sharing of AMR surveillance reports (ie, cumulative antimicrobial susceptibility reports or antibiograms) in open-access data repositories from hospitals with a microbiology laboratory should be supported worldwide [40].

The AMASS empowers data sharing by reducing the time and effort needed to prepare the summary data and reports without increasing the risks of breaching individual patient data confidentiality. This is because the AMASS can analyze the data and generate the reports promptly without needing to transfer raw data files to any party outside of the hospital. The autogenerated AMR surveillance reports are in PDF format, which can be reviewed and shared locally and immediately. This is important to improve the understanding of the local AMR burden and to inform local patient management. The PDF report and summary CSV files contain no individual patient-level information and can be shared with national and international organizations to support action plans on AMR. Any attempt to compare AMR surveillance reports among different hospitals should be done cautiously, as factors, including the type of hospital, blood culture utilization rates and practices, and patient characteristics, may influence the estimated prevalence and incidence rates of AMR infections [12-14]. An AMR surveillance report should clearly present the denominators used to calculate incidence rates. Selecting an appropriate denominator that represents the local setting is important for estimating the incidence rate of AMR, but remains challenging [41]. The AMASS calculates the total numbers of tested populations and uses them as denominators in section four and section five of the output report based on the WHO GLASS recommendations, and these denominators will not be available without data on negative cultures.

The AMASS uses currently recommended analytical approaches to generate the summary data and reports. The entire code is open access, verifiable, and modifiable. The AMASS can also be expanded and tailored based on local requirements. For instance, notifiable bacterial infections that are important for a local setting can be included by revising the R code provided in the AMASS package. Analytical methods can also be constantly updated and improved over time.

The AMASS is an add-on automatized report-generating tool that can be easily used, even by hospital users with limited information technology skills. It does not replace WHONET, LISs, quality assurance programs, or antimicrobial surveillance systems (including the WHO GLASS). The AMASS therefore differs from the “Macros and Excel Reports” function of WHONET, which allows users to regularly generate reports on screen and export data as Excel files using macro language (ie, a series of written study parameters generated automatically through the WHONET user interface grouped together) [19]. In contrast, the AMASS is designed to automatically compile summary results of multiple organisms into a single report. The current version of the AMASS does not support quality improvement or alert individuals to unexpected antibiogram results, which WHONET is capable of doing [19]. Thus, while WHONET is an appropriate choice for the main software package for microbiology laboratories in LMICs to capture and store microbiology data and to export data for the WHO GLASS [19], the AMASS provides important additional functionality [19].

Verifying individual AST results and validating summary data in the reports (including those generated by the AMASS) remain major barriers to the generation of accurate surveillance data on AMR. Only verified AST results on each patient’s isolate should be used in the data analysis [12-14]. WHONET and few LISs include functions that automatically check the results to ensure that they appear reasonable or alert users to confirm unusual results (eg, amikacin resistance coexisting with gentamicin and tobramycin susceptibility in *E. coli* is unusual, and data on such cases should be verified) [12-14,19]. In addition, it is important to validate the calculations of any analytical software used to generate the summary data and reports. We recommended that users of the AMASS perform manual validation (such as printing a line listing of all isolates of the species to cross-check with the reports), particularly when the program is used for the first time [12-14]. Users should also understand that the precision of the estimate is based on the sample size, which is illustrated by estimated confidence intervals. In addition, the representativeness of the summary cumulative AST data could be impacted by the sampling strategy used, particularly if blood culture is mainly performed for patients with treatment failure or prolonged hospitalization [11,12,14]. Nonetheless, generating AMR surveillance reports from existing microbiology databases could be the first step for hospitals in LMICs to understand and validate their own data, and support quality control programs at the local level.

Local hospitals must not be discredited because of the statistics in any AMR surveillance report, as possible criticism could be a barrier to data sharing [42]. Negative criticism of the data shared by local hospitals needs to be avoided. It is inevitable for errors to occur in any data set, especially in settings with limited resources and experience on quality assurance and data validation. Tools for data validation should be provided to local hospitals, and the statistics in an AMR report should act as a guide on the direction of improving data quality control, data validation, and infection prevention and control. Credit should be given to the hospitals that share their local AMR data and reports on an open-access data repository platform. Data repository platforms, such as figshare, allow flexibility on updating the data and revising the AMR surveillance reports with appropriate version controls by local hospitals. Publishing open-access AMR data on data repository platforms provides a digital object identifier (DOI) that should be used for data citation [43].
The AMASS has a number of limitations. First, the AMASS is not applicable for hospitals that only store data in paper forms. Second, the AMASS cannot work with raw microbiology data files that are not in a wide format or combine many files in multiple formats. For example, raw microbiology data file where each row contains data of each antibiotic susceptibility result for one single specimen. Third, the current version of the AMASS can only analyze microbiology data that include antimicrobial susceptibility test interpretive categories (susceptible, intermediate, and resistant) based on guidelines that the local hospital uses. Fourth, the AMASS cannot automatically validate the reliability of the data that are imported into the application and used for analysis. Data verification and quality checks will be included in future versions of the application. Fifth, the AMASS was tested with only few data sets that included non-English languages, and further testing on data with other languages may be needed. The current version of the AMASS has been tested on Windows 10 and 7 and may not work on other operating systems. Sixth, the current version of the AMASS cannot provide options to export the AMR surveillance report in different formats (ie, in document or text format). However, users can reuse the summary statistics, which are saved in CSV format under the ResultData folder. Finally, feedback from participating hospitals was not formally evaluated. Studies evaluating the barriers, facilitators, and utilities of supporting applications, such as the AMASS, to generate AMR surveillance reports are needed.

In conclusion, the AMASS can be used to support hospitals with microbiology laboratories in analyzing routinely collected data and generating reports with minimal resources and expertise required. This may empower individual hospitals to contribute to the understanding of and actions on AMR in local settings and maximize the utility of local data.
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Abstract

Background: Collectively, an estimated 5% of the population have a genetic disease. Many of them feature characteristics that can be detected by facial phenotyping. Face2Gene CLINIC is an online app for facial phenotyping of patients with genetic syndromes. DeepGestalt, the neural network driving Face2Gene, automatically prioritizes syndrome suggestions based on ordinary patient photographs, potentially improving the diagnostic process. Hitherto, studies on DeepGestalt’s quality highlighted its sensitivity in syndromic patients. However, determining the accuracy of a diagnostic methodology also requires testing of negative controls.

Objective: The aim of this study was to evaluate DeepGestalt’s accuracy with photos of individuals with and without a genetic syndrome. Moreover, we aimed to propose a machine learning–based framework for the automated differentiation of DeepGestalt’s output on such images.

Methods: Frontal facial images of individuals with a diagnosis of a genetic syndrome (established clinically or molecularly) from a convenience sample were reanalyzed. Each photo was matched by age, sex, and ethnicity to a picture featuring an individual without a genetic syndrome. Absence of a facial gestalt suggestive of a genetic syndrome was determined by physicians working in medical genetics. Photos were selected from online reports or were taken by us for the purpose of this study. Facial phenotype was analyzed by DeepGestalt version 19.1.7, accessed via Face2Gene CLINIC. Furthermore, we designed linear support vector machines (SVMs) using Python 3.7 to automatically differentiate between the 2 classes of photographs based on DeepGestalt’s result lists.
Results: We included photos of 323 patients diagnosed with 17 different genetic syndromes and matched those with an equal number of facial images without a genetic syndrome, analyzing a total of 646 pictures. We confirm DeepGestalt’s high sensitivity (top 10 sensitivity: 295/323, 91%). DeepGestalt’s syndrome suggestions in individuals without a craniofacially dysmorphic syndrome followed a nonrandom distribution. A total of 17 syndromes appeared in the top 30 suggestions of more than 50% of nondysmorphic images. DeepGestalt’s top scores differed between the syndromic and control images (area under the receiver operating characteristic [AUROC] curve 0.72, 95% CI 0.68-0.76; P<.001). A linear SVM running on DeepGestalt’s result vectors showed stronger differences (AUROC 0.89, 95% CI 0.87-0.92; P<.001).

Conclusions: DeepGestalt fairly separates images of individuals with and without a genetic syndrome. This separation can be significantly improved by SVMs running on top of DeepGestalt, thus supporting the diagnostic process of patients with a genetic syndrome. Our findings facilitate the critical interpretation of DeepGestalt’s results and may help enhance it and similar computer-aided facial phenotyping tools.

(J Med Internet Res 2020;22(10):e19263) doi:10.2196/19263
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Introduction

Background
Although individual genetic diseases are rare, they collectively affect an estimated 5% of a population [1]. Thus, these diseases represent a major challenge for health care systems, as it usually requires highly specialized knowledge to propose a specific genetic diagnosis. Assessing the facial phenotypes of patients with genetic syndromes is key to this diagnostic process [2]. Traditionally performed by a physician, the advents of computer vision and machine learning in medicine enable rapid and automated assessment of a patient’s facial traits [3,4]. Numerous facial phenotyping systems have been developed with the potential to aid the diagnostic processes in medical genetics [5-12]. DeepGestalt, the neural network behind Face2Gene CLINIC, which was trained on more than 17,106 images, is thus far the best-investigated and most convenient to use application [11]. Several studies assessed the algorithm’s sensitivity, suggesting that it is of a certain quality [11,13-38]. These tests predominantly analyzed images of patients diagnosed with a genetic disorder known to show characteristic facial features. This appears reasonable as DeepGestalt is designed to identify such syndromes. However, it might introduce a bias in conclusions of the system’s everyday clinical use since not all individuals seen in a real-life setting belong to the group of patients included in previous studies of DeepGestalt. This may be because (1) the featured syndrome is yet to be analyzed by the system; (2) an individual features a syndrome not associated with a characteristic facies; or (3) an individual has no syndrome at all.

In addition to such evaluations of DeepGestalt’s sensitivity, there is a need for studies on its specificity when tested on individuals without craniofacial dysmorphism. As DeepGestalt is not designed to suggest the class label “inconspicuous face” [11], evaluating its clinical specificity is not too trivial a task. Some studies tested the ability of DeepGestalt’s methodology to distinguish between facial images with and without a genetic syndrome by constructing user-specific neural networks trained on healthy control images and on images of limited numbers of well-selected genetic disorders using Face2Gene RESEARCH [20,26-28,30,32,34,39-41]. Their results suggested that neural networks such as DeepGestalt may have the potential to differentiate between the 2 classes and may thus be used in diagnosing patients in medical genetics. Such a test could be applied at different stages of the diagnostic process. Patients who want to know if genetic counseling is necessary could use it as a triage test to check whether a suspicion of a genetic disease is justified. Physicians and other medical professionals could similarly use such a test on patients suspected of having a genetic syndrome to narrow down the range of possible diagnoses. Geneticists could use it as an add-on test to further confirm a diagnosis, for example, in the presence of a variant of unknown significance.

Objectives
We aimed to systematically benchmark DeepGestalt’s power to discern images of individuals with a dysmorphic genetic syndrome from images of healthy control individuals. For this purpose, we tested the basic prerequisite for the diagnostic usefulness of DeepGestalt, that is, to yield different scores in persons with a conventionally established diagnosis of a genetic syndrome than in persons without a genetic syndrome (H1: µsyndromic ≠ µhealthy). We also determined DeepGestalt’s capacity to distinguish those images by measuring its area under the receiver operating characteristic (AUROC) curve. Furthermore, we aimed to develop and test a machine learning-based approach to improve DeepGestalt’s accuracy.

Methods

Selection and Analysis of Portrait Photos

Study Design
To be included in this study, portrait photos had to depict the entire frontal face (from hairline to chin showing both eyes) and no artifact other than glasses. To achieve a vertical positioning of the face, the images were cropped and rotated if necessary. A convenience sample of online accessible images was collected between September 2019 and December 2019, using a methodology adjusted from Ferry et al [8]. Pictures photographed by us were taken at the 2018 meeting of the
Defining Reference Phenotypes

Only images of individuals reported to be clinically or molecularly diagnosed with a genetic syndrome were labeled as syndromic. When no syndrome was reported and no facial gestalt suggestive of a syndrome was observed, as judged by physicians working in medical genetics, images were labeled as “healthy.”

Computer-Aided Facial Phenotyping

Computer-aided facial phenotyping was performed using DeepGestalt version 19.1.7, accessed via Face2Gene CLINIC (FDNA Inc). Neither the class labels nor diagnoses were passed to DeepGestalt. No other phenotypic information but 1 portrait photo per case was entered into the system. DeepGestalt's training set was tested not to contain duplicates of images used in this study, as described previously [42].

Danyel Cohort

The Danyel cohort, originally described by Danyel et al [30], comprises 116 healthy control images.

Syndromic Cohort

This cohort comprises frontal facial images of 17 syndromes. We planned to collect the same number of images for each of these syndromes. A total of 16 of these syndromes were chosen from the 201 distinct suggestions in DeepGestalt’s top 30 results lists of the Danyel cohort. Syndromes of different frequencies ranging from 76% (frequently suggested) to 1% (rarely suggested) were selected. In descending order of frequency, these syndromes are as follows: Fragile X syndrome (OMIM: #300624), Angelman syndrome (OMIM: #105830), Rett syndrome (OMIM: #312750), Phelan-McDermid syndrome (OMIM: #606232), Klinefelter syndrome, Beckwith-Wiedemann syndrome (OMIM: #130650), 22q11.2 deletion syndrome (OMIM: #611867), Noonan syndrome (OMIM: PS163950), Loeys-Dietz syndrome (OMIM: PS609192), Williams-Beuren syndrome (OMIM: #194050), Rubinstein-Taybi syndrome (OMIM: #180849), achondroplasia (OMIM: #108000), Wolf-Hirschhorn syndrome (OMIM: #194190), Pallister-Killian syndrome (OMIM: #601803), and Treacher Collins syndrome (OMIM: #154500). In addition, we chose Apert syndrome (OMIM: #101200), which was not implied in the Danyel cohort.

Matched Control Cohort

Each photo of the syndromic cohort was matched to an image of an individual without a genetic syndrome by age, sex, and ethnicity to build a cohort of an equal number of control images.

Statistical Evaluation and Classification Experiments

Face2Gene CLINIC returns DeepGestalt’s top 30 syndrome suggestions. DeepGestalt associates each suggestion with a Gestalt score [11]. The syndrome suggestions’ frequencies, scores, and ranks were statistically evaluated.

Feature Extraction and Vector Construction

All images were labeled by class (syndromic vs healthy). Vectors were built to hold an attribute for any of the syndromes suggested at least once in DeepGestalt’s top 30 suggestions. To construct a vector for a given photo, the 30 highest Gestalt scores were assigned to their respective attributes; and the remaining attributes were set to 0 (s. matrix.txt in Multimedia Appendix 1).

Classification

To differentiate between syndromic and healthy portrait photos, we trained linear support vector machines (SVMs) using the LinearSVM class of scikit-learn, version 0.21.3, with default parameters in Python 3.7. To avoid overfitting, training and testing were performed using a leave-1-out classification scheme. Since ethnic background is a possible confounder of DeepGestalt [15,22,26,29,33], we designed classification experiments based on all images, images of White persons, and those of persons with other ethnicities, to benchmark the influence of ethnicity on SVM performance.

To test a possible influence of the number of top ranks considered, classification of all images was run 30 times with the number of considered top Gestalt ranks, ranging from 1 to 30.

Statistical Analysis

Scores of the syndromic and healthy control cohort were tested to be different using a 2-sided, independent Welch t test. Difference of receiver operating characteristics (ROCs) was tested using a DeLong test. Classification performance was assessed using Matthews correlation coefficient (MCC). All statistical tests were performed in Python 3.7; the code can be found in Multimedia Appendix 1.

Data and Code Availability

The data and code can be found in Multimedia Appendix 1. For reasons of data protection, all data were cumulated (where possible), deidentified, and minimized. Facial images depicted in Figure 1 show computer-generated composite masks and not real individuals. In Multimedia Appendix 1, file data.txt describes the diagnosis, age, sex, and ethnicity of persons in the analyzed set of images; and file matrix.txt contains DeepGestalt’s output vectors as used for this study. Files differentiator.py and reproduce.py may be used for reproducing the statistical results of this study. Further information may be found in file readme.txt (Multimedia Appendix 1).
Results

Included Images

We could include 19 images for each of the 17 syndromes in the syndromic cohort. A total of 83% (272/323) of these images were of White persons (file data.txt of Multimedia Appendix 1). Images from the syndromic cohort were matched to 323 images forming the matched control cohort, resulting in a total number of 646 analyzed photos (Figure 1).

Frequencies and Scores of Suggested Syndromes in Control Individuals

DeepGestalt suggested 238 different syndromes among the top 30 suggestions of the matched control cohort. One syndrome was suggested in more than 80% of the cases (Fragile X syndrome, 82%), 6 syndromes in 70%-80% of the cases; 4 syndromes in 60%-70% of the cases; 6 syndromes in 50%-60% of the cases; 6 syndromes in 40%-50% of the cases; 11 syndromes in 30%-40% of the cases; 15 syndromes in 20%-30% of the cases; 29 syndromes in 10%-20% of the cases; and 160 syndromes at least once in less than 10% of the cases (Figure 2A).
Figure 2. (A) Frequency of syndromes suggested by DeepGestalt in more than 20% of the matched control cohort’s top-30-results lists. Colors indicate frequency percentages. (B) Number of images correctly classified as “syndromic”; colors relate to (A) and gray indicates <20%.

The highest first-rank Gestalt score of the matched control cohort amounted to 0.85, and the lowest, to 0.06, with a mean of 0.27 (SD 0.15). First-rank Gestalt scores of the syndromic cohort (highest 1.0; lowest 0.08; mean 0.47, SD 0.28) and the matched control cohort appeared to be separable with an AUROC of 0.72 (95% CI 0.68-0.76) (Figure 3A). Notably, this was found for both tested ethnic groups (Figure 3A, Multimedia Appendix 2), White persons only (AUROC 0.71, 95% CI 0.67-0.76; P < .001), and persons of other ethnicities only (AUROC 0.71, 95% CI 0.62-0.83; P < .001). Separability of the 2 cohorts is evident and significant (P < .001), as shown in Figure 3B.
Figure 3. (A) Receiver operating characteristic (ROC) curves: dashed line indicates random ROC curve; note that support vector machine (SVM) scores yield higher areas under the ROC curves (AUROCs) than their respective raw first-rank Gestalt scores. (B) Distribution of first-rank Gestalt scores in the syndromic cohort and the matched control cohort (healthy). (C) Sensitivities of DeepGestalt (X-axis: number of considered top ranks). Dark-purple circles: average of syndromic cohort; gray triangles: 19 images with Treacher-Collins syndrome; blue triangles: 19 images with Loeys-Dietz syndrome. (D) Distribution of SVM scores in the syndromic cohort and the matched control cohort; note: improved separability as compared to B. (E) SVM classification results based on the entire matched control cohort and syndromic cohort (threshold SVM score: 0).

Sensitivity of DeepGestalt

DeepGestalt’s average top 10 sensitivity in the syndromic cohort amounted to 91%, varying between the 17 tested syndromes (Figure 3C, Multimedia Appendix 3). Interestingly, DeepGestalt was sensitive independent of ethnicity (White persons only, 90%; persons of other ethnicities only, 97%). A total of 7 syndromes reached a top 10 sensitivity of 100% (Fragile X, Noonan, Phelan-McDermid, Rett, Sotos, Treacher-Collins, and Williams-Beuren syndromes). DeepGestalt performed worst
for Loeyes-Dietz syndrome, with a top 10 sensitivity of 74% (Figure 3C).

**Performance of the SVM**

Sensitivities of binary SVM classification differed between syndromes (Figure 2B). All images of individuals with Apert syndrome, Wolf-Hirschhorn syndrome, and Williams-Beuren syndrome were correctly classified as being syndromic. The SVM performed worst on the 19 images of individuals with Klenefelter syndrome, correctly classifying only 7 of them as syndromic.

Binary SVM classification of DeepGestalt’s output achieved an increased separability of syndromic images and healthy controls as compared to top Gestalt scores with an AUROC of 0.89 (95% CI 0.87-0.92) (Figure 3A). Again, this was true in both tested ethnic groups (Figure 3A), for photos of White persons (AUROC 0.88, 95% CI 0.86-0.91; P<.001) and those of persons of other ethnicities (AUROC 0.79, 95% CI 0.62-0.83). However, difference in ROCs was not significant in the latter (P=.13). SVM classification performance improved with an increasing number of considered ranks. Using the top 30 Gestalt scores showed the best MCC (0.63), as shown in Multimedia Appendix 4, with a sensitivity of 75.54% and a specificity of 86.38% (Figure 3D). Separability was significant (P<.001) (Figure 3E).

**Discussion**

**Classification of Images of Individuals Without a Genetic Syndrome**

To our knowledge, this is the first study to systematically analyze DeepGestalt’s behavior on portrait photos of individuals without a genetic syndrome. For these images, we show that DeepGestalt’s syndrome suggestions follow an interesting distribution. Certain syndromes are implied as differential diagnoses with a considerably high likelihood. Among these were Fragile X, Klenefelter, Rett, and Angelman syndromes, which were suggested in more than 3 quarters of the matched control cohort. In contrast, syndromes such as Treacher-Collins syndrome and Wolf-Hirschhorn syndrome were implied very rarely.

DeepGestalt cannot assign the class label “inconspicuous.” Yet, DeepGestalt’s scores are used to help judge the presence of a given syndrome. Based on a high maximum Gestalt score, a user could assume that the individual depicted in an entered image is likely to have a syndrome. Likewise, one is tempted to assume that a low maximum Gestalt score makes an underlying syndrome unlikely. Indeed, the mean of first-rank Gestalt scores is higher in images depicting syndromic facies than in images of individuals without a genetic syndrome. Similarly, scores higher than 0.85 appear to be specific indicators of a syndromic facies, and those lower than 0.08 are not suggestive of a genetic syndrome. However, these specific values are very rare. Gestalt scores alone are only fairly sufficient for judging the presence or absence of a genetic syndrome with facial dysmorphism since the distributions of the highest Gestalt scores of the syndromic and matched control cohort greatly overlap. We show that this problem can be reduced by considering both top Gestalt scores and the actual list of suggested syndrome matches. The boost in discriminatory power is illustrated by the increase of the respective AUROCs. Although DeepGestalt cannot directly assess the presence/absence of a syndromic facies, machine learning–based tools (eg, SVMs) built on top of DeepGestalt may be used for this purpose.

It is noteworthy that we achieved promising results with a comparably low number of samples and a low complexity classification model with default hyperparameters. We assume that the quality and complexity of future classifiers will improve as more data will become available. Increasing the number of top ranks considered for vector construction increased the performance of the SVM. However, the number of DeepGestalt’s suggestions accessible via Face2Gene CLINIC is limited to 30 suggestions. We hypothesize that using more than just the 30 top ranks for vector construction might further boost classification performance. We classified DeepGestalt’s output to predict the presence of a syndromic facies. We also suggest evaluating classification performance based on DeepGestalt’s input vectors.

**Potential Confounders**

Until now, differences in the diagnostic performance of DeepGestalt, which arise due to the ethnicity of the person depicted, have been evaluated using DeepGestalt’s sensitivity. Studies of earlier versions of DeepGestalt showed that its sensitivity is dependent on the ethnic background in certain syndromes [15,22]. Studies of more recent versions of DeepGestalt suggested that ethnicity had no major influence on its sensitivity [26,29]. In our set of syndromic images, DeepGestalt’s sensitivity is remarkably high, which is in line with the previous studies highlighting DeepGestalt’s good general sensitivity [11,36,42]. This high sensitivity of DeepGestalt was confirmed for both groups of images, those of White persons and those of persons of other ethnicities. Improvement of distinguishability of images of individuals with and without a genetic syndrome appeared to be stronger in the group of photos of White persons than in the group of photos of persons of other ethnicities. However, we assume that this is caused by the limited sample size of images of non-White persons in our data set. We believe that our approach is also applicable to populations comprising predominantly other ethnicities.

The SVM had difficulties classifying images of patients with syndromes that were frequently suggested in healthy controls. Possible explanations for DeepGestalt’s output to be similar in controls and individuals with these syndromes could be as follows: (1) such syndromes have only mild characteristic facial features; (2) they have a typical facial gestalt, which is present only in some but not all affected individuals; or (3) they have no typical facies at all. For example, not all patients with Loeyes-Dietz syndrome exhibit distinctive facial features [43], and the facial appearances of males with Klenefelter syndrome show no commonly observed characteristics [44].
Further Research

Further research is necessary to determine DeepGestalt’s capacity to distinguish individuals with and without a genetic syndrome when combined with other sources of information, such as genetic test results and nonfacial phenotypic information. We suggest including additional scores that are based on both phenotype and genotype (e.g., prioritization of exome data by image analysis [PEDIA] scores [42]) in future classifiers of the presence/absence of a syndromic facies.

The increasing use and quality of facial phenotyping software in clinical genetics should also be accompanied by an ethical evaluation of these systems [45]. This affects issues such as the automation of medical diagnostic action, the sharing of (potentially identifiable) data, and a potentially altered doctor-patient relationship. In particular, a systematic analysis of the patient perspective on the use of computer-aided facial analysis methodologies in clinical genetics is lacking so far.

We believe that our findings will help improve future versions of DeepGestalt and similar systems and are crucial when interpreting Face2Gene’s results in the clinical routine. In particular, we recommend providing users with the false-positive rates of each suggested syndrome.

Conclusion

DeepGestalt is a computer-aided facial phenotyping tool that showed promising results for detecting a potentially syndromic facies. It yields higher first-rank scores in individuals with a genetic syndrome than in those without a diagnosis of a genetic syndrome. Its output may be classified to improve this detection. The exact stage to use DeepGestalt during the diagnostic makeup of individuals with a suspected genetic syndrome remains to be determined. Primarily, it should be used by expert geneticists.
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Multimedia Appendix 1

Code and data.
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Multimedia Appendix 2

(A) Distribution of first-rank Gestalt scores for the images of White persons in the syndromic cohort and the matched control cohort (healthy). (B) Distribution of first-rank Gestalt scores for the images of persons with other ethnicities in the syndromic cohort and the matched control cohort (healthy).
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Multimedia Appendix 3

DeepGestalt’s sensitivities: purple circles indicate the average of the entire syndromic cohort; for other symbols/coloring, see respective subfigure title.
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Multimedia Appendix 4

Performance of the SVM on the entire syndromic cohort and matched control cohort: X-axis number of top-rank Gestalt score used for vector construction per case. MCC: Matthews correlation coefficient. Note: rising tendency.
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Abstract

Background: Stress is a risk factor associated with physiological and mental health problems. Unobtrusive, continuous stress sensing would enable precision health monitoring and proactive interventions, but current sensing methods are often inconvenient, expensive, or suffer from limited adherence. Prior work has shown the possibility to detect acute stress using biomechanical models derived from passive logging of computer input devices.

Objective: Our objective is to detect acute stress from passive movement measurements of everyday interactions on a laptop trackpad: (1) click, (2) steer, and (3) drag and drop.

Methods: We built upon previous work, detecting acute stress through the biomechanical analyses of canonical computer mouse interactions and extended it to study similar interactions with the trackpad. A total of 18 participants carried out 40 trials each of three different types of movement—(1) click, (2) steer, and (3) drag and drop—under both relaxed and stressed conditions.

Results: The mean and SD of the contact area under the finger were higher when clicking trials were performed under stressed versus relaxed conditions (mean area: P=.009, effect size=0.76; SD area: P=.01, effect size=0.69). Further, our results show that as little as 4 clicks on a trackpad can be used to detect binary levels of acute stress (ie, whether it is present or not).

Conclusions: We present evidence that scalable, inexpensive, and unobtrusive stress sensing can be done via repurposing passive monitoring of computer trackpad usage.

(J Med Internet Res 2020;22(10):e22743) doi:10.2196/22743
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**Introduction**

**Overview**

Several health risks such as cardiovascular disease and immune deficiencies, which can diminish the quality of life and shorten life expectancy [1], are linked to repetitive daily acute stress (ie, short-term response to a perceived threat or challenge [2,3]). Stress can also have a profound impact on cognitive and emotional well-being. Advances in wearable technology enable affective and cognitive state measurements. Still, wearable devices can suffer from high attrition and low adoption, in general, and getting stable stress measurements “in the wild” (eg, heart rate variability [HRV] and electrodermal activity [EDA]) remains challenging.

Previous lab studies have shown that data from interactions with everyday devices, such as computer mouse movements, keyboard pressure, smartphone touch, and key swipes, or even the steering wheel of a car, can be used in an unobtrusive and scalable way to detect the presence of acute stress [4-8]. To the best of our knowledge, this paper presents the first work showing the feasibility of detecting acute stress from interactions with laptop computer trackpads.

There are several billion personal computing devices (PCDs) deployed in the world, and this number increases by around 300 million every year [9]. Laptops, or notebooks, represent the largest (42%) and the fastest-growing segment [9] among PCDs. Most laptop users prefer the trackpad over an external mouse, for improved mobility or due to space limitations. Investigating biomechanics and motor control of finger dynamics during trackpad use can lead to reliable detection of acute stress, especially for long-term unobtrusive continuous monitoring. We propose two research questions (RQs):

1. **RQ1:** Can we assess differences between stress versus relaxation through changes in the damping ratio ($\Gamma$) and damping frequency ($\omega$) of a mass-spring-damper (MSD) model derived from finger strokes on a laptop trackpad, similar to our previous study on a computer mouse [4]?

2. **RQ2:** Are there differences between stress and relaxation in other metrics of finger dynamics, such as contact area, velocity, and acceleration, which are theoretically linked to muscle tension?

We conducted a within-subjects study (N=18) counterbalancing relaxed and stressed conditions. Subjects performed 40 trials each of three canonical computer tasks using a trackpad, namely, clicking, steering, and drag and drop (see Table 1 and Figure 1), similar to what Sun et al did with a computer mouse [4]. We focused our analyses on metrics derived from finger dynamics. Our results confirm a significantly higher mean and SD of the contact area under the finger for the tasks performed under stress compared to relaxed conditions, even among the initial 10% of the data (ie, 4 out of 40 clicks) from clicking trials. To the best of our knowledge, this is the first systematic study that links acute stress to finger strokes on the trackpad of a laptop device.

**Table 1.** Different task configurations by varying the distance and width parameters.

<table>
<thead>
<tr>
<th>Task type</th>
<th>Distance by configuration, pixels</th>
<th>Width by configuration, pixels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 2 3 4 5</td>
<td>1 2 3 4</td>
</tr>
<tr>
<td>Click</td>
<td>64 128 256 512 1024</td>
<td>8 16 32 64</td>
</tr>
<tr>
<td>Drag and drop</td>
<td>64 128 256 512 1024</td>
<td>16 32 64 128</td>
</tr>
<tr>
<td>Steer</td>
<td>64 128 256 512 1024</td>
<td>8 16 32 64</td>
</tr>
</tbody>
</table>

**Figure 1.** Computer tasks used in the study: (1) **click**, (2) **steer**, and (3) **drag and drop**. Different combinations of width (W) and distance (D) were randomly presented (see Table 1). In the click trials, subjects had to click anywhere on the blue rectangle first and then the yellow rectangle. In the steer trials, subjects had to hold down the left key and steer across the distance between the two rectangles. In the drag-and-drop trials, subjects had to click on the green rectangle, hold it, drag it, and then drop it over the red rectangle.
Background

Stress Measurements

Stress can be measured via self-reports or physiological signals. Self-reported stress (SRS) can be measured through the Perceived Stress Scale (PSS) [10,11]. Typically, a simplified version with a single 11-item scale of stress, ranging from 0 to 10, is used in repeated-measure studies [4,12]. Although subjective responses are commonly used, they are not precise and suffer from response bias and noncompliance [13], making them impractical for long-term monitoring.

Complementarily, physiological measurement of stress can be done by an indirect observation of the autonomic nervous system (ANS) signal [14]. A popular metric is EDA [15,16]. EDA, formerly known as the galvanic skin response, is a measurement of skin conductance due to the activation of the eccrine sweat glands, which are only innervated by the sympathetic nervous system (SNS). The SNS is one of the branches of the ANS linked to the “fight or flight” response, the coordinated response by the body organs to a threat signal (ie, stressor). High average levels and an increase in skin conductance responses (SCRs) (ie, the number of EDA peaks) are associated with stress [16]. Another popular measure is HRV, which is the measurement of the time variation between R-R peaks of an electrocardiogram (ECG) signal due to the sinusoidal arrhythmia [14]. EDA and ECG can be obtained in ambulatory settings using wearable devices. However, these sensors are obtrusive, leading to dropout, and are also affected by motion artifacts. In this paper, we validated our stressor with SRS and EDA.

Links Between Stress, Motor Control, and Muscle Tension

Previous research suggests that hormones and neurotransmitters released during heightened stress arousal can influence motor output [17]. Noteboom et al [17] carried out a precision task that required a submaximal isometric pinch grip. Their research found that the steadiness in electromyography (EMG) activity in the first dorsal interosseous (FDI) muscle of the hand (see Figure 2), and the flexor digitorum superficialis muscle of the forearm, was increased during stress, especially in those with moderate anxiety trait compared to those with low anxiety trait. Laidlaw et al [18] measured the motor unit activity using intramuscular EMG recordings in the FDI during a pinch grip task. They concluded that increased variability of motor unit discharge is associated with reductions in steadiness. Coombes et al [19] showed that the force production in wrist and finger extensor muscles was increased during continuous exposure to unpleasant stimuli, compared to neutral stimuli, for a voluntary bimanual maximal isometric contraction task. Arnich et al [20] showed that nervous or anxious individuals have higher levels of movement variability while sitting (ie, a higher center of pressure dispersion on the seat). These studies provide evidence on how acute stress can influence variability while performing a motor task.

Additionally, various studies have shown that acute mental stress increases muscle tension in the neck, forehead, and arms [21-24]. The shoulder's trapezius muscle [25], as well as biceps and triceps [26], have shown direct changes due to mental arithmetic tasks. In this study, we used two types of biomechanical metrics: those that are influenced by changes in muscle tension and motor control variability due to stress.
**Effects of Stress on the Manipulation of Computer Input Devices**

Sun et al [4] showed a direct correlation between stress, muscle tension, and movement of a computer mouse by approximating the mouse movement trajectories as a step response of an MSD system. They calculated the Γ and ω, both of which were higher under stress. Hernandez et al showed a higher contact area with the surface of a capacitive mouse under stressful conditions compared to relaxed conditions [6]. Wahlstrom et al [27] showed that muscle activity in the right extensor digitorum (ED) and right trapezius muscles were greater in stressed situations evoked by time pressure and verbal provocation while working with a computer mouse. Carneiro et al [28] showed that acceleration and mean and maximum intensity (aka, pressure) of touch when interacting with touchscreen devices were higher under stressful conditions. While not the same as stress, Gao et al [7] showed that the velocity and contact area of the finger strokes during the frustrated state in comparison to the relaxed state were among the main features used in a machine learning (ML) prediction model of frustration during game-playing interactions on an iPod. To the best of our knowledge, there is no prior research on systematic stress detection using finger dynamics during laptop trackpad use.

**Biomechanics of Trackpad Versus Mouse Usage**

It is important to understand the biomechanical differences between trackpad and mouse use [29]. Direct comparisons between methods and metrics used with a computer mouse may not be feasible for a trackpad. Mouse use primarily triggers the large trapezius muscles for moving the entire arm leading to horizontal and vertical movement of the cursor on the screen [29]. Although both mouse and trackpad movements use the ED muscle for clicking, trackpad displacement mainly involves the rather small FDI hand muscle [29]. Figure 2 shows the relative sizes of the muscles of the arm and hand.

In comparison to the trackpad, mouse use induces larger shoulder abduction and smaller elbow flexion [29]. Trackpad use requires a more static posture of the upper arm to maintain stabilization of the hand but a more rigorous movement of fingers [29]. Stress detection via an approximation of muscle tension [4] benefits from more muscle activity. However, the absolute level of muscle activity in the FDI during trackpad usage is low compared to that in the bigger trapezius muscle during computer mouse usage [29,30]. As a result, it could be hard to rely on muscle tension and stiffness to infer stress using trackpad versus mouse data [4,27].

**Methods**

**Subjects**

We recruited 22 subjects (10 males [45%] and 12 females [55%]), with ages ranging from 19 to 68 (mean 37, SD 16), not screened for preferences in using a computer mouse or trackpad. We eliminated 4 subjects for whom our stressor did not have any effect on SRS, leaving a total of 18 subjects (8 males [44%] and 10 females [56%]). Of the remaining 18 subjects, 11 (61%) reported using a computer mouse and 9 (50%) reported using a laptop trackpad daily. The mean self-reported daily usage duration of the laptop trackpad (mean 2.6, SD 3.1 hours) was significantly lower ($t_{17}=2.1, P=.03$) than that of the computer...
mouse (mean 5.2, SD 3.1 hours). Subjects provided written informed consent before participation and were given US $20 gift cards for their participation. The study was approved by the Institutional Review Board of Stanford University.

**Apparatus**

The experiment was performed in an office setting without any distractions. We used a 15-inch 2015 MacBook Pro (Apple Inc) (see Figure 3) equipped with a 140×70-mm Force Touch trackpad with sensitivity preset to a default value of 1.0. An overhead camera captured hand movement, and our logging software captured trackpad and cursor activity. The logger was implemented in C and Swift (Apple Inc) using Apple’s MultiTouchSupport framework. It recorded coordinates rounded to the nearest hundredth of a millimeter with an average sampling rate of 8.17 milliseconds (SD 3.75), multiple finger touches marked with ID numbers, contact shape under the finger (ie, major and minor axes of the ellipse), interaction type (ie, touching, dragging, etc), and pressed state (ie, active or inactive).

**Figure 3.** Apparatus: a 15-inch 2015 MacBook Pro (Apple Inc) with a passive movement logger teamed with an overhead camera for the ancillary recording of hand movement.

**Stimuli**

The stimuli consisted of *Relaxation* and *Stressor* phases replicated from prior studies [4,5]. During the *Relaxation* phase, we instructed subjects to breathe deeply while viewing a soothing video, which is recommended over doing nothing [31]. The acute *Stressor* phase consisted of an arithmetic cognitive stressor combined with social evaluation (ie, the presence of an experimenter continuously observing and correcting if the subject made a mistake), derived from the Trier Social Stress Test [32], and enhanced with a biased financial stimulus. The test required subjects to perform a series of subtractions out loud (eg, subtract 13 from 2017, and so forth) under the scrutiny of the experimenter. If the subject made a mistake, or if he or she took more than four seconds to respond, the experimenter asked the subject to start again from 2017. The subject was offered an additional US $1 for every 10 consecutive arithmetic operations performed correctly, but only US $1 was to be deducted for each mistake. All subjects made mistakes that made them “lose” money, but after debriefing, they all received full compensation. The financial part of the stimulus based on performance could have been more frustrating than stressful for some subjects. However, it was added, as was done in our previous study [4], since frustration can further exacerbate acute stress.
Experimental Tasks
All subjects performed three types of tasks—click, steer, and drag and drop (see Figure 1)—as in our previous study using the computer mouse [4]. Five different distance (D) and four different width (W) configurations were used for each of the three task types, resulting in a total of 20 configurations per task (see Table 1) [4]. Users performed two trials per configuration within each task type (see Figure 4). Tasks of the same type were grouped to prevent performance differences due to subjects needing to adjust to different task types. In total, each experimental condition, tStressed (stressed task) and tRelaxed (relaxed task), had 120 trials (3 task types × 40 trials).

Figure 4. Example of distribution of different task types across different subjects.

<table>
<thead>
<tr>
<th>Subject No.</th>
<th>Task Type 1</th>
<th>Task Type 2</th>
<th>Task Type 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Click1, Click2, ................., Click40</td>
<td>Drag1, Drag2, ................., Drag40</td>
<td>Steer1, Steer2, ................., Steer40</td>
</tr>
<tr>
<td>A2</td>
<td>Drag1, Drag2, ................., Drag40</td>
<td>Steer1, Steer2, ................., Steer40</td>
<td>Click1, Click2, ................., Click40</td>
</tr>
<tr>
<td>B9</td>
<td>Steer1, Steer2, ................., Steer40</td>
<td>Click1, Click2, ................., Click40</td>
<td>Drag1, Drag2, ................., Drag40</td>
</tr>
</tbody>
</table>

Experimental Design

Testing Procedure
The experiment consisted of four distinct phases (see Figure 5):

1. Baselining and Relaxation: a 5-minute phase designed to normalize the effects of any stressors, including any external factors, and to bring the subject to a baseline level.
2. tRelaxed: an approximately 7-minute phase (mean 6.8, SD 1.5 minutes) during which subjects were instructed to perform the randomized tasks—click, drag and drop, and steer (see Figure 1)—as quickly and accurately as possible.
4. tStressed: an approximately 7-minute phase (mean 6.8, SD 1.5 minutes) during which subjects were instructed to perform the randomized tasks—click, drag and drop, and steer (see Figure 1)—as quickly and accurately as possible.

The 18 subjects were assigned to one of the two counterbalanced arms: Relax-Stress (3 males [17%] and 5 females [28%]) and Stress-Relax (5 males [28%] and 5 females [28%]) (see Figure 5). The Stress-Relax arm required an additional baselining phase, before tRelaxed, to normalize the effects of external factors before applying the stressor. Subjects wore an E4 wristband (Empatica Inc) to measure EDA in their nondominant hand and provided perceived self-reported stress, tension, and concentration levels on a scale of 0-10, before and after each phase (see Figure 5).

Figure 5. Study procedure with (A) Relax-Stress and (B) Stress-Relax counterbalanced arms. The Relax part is shown with a green transparent box and the Stress part is shown with a red transparent box. Data were collected at self-report marker (SR) time points 0-5. *For the Stress-Relax arm, before the stressor phase, a baselining phase was carried out to normalize the effects of external factors. tRelaxed: relaxed task; tStressed: stressed task.

Data Processing

Self-Report and Ancillary Data
SRS was assessed using a simplified version of the PSS [11], an 11-point scale question—“What is your current level of stress?” where responses ranged from Low (0) to High (10)—immediately after completion of each phase (see Figure 5). To verify that the stressor did not induce cognitive alterations, we assessed perceived concentration, ranging from Low (0) to High (10), and measured trial completion time. Finally, we captured ancillary data on perceived muscle tension, ranging from None (0) to High (10). Self-report markers (SRs)
in Figure 5 show the time points during the experiment where these data were collected. To estimate the self-reported metrics during any phase, the before and after values were averaged for that phase. For example, the average of SR4 and SR5 values for stress for subjects in arm A (see Figure 5) gave us an estimate of the SRS value during the tStressed phase.

All self-reported metrics were min-max normalized across the four phases—Relaxation, Stressor, tRelaxed, and tStressed—unless stated otherwise. For normally distributed data, where the Shapiro-Wilk test was not significant, we applied a 1-tailed paired t test. Otherwise, we applied a 1-tailed Wilcoxon signed-rank test. We used 1-sided comparisons, as we had prior knowledge about the expected direction of changes in the different metrics, and the stressor task we used has already been shown to be effective in inducing stress in prior studies [4,5,32]. Effect sizes (Cohen d) are provided for within-group changes for primary measures, where Cohen d values between 0.20 and 0.49 indicate a small effect, values between 0.50 and 0.79 indicate a medium effect, and values of 0.80 and above indicate a large effect [33]. For any bivariate correlations, we used the Pearson correlation coefficient for normally distributed data; otherwise, we used Spearman rho.

Out of 22 subjects, 4 (18%) showed no change in SRS across the two extreme phases—Stressor and Relaxation—and were excluded from all analyses, leaving a working set of 18 subjects.

EDA Processing
We eliminated 3 of the 18 subjects (17%) before the analysis, leaving a total of 15 subjects (83%) for EDA analysis: 1 subject did not have a signal due to loose contact, another had an anomalous signal above 20 µS [34], and 1 had more than 5% noisy 5-second epochs estimated with the EDA Explorer [35]. For the remaining 15 subjects, EDA signals were filtered using a 6th-order 1-Hz low-pass Butterworth filter [36]. Then, using Ledalab, version 3.2.5 [37], we obtained the tonic mean, phasic mean, and the number of SCR peaks with an amplitude above 0.01 µS. Only data from tRelaxed and tStressed phases were considered for the EDA analyses.

RQ1: MSD Model Evaluation
We modeled trackpad finger trajectories using a linear predictive coding (LPC) inverse filtering technique [38] as in Sun et al, who successfully modeled the arm movement as an approximation of a step response of a single-degree-of-freedom MSD system [4]. The LPC approximation for the MSD model has been used in several other studies, like in our previous work using steering wheel data [5] and also by Guo et al [39], using data from touchpad interactions. However, unlike mouse movements, which are primarily continuous and more standardized across subjects, there are many quirks in the way different individuals interact with the trackpad. Since subjects were given the freedom to use the trackpad as normally as possible, we observed that 17 out of 18 subjects (94%) used multiple fingers from their dominant hand, and/or used fingers from both hands (see Figure 6), creating many discontinuities in the finger strokes during each trial (see Figure 7). Across all subjects, a mean of 38.0% (SD 13.9) of the trials had at least one gap in the continuity of the finger stroke because subjects either used multiple hands (see Figure 6, A), multiple fingers (see Figure 6, B), or even the same finger, but the finger hovered on the trackpad. We used our ancillary videos to observe this behavior, as it was impossible to use logger data alone to verify that the subject used the same finger multiple times or separate fingers during one trial.

We identify gaps (see Figure 7, A) by searching for large variations in x or y coordinates and keeping points that represented the largest continuous movement of the underlying stroke (see Figure 7, B—green trace). We fitted an approximation to the MSD model [4] to this stroke and extracted Γ and ω for the horizontal x-direction, which contained most of the displacement information for our tasks.

Figure 6. (A) multiple hands or (B) multiple fingers being used while interacting with the trackpad.
RQ2: Measurements of Finger Dynamics From Trackpad Interactions

Under stress, wrist and forearm muscles present changes in mean force production [19] and motor control variability [17]. Therefore, we measured mean and SD values for three typical finger dynamics measurements: velocity, acceleration, and contact area under the finger. We kept all strokes and substrokes for every trial by identifying the gaps between partial movements (see Figure 7, B) and averaged their metrics for each trial. We estimated the contact area of the ellipse \((\pi \times a \times b)\) between the finger and the trackpad using the major axis (a) and minor axis (b) provided by the logger. We calculated finger velocity by differentiating position information and finger acceleration by differentiating velocity information. We used only horizontal (x-direction) displacement data, which contained most of the information for our tasks.

Statistical Modeling and Sensitivity Analysis

First, we evaluated a Mixed Task omnibus model independent of specific task types—click, drag and drop, and steer—and task configurations (W × D). Values for each task type were obtained by averaging across all configurations and repetitions (ie, 40 trials) for each of the tStressed and tRelaxed phases for each subject. Then, a single value for each tStressed and tRelaxed phase was obtained after averaging across all three task types for each subject. Variables with significant differences across the tStressed and tRelaxed phases in the Mixed Task model were further examined using Task-Specific models. To avoid inflation, we applied Bonferroni correction \((0.05/3 = 0.017)\) for Task-Specific models. Finally, for the type of task with the most significant difference, we applied a sensitivity analysis comparing the initial 10% (ie, 4 trials out of 40) of data across the tStressed and tRelaxed phases. We also carried out post hoc power \((\beta)\) analyses on all finger dynamics measures that were found to be significant. Additionally, to check if the order of stress-relax condition has any effect, we investigated the Order (ie, A vs B; see Figure 5) × Condition (ie, stress vs relax) interaction effect using analyses of variance on all finger dynamics measures that were found to be significant.

Results

Mental Stress Validation

SRS and Tension Metrics

On average, the SRS was significantly higher during the Stressor phase (mean 0.56, SE 0.04) compared to the Relaxation phase (mean 0.15, SE 0.03) \((Z_{17}=3.72, P<.001)\). The SRS was also significantly higher during the tStressed phase (mean 0.72, SE 0.03) compared to the tRelaxed phase (mean 0.23, SE 0.04) \((t_{17}=13.06, P<.001)\). Figure 8 shows a comparison of min-max normalized SRS values for the four phases of the experiment. Table 2 shows the average raw SRS values at the end of the Relaxation, tRelaxed, Stressor, and tStressed phases. It can be observed that SRS levels go down over time during the tStressed phase.
In addition to SRS, we found that the perceived tension was significantly higher during Stressor (mean 0.52, SE 0.05) versus Relaxation (mean 0.09, SE 0.02) (Z<sub>17</sub>=3.59, P<.001) phases and during tStressed (mean 0.78, SE 0.03) versus tRelaxed (mean 0.29, SE 0.04) (t<sub>17</sub>=11.79, P<.001) phases. Furthermore, perceived tension and SRS were highly correlated (r=.74, P<.001).

No statistical differences (t<sub>17</sub>=0.58, P=.29) were observed for trial completion time between tRelaxed (mean 2.04, SE 0.14 seconds) and tStressed (mean 2.10, SE 0.13 seconds). Additionally, we found no statistically significant differences for perceived concentration during Stressor versus Relaxation phases (Z<sub>17</sub>=1.46, P=.07), and tStressed versus tRelaxed phases (Z<sub>17</sub>=0.56, P=.28). This shows that our stressor elicited an affective response as opposed to a response due to changes in cognitive performance.

### Physiological Stress

All metrics for EDA were significantly higher. Mean phasic EDA during tStressed (mean 0.040, SE 0.015 S) compared to tRelaxed (mean 0.020, SE 0.006 S) was higher (Z<sub>14</sub>=3.181, P<.001); and the number of EDA peaks (ie, SCR events) during tStressed (mean 68.2, SE 16.9) compared to tRelaxed (mean 40.4, SE 11.7) was higher as well (Z<sub>14</sub>=2.86, P<.01).

Overall, both SRS and EDA evaluations showed that our stressor was effective in inducing acute stress, as planned.

### Trackpad Interactions

#### Mixed Task Models

Both the mean and SD of contact area under the finger were significantly different between tRelaxed and tStressed phases with large effect sizes (Cohen d>0.8) and large post hoc power (β>97%) (see Table 3). The mean and SD of velocity and acceleration, as well as the two LPC-approximated biomechanical MSD parameters (Γ and ω), were not significantly different. Paired t tests were carried out for all these measures except for Γ, for which a Wilcoxon signed-rank test was carried out. For mean contact area, the Order × Condition interaction effect was not significant (F<sub>1,32</sub>=1.87, P=.18). However, for the SD of contact area, the interaction effect was significant (F<sub>1,32</sub>=11.17, P<.01), suggesting that the Order of the conditions did have a significant effect on the overall SD of the contact area across the two Conditions.
Table 3. Summary of descriptive statistics between tRelaxed and tStressed phases for the Mixed Task model.

<table>
<thead>
<tr>
<th>Measure</th>
<th>tRelaxed a, mean (SE)</th>
<th>tStressed b, mean (SE)</th>
<th>t test (17)</th>
<th>Z test (17)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Normalized velocity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.47 (0.16)</td>
<td>0.49 (0.12)</td>
<td>0.50</td>
<td>N/A c</td>
<td>.31</td>
<td>0.15</td>
</tr>
<tr>
<td>SD</td>
<td>0.39 (0.14)</td>
<td>0.47 (0.20)</td>
<td>1.42</td>
<td>N/A</td>
<td>.09</td>
<td>0.48</td>
</tr>
<tr>
<td><strong>Normalized acceleration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.35 (0.15)</td>
<td>0.43 (0.18)</td>
<td>1.36</td>
<td>N/A</td>
<td>.10</td>
<td>0.49</td>
</tr>
<tr>
<td>SD</td>
<td>0.31 (0.17)</td>
<td>0.42 (0.17)</td>
<td>1.54</td>
<td>N/A</td>
<td>.07</td>
<td>0.64</td>
</tr>
<tr>
<td><strong>Normalized area</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.40 (0.18)</td>
<td>0.55 (0.16)</td>
<td>2.18</td>
<td>N/A</td>
<td>.02 d</td>
<td>0.87</td>
</tr>
<tr>
<td>SD</td>
<td>0.39 (0.17)</td>
<td>0.53 (0.13)</td>
<td>2.08</td>
<td>N/A</td>
<td>.03</td>
<td>0.92</td>
</tr>
<tr>
<td><strong>Mass-spring-damper model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Γ (damping ratio)</td>
<td>0.538 (0.007)</td>
<td>0.540 (0.006)</td>
<td>N/A</td>
<td>0.11</td>
<td>.46</td>
<td>0.09</td>
</tr>
<tr>
<td>ω (damping frequency) (rad/s)</td>
<td>0.256 (0.006)</td>
<td>0.261 (0.005)</td>
<td>1.21</td>
<td>N/A</td>
<td>.12</td>
<td>0.17</td>
</tr>
</tbody>
</table>

a tRelaxed: relaxed task.
b tStressed: stressed task.
c N/A: not applicable.
d Italicized values indicate significance (P < .05).

**Task-Specific Models**

Task-Specific models for mean and SD of the contact area under the finger (see Figure 9) were performed for all three task types. Significant differences (P < .02) between tStressed and tRelaxed phases were observed for click tasks only, both for mean area (Z17=2.37, P= .009, β=91%) and for SD of the area (Z17=2.33, P=.01, β=86%). Overall, click tasks (see Figure 9, A and E) show large percentage differences between tRelaxed and tStressed phases.

Figure 9. Bar plots (Mean ± SE), effect size (Cohen d), and the percentage difference between tRelaxed (relaxed task) and tStressed (stressed task) phases of (A, E) click, (B, F) drag, (C, G) steer tasks, and overall combining (D, H) All Tasks (Mixed Task model) for both mean and SD of contact area, respectively. (*) for click indicates P<.05/3 = .017 (Bonferroni correction), and (*) for All Tasks indicates P<.05.

The interaction effects for mean and SD of contact area during click tasks were not significant (mean area: F1,32=0.00, P=.98; SD area: F1,32=1.39, P=.25). We also evaluated the interaction effects for SD of the contact area for drag and drop (F1,32=1.82, P=.19) and steer (F1,32=4.48, P=.04), the latter of which was significant, suggesting that the significant interaction in SD of the contact area variable in the Mixed Task model (see the Mixed Task Models section) is mainly due to significant interaction effect only in steer task trials. Overall, our results suggest that finger dynamics from click tasks alone, which are the most common computer interactions (see Discussion section), and are unaffected by Order effects, can be used as robust measurements to detect acute stress.

http://www.jmir.org/2020/10/e22743/
Sensitivity Analyses

Data Reduction

In this section, we focus on click data, which was the only task type contributing to the overall differences in the Mixed Task model. We started looking for data closest to the stressor (ie, the initial 10% [4 clicks out of 40]), and we intended to explore bigger segments (ie, 20%, 30%, etc) in case we did not find a signal sufficient to detect acute stress across the two conditions.

To our surprise, with only 4 clicks, we could see a significant difference across the two phases (see Table 4). This result may be because the effect of the stressor is higher earlier during the tStressed phase, and it decays over time (see Table 2). Similar sensitivity results have been observed in other biomechanical models of stress [5]. Neither of the two variables mentioned in Table 4 showed any significant interaction effect (mean area: $F_{1,32}=0.00$, $P=.99$; SD area: $F_{1,32}=0.50$, $P=.49$), which reconfirms that click tasks are not influenced by Order effects.

Table 4. Summary of descriptive statistics between tRelaxed and tStressed phases pertaining to only the initial 10% of click trials.

<table>
<thead>
<tr>
<th>Measure</th>
<th>No. of clicks (N=40), n (%)</th>
<th>tRelaxed mean (SE)</th>
<th>tStressed mean (SE)</th>
<th>t test (17)</th>
<th>P value</th>
<th>Cohen $d$</th>
<th>$\beta$, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean area (mm$^2$)</td>
<td>4 (10)</td>
<td>270.9 (6.3)</td>
<td>284.6 (8.1)</td>
<td>2.81</td>
<td>&lt;.01</td>
<td>0.44</td>
<td>56</td>
</tr>
<tr>
<td>SD area (mm$^2$)</td>
<td>4 (10)</td>
<td>16.7 (1.6)</td>
<td>21.2 (1.3)</td>
<td>2.88</td>
<td>&lt;.01</td>
<td>0.73</td>
<td>91</td>
</tr>
</tbody>
</table>

$^a$tRelaxed: relaxed task.

$^b$tStressed: stressed task.

$^c$Italicized values indicate significance ($P<.05$).

Click Rate Manipulation

Our original manipulation generated click trials at a rate of roughly 1 click per 3.5 seconds: 40 click trials were completed in an average of 136 seconds (SD 31). To create a scenario in which the clicks are obtained at a slower rate, which could also be plausible in the wild, we tested the artificially slowest rate by decimating the samples, using only 10% of the data distributed across the entire range of the production of the click trials. We picked the first, the last, and 2 random click trials from 1 to 40, in this way simulating a scenario in which clicks are generated once every ~45 seconds. As it turns out, both area measures were still significantly different across two stress conditions. The mean of the mean area for tStressed was 277 mm$^2$ (SE 8.61) and for tRelaxed was 267 mm$^2$ (SE 6.4) ($t_{17}=2.07, P=.03$, $d=0.32$, $\beta=37\%$). The mean of the SD area for tStressed was 22 mm$^2$ (SE 1.8) and for tRelaxed was 18 mm$^2$ (SE 1.5) ($t_{17}=1.86, P=.04$, $d=0.54$, $\beta=71\%$). Further, no significant interaction effect was found for either of these two measures as well (mean area: $F_{1,32}=0.14$, $P=.72$; SD area: $F_{1,32}=1.98$, $P=.17$).

Individual Differences

When looking at individual differences for all tasks, 12 out of 18 (67%) participants showed an expected increase in either the mean or the SD of the area under the finger. For the initial 10% (ie, 4 out of 40 clicks), 13 out of 18 (72%) subjects had changes in the expected direction for either mean or SD (see Figure 10). Participants A1, A4, B10, B1, and B3 showed an opposite trend for the mean area (see Figure 10, A), while participants A10, A2, A5, B3, and B7 showed an opposite trend for SD area (see Figure 10, B). Subject B3 showed an opposite trend for both measures. If we were to consider a hard evaluation where both metrics must occur at the same time, we would see 11 out of 18 (61%) subjects satisfying the expected change. However, if we were to detect stress whenever either of the two measures has the right trend, we would detect stress changes in 17 out of 18 (94%) subjects. This latter approach is plausible, as both measurements are theoretically linked to changes in either muscle tension or motor control alterations due to stress (see section RQ2: Measurements of Finger Dynamics From Trackpad Interactions).

Figure 10. Individual differences for (A) mean and (B) SD of the contact area under the finger across the initial 10% of the click trials. tRelaxed: relaxed task; tStressed: stressed task.
Discussion

Principal Findings

Enabling precision health and effective stress management regimes are dependent on the evolution of ubiquitous real-time stress sensors and algorithms. An ideal scenario would be to passively obtain data from everyday use devices, rather than having people wear sensors or answer survey questions. In this study, we aim at assessing the feasibility of using passively obtained laptop trackpad data to detect acute stress. We present evidence that binary levels of acute stress (ie, whether it is present or not) can be detected from finger strokes alone.

In response to RQ1, we found out that our approximation to an MSD model, previously used with data from the computer mouse [4], cannot be used directly on trackpad data. Our analyses provide new insights into the complexity of the use of finger stroke data from trackpad operations for applying an MSD model. Unlike a computer mouse, handling a laptop trackpad is subject dependent. Some people may employ multiple hands and/or multiple fingers to perform the same tasks. This creates challenges to process the data due to the gaps present in the strokes and the difficulty of obtaining a clean intentional segment of data, with a clear beginning and end, required to get meaningful MSD results. These limitations leave little useful data for analysis, and we did not observe a difference in either of the two MSD parameters (to and T) between the tRelaxed versus tStressed phases. However, our analyses were restricted to the largest stroke per trial. It is possible that in the wild, where we can collect larger amounts of data that would allow us to extract valid displacement segments, an MSD approach may still be useful to assess changes due to muscle tension under acute stress.

Our RQ2’s results are encouraging, showing the robustness of the mean and SD of the finger contact area as a stress sensor. Both metrics were higher during the stressed tasks as compared to the relaxed tasks. We show that as few as 4 click trials per subject are sufficient to see a significant difference, which is promising for longitudinal studies. Overall, we present evidence of the use of the finger contact area from laptop trackpad measurements to detect acute stress while performing common computer tasks.

Acute Stress Detected Using Click Finger Dynamics

This is the first study showing that the mean and SD of the contact area under the finger on a trackpad are higher under stress compared to a relaxed state (ie, Mixed Task model). Theoretically, the mean value is related to mean force production [19] and higher variability [17] under stressful situations in the wrist and forearm muscles. There may be other underlying mechanisms (eg, changes in hand or body posture [40]) through which stress may influence finger dynamics, and future studies should monitor those variables as well. In the Task-Specific model, differences in mean and SD of the contact area under the finger were different for click trials. If combined, mean or SD, we could detect up to 94% of acute stress events. This is encouraging because clicking tasks represent nearly 70% of all computer mouse events in a typical day [41].

With just the initial 10% of clicking trials (ie, 4 clicks out of 40), we could still see small and medium effect size differences in mean and SD of the contact area under the finger. Since click trials were not always carried out right after the stressor, the difference is not due to ordering effects; here we are referring to ordering of click, steer, and drug and drop, and not the ordering of stress-relax conditions. We attribute the strength of using so little data to the proximity to the stressor, as there is a clear decay of stress over time, which would clearly affect values averaged over longer periods. Furthermore, we simulated a scenario where clicks are produced at a different rate (ie, going from 1 click produced every ~3.5 seconds to every ~45 seconds). We obtained significant results even for the lowest click productivity we could simulate with our data (1 click/45 s). In a separate pilot study, collecting computer mouse data “in the wild,” we have seen that a typical user may generate a click every 10-30 seconds, and at least 1000 clicks are generated in any given working day. Thus, we feel confident we can use our findings as the basis for a passive, continuous, scalable, inexpensive, and unobtrusive stress sensor. In the wild, of course, changes in muscle tension would not only be due to affective (ie, ANS) processes but also due to cognitive processes (see Potential Interaction Effects With Task Performance section). Ultimately, a reliable “in the wild” stress detection system would have to combine multiple modalities, such as biomechanical, behavioral, and physiological sensors, as well as contextual information.

Potential Interaction Effects With Task Performance

Mean and SD of finger velocity and acceleration were similar across the two phases, as well as trial completion time. This reconfirms that our stressor did not change the cognitive performance of the subjects but only their affective state. However, the relationships between stress, velocity, and acceleration may not be simple. For example, one may say that under a stressful situation, a user may want to move the fingers with higher velocity and/or acceleration; however, after a certain point, it will also start affecting the accuracy of this fine motor control task [42]. Thus, the user may not use higher velocities and/or acceleration under stress. Further studies with different elicitations to modify the performance rewards must be performed to observe interaction effects between these variables.

Contrasting With Other Touch Technologies

At least two studies have shown higher finger pressure under stress [28] and under frustrating [7] conditions while using touchscreen devices. However, the usage and handling of touchscreen devices are not the same as that of a trackpad, in terms of fine and precise interaction [43]. The capacitive technologies used in touchscreens and trackpads are different in terms of how much pressure needs to be applied: typically, the trackpad requires stronger pressure [43]. Additional research would be needed to determine if our finger dynamics from contact area (ie, mean and SD) can be translated to other types of touch-sensitive devices.

Limitations

Our study has four limitations related to sample size, stressor effect size, apparatus, and assumptions for modeling. First,
because of the small sample size (N=18) we could not investigate the effects of age, gender, length of experience with trackpads, and frequency of day-to-day usage of trackpads. We also could not build reliable predictive models (eg, using different ML techniques), which could parse out the importance of various features in predicting acute stress. Second, given the mild nature of the stressor, not all users (18/22, 82%) responded to our manipulation. Nevertheless, this level of efficacy is expected for a mild stressor and in line with our prior study [6]. Third, although we do not expect the behavior of users to be fundamentally different across different laptops, our experiment should be revalidated on other models of trackpads. Fourth, using finger contact area as a proxy to pressure assumes a linear relationship between the two. However, factors like the angle of the finger can also influence this relationship. Since the time of the data collection for this study, Apple has updated the MultiTouchSupport framework, and it now also provides information about pressure and capacitance density underneath the fingers. Additional models collecting this new data would be quite useful to strengthen the precision of our detection method further.

Future Directions
We plan to expand current results by running lab experiments with larger sample sizes; by logging other actions performed using trackpads, such as scrolling and multiple finger gestures; and by collecting other behavioral metrics, such as click production rate, the timing between clicks, etc. Once we collect more data, both in the laboratory settings and “in the wild,” we aim at building predictive models that include both biomechanical and behavioral metrics to increase the accuracy and specificity of stress prediction in real time.

As we move out of the lab, we will explore ways to carry out longitudinal studies collecting data from our passive loggers across devices (ie, mice, trackpads, touchpads), contextual data, and stress “labels” obtained from empirical sampling methods or physiological measurements. As we accumulate richer and bigger datasets, we plan to investigate data-intensive unsupervised and supervised ML methods to optimize data collection, preprocessing, and prediction. For example, we plan to investigate algorithms to parse types of events and movements (eg, clicks, drag and drop, etc) to select segments that may have the right morphology to derive biomechanical features (eg, MSD parameters, contact area, etc). Ultimately, we hope that our lab and field findings can help select the appropriate behavioral, biomechanical, contextual, and perceptual features (ie, feature engineering) to train ML systems to be able to detect stress levels throughout the day.

Conclusions
The current methods for sensing stress are often inconvenient, expensive, or suffer from limited adherence. In this lab study, we show the efficacy of repurposing signals from a laptop trackpad to detect acute mental stress. We showed that with a handful of click events, we could use the mean and SD of the finger contact area to obtain a binary estimation of acute stress (ie, whether it is present or not). We validated our sensing models against well-known stress metrics such as self-reports and EDA. Complementarily, we validated that we did not elicit performance or cognitive confounds that may affect our affective stress elicitation. These results provide a firm baseline toward our future goal of deploying our algorithms in the wild, leveraging the trackpad as a potential unobtrusive, scalable, continuous, and inexpensive stress sensor.
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Abstract

Background: Screening for influenza in primary care is challenging due to the low sensitivity of rapid antigen tests and the lack of proper screening tests.

Objective: The aim of this study was to develop a machine learning–based screening tool using patient-generated health data (PGHD) obtained from a mobile health (mHealth) app.

Methods: We trained a deep learning model based on a gated recurrent unit to screen influenza using PGHD, including each patient’s fever pattern and drug administration records. We used meteorological data and app-based surveillance of the weekly number of patients with influenza. We defined a single episode as the set of consecutive days, including the day the user was diagnosed with influenza or another disease. Any record a user entered 24 hours after his or her last record was considered to be the start of a new episode. Each episode contained data on the user’s age, gender, weight, and at least one body temperature record. The total number of episodes was 6657. Of these, there were 3326 episodes within which influenza was diagnosed. We divided these episodes into 80% training sets (2664/3330) and 20% test sets (666/3330). A 5-fold cross-validation was used on the training set.

Results: We achieved reliable performance with an accuracy of 82%, a sensitivity of 84%, and a specificity of 80% in the test set. After the effect of each input variable was evaluated, app-based surveillance was observed to be the most influential variable. The correlation between the duration of input data and performance was not statistically significant (P=.09).

Conclusions: These findings suggest that PGHD from an mHealth app could be a complementary tool for influenza screening. In addition, PGHD, along with traditional clinical data, could be used to improve health conditions.

(J Med Internet Res 2020;22(10):e21369) doi:10.2196/21369
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Introduction

With the increasing popularity of mobile health (mHealth), a considerable amount of health-related data are now generated and accumulated outside of hospitals [1-3]. These health-related data cover a wide range of quantitative variables, such as physical activity, blood glucose levels, blood pressure, heart rate/rhythm, and oxygen saturation along with a range of qualitative data, such as mood-related symptoms, food intake, medication use, and sleep patterns. Even data from social media posts or search engine queries may be included [4]. These kinds
of health-related data are categorized as patient-generated health data (PGHD) and defined by the Office of the National Coordinator for Health Information Technology as “health-related data—including health history, symptoms, biometric data, treatment history, lifestyle choices, and other information—created, recorded, gathered, or inferred by or from patients or their designees (i.e., care partners or those who assist them) to help address a health concern” [5].

Many studies have shown that PGHD have various potential benefits for health care. For example, PGHD may help patients with chronic diseases like diabetes or hypertension take better care of themselves by delivering continuous monitoring and support with more personalized treatment planning [6-9]. PGHD are also beneficial for remote monitoring of patients’ postsurgical pain or chronic pain and have been found to more accurately assess the psychoemotional status of patients [10-12]. Another example of PGHD use is forecasting contagious diseases. Some research has shown that influenza [13-15] and Middle East respiratory syndrome (MERS) [16] outbreaks could be predicted using search engine query data, including Google Flu Trends and social media posts. In addition to these indirect methods, a website or smartphone app through which patients directly report their symptoms can also be used to detect epidemics [17,18].

Although influenza outbreaks can be predicted using PGHD, the diagnosis or screening of individual patients has been conducted using traditional medical devices, such as the rapid influenza antigen test or reverse transcription–polymerase chain reaction (RT-PCR). The rapid influenza diagnostic test (RIDT) has mainly been used as a diagnostic test because of its reduced processing time and easy accessibility [19]. However, due to the low sensitivity of the RIDT, it is insufficient to serve as a screening test for influenza [20-22]. Due to this concern, influenza treatment with antiviral medication has been prescribed for suspected influenza cases, based on clinical judgment, even when the RIDT showed a negative result. Influenza-like illness (ILI) case definition is one of the symptom-based screening methods of suspected cases, but it has been reported to have limited sensitivity despite its loss of substantial specificity [23].

Fever is regarded as the most distinctive symptom of influenza. Due to the lack of other distinguishable symptoms, it can be challenging to differentiate influenza from other diseases [24,25]. Recently, deep learning approaches have been reported to exceed classical statistical methods for predicting the outcomes of an individual patient using time series data, such as inpatient data [23,26]. In this study, we propose a deep learning method for influenza screening by combining epidemiological information and PGHD from an mHealth app. These results were then compared with the patients’ diagnostic findings.

Methods

Data Collection

We retrospectively collected log data from the Fever Coach app, which is available on Android and iOS [27]. Fever Coach is a fever management app that uses the self-reported data of its users (Figure 1).

The data were collected from January 2017 to December 2018. A total of 480,793 users entered 28,010,112 records. During the same period, the number of users diagnosed with influenza at a clinic was 16,432. In 2017 and 2018, 3583 and 12,849 users were diagnosed with influenza, respectively. The log data included body temperature, volume, type and form of antipyretic drugs or antibiotic drugs, sex, age, weight, symptoms, and memos. The users of Fever Coach agreed that their deidentified data could be used for research purposes, and the institutional review board of Samsung Medical Center waived informed consent.

We collected the daily mean temperature, daily maximum temperature, daily minimum temperature, daily mean dew point, daily mean relative humidity, and daily mean pressure data between January 2017 and December 2018 from the Korea Meteorological Administration information portal. The observation point was Seoul 108 [28].

Korea Center for Disease Control (KCDC) produces a weekly influenza-like illness report every Tuesday using data received from public health centers during the previous week. These data were collected for the period of January 2017-December 2018 [29].
Data Preprocessing

All of the log data, separated by user ID and year, were then split into episodes. The episodes were defined as the set of consecutive days containing the day the user was diagnosed with influenza or another disease. For example, if a user was diagnosed with influenza on February 23, 2018, and recorded his or her body temperature between February 21, 2018, and February 24, 2018, these days were considered to be 1 episode. If the user logged another record 24 hours after his or her previous record, it was considered to be a new episode. Table 1 shows examples of episode separation.

Each episode must contain information about the user’s age, gender, and weight. Users were divided into 4 age groups—0-2 years, 2-5 years, 6-12 years, and ≥13 years—to avoid possible overfitting according to age, as age is one of the key factors of influenza propagation. Any episode without age, gender, and weight was excluded. Moreover, any episode not containing at least 1 fever data point was excluded. We then calculated the app-based weekly influenza surveillance from the influenza-diagnosed episodes each year. The app-based weekly influenza surveillance was defined by the weekly number of reported influenza cases divided by the total number of annually reported influenza cases in the same year. For example, if there were 3000 reported influenza cases in 2018 and 300 weekly reported influenza cases in week 49 of 2018, the app-based surveillance for week 49 of 2018 was 0.1. We calculated this value every week for each year and then added this value to the corresponding episode. If each episode had multiple days, we used the first day of each episode as the representative value, considering that the incubation period of influenza is 1 to 4 days [30,31]. Our week-numbering was based on the ISO week-date system [32]. The app-based weekly influenza surveillance data are in Multimedia Appendix 1.

We also added meteorological data from the Korean Meteorological Administration. As before, we used values corresponding to the first day of each episode. We added KCDC laboratory surveillance as well, but this time we used values corresponding to 1 week before the first day of each episode. Due to the reporting delay of the KCDC surveillance, we could not use values corresponding to the same week.

Finally, as the log data we collected had more noninfluenza episodes than the influenza episodes, we set the number of the noninfluenza episodes to be the same as the influenza episodes each year. Data from 2018 were used for training and hyperparameter tuning, and those data were randomly split into the training set (2664/3330, 80%) and the test set (666/3330, 20%). A 5-fold cross-validation was used on the training set. Considering that the influenza epidemic is slightly different each year, we prepared an additional validation set. Although our training/test sets included the data collected in 2018, the additional validation set included the data collected in 2017 that had a different distribution of weekly reported influenza cases. As with the training/test set, the additional validation set was also adjusted to 50:50 for influenza and noninfluenza episodes. Figure 2 summarizes the overall pipeline for data preprocessing.
Table 1. Examples of episode separation.

<table>
<thead>
<tr>
<th>Episodes and the user-added date and time log</th>
<th>Time elapsed since the previous log</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Episode 1</strong></td>
<td></td>
</tr>
<tr>
<td>2018-09-06 22:25</td>
<td>N/A</td>
</tr>
<tr>
<td>2018-09-06 22:37</td>
<td>0 h 12 min</td>
</tr>
<tr>
<td>2018-09-06 23:53</td>
<td>0 h 16 min</td>
</tr>
<tr>
<td>2018-09-07 1:01</td>
<td>0 h 8 min</td>
</tr>
<tr>
<td>2018-09-07 2:49</td>
<td>1 h 48 min</td>
</tr>
<tr>
<td>2018-09-07 10:00</td>
<td>7 h 11 min</td>
</tr>
<tr>
<td>2018-09-07 15:56</td>
<td>5 h 56 min</td>
</tr>
<tr>
<td>2018-09-07 21:15</td>
<td>5 h 19 min</td>
</tr>
<tr>
<td>2018-09-08 11:20</td>
<td>14 h 5 min</td>
</tr>
<tr>
<td>2018-09-08 12:10</td>
<td>0 h 50 min</td>
</tr>
<tr>
<td>2018-09-08 21:10</td>
<td>9 h 0 min</td>
</tr>
<tr>
<td>2018-09-09 12:14</td>
<td>15 h 4 min</td>
</tr>
<tr>
<td>2018-09-09 21:38</td>
<td>9 h 24 min</td>
</tr>
<tr>
<td>2018-09-10 9:40</td>
<td>12 h 2 min</td>
</tr>
<tr>
<td>2018-09-10 21:30</td>
<td>11 h 50 min</td>
</tr>
<tr>
<td>2018-09-11 9:14</td>
<td>11 h 44 min</td>
</tr>
<tr>
<td>2018-09-11 19:14</td>
<td>10 h 0 min</td>
</tr>
<tr>
<td><strong>Episode 2</strong></td>
<td></td>
</tr>
<tr>
<td>2018-10-03 22:11</td>
<td>&gt; 24 h</td>
</tr>
<tr>
<td>2018-10-03 22:12</td>
<td>0 h 1 min</td>
</tr>
<tr>
<td>2018-10-03 22:26</td>
<td>0 h 14 min</td>
</tr>
<tr>
<td>2018-10-03 23:31</td>
<td>1 h 5 min</td>
</tr>
<tr>
<td>2018-10-04 0:31</td>
<td>1 h 0 min</td>
</tr>
<tr>
<td>2018-10-04 2:38</td>
<td>2 h 7 min</td>
</tr>
<tr>
<td><strong>Episode 3</strong></td>
<td></td>
</tr>
<tr>
<td>2018-10-11 8:30</td>
<td>&gt; 24 h</td>
</tr>
<tr>
<td>2018-10-11 10:10</td>
<td>1 h 40 min</td>
</tr>
<tr>
<td>2018-10-11 10:12</td>
<td>0 h 2 min</td>
</tr>
<tr>
<td>2018-10-11 10:14</td>
<td>0 h 2 min</td>
</tr>
<tr>
<td>2018-10-11 11:35</td>
<td>1 h 21 min</td>
</tr>
</tbody>
</table>

*N/A: not applicable.*
Deep Learning Model and Training Hyperparameters

We used GRU-D as our baseline model [26]. GRU-D is a modified design of the gated recurrent unit (GRU) neural network structure based on a recurrent neural network. Unlike in the GRU, the mask and timestamp were combined together, and input was manipulated to 3-channel data. Since Fever Coach data were characterized by a variety of missing values, we considered that the mask system of the GRU-D structure would be effective in our experiment. Backpropagation was not performed for the masked data; therefore, it did not update parameters. The input data were manipulated to 3-channel data, which were concatenated with a timestamp and masked as previously described. Thus, the shape of the matrix $X_{\text{input}}$ was $3 \times D \times T$, where $D$ is the number of variables for each experiment, and $T$ is the maximum number of time series. We used $T=70$ in the experiment in that the maximum count of the input data in 1 episode was 70. The maximum number of variable dimensions in our experiment was 16 (4 for age, 6 for meteorological data, and 1 each for sex, weight, influenza surveillance, app-based surveillance, antibiotic administration, and antipyretics administration). We performed 3 experiments using different combinations of variables. First, we used the entire 16 dimensions (7 variables) for inputting the model, and 2 additional experiments were performed to evaluate the effect of the input variables on performance. The second experiment was performed with the same conditions as the first, except a single variable was removed, which brought the number of variables to 6. The third experiment was similar to the first as well, except for the addition of 1 variable out of the 3 (body temperature, antipyretics administration, and antibiotic administration). We used binary cross-entropy as a loss function, and we used accuracy as an evaluation metric to choose the best model. All hidden states were initialized to 0. We used the optimizer, rectified adaptive moment estimation, with a learning rate of 0.0001 [33]. The total number of epochs was 50. The softmax function was used as an activation function. We used a dropout of 0.01 to prevent overfitting. All the input variables were normalized to have a mean of 0 (SD 1). The codes are publicly available at a GitHub repository [34].

Results

The total number of episodes obtained was 6657. Out of these 6657 episodes, 3326 were diagnosed with influenza. The average and SD of each episode length were 29.24 (SD 21.79). Table 2 summarizes the general characteristics of the processed data.
Table 2. General characteristics of the data set.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Year 2017</th>
<th>Year 2018</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Body temperature</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average number of inputs</td>
<td>15.05</td>
<td>20</td>
</tr>
<tr>
<td>Variance in the number of inputs</td>
<td>16.32</td>
<td>18.29</td>
</tr>
<tr>
<td><strong>Antipyretic administration</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average number of inputs</td>
<td>4.578</td>
<td>6.040</td>
</tr>
<tr>
<td>Variance in the number of inputs</td>
<td>4.685</td>
<td>24.03</td>
</tr>
<tr>
<td><strong>Antibiotic administration, n</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At least 1 antibiotic administration</td>
<td>372</td>
<td>4705</td>
</tr>
<tr>
<td>No antibiotic administration</td>
<td>2118</td>
<td>1952</td>
</tr>
<tr>
<td><strong>Age (years), n</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 to 2</td>
<td>886</td>
<td>2529</td>
</tr>
<tr>
<td>2 to 5</td>
<td>1328</td>
<td>3564</td>
</tr>
<tr>
<td>5 to 12</td>
<td>262</td>
<td>479</td>
</tr>
<tr>
<td>Older than 12</td>
<td>14</td>
<td>85</td>
</tr>
<tr>
<td><strong>Sex, n</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1246</td>
<td>3348</td>
</tr>
<tr>
<td>Female</td>
<td>1244</td>
<td>3309</td>
</tr>
</tbody>
</table>

Based on the GRU-D, the proposed screening algorithm used PGHD (body temperature records, antipyretic drug administration records, and antibiotic drug administration records), app-based surveillance, and meteorological data as the input variables. The area under the receiver operating characteristic (AUROC) curve of the test data set was 0.902, with an accuracy of 82.43% (95% CI 80.28%-84.44%), a sensitivity of 84.20% (95% CI 81.07%-87.00%), a specificity of 80.92% (95% CI 77.85%-83.73%), a positive predictive value (PPV) of 79.05% (95% CI 76.38%-81.50%), and a negative predictive value (NPV) of 85.69% (95% CI 83.26%-87.83%). The confusion matrix and the receiver operating characteristic (ROC) curve are shown in Figures 3 and 4, respectively.

Figure 3. Confusion matrix for the test set and the additional validation set.
Considering that the influenza epidemic is slightly different each year, we prepared additional validation set as described in the methods section. For the additional validation set, we achieved an area under the curve (AUC) of 0.8647, an accuracy of 77.99% (95% CI 76.31%-79.61%), a sensitivity of 82.35% (95% CI 79.91%-84.61%), a specificity of 74.79% (95% CI 72.46%-77.02%), a PPV of 70.57% (95% CI 68.59%-72.47%), and an NPV of 85.24% (95% CI 83.47%-86.84%).

We also attempted to evaluate the effect of the input variables on performance in 2 ways. First, we removed them one at a time from all variables. Second, we added them one at a time from baseline variables. To remove them one by one, we first trained the model using all 10 input variables and measured the performance at that time. We then removed 1 input variable and trained the model on the same data set using a total of 9 input variables and measured the performance. We obtained a total of 10 results and summarized them in Table 3. For example, the second row means all variables except fever were used. As a result, the app-based surveillance turned out to be the most influential variable, even though it had little effect on specificity. The second most influential variable was the meteorological observation data. Interestingly, KCDC surveillance data did not seem to have a significant impact. The meteorological factors and app-based surveillance seemed to compensate for the exclusion of the KCDC surveillance data from the input variables.

**Table 3.** The effects of the removal of each variable from the analysis. “–<Variable>” means that the variable was singularly removed from the list of variables for the corresponding experiment.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUROC&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Accuracy</th>
<th>NPV&lt;sup&gt;b&lt;/sup&gt;</th>
<th>F&lt;sub&gt;1&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>0.8171</td>
<td>0.8425</td>
<td>0.8931</td>
<td>0.8296</td>
<td>0.8163</td>
<td>0.8300</td>
</tr>
<tr>
<td>–Sex</td>
<td>0.8510</td>
<td>0.8028</td>
<td>0.8960</td>
<td>0.8273</td>
<td>0.8387</td>
<td>0.8338</td>
</tr>
<tr>
<td>–Weight</td>
<td>0.8171</td>
<td>0.8150</td>
<td>0.8832</td>
<td>0.8161</td>
<td>0.8113</td>
<td>0.8189</td>
</tr>
<tr>
<td>–Age</td>
<td>0.8333</td>
<td>0.8346</td>
<td>0.8911</td>
<td>0.8339</td>
<td>0.8333</td>
<td>0.8339</td>
</tr>
<tr>
<td>–Fever</td>
<td>0.8083</td>
<td>0.8287</td>
<td>0.8882</td>
<td>0.8183</td>
<td>0.8065</td>
<td>0.8191</td>
</tr>
<tr>
<td>–Antipyretics</td>
<td>0.8510</td>
<td>0.8058</td>
<td>0.8744&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.8288</td>
<td>0.8392</td>
<td>0.8530</td>
</tr>
<tr>
<td>–Anti-viral agent</td>
<td>0.8304</td>
<td>0.8211</td>
<td>0.8892</td>
<td>0.8258</td>
<td>0.8236</td>
<td>0.8292</td>
</tr>
<tr>
<td>–App-based surveillance</td>
<td>0.8215</td>
<td>0.7905</td>
<td>0.8775</td>
<td>0.8063&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.8103</td>
<td>0.8120&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>–KCDC&lt;sup&gt;d&lt;/sup&gt; surveillance</td>
<td>0.8614</td>
<td>0.7813&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.8892</td>
<td>0.8221</td>
<td>0.8446</td>
<td>0.8313</td>
</tr>
<tr>
<td>–Meteorological</td>
<td>0.7950&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.8486</td>
<td>0.8900</td>
<td>0.8213</td>
<td>0.7997&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.8191</td>
</tr>
</tbody>
</table>

<sup>a</sup>AUROC: area under the receiver operating characteristic.

<sup>b</sup>NPV: negative predictive value.

<sup>c</sup>The highest decrease in the value for the corresponding column.

<sup>d</sup>KCDC: Korea Center for Disease Control.
Another experiment was conducted to observe the performance changes by defining the base features and adding the variables one at a time (Table 4). The baseline features used were body temperature and the antipyretic and antibiotic drug data. We repeated the analysis by adding each variable to the base features and observing the performance. In each experiment, a total of 4 input variables was used. Consequently, gender data were found to slightly decrease the AUC performance (–0.02), but there was no significant difference between the baseline performance and the performance modified by the addition of gender. Weight and age also displayed no significant differences. For the variables of meteorological data, app surveillance, and KCDC laboratory surveillance, each significantly improved the performance ($P<.001$). There was no significant difference between the performance of "baseline features + app surveillance" and that of "baseline features + meteorological data" ($P=.48$). Similarly, there was no significant difference between the performance of "baseline features + app surveillance" and that of "baseline features + KCDC laboratory surveillance" ($P=.46$).

Table 4. Effect of each variable on the analysis. The baseline included body temperature, antipyretic drug, and antibiotic drug data. "+<variable>" means that the variable was added to the baseline for the analysis and then removed for the next analysis (noncumulative addition).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUROC&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Accuracy</th>
<th>NPV&lt;sup&gt;b&lt;/sup&gt;</th>
<th>F&lt;sub&gt;1&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.6018</td>
<td>0.7187</td>
<td>0.7221</td>
<td>0.6592</td>
<td>0.6351</td>
<td>0.6425</td>
</tr>
<tr>
<td>+sex</td>
<td>0.5678</td>
<td>0.7401</td>
<td>0.7087</td>
<td>0.6524</td>
<td>0.6229</td>
<td>0.6245</td>
</tr>
<tr>
<td>+weight</td>
<td>0.5734</td>
<td>0.7523</td>
<td>0.7232</td>
<td>0.6619</td>
<td>0.6332</td>
<td>0.6315</td>
</tr>
<tr>
<td>+age</td>
<td>0.5634</td>
<td>0.7477</td>
<td>0.7201</td>
<td>0.6539</td>
<td>0.6229</td>
<td>0.6237</td>
</tr>
<tr>
<td>+app surveillance</td>
<td>0.8673&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.7599</td>
<td>0.8808&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.8146&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.8467&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.8264&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>+KCDC&lt;sup&gt;d&lt;/sup&gt; surveillance</td>
<td>0.7670</td>
<td>0.7936&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.8607&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.7800&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.7666&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.7802&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>+meteorological</td>
<td>0.8127</td>
<td>0.7470</td>
<td>0.8712</td>
<td>0.7802</td>
<td>0.7961</td>
<td>0.7888</td>
</tr>
</tbody>
</table>

<sup>a</sup>AUROC: area under the receiver operating characteristic.<br><sup>b</sup>NPV: negative predictive value.<br><sup>c</sup>The highest increase in the value for the corresponding column.<br><sup>d</sup>KCDC: Korea Center for Disease Control.

Finally, we looked at the correlation between the duration of the input data and the screening performance. Figure 5 describes the association between the duration of body temperature records and the screening performance. We initially assumed that the prediction would be more accurate if the user entered more data. However, in reality, no correlation was found between the duration of the input data and the screening performance. Spearman rank correlation coefficient was 0.0916. Thus, the association was not considered to be statistically significant.

Figure 5. Screening performance versus the number of body temperature records. The y-axis shows the percentage of accuracy, and the x-axis refers to the number of body temperatures entered by the user.
Discussion

With this study, we investigated the possibility of screening for influenza using PGHD, such as body temperature and medication records collected from an mHealth app.

At the beginning of this study, we did not know whether body temperature would change when antipyretics were administered, or if body temperature alone was more important. Although fever is a major symptom of influenza, it is impossible to diagnose influenza using only body temperature changes [24,25]. Therefore, we hypothesized that patients with influenza would respond more slowly to antipyretics. To test this hypothesis, we specifically looked at the difference between the performance of the model with and without antipyretic administration. There was a greater change in performance when the antipyretic dose records were removed from the input variable than when only the body temperature was removed. Based on these results, we conclude that the model works as expected. Antibiotic administration records are another variable that we considered important. We expected that the antibiotic administration records and antipyretic administration records would have similar effects, but antibiotic administration records appeared to limit the performance. This might have been due to the ineffectiveness of antibiotics or unnecessary prescription of antibiotics. In our data, 1952 of all 6657 users were prescribed antibiotics, and 674 of those who were prescribed drugs were diagnosed with diseases other than influenza.

Body temperature is known to be one of the most important symptoms of influenza. However, its effect on the model was not as strong as we expected. A temperature higher than 38.3 °C was recorded at least once during 97.42% (6485/6657) episodes in our data. This shows that the majority of users used the app when their children had a fever, which was the original purpose of the app. Among the episodes, 50.82% (3296/6485) were those of influenza, and 49.18% (3189/6485) were due to other conditions. The mean and variance of body temperature in the patient group diagnosed with influenza were 38.1519 °C and 0.8611 °C, respectively; and the mean and variance of body temperature with other conditions were 38.0449 °C and 0.8367 °C. There was a significant difference between the 2 groups (P < .001). We speculate that because the app focused on fever, the predictive power of body temperature for influenza was diminished.

One interesting finding was the effect that sex had on specificity. Although some studies have shown that there is a difference in influenza prevalence by gender, our data found that the sex ratio was almost equal, with 1677 males and 1660 females diagnosed with influenza. Moreover, when we excluded sex from the input variables, the accuracy and F1 measure did not significantly change. We obtained similar results by repeating the ablation study. Therefore, further research may be needed to clarify this point.

In summary, age, weight, and gender had little effect on the screening performance. App-based surveillance has greatly improved the screening performance and is nearly identical to using KCDC laboratory surveillance or meteorological data, which are frequently used as indicators of influenza outbreaks.

This study has several limitations. First, the training and validation data used were self-reported by the patients. Most users reported their diagnosis using their smartphones; thus, these data were not reported by clinicians. Therefore, we cannot ascertain that the same results would be recorded if hospital-generated data were used. Also, primary care doctors usually use the RIDT instead of RT-PCR to diagnose influenza.

As the RIDT has low reliability, our ground truth label may be noisy. For the deep learning model, if the character of the data on deployment is slightly different from that of the training data, it is difficult to achieve the expected performance on validation due to the difficulties in analyzing the effect of the data distribution and input variables on the model [35]. Since the data did not include laboratory results, they are difficult to use in a clinical setting or for general epidemiological analysis; and we expect that the application of limited screening tests through the Fever Coach app will be possible with further research. We are planning to conduct a prospective observational study to address these limitations. Second, various methods were used to measure body temperature. Some of the app users used axillary instead of tympanic temperatures. As there are no primary blood vessels in the axilla, the axillary temperatures are less accurate. This may have influenced the performance of the model.

Screening for influenza can be challenging due to the low sensitivity of rapid antigen tests and the lack of proper screening tests. In this study, we developed a deep learning–based screening tool using PGHD obtained from an mHealth app. The experimental results confirm that PGHD from an mHealth app can be a complementary tool for screening for influenza in individual patients. Since our digital approach can screen patients without physical contact, this approach could be quite beneficial in screening new contagious diseases.
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Abstract

Background: Information has been identified as a commonly unmet supportive care need for those living with cancer (ie, patients and their friends and family). The information needed to help individuals plan their lives around the consequences of cancer, such as the receipt of health care, is an example of an important informational need. A suitable theory to guide the development of interventions designed to meet this informational need has not been identified by the authors.

Objective: The aim of this study is to generate a grounded theory capable of guiding the development of interventions designed to assist those living with cancer in meeting their informational needs.

Methods: Classic grounded theory was used to analyze data collected through digitally recorded one-on-one audio interviews with 31 patients with cancer and 29 friends and family members. These interviews focused on how the participants had accessed and used information to plan their lives and what barriers they faced in obtaining and using this information.

Results: The theory that emerged consisted of 4 variables: personal projects, cancer as a source of disruption to personal projects, information as the process of accessing and interpreting cancer-related data (CRD) to inform action, and CRD quality as defined by accessibility, credibility, applicability, and framing. CRD quality as a moderator of personal project disruption by cancer is the core concept of this theory.

Conclusions: Informational resources providing accessible, credible, applicable, and positively framed CRD are likely key to meeting the information needs of those affected by cancer. Web-based informational resources delivering high-quality CRD focused on assisting individuals living with cancer in maintaining and planning their personal projects are predicted to improve quality of life. Research is needed to develop and integrate resources informed by this theoretical framework into clinical practice.
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Introduction

Background

One of the most commonly reported unmet supportive care needs of those facing cancer, including patients [1-4] and their friends and family [5-7], is for information. Common informational needs include those related to prognosis, how to care for someone with cancer, and the benefits and toxicities of treatment [2-8,14]. Unmet information needs are associated with decreased treatment adherence [15,16], increased health care costs [17-19], anxiety [20,21], and depression [20].

In a previous study conducted by the lead author (MT) [22] it was identified that the diagnosis of malignancy resulted in widespread interruption to the lives of those affected by cancer. This study used grounded theory [23,24] to analyze data from 43 semistructured interviews conducted with 18 patients who had been recently diagnosed with cancer and 15 friends and family in Manitoba, Canada. One conclusion from this study was that to support individuals affected by cancer, information is needed that supports them in planning the activities necessary for maintaining participation in the relationships and projects they established before diagnosis—such as those with family, friends, and their work—both in the short and long term. Addressing this finding was a major motivator for the work presented in this study.

Health information–seeking behavior (HISB) is a field of research encompassing how those affected by illness utilize health information. Important areas of study within HISB include how individuals seek, use, and share information [25-27]. The HISB literature can be broadly divided into 3 main categories: (1) coping with health situations, (2) involvement in shared medical decisions, and (3) behavior change and preventative behavior [25,27]. In their concept analysis of HISB, Lambert and Loiselle [27] identified that one goal of the individual engaging in HISB is to better understand what to expect. They identify that HISB serves to “increase predictability” [27] and may assist with “anticipating the sequence of events” [27] that will likely take place. These goals of HISB are consistent with the informational need identified in the study leading up to this work: that information is essential to helping individuals know what to expect in the future so that they can effectively plan how to live their lives [22].

The factors that affect HISB are complex, as illustrated by the examination of the Miller Behavioral Style Scale (MBSS) [26-28] and the model of health information acquisition (HIA) [26,27,29], both of which are utilized in the HISB literature [26,27]. The MBSS is a validated scale [28,30] useful for characterizing individual information-seeking styles in response to both physical and psychological stress [28]. The MBSS categorizes individuals as either information seekers (high monitors) or information avoiders (low monitors) [28,30]. High monitors are more likely to seek out information to cope with stressors, whereas the response of low monitors is to avoid information [28,31,32]. The HIA, developed by Freimuth et al [29] from their work with the National Cancer Institute’s telephone-based Cancer Information Service [26], predicts that the decision to seek information involves a cost-benefit analysis.

The expected benefit of information is weighed against the effort to seek additional information [26,27,29] in terms of cost considerations such as “financial and time expenditures, frustration, confusion, [and] emotional distress” [29]. Together, the MBSS and the HIA suggest that both intrinsic and external variables impact an individual’s ability to access and use health information to plan around the receipt of health care. This conclusion is supported by the wealth of empirical evidence, including multiple systematic reviews [1,5,7,33-40], consistently correlating specific demographic factors (eg, age, gender, education) [33,41,42] with various types of information-seeking behavior [27,43] and health information needs [5,35].

In the context of cancer, it is not clear how to optimally design interventions to support individuals in obtaining the health information that is most useful for them. In general, using theory to guide intervention design results in better outcomes [44,45]. The application of theory in intervention design facilitates the identification of key constructs to be included in the intervention, potentially resulting in a stronger effect [46]. In addition, the results of testing theory-based interventions provide valuable feedback about the accuracy of the theory [23,46], furthering the understanding of the contextual area under study and facilitating modification of the theory to enhance its accuracy [23].

Multiple theories have been used to guide both the understanding of HISB [26,27] and the development of interventions [37]. Importantly, besides the model of HISB by Longo [47,48] and the HIA by Freimuth et al [29,48], few theoretical frameworks regarding HISB have been developed within the context of cancer. In addition, although existing theories in the HISB literature facilitate understanding and explanations of HISB patterns, the utility of these theories for developing interventions is not clear. For instance, although existing theoretical frameworks employed in the HISB cancer context [29,47-49] describe a cost-benefit relationship in terms of whether an individual will search for additional information, they do not provide guidance in terms of how to structure interventions for those affected by cancer to minimize the cost and maximize the benefit of information seeking. A theoretical framework that addresses this gap in the literature is thought to be valuable for developing interventions that address the informational needs of those living with cancer [1,4,11,12,14,15,35,38,48]. Such a framework would be capable of informing the development of interventions that support individuals in planning their lives around the short- and long-term consequences of cancer, including the receipt of treatment and altered life expectancy [22,50].

Objectives

The objective of this study is to develop a grounded theory capable of guiding the creation of informational resources designed to assist individuals living with cancer in meeting their informational needs by minimizing the cost and maximizing the benefit of information seeking.
Methods

Study Approach
This study used classic grounded theory (CGT), a method for discovering theory through iterative data collection and analysis [51-53]. CGT has been identified as a method for uncovering latent behavioral patterns and generating theory capable of guiding practical action for problem solving [54]. This was one reason that CGT was considered the ideal method for this study as the objective required a theory that operationalized (1) why information related to cancer is important for supporting individuals affected by it and (2) how information about cancer can be optimally provided to improve the lives of those affected by it. Both questions assume that shared patterns of behavior exist among those affected by cancer.

Study Procedures
The study procedures, including the study design, data collection, analysis, and drafting of the report, were conducted primarily by the lead author, who was completing a medical oncology fellowship during the first year of the study and enrolled in a PhD graduate program as well as in active independent clinical practice as a medical oncologist for the subsequent portion of this study. The second and fourth authors provided methodological support in conducting and presenting the grounded theory analysis. The third author provided general research expertise and contextual expertise regarding clinical oncology practice.

Ethical Considerations
Approval for this study was obtained through the Health Research Ethics Board of Alberta (Study ID: HREBA.CC-17-0365) before the initiation of recruitment, data collection, and data analysis.

Recruitment
Patients were recruited using posters and invitation letters from a large outpatient cancer facility in Western Canada. Interested patient participants contacted the lead author or primary investigator who provided further details of this study, including its methods, objectives, risks, benefits, and obtained written consent. The patient participants were invited to approach any friends and family to participate in this study as secondary participants. This study was open to all patients aged 18 years or older who had received oncology care. Friends and family participants aged 18 years or older were welcome to participate. Exclusion criteria were limited to not being able to communicate in English and being aged below 18 years. Incentives for participation included being eligible to win one of four Can $25 (US $18.79) gift certificates.

The rationale for inclusion of both friends and family participants as well as patient participants in this study was three-fold. First, it was assumed that, besides instances where patients were receiving medications affecting their cognition or had severe neurological sequelae of their cancer, such as a debilitating brain metastasis, there would be no psychological or sociological phenomena differentiating the processes of information seeking and use for those diagnosed with cancer from their family and friends. Therefore, the concepts and resulting theory that would emerge would likely be valid for both friends and family as well as patients. Second, it is recognized that informal caregivers are often left behind when it comes to supportive care research, including research related to information needs. Although the theory that was expected to emerge would likely be applicable to both groups, without including both patients and friends and family in the study, the validity of the theory for the group not included would likely be questioned. Finally, the contrasting perspectives of friends and family and patients were expected to provide extremely useful data for the purposes of constant comparison, ensuring that theoretical saturation occurred [23,24].

Data Collection
After obtaining written consent, all participants completed a demographic questionnaire (Multimedia Appendix 1). A review of the electronic medical charts of patient participants was performed to facilitate the identification of details that were not readily available outside of a thorough interview in the style of detailed medical and treatment history. The data from the chart review and questionnaires were compiled into a database to assist with theoretical sampling, an iterative sampling technique to ensure theoretical coverage and heterogeneity [23,24]. For instance, patients were initially interviewed as they were recruited, resulting in a predominance of patients >50 years of age with breast and colorectal cancer being interviewed. Therefore, the database was used to identify and select participants for interviews who were primarily younger patients with less common malignancies. This was important to ensure that the emerging concepts were adequately informed by data from individuals likely to have had contrasting experiences.

All interviews were semistructured (Multimedia Appendix 2), face to face, and audio recorded. The interviews were carried out in participants’ homes, apart from 3 interviews conducted over the phone. Interviewees were encouraged to stop the interview at any point if they were no longer comfortable proceeding or needed a break; in addition, they were provided with contact information for psychosocial support available through the cancer center. The interviews with participants took place separately, except for 7 interviews where the patients and their friends and family wanted to be interviewed together. Participants were interviewed once; no repeat interviews were conducted. The audio recordings from the interviews were transcribed by a professional transcriptionist as soon as possible after each interview to facilitate ongoing and iterative data analysis. The average interview length was 53 min overall, 1 hour and 4 min for interviews involving patients, and 36 min for interviews with only friends and family participants. Participants who participated in interviews were offered a 24-hour parking pass to the cancer center.

Data Analysis
Data analysis using constant comparison was carried out in keeping with the CGT [51]. Data analysis and data collection occurred in an iterative manner, beginning once the first interview was transcribed. Coding, memoing, and theory generation were guided by comparing coded incidents and intentionally selecting participants and interview questions.
likely to result in data being collected that would contrast with previously collected data, providing new insight to guide the emerging theory [51]. Data collection ceased when data saturation occurred, whereby no new data emerged from the ensuing interviews. The initial stage of coding the collected data (ie, open coding) resulted in a coding schema emerging and the identification of a core category. This facilitated the next stage of the CGT analysis (ie, selective coding), where the theory began to emerge around the coding categories (ie, variables) associated with the consequences of access to the information that participants identified as being helpful or unhelpful. The final stage of the CGT analysis (ie, theoretical coding) involved coding to finalize theoretical links between the categories connecting the challenges faced by the participants, their experience with cancer, and information.

Results

Participant Characteristics

A total of 37 patients and 36 friends and family consented to be contacted for interviews, with 31 patients and 29 friends and family (Table 1) completing interviews.

Table 1. Interviewed participants’ demographics (n=60).

<table>
<thead>
<tr>
<th>Interviewed participants</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Interviewed primary participants (n=31)</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (range)</td>
<td>60 (29-81)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>14 (45)</td>
</tr>
<tr>
<td>Female</td>
<td>17 (55)</td>
</tr>
<tr>
<td>Initially curative at the time of diagnosis, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>26 (84)</td>
</tr>
<tr>
<td>No</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Currently curative (at the time of interview), n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>19 (61)</td>
</tr>
<tr>
<td>No</td>
<td>12 (39)</td>
</tr>
<tr>
<td>Malignancy type, n (%)</td>
<td></td>
</tr>
<tr>
<td>Colorectal</td>
<td>8 (26)</td>
</tr>
<tr>
<td>Noncolorectal gastrointestinal malignancy</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Breast</td>
<td>9 (29)</td>
</tr>
<tr>
<td>Melanoma</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Hematologic malignancies</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Osteosarcoma</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Interviewed secondary participants (n=29)</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (range)</td>
<td>56 (27-83)</td>
</tr>
<tr>
<td>Relationship with the primary participant, n (%)</td>
<td></td>
</tr>
<tr>
<td>Spouse</td>
<td>17 (59)</td>
</tr>
<tr>
<td>Child</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Sibling</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Parent</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Friend</td>
<td>5 (17)</td>
</tr>
</tbody>
</table>

The sample of patients who completed the interviews was relatively balanced in terms of gender and included patients with ages ranging from their late 20s to early 80s. Importantly, there was a mix of patients who were being treated with curative intent, as well as those being treated noncuratively for de novo or recurrent metastatic disease, suggesting a wide range of cancer experiences. In terms of friends and family interviewed, ages were similar to patients, likely reflecting the high number of spouses who were included in the interviews.

The Grounded Theory of Information Access and Use

The primary finding, or core variable [51], was that the quality of cancer-related data (CRD) that patients and their friends and family received impacted their ability to plan their lives around the consequences of the malignancy diagnosis. The theory consists of 4 interrelated concepts: (1) personal projects, (2) the cancer project, (3) information as the process of receiving and
interpreting data to inform action, and (4) the quality of CRD received.

At the conclusion of this study, information was understood as the process of informing action based on the CRD that patients and their friends and family received about cancer. For those affected by cancer, CRD came from multiple sources, including health care providers, family, friends, and the internet. CRD from health care providers were the most credible and applicable; however, access to health care providers was often limited to clinical visits where the uptake of the CRD was limited. CRD found on the internet were readily accessible and provided an opportunity for repeated access. Received CRD are interpreted in the context of internal data, including the individual’s personal values, how the individual understands their life story, goals for the future, and previously obtained CRD. This process informs the individual’s actions related to managing cancer or their personal projects (eg, career, raising children, being physically fit). The concepts that comprise the theory are described in the following subsections. A graphical model of the theory is presented in Figure 1.

Figure 1. A graphical model of the theory of information access and use. The theory suggests that a cancer diagnosis is disruptive, in part, because it decreases the ability of an individual to effectively make decisions about how to invest their time and energy into their personal projects. This is due to a resulting lack of certainty about what to expect, both in terms of the cancer itself and how the consequences of cancer, such as treatment and altered life expectancy, will affect their personal projects. Information is understood as a process involving receiving data about cancer and interpreting it to increase the certainty of the outcome of different actions. High quality data, defined as data that is accessible, credible, applicable, and positively framed, enhances decision-making support and results in improved engagement with personal projects. The dark black arrowed lines represent aspects of the information/action continuum in which energy and time is diverted between personal projects and seeking information. The indirect winding line titled “uninformed decisions” illustrates the inefficient use of an individual’s finite energy and time when decisions are not informed by high-quality cancer data.

Personal Projects: The Context of Cancer

Personal projects refer to the collection of activities that an individual invests a significant amount of energy and time in over a prolonged period of their life. The following quote demonstrates how time and energy shift from one personal project (eg, child rearing) to another (eg, the project of being healthy) over the course of a lifetime:

_I worked and I [raised] the kids and I was very involved, and I volunteered a ton and then once they graduated it was my turn. And I started to do things for me and get myself healthy and eat healthy and all that._ [Patient 1]
The personal projects of the participants created a unique context for each individual to face the challenges of the cancer experience. Each participant had a unique group of ongoing personal projects, allotting different amounts of time and energy to each, and each was ascribed with unique meaning. Importantly, before diagnosis, these personal projects—and the activities and roles that comprised them—were what the participants invested their time and energy in.

Cancer: A New Disruptive Project

The personal projects of the participants were disrupted following the malignancy diagnosis. Energy and time were diverted from preexisting personal projects to managing the consequences of the cancer diagnosis. Some participants described being able to continue with most aspects of their personal projects but were unable to plan how these would fit into the future. This was because the necessary details that would facilitate planning, such as prognosis or the time and energy commitment needed for treatment, were not made clear for weeks, or even months, after the initial diagnosis. Others described that following the diagnosis, their personal projects essentially halted:

> I was given the diagnosis, sent to the [hospital ward] and then I was in there for over I think it was two weeks or something or longer. [Patient 15]

For friends and family, disruption to personal projects was related to the amount of support they provided to the individual who received the malignancy diagnosis. A partner of a patient described the disruptive effect of cancer as follows:

> Well obviously, it’s been life altering. I guess it’s – it’s certainly changed what the priorities are in our short term, midterm and long-term activities. ...because like the first priority is always caring for [spouse] making sure [they] get the right [treatment]. [Friends and Family 15]

In this example, priorities were understood to relate to the relative energy and time that the participant planned to invest in various projects. In contrast, a participant identified as a friend to a primary participant but not as a central member of the patient’s support network indicated that the malignancy diagnosis was not disruptive to their personal projects stating:

> I avoid the issue of [their] illness. ...I don’t make [them] sick. [Friends and Family 26]

Information: Definition and Function

At the conclusion of this study, information came to be understood as a multistage process, with steps occurring both externally and internally to the individual. The process participants described included searching for, receiving, and interpreting data related to cancer (ie, CRD) to inform action related to their personal projects and managing cancer. CRD came in many forms, including through conversations with health care providers, friends and family, web searches, and personal experiences. Participants also described actively searching for CRD, using time and energy that would otherwise be used for their personal projects, to understand the diagnosis and its consequences. For instance, one participant described searching for CRD and using them to answer questions related to the project of raising a family following the malignancy diagnosis:

> But at the start, ‘cause I was so scared, I thought “oh my God, I have these little kids that I have to raise” you know? I have a long haul ahead of me, like I got to get through this. What can I do that’s going to help benefit me in the long run? [...] what things are going to benefit me health wise? That’s going to... help me get through this? [Patient 2]

This participant went on to describe finding books and other resources that contained CRD that were helpful in navigating the challenges of being a parent while dealing with the consequences of the malignancy.

In contrast to the CRD that were actively sought out, CRD were also obtained passively through sources such as TV shows, news, and casual conversations with friends and family and from clinical encounters with physicians and nurses. In addition, participants indicated that although much of the CRD that they used were obtained from external sources, they also identified internal sources of CRD. For instance, personal knowledge gained from previous cancer experiences with family and friends was identified as an important source of CRD.

After CRD were accessed, participants described using it to guide both small-scale decisions, such as the day-to-day logistical coordination of the activities related to a single personal project (eg, taking time off work to provide transportation to a patient), and large-scale decisions, such as those that would affect all of an individual’s personal projects:

> [...] if I had had a better idea about what the progression, the path [forward] is going to be - that would be helpful for me. [...] And I want to plan, right now I want to plan 6 months, I want to plan a year from now. [...] Because of this situation I’m going to be leaving my job and [moving] and to the extent possible I’d like to know, this sounds terribly selfish, but there’s a little bit of: how does this affect me? [Friends and Family 27]

Quality CRD: Accessibility, Credibility, Applicability, and Framing

To understand how information could be optimally provided to those affected by cancer, many of the study interviews included a focus on how CRD had been provided through the cancer center or by clinicians, whether these CRD were helpful, and discussions about how CRD could be better provided. Through this exploration, and the many contrasting examples provided by the participants, 4 themes defining the quality of CRD were identified: accessibility, credibility, applicability, and framing.

Accessibility

Accessibility refers to how CRD are made available to individuals and is characterized by ease of access, timing, organization, complexity, and delivery method.
Ease of Access

Some external CRD sources can have limited accessibility, whereas others can be repeatedly and conveniently accessed. Health care providers and cancer centers are sources of CRD that have limited access. Participants described CRD available through clinic visits, support groups, and education sessions as being accessible only in certain locations and at certain times. As a result, the CRD provided were not always able to be effectively received. One participant described the experience of comparing the details that they recalled from clinician visits with a friend who had been present for the visits and had been taking notes:

I still haven’t been to a single appointment without bringing someone with me. [...] every single car ride home [when we discuss the appointment] it was like we were in two different [doctor’s visits]. [Patient 30]

Resources that could be accessed repeatedly, such as printed materials or the internet, allowed participants to access and interpret CRD at their own pace. The internet was a highly accessible source of CRD for many participants. One patient participant described being confused about the prognosis of their breast cancer despite receiving prognostic CRD from a physician. The participant used Google to gather additional CRD as the physician was not readily available to provide further clarification. The participant eventually decided to accept the treatment that had been recommended after learning through the internet that their breast cancer is a “more aggressive type so that’s kind of scary, but then there’s the treatment for a year that’s supposed to balance it out” (Patient 29).

Timing

For CRD sources with limited access, participants needed to be able to receive them when they were available. Timing refers to issues where individuals are simply not able to receive CRD even if they are physically presented with CRD. One friend and family participant described an instance of poor timing when CRD was shared with a loved one who was in the hospital and recovering from cancer surgery:

Well, he was on hard drugs. So I couldn’t – like he is stoned, when he was in the hospital. And they are throwing a ton of information at him that I am having a hard time grasping and retaining and so he doesn’t have a hope in hell of getting it. [Friends and Family 3]

Organization

Organization affects how efficiently individuals are able to identify what content of the provided CRD is relevant to them. One participant described the experience of receiving a printed package of CRD from the cancer center, and the subsequent investment of energy and time to identify what was important:

[...] it was a lot of brochures and then for me it was about weeding out what was important and relevant, so I just focused on like overall what’s going to happen with chemo and then just hone in on like [the patient’s type of cancer]. Not that anything – like it’s not like the other things aren’t relevant but I had to focus on] what I could like absorb [and] what I needed to know. [Friends and Family 22]

Complexity

The complexity of the CRD being shared also affected participants’ ability to interpret it. One participant described receiving CRD with technical medical content as “good, but you can only give so much to a laymen and they’re not going to understand the rest of it like, it can only be so difficult” (Friends and Family 15). Another participant described the amount of time and energy required to navigate through complicated treatment decisions that had been offered by the medical oncologists. The participant described having multiple “family group meetings” (Friends and Family 9) in which the members of the family would sit in the patient’s living room and repeatedly play the recording of the doctor’s visit, trying to understand the CRD that were shared in the consultation to make decisions both regarding medical management and how to plan their lives around the data received.

Delivery Method

The method of delivery was also important in terms of participants’ ability to access CRD. Different formats of delivery, such as face-to-face discussions with clinicians, education sessions at the cancer center, and internet content, resulted in differences in terms of ease of access. Participants also expressed relative differences in their comfort in each format. Text-based CRD were universally described as helpful. However, some individuals expressed issues with retrieving internet content (“I don’t do the computer” [Patient 3]) or a preference for reading things on paper as opposed to on a computer or smartphone screen.

Credibility

Participants described receiving CRD from their health care providers, friends, family, the internet, TV, and other cancer survivors. The usefulness of these CRD was related to the credibility (ie, reliability) of the source. CRD received from health care providers, including handouts and brochures, were generally considered credible. Oncology specialists, including physicians and nurses, were identified as being the most credible sources of CRD. They were described as being able to anticipate questions and provide answers without even being asked, capable of providing reassurance, and answering the patient’s questions based on “where [the patient was] coming from” (Patient 7). General practitioners or family physicians were also considered credible sources; however, several participants indicated that they received little CRD about their cancer from their general practitioner. One participant indicated that they did not trust anything from the general practitioner stating that the general practitioner had “missed the diagnosis [of malignancy] for many years” (Patient 1). Although participants described various degrees of trust in internet sources of CRD, websites such as the Canadian Cancer Society’s website were identified as highly credible.

Cancer survivors, defined here as those with a personal diagnosis or the close friend or family member of someone with a diagnosis [55], were also credible sources of CRD. Survivors provided practical, real-world knowledge about how to manage
the consequences of cancer. Participants described “comparing notes” (Patient 12) about where to source complementary products such as hand creams and how to plan for certain treatments. In addition, survivors who had been diagnosed with cancer decades earlier and were still alive existed as CRD that a malignancy diagnosis was not necessarily a death sentence:

Since I have seen people stay over 10 years with [specific type of cancer], I’m hoping I will stay about 10 years [...]. I met a woman who told me “oh, this is my 10th year” [...]. So I believe that if some people can survive it then I will. [Patient 10]

Participants also described CRD from sources that were not credible. They described interactions with well-meaning friends and family who provided CRD about conspiracy theories and unproven controversial treatments. These examples of CRD were described as “uncomfortable noise” (Patient 30) requiring time and energy to evaluate both its credibility and how best to manage the relationship with its source.

**Applicability**

Although participants described the CRD obtained from health care providers as highly credible, the data were not always applicable. Participants described receiving general information packages about nutrition and managing side effects but finding these of limited use or even a source of potential distress. One participant who was receiving immunotherapy described receiving a list of potential side effects of treatment from the medical team providing treatment. The participant described reading through the list and feeling anxious about the potential side effects only to become frustrated when at the bottom of the list it said that immunotherapy patients should “ignore [the list of side effects] and just call the triage number” (Patient 17).

Many participants described receiving CRD from the TV and the internet. CRD from these sources presented challenges for the participants as they were a potential source of fear. One participant described being: "worried about how bad [chemotherapy] was going to be” based on “picture[ing] it from TV and stuff. Like people just puking all the time” only to find that “nausea was hardly a problem” [Patient 31].

Personal experience provided a source of internal CRD considered to be extremely applicable. Participants, including patients and those supporting them, described that as they gained personal experience with receiving medical care, they were able to find a “rhythm” (Patient 31) as they knew what to expect. This allowed them to become increasingly able to plan activities related to their personal projects, such as their work or other relationships. However, each new challenge, such as an unfamiliar treatment, procedure, or symptom, had the potential to interrupt this rhythm, causing disruption until a new rhythm could be established.

**Framing**

Whether CRD were framed in a positive way also affected participants’ ability to use the data. Positive framing involves communicating information in an honest manner that (1) also highlights the best possible outcome including exceptional outliers and (2) provides options for moving forward. Even when the odds were seemingly against them, participants stressed the importance of focusing on positive outcomes and what they, or clinicians, could do to optimize the situation:

*Maybe they’re not right with me. Maybe I’m one of the 5%, because I exercise or whatever... I can pretend that maybe I’m one of the [few] that will beat this, to some degree, not beat it forever, but go a little longer than they told me.* [Patient 1]

*You don’t want someone telling you, you’re for sure going to have, you know, a really bad rash on your hands and feet. You want someone saying, you might have a bad rash on your feet and this is what you do about it.* [Patient 2]

*They’ve been amazing, everybody. And helpful, and encouraging, [...] They haven’t been negative about [it], they’ve just said that there is no cure for this yet.* [Patient 8]

*I guess the negative part to me is – cause I’ve heard and seen people that [say] “well I have cancer so I’m going to die, I know that whether it’s five years down the road, I’m going to die.” [...] The negative part is “I’m going to die” you know?* [Patient 21]

**Discussion**

**Interpretation of Findings**

A classic definition of information is “a difference in matter-energy which affects uncertainty in a situation where a choice exists among a set of alternatives” [29,56]. Benner [57] suggests that illness and losses such as death “can disrupt (if not shatter) one’s taken-for-granted world” and that recovery comes both from “curing the body” [57] and through (re)integration of the self into “his or her particular world” [57]. The theory that emerged in this study links an individual’s ability to remain integrated in a world changed by cancer, through maintenance of connection with personal projects to their ability to access helpful information in a way that does not result in further disruption to their life.

The risk benefit consideration identified in existing theories, such as the HIA [29] and the theoretical framework of HSB by Longo et al [47], identifies that an important step in the information process is deciding whether additional information should be sought (ie, cost-benefit analyses). Similarly, this study identified that the cost of seeking CRD is two-fold. First, seeking CRD was an activity that diverted time and energy from personal projects. Second, the cost of basing expectations and making decisions on CRD that are inaccurate is not negligible, as exemplified by the quotes provided in the Applicability subsection in the Results section. Interventions structured on the 4 components of high-quality CRD outlined in this study, including accessibility, credibility, applicability, and framing, are likely to minimize the cost and maximize the benefit of health information seeking for those living with cancer.

**Extending the Theory—A Deeper Grounding of Accessibility and Time**

An important component of the information process, in addition to seeking, receiving, and ultimately acting on CRD, occurs
between when CRD are received and action occurs. Although the process of interpreting CRD to inform action was not explored explicitly in this study, insights can be gained by examining the findings of this study in conjunction with the existing literature. First, participants in this study indicated that some of their decisions regarding treatment and their personal lives were based on limited or inaccurate CRD. Second, as participants shared and reflected on their cancer journey they both reflected feeling and displayed anger, sadness, joy, and a wide range of other emotions. Both observations are congruent with the existing literature regarding the challenges individuals living with cancer face in obtaining useful information [1-4,9,11,12,14,15,38,39,42,50] and the significant role emotions play during the cancer experience [58,59]. The role of emotions in decision making has been well documented, with both theory and empirical data supporting that emotions affect decision making in different ways [60,61]. For instance, fear is associated with the interpretation of greater risk, whereas anger is associated with less perceived risk [60,61]. In addition, research supports that individuals revert to less emotional states as time passes from the inciting stressor, resulting in decision making that is less reactive, and instead guided by reasoning that is more rational, better reflecting the individual’s personal values [60,62].

The insights gained from the data regarding emotions and decision making is important because they add depth to the concept of accessibility and the subconcept of timing that emerged from this theory. On the basis of the theoretical and empirical data regarding emotion and decision making [60,61], for CRD to be useful, they must be provided well in advance of decision making to increase the probability that decision making will be interpreted in a nonemotionally heightened state. Although there is limited empirical evidence to support this conclusion in the cancer context, the literature regarding patient decision aids (PDAs) is informative. PDAs consist of questionnaires or informational packages provided to patients to assist them in better understanding and engaging with medical decision making [19,63]. In a recent Cochrane Systematic Review, although not directly compared in any of the studies reviewed, PDAs provided before consultation compared with usual care appeared to have a positive impact on patient’s accurate perception of risk compared with PDAs provided during consultation (risk ratio 2.25, 95% CI 1.65-3.07 vs risk ratio 1.79, 95% CI 1.28-2.52, respectively) [19]. If fear is indeed associated with inaccurate risk perception [60,61], then this trend suggests that endeavors to understand the role of early provision of high-quality CRD to patients with cancer and those supporting them, guided by the intention of reducing fear and improving decisional quality, may be fruitful.

From Theory to Innovation

The theory that emerged in this study is useful because it identifies guiding concepts for developing high-quality CRD. Providing CRD that are accessible, credible, applicable, and positively framed is predicted to minimize the cost and maximize the benefit of information seeking. On the basis of what was shared by the participants in the interviews and the resulting theory, it is expected that the internet will be the primary delivery method of any novel informational intervention informed by this study. Although universal access to the internet is not a reality, with barriers to access existing for some groups such as those of low socioeconomic status [64], it is estimated that approximately 90% of North Americans have internet access [65], with rates of internet usage in seniors (aged 65 years and older) being over 70% in some areas [65]. As identified in this study and in the HISB literature in general [66,67], the internet circumnavigates common issues with accessibility, such as the need to travel or being available only during business hours and the requirement of appointment times to receive information [67]. In other words, it facilitates access to CRD in a way that minimizes the cost to the individual and their personal projects.

Perhaps the biggest challenge with providing highly accessible internet-based CRD is ensuring that it is adequately applicable to “assist with anticipating the sequence of events that will likely take place” [27]. It is plausible that an inversely proportional relationship exists between applicability and accessibility. For instance, in this study health care providers were identified as providing the most applicable information, yet they could only be accessed through an appointment taking place at the cancer center. The internet, on the other hand, was very accessible, but many participants identified not being sure of what information was relevant to them. Similar findings have been reported elsewhere [68,69]. Taken together with the theory that emerged, this relationship suggests that any novel online informational intervention should be integrated with and informed by local clinical practice patterns.

Given the current state of oncology practice, developing informational interventions that deliver high-quality CRD is likely possible. Contemporary clinical oncology practice relies on evidence-based, guideline-informed practice. A recent retrospective analysis of the Surveillance, Epidemiology, and End Results Program-Medicare database identified deviations from guideline recommendations in the metastatic breast cancer setting occurring only 18% of the time [70]. Similar findings in the early breast cancer population have been observed [71], supporting that, at least within the breast cancer context, care is relatively standardized in many centers. Standardization of care means that informational content can be developed that is capable of being both applicable to those in any given cancer context, providing information that helps them predict what to expect. This is because standardization likely facilitates the production of informational content that can be specific about what is going to happen regarding any given process. In contrast, when there is little standardization, specific management details, such as which clinicians will be involved, the treatments that will likely be offered, or the timing of these treatments, may quickly become inaccurate or unreliable, resulting in confusion and distress for individuals using those details to plan their lives. In addition to standardization, internet-based patient portals, which connect patients with cancer to their health care data such as consultation reports, imaging, laboratory values, and informational support, are being established at an increasing number of cancer centers [66,72-74]. This also supports that clinical integration of online informational resources delivering high-quality CRD is possible. Given that the hurdles of applicability and accessibility can be overcome, understanding
how best to meet specific content needs is an important next step on the path to improving the cancer experience.

**Clinical Implications**

The theory that emerged in this study informs current clinical practice in several ways. First, it highlights that clinicians are an important source of CRD. The CRD they provide is considered to be both highly credible [68] and applicable by those affected by cancer. However, the observed limitations associated with health care providers as an information source include accessibility and framing. Clinicians are encouraged to be mindful of overloading patients and their informal caregivers.

The theory that emerged here supports that providing CRD to patients when they are emotionally overwhelmed, physically exhausted, or impaired by medication is not effective. The concept of accessibility highlights one benefit of patients having access to recordings of their visits with health care providers [75], as this intervention allows the CRD shared by health care providers to be carefully reviewed at a time that best suits the patient and their informal caregivers. With regard to framing, it has been reported elsewhere that identifying what the clinician can do for the patient, including treatment options, is an important aspect of sharing bad news [76-78]. On the basis of the findings of this study, clinicians are also encouraged, when appropriate, to empower patients and informal caregivers following bad news discussions by helping them identify ways to help themselves. This may include assisting with realistic goal setting and identifying activities that the patient and informal caregivers can engage in that will improve their situation in a meaningful way, whether directly related to the disease outcome or not.

**Research Implications**

It is anticipated that this theory will be useful in guiding the development of novel interventions by providing a framework of key considerations for maximizing the benefit of information seeking in the cancer context. However, it does not provide explicit guidance on content to be included in a novel resource or the format of that content. Although the information needs of those affected by cancer are well characterized, it is not clear from the literature what specific content and resources would be most helpful for meeting those needs. Researchers are encouraged to build on this study and engage with those affected by cancer as partners [79] to systematically identify the content and method of delivery that is most helpful to those navigating the cancer journey, both in general and in specific contexts not limited to geography, culture, age, gender, sexuality, education, and income.

**Limitations**

This theory was generated by engaging with adult patients and their friends and family, without exclusion on the basis of cancer type, stage, or treatment intent. The sampling approach focused on obtaining diverse, contrasting perspectives and experiences [51,80]. It is expected that, through the constant comparative method used in this grounded theory study, the emerging theoretical framework will be applicable across the general cancer context. However, specific demographic and cultural groups were not focused on, as this was not within the scope of this study. It is certainly plausible that the concepts, such as the components of high-quality CRD that emerged from this study will be of varying relevance in different populations. For instance, it is plausible that accessibility may be more important for persons with hectic schedules—such as young adults balancing establishing a career, growing a young family, maintaining a social schedule, and facing the challenges of a new cancer diagnosis—compared with individuals with fewer competing commitments. In addition, although the interpretation of CRD is presented here as a personal process, it has been demonstrated that some individuals may prefer to involve various members of their community, including elders, extended family, and/or spiritual leaders in decision making [81,82].

These 2 observations serve as a reminder that theory is not a substitute for engaging with the expected end users when developing interventions intended to help improve their cancer experience [83]. Finally, as this research study was conducted in the context of the cancer experience in Western Canada, it is certainly possible that how this framework applies to other areas in Canada, and the world for that matter, may differ. Researchers and clinicians are encouraged to explore how the framework presented here can be modified to best reflect the context of living with cancer in their area [23].

**Conclusions**

The objective of this study is to develop a theoretical framework grounded in the cancer experience capable of guiding the development of informational resources. The framework that emerged links the quality of CRD received to the impact that the cancer diagnosis has on an individual’s life. The theory comprises 4 variables: personal projects, cancer as a project that interferes with existing personal projects, information as the process of receiving and processing CRD to inform action, and CRD quality. Key features of high-quality CRD include accessibility, credibility, applicability, and framing. On the basis of this theory, the internet is foundational for delivering highly accessible information interventions. Clinicians are encouraged to consider accessibility and framing in how they provide information to those they care for. Future directions for research are expected to include engaging with those affected by cancer as partners to develop and integrate informational interventions based on this theory into clinical care. Interventions informed by this theoretical work are expected to help individuals remain effectively engaged with the personal projects in their lives following a cancer diagnosis and minimize the disruptive impact of the cancer diagnosis on patients and their informal caregivers by decreasing the cost of obtaining useful information.
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Abstract

Background: Herd immunity or community immunity refers to the reduced risk of infection among susceptible individuals in a population through the presence and proximity of immune individuals. Recent studies suggest that improving the understanding of community immunity may increase intentions to get vaccinated.

Objective: This study aims to design a web application about community immunity and optimize it based on users’ cognitive and emotional responses.

Methods: Our multidisciplinary team developed a web application about community immunity to communicate epidemiological evidence in a personalized way. In our application, people build their own community by creating an avatar representing themselves and 8 other avatars representing people around them, for example, their family or coworkers. The application integrates these avatars in a 2-min visualization showing how different parameters (eg, vaccine coverage, and contact within communities) influence community immunity. We predefined communication goals, created prototype visualizations, and tested four iterative versions of our visualization in a university-based human-computer interaction laboratory and community-based settings (a cafeteria, two shopping malls, and a public library). Data included psychophysiological measures (eye tracking, galvanic skin
response, facial emotion recognition, and electroencephalogram) to assess participants’ cognitive and affective responses to the visualization and verbal feedback to assess their interpretations of the visualization’s content and messaging.

**Results:** Among 110 participants across all four cycles, 68 (61.8%) were women and 38 (34.5%) were men (4/110, 3.6%; not reported), with a mean age of 38 (SD 17) years. More than half (65/110, 59.0%) of participants reported having a university-level education. Iterative changes across the cycles included adding the ability for users to create their own avatars, specific signals about who was represented by the different avatars, using color and movement to indicate protection or lack of protection from infectious disease, and changes to terminology to ensure clarity for people with varying educational backgrounds. Overall, we observed 3 generalizable findings. First, visualization does indeed appear to be a promising medium for conveying what community immunity is and how it works. Second, by involving multiple users in an iterative design process, it is possible to create a short and simple visualization that clearly conveys a complex topic. Finally, evaluating users’ emotional responses during the design process, in addition to their cognitive responses, offers insights that help inform the final design of an intervention.

**Conclusions:** Visualization with personalized avatars may help people understand their individual roles in population health. Our app showed promise as a method of communicating the relationship between individual behavior and community health. The next steps will include assessing the effects of the application on risk perception, knowledge, and vaccination intentions in a randomized controlled trial. This study offers a potential road map for designing health communication materials for complex topics such as community immunity.

**Introduction**

**Background**

_Herd immunity or community immunity_ refers to the reduced risk of transmission of infection among susceptible individuals in a population through the presence and proximity of immune individuals. Community immunity (the term we use throughout this paper) works by breaking the chain of transmission and decreasing the probability of contact with an infectious agent, thereby preventing the spread of infectious agents in susceptible populations [1,2]. High vaccination coverage is generally needed to achieve this protection at the population level [3]. Decisions not to vaccinate affect population-level vaccine coverage and can result in outbreaks of vaccine-preventable diseases by pushing the vaccine coverage rate below the community immunity threshold [4-6].

Although some research suggests that people’s immunization decisions are primarily influenced by perceived benefits and harm at the individual level rather than those at the community level [7], other studies have suggested that improving the understanding of community immunity may lead to an increase in the intention to be vaccinated [8-10].

Community immunity is a challenging concept to convey. It depends on multiple factors, namely, vaccine effectiveness and coverage, whether or not susceptible individuals form clusters, timing of vaccine administration (ie, delayed vaccination results in longer periods of susceptibility and therefore increased likelihood of infection), and the presence or absence of serotype replacement [11]. It is also affected by historical rates of vaccination coverage where there are potential immunity gaps among people in specific age groups (eg, adolescents and young adults for MMR [measles, mumps, and rubella] vaccines). Possibly because the interplay between all these variables is complicated, people demonstrate an uneven understanding of the connection between individual-level vaccination behavior and community-level risk and benefits [12].

A systematic review identified visualization as a promising avenue for communicating the complex concept of community immunity [13]. By visualization, we mean the visual presentation of data or information. Visualization is a powerful communication mechanism because it enables people to rapidly understand complex information [14]. In this paper, we use the term _visualization_ to refer to a brief narrated animation about community immunity. We use the term _application_ when referring to a complete web-based application, combining the visualization with an interactive section in which people make their own avatars.

**Objectives**

In this study, we seek to iteratively develop an application about community immunity that would be understood by people with varying levels of education and to assess and optimize people’s cognitive and emotional responses to the application. Our focus included emotions because emotions influence people’s decisions [15-17], including health decisions [18-20], and specifically vaccination decisions [21,22].

Our study aims to determine (1) whether and how people attend to different visual elements to explain the concept of community immunity (what is community immunity and how it works), (2) whether these elements are understandable, and (3) whether people understand how community immunity safeguards people, especially vulnerable populations who cannot be vaccinated or who may not respond to vaccines owing to their age or suppressed immune system.

**Methods**

**Ethics Approval and Consent to Participate**

This project was approved by ‘Comité d’éthique de la recherche en sciences de la santé’ ethics committee of Laval University.
Concept Map

Before designing the first prototype, our multidisciplinary team began by developing a concept map [23] of what the prototype should convey (Multimedia Appendix 1). Concept maps are defined as tools for organizing and representing knowledge [24] or a graphical representation of different concepts and the relationship between those concepts [25]. Our concept map was used to organize the underlying content presented in the visualization within three major themes: (1) community, (2) infection, and (3) vaccines. We expanded and refined the components of each theme throughout the study in response to participants’ feedback. The theme community included content about how a community is made up of individuals, including vulnerable people living among other individuals. The theme infections included content about how different pathogens cause different infections and spread at different rates. The theme vaccines included content about how effective vaccines may or may not be, how some vaccine effectiveness may wane over time, and how different diseases require different vaccine coverage to prevent the spread of infection and to create community immunity.

Overall Approach

We developed our prototype application according to the concept map and predefined our communication goals for each element of the prototype. Each element of the prototype was linked to what it was intended to convey in the concept map, and what cognitive and/or affective (emotional) responses we aimed to evoke among participants. Across multiple iterative cycles (Multimedia Appendices 2-5), we then measured participants’ responses to assess the extent to which each element of our application met its associated communication goals. In each cycle, we further sought to understand participants’ needs, strengths, and limitations; observe how they attended to visual elements and colors; and identify potential improvements that could be made to the application.

Framework

To design our application and interpret people’s responses, we developed an integrated framework, as shown in Figure 1, combining four existing frameworks or models: (1) the Health Belief Model [26], (2) Gestalt visual principles [27], (3) the Cognitive Theory of Multimedia Learning [28,29], and (4) Affect Heuristic [30,31].

Figure 1. Conceptual frameworks used in this study and their relationship to the outcomes assessed.

We selected the Health Belief Model [26] as the most likely framework to help us understand potential health behavior as a result of exposure to our intervention. This model has been developed and used to assess behavioral changes among people. However, this model hypothesizes that the intention or likelihood of an individual to take action stems from individual perception, and there is less detail regarding how such perceptions are shaped by different cues to action. We augmented this model to better understand the antecedents of perception by using Gestalt visual principles to inform the design of our visualization. Gestalt visual principles emphasize that the whole cannot be determined by simply knowing the individual pieces but emerges through how the pieces are combined or structured. These principles can be used to understand how the structure, configuration, or layout of elements in a visualization influence how people perceive the visualization. For example, the figure-ground principle describes how humans perceive objects or figures according to the contrast
between elements and their backgrounds, and the proximity principle describes how images or figures located near each other are considered as a part of the same group, whereas objects apart are perceived as separate. Gestalt visual principles can thus help predict the effects of spacing, timing, and configuration when presenting information visually [32]. The *Cognitive Theory of Multimedia Learning* describes how people learn via two channels—auditory and visual—and use both together to build mental representations from words (audio) and images (visual) [28,29]. Finally, the *Affect Heuristic* provides an explicit framework for how the experiential system influences decisions via affect and emotions. The experiential system encodes reality in images, metaphors, and narratives, to which people have affective responses [31]. The Affect Heuristic helps structure analyses of emotions in response to the visualization.

Our guiding methodological framework was that of a user-centered design [33] in which potential users are consulted early and often, with their responses to prototype versions serving to help guide iterative improvements of the intervention or tool.

**Study Participants and Setting**

Across all four study cycles, we recruited participants who were aged 18 years or older, had either no vision problems or corrected vision problems (eg, using eyeglasses or contact lenses), and were able to provide written informed consent, read and understand French or English, and use computers. In cycles 1, 3, and 4, we recruited participants to come to our university-based human-computer interaction laboratory by sending invitations to a university-wide listserv directed at all students, staff, and others. In cycle 2, we recruited participants in person by approaching them at a university-based cafeteria. In cycle 3, in addition to the listserv recruitment, we also recruited participants in person at a public library and two shopping malls located in areas of the city whose postal codes are associated with more diverse educational backgrounds. An incentive of either Can $10 (US $7.46; cycles 1, 2, 4) or Can $20 (US $14.92; cycle 3) was offered for their time and any transportation costs incurred. In cycle 3, we offered a larger incentive because, after viewing our visualization, participants subsequently interacted with materials developed for other studies, meaning that the individual sessions were of a longer duration.

**Psychophysiological Measurement**

Design cycles 1, 3, and 4 used four psychophysiological data collection methods: eye tracking, galvanic skin response, electroencephalogram (EEG), and facial emotion recognition. We used eye tracking to determine what people were looking at and to measure participants’ visual attention [34]. We used galvanic skin response to determine when participants experienced peaks in emotional arousal [35]. Such peaks indicate instances of strong emotions. We expected the visualization to elicit strong emotions when, for example, something alarming happened, such as a vulnerable person getting infected with a contagious disease. We used facial emotion recognition software to assess emotional valence (ie, whether emotions were positive or negative) [36]. We expected participants’ emotions to be positive when the visualization depicted positive things happening, for example, community immunity being achieved and protecting community members, and to be negative when the visualization depicted negative things happening, for example, an infection spreading in the community. We used EEG to assess participants’ cognitive workload and engagement while looking at the information provided in the visualization [37]. We aimed for participants to experience higher engagement when interacting with the visualization without exceeding a cognitive load threshold above which they might be less likely to process new information.

**Apparatus and Procedures**

As shown in Figure 2, participants sat in a stationary chair in front of a desk with a mobile eye tracker (Tobii X2-30) and a webcam mounted on the computer monitor, a keyboard, a mouse, and computer speakers. A member of the research team explained each participant-worn device while placing it. These participant-worn devices were a portable galvanic skin response apparatus (Shimmer Sensing Shimmer3 GSR+) worn on the participant’s nondominant hand and an EEG (Advanced Brain Monitoring B-Alert X-Series) fitted on the participant’s head, using a gel on the electrodes. We followed standard procedures for each device’s calibration [38-41]. Data streams for all devices were synchronized and saved using the iMotions Attention Tool version 7 (cycle 1) or version 8 (cycles 3 and 4) [42].
Verbal Feedback

We complemented psychophysiological data on participants’ nonverbal reactions with brief verbal feedback. Using semistructured interview questions (Multimedia Appendices 6-8), we asked participants to summarize in their own words what they saw in the visualization, what message it aimed to convey, and anything they found confusing or unclear. They were also asked questions about how to improve the visualization or personalized avatar building. If their explanation about the visualization indicated that they may have missed some visual elements, we probed for more specific information on how to improve those visual elements. We recorded responses using an audio recorder and took notes. Table 1 shows the summarized study design.

Table 1. Summarized study design.

<table>
<thead>
<tr>
<th>Cycles</th>
<th>Study setting</th>
<th>Sample size</th>
<th>Method for data collection</th>
</tr>
</thead>
<tbody>
<tr>
<td>First cycle</td>
<td>University-based human-computer interaction laboratory via university-wide listserv (email)</td>
<td>n=8</td>
<td>Psychophysiological measurement and verbal feedback</td>
</tr>
<tr>
<td>Second cycle</td>
<td>University-based cafeteria (by approaching them)</td>
<td>n=11</td>
<td>Verbal feedback</td>
</tr>
<tr>
<td>Third cycle</td>
<td>University sample: university-based human-computer interaction laboratory via university-wide listserv (email)</td>
<td>n=49</td>
<td>Psychophysiological measurement and verbal feedback</td>
</tr>
<tr>
<td></td>
<td>Community sample: a public library and two shopping malls (by approaching them)</td>
<td>n=34</td>
<td></td>
</tr>
<tr>
<td>Fourth cycle</td>
<td>University-based human-computer interaction laboratory via university-wide listserv (email)</td>
<td>n=8</td>
<td>Psychophysiological measurement (eye-tracking only) and verbal feedback</td>
</tr>
</tbody>
</table>

Analysis

Our analytical aim was to assess whether the application achieved its communication goals. To analyze psychophysiological measurements, we examined participants’ reactions to each element according to its associated communication goal. We first identified the periods of each element in the visualization according to the voice-over timing. We assessed whether the participant was visually attending to each element by defining an area of interest for each element (eg, a rectangular region around a symbol) and examining whether the participant had any eye fixations of 200 ms or more in that area of interest. Fixations are described in the literature as lasting from 100 to 500 ms [43,44], 150 to 600 ms [45], or as long as 100 ms but typically 200 to 600 ms [46]. We selected 200 ms to maximize the likelihood of detecting fixations among people viewing a rapidly moving visualization while avoiding contaminating our data with shorter pauses in eye movement that might not indicate the person extracting any visual information. During the times when the element was present, we then also examined galvanic skin response, facial emotion, and EEG data as predefined for each communication goal. To analyze the galvanic skin response, we used an algorithm to detect peaks in arousal [47]. Previous literature suggests that
After collecting data for each cycle, the first author (HH) compiled and reviewed data with coauthors (EP and MTB), summarized problems, and drafted recommendations. These recommendations were then discussed with the senior author (HW) and, when necessary, the larger team (remaining authors) to determine changes for the next cycle.

Iterative Cycles

**First Cycle**

Our multidisciplinary team developed the first version of a visualization based on epidemiological evidence that we had organized in the concept map. We prespecified communication goals for different visual design elements (ie, what we wanted to convey with each element of the visualization and how we expected people to respond). We used four devices (Figure 2) and brief verbal feedback (audio-recorded) to assess participants’ interpretations and reactions to the content of the visualization. After viewing, the participants described the visualization in their own words. They were also asked the following questions: What do they think this visualization wants to convey? Is there anything in the visualization that they find unclear or confusing?

**Second Cycle**

We developed a revised version of the visualization based on participants’ feedback in the first cycle. We predefined our communication goals for the second cycle (Multimedia Appendix 9) and refined the concept map by adding how different diseases spread differently (pertussis, measles, and influenza as test case) and that different diseases require a different number of vaccine doses (eg, a single dose, multiple, booster, or annual doses). The visualization showed how different parameters (eg, vaccine coverage and intracommunity contact) can influence community immunity. We audio-recorded a brief verbal feedback.

**Verbal Feedback**

In this cycle, we only used audio-recorded verbal feedback (no psychophysiological measurements were used in this cycle [Table 1]) to assess participants’ interpretations of the visual content and their suggestions to improve it. We chose this method to increase the richness of verbal responses for each visual element. We asked participants to describe their understanding of the visualization, how vaccines work to protect people from diseases, what it means to be immune, and if there was anything confusing or unclear in the visualization. We showed images from the visualization to participants and asked specific questions (eg, what do the icons of the older woman and the baby represent in this visualization? What do the images of viruses causing different diseases represent?). We also asked participants about different terms used to explain community immunity, that is, herd immunity, community immunity, and community protection and which term they prefer.

**Third Cycle**

We developed a third version of a visualization based on participants’ feedback in the second cycle. We used the same techniques as in the human-computer interaction laboratory described earlier, along with verbal feedback. The third cycle was tested in two different settings: a university and different...
locations in a community setting (two shopping malls and a public library). We predefined the communication goals for the third cycle (see Multimedia Appendix 10 for university sample and Multimedia Appendix 11 for community sample). We asked participants to describe, in their own words, the visualization shown to them. We included a larger number of participants in this cycle, as our visualization was closer to launch and we wanted to make sure that it was easily understood and that people grasped the concept of community immunity. We also wanted to test if our communication goals were achieved among people with varied levels of education.

**Fourth Cycle**

By the fourth cycle, the content of our visualization had achieved nearly all predefined communication goals. However, one major issue remained. Up to this cycle, we had used generic avatars in our visualization. On the basis of data from previous cycles, we were concerned about the extent to which people could identify with the generic avatars presented in the visualization. Therefore, we developed an additional piece in which people were asked to build their own communities by making personalized avatars (their own, 2 vulnerable people in their community, and 6 avatars of people around them who could be family members or coworkers). We added this feature so that people could better identify with the avatars that were subsequently integrated into our application to explain community immunity. We asked participants to provide critical feedback on the process of creating their own avatars and building their own communities. In this cycle, we focused on three questions related to the new features: (1) Was an onboarding tutorial describing how to build avatars a useful addition? (2) Was it easy to build the avatars? and (3) Was the length of the avatar-building process reasonable? We further asked what participants thought of the avatar-building options, including the accessories and color palettes for skin tone and hair color. Participants also described the application in their own words. We only used the eye-tracking device in this cycle to assess visual attention.

**Results**

**Study Participants**

A total of 110 eligible participants across the four cycles (cycle 1 [n=8], cycle 2 [n=11], cycle 3 [n=83], and cycle 4 [n=8]) participated in the study (Table 2). Overall, 61.8% (68/110) of the participants were women and 34.5% (38/110) were men; 3.6% (4/110) did not report their gender. The mean age was 38 years (SD 17). Furthermore, 96.3% (106/110) of the participants spoke and understood French, 29.0% (32/110) spoke and understood English, whereas 3.6% (4/110) did not report the language spoken. More than half of the participants (65/110, 59.0%) had a university-level education. Most participants (85/110, 77.2%) reported no physical disability, 16.3% (18/110) reported some form of disability, and 2.7% (3/110) preferred not to answer. Across the 110 participants, 3 (2.7%) did not complete the sociodemographic questionnaire.
Table 2. Sociodemographics of each cycle.

<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>First cycle (n=8)</th>
<th>Second cycle (n=11)</th>
<th>Third cycle (university sample; n=49)</th>
<th>Third cycle (community sample; n=34)</th>
<th>Fourth cycle (n=8)</th>
<th>Across all cycles (N=110)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Self-identified gender</strong>, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>3 (38)</td>
<td>7 (64)</td>
<td>34 (69)</td>
<td>16 (47)</td>
<td>8 (100)</td>
<td>68 (62)</td>
</tr>
<tr>
<td>Male</td>
<td>2 (25)</td>
<td>4 (36)</td>
<td>15 (31)</td>
<td>17 (50)</td>
<td>0 (0)</td>
<td>38 (35)</td>
</tr>
<tr>
<td>Not reported</td>
<td>3 (38)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1(3)</td>
<td>0 (0)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>28 (8)</td>
<td>24 (7)</td>
<td>37 (13)</td>
<td>52 (15)</td>
<td>26 (8)</td>
<td>38 (17)</td>
</tr>
<tr>
<td><strong>Language</strong>, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>French</td>
<td>5 (63)</td>
<td>11 (100)</td>
<td>48 (98)</td>
<td>34 (100)</td>
<td>8 (100)</td>
<td>106 (96)</td>
</tr>
<tr>
<td>English</td>
<td>5 (63)</td>
<td>10 (91)</td>
<td>14 (29)</td>
<td>1 (3)</td>
<td>2 (25)</td>
<td>32 (29)</td>
</tr>
<tr>
<td>Not reported</td>
<td>3 (38)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (4)</td>
</tr>
<tr>
<td><strong>Physical disability</strong>, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>9 (18)</td>
<td>9 (26)</td>
<td>0 (0)</td>
<td>18 (16)</td>
</tr>
<tr>
<td>No</td>
<td>5 (63)</td>
<td>11 (100)</td>
<td>40 (82)</td>
<td>21 (62)</td>
<td>8 (100)</td>
<td>85 (77)</td>
</tr>
<tr>
<td>Not reported</td>
<td>3 (38)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (9)</td>
<td>0 (0)</td>
<td>3 (3)</td>
</tr>
<tr>
<td><strong>Education level</strong>, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some elementary School</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (12)</td>
<td>0 (0)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>High school diploma</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (4)</td>
<td>9 (26)</td>
<td>1 (13)</td>
<td>12 (11)</td>
</tr>
<tr>
<td>College or polytechnic school certificate or diploma (CEGEP(^a), AEC, DEC)</td>
<td>1 (13)</td>
<td>4 (36)</td>
<td>8 (16)</td>
<td>6 (18)</td>
<td>3 (38)</td>
<td>22 (20)</td>
</tr>
<tr>
<td>University graduate degree (bachelor’s)</td>
<td>1 (13)</td>
<td>2 (18)</td>
<td>14 (29)</td>
<td>9 (26)</td>
<td>1 (13)</td>
<td>27 (25)</td>
</tr>
<tr>
<td>University graduate degree (master’s)</td>
<td>3 (38)</td>
<td>5 (45)</td>
<td>20 (41)</td>
<td>1 (3)</td>
<td>3 (38)</td>
<td>32 (29)</td>
</tr>
<tr>
<td>University graduate degree (doctorate)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>5 (10)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>6 (5)</td>
</tr>
<tr>
<td>Do not know</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (9)</td>
<td>0 (0)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Not reported</td>
<td>3 (38)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>4 (4)</td>
</tr>
</tbody>
</table>

\(^a\)Quebec educational level requiring 2 years of study after completion of grade 11. CÉGEP students are typically 17 to 19 years old, and students typically must complete CÉGEP to be admitted to university.

First Cycle

Findings From This Cycle

We obtained psychophysiological data from 6 of 8 participants and qualitative verbal feedback from 8 of 8 participants. There were missing psychophysiological data for 2 participants because of technical issues with the devices. Specifically, we had problems initializing the EEG.

As described in Table 3, the design elements of the visualization achieved their communication goals to varying degrees. All participants (8/8) reported that people in clusters of hexagons represented members of the community. Most participants (7/8) reported that a yellow background indicated vulnerable people, and 6 of 6 participants responded psychophysically in desired ways, that is, peaks in arousal, and high engagement when a vulnerable person became infected. All participants (8/8) reported that red connecting lines represented the spread of infection. Half of the participants (3/6) did not visually attend to the appearance of a thick blue band indicating community immunity upon its appearance. When questioned about its meaning, most participants (6/8) reported that the blue band around vulnerable people meant community immunity, whereas 2 of 8 participants interpreted it as some sort of linkage between the older woman and the baby. All participants (8/8) explicitly mentioned in their explanation that when enough people were vaccinated, this created a protective barrier of community immunity to prevent the spread of infection. Overall, all
participants had a neutral (6/6) facial expression when community immunity was explained in the visualization.

**Changes for the Next Cycle**

A number of aspects of the first version of the visualization needed improvement. First, only a few participants (1/6) visually attended to the appearance of the central avatar, and only half of the participants (4/8) reported that the central avatar represents them. Second, most people (5/8) did not understand that the avatars around them could be others they see often but who are not members of their immediate family, for example, coworkers. To address these two issues, for the next cycle, we presented the center avatar, immediate family members, colleagues, and other regular contacts in the same visual frame by zooming in and out. Third, participants showed either low engagement (2/6) or drowsy or unengaged (4/6) when an infection first entered the community. To address this, rather than having the infection simply appear, we used a red line to visually represent the entry and spread of infection in the community. Fourth, participants (8/8) suggested that the visualization came across as a simple promotion of immunization rather than explaining how community immunity works. Although these concepts are interrelated in the sense that community immunity requires sufficient numbers of people to be immunized, our goal was to explain community immunity. To address this issue, we increased the focus on community immunity in the narration of our visualization. In discussing this latter change among our team, we identified a need to test the terms herd immunity, community protection, and community immunity by asking participants in the next cycle about their reactions to each of the three terms. In our team discussions, we also identified the need for new visual elements about different viruses (using measles, pertussis, and influenza as examples) to explain in greater detail why different diseases require vaccine doses and schedules.
Table 3. The communication goals set for the first cycle of visualization.

<table>
<thead>
<tr>
<th>S. no.</th>
<th>Design element or a concept</th>
<th>Message design elements intended to convey in the visualization (desired interpretation and/or reaction)</th>
<th>What users reported when viewing these design elements (verbal feedback; n=8)</th>
<th>How users reacted to these design elements (psychophysiology; n=6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>The avatar represents the participant.</td>
<td>Of 8 participants, 4 reported that the avatar represents them. The other 4 participants interpreted it as representing a person, but not them.</td>
<td>Of 6 participants, 1 visually attended to the appearance of the avatar. Overall valence was positive across the 6 participants.</td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>The hexagonal shape represents a unit.</td>
<td>Of 8 participants, 2 reported that each hexagonal shape was a separate unit. The other 6 participants interpreted it as an unspecified symbol or a honeycomb.</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt; (no psychophysiology data specific to this visual element).</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>A person in a hexagonal shape around the central avatar represents the participant’s regular contacts (family members, friends, neighbors, or colleagues).</td>
<td>Of 8 participants, 3 reported that a person in hexagonal shape was a member of their community; 5 participants interpreted it as their family member.</td>
<td>N/A (no psychophysiology data specific to this visual element).</td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>Icon of an older woman and a baby represents vulnerable people or those with fragile immune systems (eg, patients with cancer). High arousal and visual attention were expected when vulnerable people appeared in the visualization.</td>
<td>All participants (8/8) reported that an older woman and a baby in the visualization represent vulnerable people.</td>
<td>Of 6 participants, 4 visually attended when vulnerable people appeared in the visualization. Of 6 participants, 3 showed a peak in arousal when vulnerable people appeared.</td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>Yellow color behind baby and an older woman</td>
<td>Yellow color signals vulnerable people.</td>
<td>Of 8 participants, 7 reported that yellow color signals vulnerable people; 1 participant did not pay attention to the yellow color in the visualization.</td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td>Red color signals diseased or infected; blue color signals vaccinated or protected; gray color signals susceptible to disease or infection</td>
<td>• All participants (8/8) reported that the red color in the visualization represents disease, infection, or danger. • All participants (8/8) reported that the blue color in the visualization signals being safe from diseases or vaccinated. • Of 8 participants, 6 reported that gray color signals being susceptible to disease/infection or not vaccinated; 2 interpreted gray color as people who can be vulnerable.</td>
<td>N/A (no psychophysiology data specific to this visual element).</td>
<td></td>
</tr>
<tr>
<td>S. no.</td>
<td>Design element or a concept</td>
<td>Message design elements intended to convey in the visualization (desired interpretation and/or reaction)</td>
<td>What users reported when viewing these design elements (verbal feedback; n=8)</td>
<td>How users reacted to these design elements (psychophysiology; n=6)</td>
</tr>
<tr>
<td>-------</td>
<td>-----------------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| 7.    | When infection first enters the community. | High arousal, engagement, and visual attention were expected when the visualization shows when the infection first enters the community. | No comments recorded. | • Of 6 participants, 3 visually attended when infection first entered the community.  
• Of 6 participants, 2 showed a peak in arousal when infection first entered the community.  
• No participants (0/6) were most likely to be in a high-engagement state when the infection first entered the community; 2 of 6 participants were most likely to be in a low-engagement state; 4 of 6 participants were most likely to be in a drowsy (unengaged) state. |
| 8.    | When the central avatar gets infected. | High arousal, engagement, and visual attention were expected when the visualization shows the central avatar representing the participant getting infected. | No comments recorded. | • Of 6 participants, 1 visually attended when the avatar got infected.  
• Of 6 participants, 4 showed peaks in arousal when the avatar got infected.  
• Of 6 participants, 4 were most likely to be in a high-engagement state when the avatar got infected. |
| 9.    | ![Image](https://www.jmir.org/2020/10/e20113) | Red connecting lines represent the spread of infection.  
High arousal, engagement, and visual attention was expected when the visualization showed red connecting lines indicating the spread of infection. | All participants (8/8) reported that red connecting lines indicate the spread of infection. | • Of 6 participants, 1 visually attended to red connecting lines.  
• Of 6 participants, 1 showed peak in arousal when red connecting lines appeared.  
• All participants (6/6) were most likely to be in a high-engagement state when red connecting lines appeared. |
| 10.   | When the vulnerable people get infected. | High arousal, engagement, and visual attention were expected when the vulnerable people got infected. | No comments recorded. | • Of 6 participants, 3 visually attended when vulnerable people got infected.  
• All participants (6/6) showed a peak in arousal and a negative valence when vulnerable people got infected.  
• All participants (6/6) were most likely to be in the state of high engagement when vulnerable people got infected. |
| 11.   | When community immunity was explained | Participants’ explanations include the concept of community immunity.  
High arousal, visual attention, and positive valence was expected when the visualization demonstrated the concept of community immunity. | All participants’ (8/8) explanations include the concept of community immunity, that is what it is and how it works. | • Of 6 participants, 4 visually attended when community immunity was explained.  
• Of 6 participants, 4 showed peak in arousal when community immunity was explained.  
• Overall facial expression was neutral across the 6 participants. |
<table>
<thead>
<tr>
<th>S. no.</th>
<th>Design element or a concept</th>
<th>Message design elements intended to convey in the visualization (desired interpretation and/or reaction)</th>
<th>What users reported when viewing these design elements (verbal feedback; n=8)</th>
<th>How users reacted to these design elements (psychophysiology; n=6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.</td>
<td>Blue lines spreading out from vaccinated people indicate the community immunity.</td>
<td>Of 88 participants, 6 reported that blue lines spreading out from vaccinated people show the protective barrier that is community immunity.</td>
<td>All participants (6/6) were most likely to be in a high-engagement state when blue lines appeared indicating the community immunity.</td>
<td></td>
</tr>
<tr>
<td>14.</td>
<td>The cluster of hexagons represent different communities.</td>
<td>All participants (8/8) reported that clusters of hexagons represent different communities.</td>
<td>N/A (no psychophysiology data specific to this visual element).</td>
<td></td>
</tr>
<tr>
<td>15.</td>
<td>The avatar in the cluster of hexagons represents members of the community.</td>
<td>All participants (8/8) reported that the avatar in the clusters of hexagons represents members of the community.</td>
<td>N/A (no psychophysiology data specific to this visual element).</td>
<td></td>
</tr>
<tr>
<td>16.</td>
<td>The gray outline around the cluster of hexagons indicates a group or members of the same community.</td>
<td>Of 8 participants, 6 reported that the gray outline indicates the group or members of the same community.</td>
<td>N/A (no psychophysiology data specific to this visual element).</td>
<td></td>
</tr>
<tr>
<td>17.</td>
<td>The orange outline showed the participant’s community.</td>
<td>Of 8 participants, 7 interpreted the orange outline as their community.</td>
<td>Of 6 participants, 3 visually attended when the orange outline appeared around their community.</td>
<td></td>
</tr>
</tbody>
</table>

*N/A: not applicable.

### Second Cycle

#### Findings From This Cycle

The second version of the visualization achieved most of its communication goals. Multimedia Appendix 9 provides details analogous to those provided in Table 3 for the first cycle. All participants (11/11) reported that the people in the hexagon represent members of their community or people with whom they were in daily contact, the older woman and the baby in the visualization represented vulnerable members of the community, and the hexagons represented individuals. Most participants (7/11) reported that the visualization communicated that vaccines are not perfect, and nearly all reported that some vaccines require multiple doses or booster shots to work (10/11). All participants’ (11/11) responses showed that they understood the use of colors to signal vulnerability and infection such as a yellow background indicating vulnerable people, and that red color showed propagation of the disease. All participants (11/11) reported that community immunity safeguards vulnerable people, that is, when sufficient number of people around them were vaccinated, whereas lower vaccine coverage puts communities and the people within them, especially vulnerable populations, at risk of becoming sick. Participants indicated that the term community immunity best conveyed the concept compared with terms herd immunity (which implies herds of animals) or community protection (which participants indicated evoked images of protection via firearms.) Few (2/11) participants reported that the color blue indicated immunity, and none (0/11) showed understanding that the color gray indicated susceptibility to infection. Some participants reported that diseases differ (3/11) and spread at different rates (3/11). Few participants (2/11) reported that vaccine-induced immunity, whereas none reported the concept of natural immunity (0/11). Some participants (3/11) reported the role of vaccine
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effectiveness in creating community immunity, whereas others did not.

**Changes for the Next Cycle**

Aspects of the visualization that needed to be improved included conveying that the color blue means being vaccinated or immune, the color gray means being susceptible, and focusing attention on the fact that different diseases spread at different rates. In addition, the visualization did not yet help participants understand the role of vaccine effectiveness in community immunity or distinguish between natural immunity and vaccine-induced immunity. Participants further suggested that the visualization was too long and provided too much information to retain. In the third cycle, we kept the colors blue and gray but explained their meaning in the narration. We removed the images representing different viruses but kept the narration explaining how different infections spread at different rates, illustrating it with infection spread. We further added depictions of different vaccine coverage for different diseases to show how community immunity prevents the spread of infection. We removed images illustrating natural and vaccine-induced immunity and different vaccine doses, and instead wove this information into the narration illustrated by a single image of immunity. We shortened the visualization for the next cycle to about 2 min and used the term community immunity in the narration.

**Third Cycle**

**Findings From This Cycle**

The third cycle mostly achieved its communication goals (see Multimedia Appendix 10 for university sample and Multimedia Appendix 11 for community sample). A total of 83 participants (university sample: n=48; community sample: n=34) participated in our third cycle. Most participants (51/83, 61%) reported that the older woman and the baby represented vulnerable people or those with fragile immune systems (eg, patients with cancer). Most participants’ (60/83, 72%) verbal feedback summarizing the visualization included the point that vaccines prevent the spread of infection. Most participants (42/83, 50%) reported that community immunity safeguards everyone, some participants (34/83, 41%) reported that the thick blue band around an older woman and the baby demonstrated community immunity protecting vulnerable population and that an individual’s decision to get vaccinated or not has an impact on other people in their community (36/83, 43%). Most participants visually attended to all communication goals in a desired way; for example, nearly all participants (80/83, 96%) visually attended when the contagious disease spread to vulnerable people, when vaccines wane over time (74/83, 89%), and when community immunity safeguards everyone (81/83, 97%). Overall, across all 83 participants, people were likely in a state of high engagement and optimal workload during the explanation of how community immunity safeguards everyone.

**Changes for the Next Cycle**

Results from this cycle suggested that participants mostly understood the information presented in the visualization. However, some wording was unclear, so we made changes to the script to clarify it. For example, in the portion of the animation explaining how vaccines’ effectiveness wanes over time, we changed the script from, *They don’t work every time, and can wane over time*, to, *their protection can fade over time*. We also changed the order of some design elements to better align with how people appeared to understand the information during testing. For example, rather than first presenting how different diseases spread at different rates and then explaining community immunity, we changed these to present community immunity first, facilitating the explanation of why some diseases need more people to be vaccinated to create community immunity. Most importantly, until this cycle, we used generic avatars in the visualization. However, the generic avatars continued to be difficult for participants to interpret. To personalize the avatars so that people could better identify with them, we added a functionality so that people could build their own communities by making an avatar for themselves, 2 avatars for vulnerable people in their community, and 6 avatars of other people they see regularly, such as family members or coworkers. These personalized avatars were then integrated into our visualization to help participants better understand and respond emotionally to the idea of family members, friends, or other close contacts being vulnerable and at risk of infection.

**Fourth Cycle**

We tested the last version of the application with 8 participants. All participants (8/8) reported what community immunity was and how it worked. Participants found the tutorial on how to create avatars confusing and preferred to make avatars by reading instructions. All participants (8/8) were able to easily create avatars by following step-by-step instructions, without a tutorial. All participants liked the color palettes for skin tone and hair colors. A participant suggested adding different accessories with options such as caps, hats, and a hijab to include more culturally diverse and realistic avatars.

The key findings of all cycles and major changes implemented are summarized in Table 4.
Table 4. Key findings of all cycles.

<table>
<thead>
<tr>
<th>Cycles</th>
<th>Key communication goals achieved</th>
<th>Key communication goals not achieved</th>
<th>Summary of psychophysiological data (where applicable)</th>
<th>Summary of how issues were addressed in the next cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>First cycle</td>
<td>• Nearly all participants reported that the color yellow represents vulnerable people.</td>
<td>• Most participants did not understand that the central avatar represents them.</td>
<td>• Most participants visually attended to the appearance of vulnerable people.</td>
<td>• We presented the center avatar, immediate family members, colleagues, and communities in the same visual frame by zooming in and out.</td>
</tr>
<tr>
<td></td>
<td>• Most participants reported that the blue band around vulnerable people meant protection.</td>
<td>• Some participants did not understand that the avatars around them could include nonfamily contacts, for example, coworkers.</td>
<td>• Most participants had peaks in arousal and showed high engagement when avatars got infected.</td>
<td>• We removed the term immunization in the narration script and focused more on community immunity.</td>
</tr>
<tr>
<td></td>
<td>• All participants reported that the avatars in the cluster of hexagons represent members of the community.</td>
<td>• All participants understood the purpose of visualization as promoting immunization rather than explaining the concept of community immunity.</td>
<td>• All participants showed high engagement when red lines showed the spread of infection.</td>
<td>• We decided to test the terms herd immunity, community protection, and community immunity by asking participants which term they relate to and prefer.</td>
</tr>
<tr>
<td>Second cycle</td>
<td>• All participants reported that yellow signaled vulnerability.</td>
<td>• Few participants reported that blue meant vaccinated or immune.</td>
<td>• Most participants visually attended and had peaks in arousal when community immunity was explained.</td>
<td>• We added a question to be asked in the next cycle about the shape of hexagons presented in the visualization.</td>
</tr>
<tr>
<td></td>
<td>• All participants reported that red signaled infection.</td>
<td>• No participants reported that gray meant susceptible.</td>
<td>• Most participants visually attended and all participants had peaks in arousal when community immunity was explained.</td>
<td>• We added a new design element in the next cycle explaining how different viruses (eg, measles, pertussis, influenza) spread at different rates and require different vaccine schedules.</td>
</tr>
<tr>
<td></td>
<td>• All participants reported that hexagons represent people.</td>
<td>• Most participants did not report that different diseases spread at different rates.</td>
<td>• Most participants visually attended and had peaks in arousal when community immunity was explained.</td>
<td>• We removed images of viruses but retained in the narration explanation of how different infections spread at different rates.</td>
</tr>
<tr>
<td></td>
<td>• Nearly all participants reported community immunity safeguards vulnerable people when sufficient people around them are vaccinated.</td>
<td>• Most participants did not report the role of vaccine effectiveness in community immunity.</td>
<td>• Few participants reported vaccine-induced immunity.</td>
<td>• We added images about different levels of vaccine coverage to achieve community immunity for different diseases.</td>
</tr>
<tr>
<td></td>
<td>• All participants preferred the term community immunity over herd immunity or community protection.</td>
<td>• None of the participants reported accurate understanding of natural immunity.</td>
<td>• All participants reported that the visualization should be shorter.</td>
<td>• We removed images about different vaccine doses and natural and vaccine-induced immunity.</td>
</tr>
<tr>
<td></td>
<td>• All participants suggested that the visualization should be shorter.</td>
<td>• N/A a</td>
<td>• All participants suggested that the visualization should be shorter.</td>
<td>• We shortened the visualization to about 2 min and used the term community immunity.</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Summary of how issues were addressed in the next cycle

<table>
<thead>
<tr>
<th>Cycles</th>
<th>Key communication goals achieved</th>
<th>Key communication goals not achieved</th>
<th>Summary of psychophysiological data (where applicable)</th>
<th>Summary of how issues were addressed in the next cycle</th>
</tr>
</thead>
</table>
| Third cycle | • Most participants reported that the older woman and baby avatars represent vulnerable people or those with fragile immune systems.  
• Most participants reported that vaccines prevent the spread of infection.  
• Most participants reported that community immunity safeguards everyone.  
• Some participants reported that the thick blue band around an older woman and the baby shows community immunity protecting vulnerable populations.  
• Some participants reported that their decision to get vaccinated or not has an impact on other people in their community. | • Nearly all participants found it difficult to identify with the generic avatars.  
• Some participants had peaks in arousal when the avatar first appeared.  
• Most participants had peaks in arousal when the vulnerable population was explained in the visualization.  
• Some participants had peaks in arousal when the infection first entered the community in the visualization.  
• Most participants visually attended when the community immunity was shown, along with how it safeguards everyone.  
• Overall, participants showed high engagement and an optimal workload throughout the visualization. |  |
| Fourth cycle | • All participants reported an accurate understanding of what community immunity is and how it works.  
• All participants reported that community immunity safeguards vulnerable people and everyone in the community.  
• All participants reported that some infections spread faster and need enough people to get vaccinated to prevent the spread of infections.  
• All participants found it easy to create avatars by following instructions without a tutorial.  
• All participants liked the palettes for skin and hair colors. | • For all participants, the avatar creation tutorial was confusing. They preferred to make avatars just by reading the step-by-step instructions.  
• A participant suggested adding additional accessories such as caps, hats, hijab, and other head and hair coverings.  
• Nearly all participants visually attended to the avatar creation elements, including written instructions. | • We added a functionality for people to build their own avatars and their own communities.  
• Nearly all participants found it difficult to identify with the generic avatars.  
• Most participants reported that the older woman and baby avatars represent vulnerable people or those with fragile immune systems.  
• Most participants reported that vaccines prevent the spread of infection.  
• Most participants reported that community immunity safeguards everyone.  
• Some participants reported that the thick blue band around an older woman and the baby shows community immunity protecting vulnerable populations.  
• Some participants reported that their decision to get vaccinated or not has an impact on other people in their community. |

aN/A: not applicable.

In Table 4, we summarize quantitative findings by referring to all participants when 100% of participants exhibited this; nearly all: 80% to 99%; most: 50% to 79%; some: 25% to 49%; few: 1% to 24%; no participants: 0%.

Discussion

Principal Findings and Comparison With Previous Literature

Considering our study as a whole, we observed three principal findings. First, visualization does indeed appear to be a promising medium for conveying what community immunity is and how it works. Our project builds on the limited previous literature on visualization to convey the concept of community immunity. On the basis of our systematic review [13], Betsch et al [10] are the only team to have developed and evaluated such an interactive visualization. Their visualization increased vaccination intentions and demonstrated the promise of this medium for conveying the concept of community immunity. We built on this by adding personalization to increase the user’s identification with the avatars, a voice-over to increase learning, especially among people with lower literacy, and a focus on the protection of vulnerable members of a community. In addition to previous research by Betsch et al [10,57], other studies have also pointed to the potential advantages of using visualization and videos to convey the concept of community immunity [58,59].

Second, our study shows that by involving users in iterative cycles during the design process, it is possible to create a relatively short and simple visualization that conveys a mathematically complex topic. This aligns with previous literature suggesting that visualizations can support people in understanding complex concepts [60-62], and users’ involvement in the design process can facilitate an understanding of the information [63].
Finally, our study shows that considering emotion during the design process can help inform the final design of the intervention. Emotions play an important role in health decision making [17], especially when deciding on behalf of loved ones [64], as is the case when deciding about vaccinating one’s children [65]. To the best of our knowledge, no previous study has considered emotions in developing a tool to explain community immunity [13]. In keeping with the Affect Heuristic within our framework, our study explicitly considered emotion, as expressed in verbal feedback and measured with psychophysiological data. According to Peters et al [66], affect has four possible functions in health communication and decision making. Affect can directly influence decisions according to a person’s subjective sense of the goodness or badness of options; it can function “as a spotlight” to direct a person’s attention toward information, which, in turn, shapes their judgments and decisions; it can motivate information processing and behavior; and it can help people trade-off between concepts that are difficult to compare directly. Because our application is designed primarily to convey a complex concept to inform decisions, we focused on affect’s function as a spotlight and adapted our application to better provoke emotional reactions to key information, such as the vulnerability of some community members. Attending to data about participants’ emotions throughout the design process therefore helped us carefully adapt our application to the way people perceive and use information to make health-related or other decisions.

Limitations

This study has four main limitations. First, study participants were primarily French-speaking people in Quebec City, Canada, predominantly women, and many had a relatively high level of education. Our recruitment materials for different cycles mentioned that the study was about vaccination or health, which may have contributed to the over-representation of women in our university-based samples. Women seek health services more frequently than men [67] and are the overwhelming majority of participants in studies on childhood vaccine decision making [68]. To address this, in our largest cycle (third cycle), we expanded our recruitment strategy to include community-based settings. By deliberately recruiting a large subsample from a population that was more likely to include men and more likely to include people with lower levels of education, we were better able to ensure that the final design would be appropriate for a broad audience. However, despite our best efforts to diversify our study sample, our results may not be generalizable to other populations. Second, our application currently requires that users be able to visually perceive presentations on a screen. Further work will ensure accessibility for people who are blind or visually impaired. Third, building avatars and launching an application requires a certain level of computer literacy, meaning that the application will not necessarily serve people who are uncomfortable using or unable to use computers. Finally, the studies included people who were specifically recruited to participate in a study. It remains to be seen whether people are willing to view a 2-min visualization of community immunity outside of a study setting.

Conclusions

Our application shows promise as a method of conveying the concept of community immunity to a broad range of members of the general public. This study has practical implications regarding how to design health communication materials about complex topics, such as community immunity, and other concepts that combine individual and population benefits and harms, such as antibiotic resistance, health resource allocation, and interventions during epidemics. Applications with personalized avatars may be more effective than abstract visual representations or text-based explanations to help people understand their personal role in population health. Further research could evaluate the specific effects of personalization. Our future work will test our application in a web-based randomized controlled trial to assess its effects on risk perception, knowledge, and vaccination intentions.

Acknowledgments

The authors gratefully acknowledge the contributions of Mehdi Aouami and Rosalie Baker for designing the first version of their prototype and Professor Frederic Lepinay (Design School of Laval University), Dr Ruth Ndjaboue (epidemiologist and postdoctoral fellow at Laval University), Dr Bryna Warshawsky (Public Health Physician at Public Health Ontario), and other colleagues for their constructive comments on an earlier version of prototypes to improve our design. We thank Donavan Aziaka, Magniol Noubi, and Nadège Touko Toudjej for programming the final version of the application and making it ready to launch. This study was funded by the Canadian Institutes of Health Research (grant number FDN-148426, 2016-2021, principal investigator: Witteman). The CIHR had no role in determining the study design, the plans for data collection or analysis, the decision to publish, or the preparation of this manuscript. During this study, HW received salary support from Fonds de Recherche du Quebec—Santé (Research Scholar Junior 1, then Junior 2 Career Development Awards) and from a Canada Research Chair (Tier 2) in Human-Centred Digital Health.

Authors’ Contributions

HH and HW contributed to designing the study. HH, EP, and MB contributed to data collection. HH, EP, MB, DA, MN, NT, and HW helped in designing and programming the application. HH and HW drafted the first version of the article. DA, JB, CC, ED, MD, TG, AG, EK, SM, MN, RO, EP, JP, JR, BS, AS, NT, MB, KW, JL, and DR critically revised the article and approved the final version for submission for publication. HH and HW had full access to all the data in the study and had final responsibility for the decision to submit for publication.
Conflicts of Interest
KW is the CEO and founder of CANImmunize, a digital immunization platform.

Multimedia Appendix 1
Concept map.
[XLSX File (Microsoft Excel File), 70 KB - jmir_v22i10e20113_app1.xlsx]

Multimedia Appendix 2
Script for 1st cycle.
[DOCX File, 765 KB - jmir_v22i10e20113_app2.docx]

Multimedia Appendix 3
Script for 2nd cycle.
[DOCX File, 25908 KB - jmir_v22i10e20113_app3.docx]

Multimedia Appendix 4
Script for 3rd cycle.
[DOCX File, 3954 KB - jmir_v22i10e20113_app4.docx]

Multimedia Appendix 5
Script for 4th or last cycle.
[DOCX File, 3958 KB - jmir_v22i10e20113_app5.docx]

Multimedia Appendix 6
First cycle verbal feedback.
[XLSX File (Microsoft Excel File), 23 KB - jmir_v22i10e20113_app6.xlsx]

Multimedia Appendix 7
Second cycle verbal feedback.
[XLSX File (Microsoft Excel File), 773 KB - jmir_v22i10e20113_app7.xlsx]

Multimedia Appendix 8
Third cycle verbal feedback.
[XLSX File (Microsoft Excel File), 72 KB - jmir_v22i10e20113_app8.xlsx]

Multimedia Appendix 9
The communication goals set for the second iterative cycle of visualization.
[DOCX File, 1901 KB - jmir_v22i10e20113_app9.docx]

Multimedia Appendix 10
The communication goals set for the third iterative cycle of visualization (university sample).
[DOCX File, 3240 KB - jmir_v22i10e20113_app10.docx]

Multimedia Appendix 11
The potential communication goals set for the third iterative cycle of visualization (community sample).
[DOCX File, 3238 KB - jmir_v22i10e20113_app11.docx]

References


11. Lefebvre CD, Terlinden A, Standaert B. Dissecting the indirect effects caused by vaccines into the basic elements. Hum Vaccin Immunother 2015;11(9):2142-2157 [FREE Full text] [doi: 10.1080/16645515.2015.1052196] [Medline: 26186100]


38. Guide. iMotion. 2016. URL: https://imotions.com/guides/eye-tracking/


Abbreviations
EEG: electroencephalogram

©Hina Hakim, Julie A Bettinger, Christine T Chambers, S Michelle Driedger, Eve Dubé, Teresa Gavaruzzi, Anik M C Giguerre, Éric Kavanagh, Julie Leask, Shannon E MacDonald, Rita Orji, Elizabeth Parent, Jean-Sébastien Paquette, Jacynthe Roberge, Beate Sander, Aaron M Scherer, Martin Tremblay-Breault, Kumanan Wilson, Daniel Reinharz, Holly O Witteman. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 30.10.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Patients’ Adoption of Electronic Personal Health Records in England: Secondary Data Analysis

Alaa Abd-Alrazaq¹, PhD; Ali Abdallah Alalwan², PhD; Brian McMillan³, PhD; Bridgette M Bewick⁴, PhD; Mowafa Househ¹, PhD; Alaa T AL-Zyadat², MSc

¹Division of Information and Computing Technology, College of Science and Engineering, Hamad Bin Khalifa University, Doha, Qatar
²Amman University College for Banking and Financial Sciences, Al-Balqa Applied University, Amman, Jordan
³Centre for Primary Care and Health Services Research, University of Manchester, Manchester, United Kingdom
⁴Leeds Institute of Health Sciences, School of Medicine, University of Leeds, Leeds, United Kingdom

Abstract

Background: In England, almost all general practices (GPs) have implemented GP online services such as electronic personal health records (ePHRs) that allow people to schedule appointments, request repeat prescriptions, and access parts of their medical records. The overall adoption rate of GP online services has been low, reaching just 28% in October 2019. In a previous study, Abd-Alrazaq et al adopted a model to assess the factors that influence patients’ use of GP online services in England. According to the previous literature, the predictive power of the Abd-Alrazaq model could be improved by proposing new associations between the existing variables in the model.

Objective: This study aims to improve the predictive power of the Abd-Alrazaq model by proposing new relationships between the existing variables in the model.

Methods: The Abd-Alrazaq model was amended by proposing new direct, mediating, moderating, and moderated mediating effects. The amended model was examined using data from a previous study, which were collected by a cross-sectional survey of a convenience sample of 4 GPs in West Yorkshire, England. Structural equation modeling was used to examine the theoretical model and hypotheses.

Results: The new model accounted for 53% of the variance in performance expectancy (PE), 76% of the variance in behavioral intention (BI), and 49% of the variance in use behavior (UB). In addition to the significant associations found in the previous study, this study found that social influence (SI) and facilitating conditions (FCs) are associated with PE directly and BI indirectly through PE. The association between BI and UB was stronger for younger women with higher levels of education, income, and internet access. The indirect effects of effort expectancy (EE), perceived privacy and security (PPS), and SI on BI were statistically stronger for women without internet access, patients with internet access, and patients without internet access, respectively. The indirect effect of PPS on BI was stronger for patients with college education or diploma than for those with secondary school education and lower, whereas the indirect effect of EE on BI was stronger for patients with secondary school education or lower than for those with college education or a diploma.

Conclusions: The predictive power of the Abd-Alrazaq model improved by virtue of new significant associations that were not examined before in the context of ePHRs. Further studies are required to validate the new model in different contexts and to improve its predictive power by proposing new variables. The influential factors found in this study should be considered to improve patients’ use of ePHRs.

(J Med Internet Res 2020;22(10):e17499) doi: 10.2196/17499
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Introduction

Background
An electronic personal health record (ePHR) has been defined by the Markle Foundation as “an electronic application through which individuals can access, manage and share their health information, and that of others for whom they are authorized, in a private, secure and confidential environment” [1]. Several services can also be provided by more advanced ePHRs, such as requesting repeat prescriptions, booking appointments, viewing test results, and messaging providers [2-4]. ePHRs have the potential to empower patients [5,6], improve patient self-management and medication adherence [7,8], enhance the rapport and communication between patients and health care providers [9,10], ease access to health services [11,12], avoid duplicated tests and medical images [9,11], and decrease adverse events [4,9,11,13].

In England, almost all general practices (GPs) have implemented GP online services, that is, ePHRs that allow people to schedule appointments, request repeat prescriptions, and access coded information in their medical records, such as demographics, medications, allergies, and test results [14]. The number of providers offering GP online services is growing [15].

Research Problems and Aims

Despite the aforementioned potential benefits of ePHRs, the overall adoption rate of GP online services has been low, reaching just 28% in October 2019 [16]. To improve the adoption and implementation of ePHRs, it is important to identify the factors that influence individuals’ use of the system [17-23]. A recent systematic review of 97 studies found that more than 150 factors could affect patients’ acceptance and adoption of ePHRs [24]. Unfortunately, none of these studies were carried out in the United Kingdom and included a number of shortcomings, namely, few studies were theory based [21,25-28], many focused on factors affecting patients’ intention to use ePHRs instead of actual use [29-32], many assessed factors affecting self-reported use rather than actual use [28,33-36], almost all examined independent and dependent variables at one point in time using the same data collection instrument and were therefore at risk of common method bias [26,33,37], and almost all the studies did not differentiate between factors affecting initial use and continuing use of ePHRs. Therefore, Abd-Alrazaq et al [38] conducted a cross-sectional survey to assess the factors that influence patients’ use of ePHRs in England. The study identified several significant factors (performance expectancy [PE], effort expectancy [EE], perceived privacy and security [PPS], behavioral intention [BI], and some moderators), which were able to predict 48% of the variance in use behavior (UB). On the basis of previous research, we propose an amended model that we expect will predict UB more accurately. This study aims to improve the predictive power of the Abd-Alrazaq model by proposing new relationships between the variables existing in the model.

Theoretical Foundation

In a previous study [38], the Unified Theory of Acceptance and Use of Technology (UTAUT) [39] was selected from 12 models as the theoretical foundation. The selection process was based on 6 predefined criteria: 4 criteria related to the goodness of the theory (ie, logical consistency, explanatory power, falsifiability, and parsimony), and 2 criteria related to the applicability of the theory on the phenomena of interest (ie, population and type of behavior). Multimedia Appendix 1 [27,29,37,39-65] elaborates on the selection process of the appropriate theory. Abd-Alrazaq et al [38] adapted UTAUT to the context of ePHRs by removing experience and voluntariness and adding PPS, education, income, and internet access to the model (Multimedia Appendix 2). Their justifications for these adaptations are provided in Multimedia Appendix 3.

Given that the study did not find a significant association between social influence (SI) and BI, the authors recommended that researchers examine other associations of SI [38]. Several studies have found that SI positively affects PE [66-68]. In other words, individuals who perceive that using technology is recommended by those important to them are more likely to perceive that the technology is useful. Therefore, this study proposes that SI directly affects PE and indirectly affects BI through PE.

The 2019 Abd-Alrazaq model [38] could be criticized for failing to hypothesize that facilitating conditions (FCs) are associated with BI. This argument is in line with the findings of Venkatesh et al [69], who proposed this relationship in the extended Unified Theory of Acceptance and Use of Technology (UTAUT2) framework, which is suitable for the consumer context [69]. Several studies have found that FCs are also associated with PE [70-72]. Accordingly, this study proposed that FCs directly affect both PE and BI and indirectly affect BI through PE.

The study by Abd-Alrazaq et al [38] also highlighted the need to assess the effect of moderators on indirect relationships (ie, moderated mediation) in the context of ePHRs. To address this recommendation, this study hypothesized that all mediating effects are moderated by sex, education, income, and internet access. To the best of our knowledge, no studies have assessed the moderating effects of these variables on the relationship between BI and UB. Thus, we explored the moderating effect of age, sex, education, income, and internet access on the relationship between BI and UB. Our proposed model and hypotheses are presented in Figure 1 and Table 1, respectively. The conceptual definitions of the constructs in the proposed model are presented in Multimedia Appendix 4.
Figure 1. The proposed conceptual model.
### Table 1. The proposed research hypotheses.

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>PPS(^a) positively affects PE(^b).</td>
</tr>
<tr>
<td>H2</td>
<td>PPS positively affects BI(^c).</td>
</tr>
<tr>
<td>H3</td>
<td>PPS indirectly and positively affects BI through PE.</td>
</tr>
<tr>
<td>H4</td>
<td>The positive relationship between PPS and PE is moderated by age, sex, education, income, and internet access, such that the influence is stronger for older women with a higher level of education and lower income and with internet access.</td>
</tr>
<tr>
<td>H5</td>
<td>The positive relationship between PPS and BI is moderated by age, sex, education, income, and internet access, such that the influence is stronger for older women with a higher level of education and lower income and with internet access.</td>
</tr>
<tr>
<td>H6</td>
<td>The indirect effect of PPS on BI is moderated by sex, education, income, and internet access, such that the influence is stronger for women with a higher level of education and lower income and with internet access.</td>
</tr>
<tr>
<td>H7</td>
<td>EE(^d) positively affects PE.</td>
</tr>
<tr>
<td>H8</td>
<td>EE positively affects BI.</td>
</tr>
<tr>
<td>H9</td>
<td>EE indirectly and positively affects BI through PE.</td>
</tr>
<tr>
<td>H10</td>
<td>The positive relationship between EE and PE is moderated by age, sex, education, income, and internet access, such that the influence is stronger for older women with a lower level of education and income and without internet access.</td>
</tr>
<tr>
<td>H11</td>
<td>The positive relationship between EE and BI is moderated by age, sex, education, income, and internet access, such that the influence is stronger for older women with a lower level of education and income and without internet access.</td>
</tr>
<tr>
<td>H12</td>
<td>The indirect effect of EE on BI is moderated by sex, education, income, and internet access, such that the influence is stronger for women with a lower level of education and income and without internet access.</td>
</tr>
<tr>
<td>H13</td>
<td>SI(^e) positively affects PE.</td>
</tr>
<tr>
<td>H14</td>
<td>SI indirectly and positively affects BI through PE.</td>
</tr>
<tr>
<td>H15</td>
<td>The positive relationship between SI and PE is moderated by age, sex, education, income, and internet access, such that the influence is stronger for older women with a lower level of education and income and with internet access.</td>
</tr>
<tr>
<td>H16</td>
<td>The indirect effect of SI on BI is moderated by age, sex, education, income, and internet access, such that the influence is stronger for older women with a lower level of education and income and with internet access.</td>
</tr>
<tr>
<td>H17</td>
<td>FCs(^f) positively affect PE.</td>
</tr>
<tr>
<td>H18</td>
<td>FCs positively affect BI.</td>
</tr>
<tr>
<td>H19</td>
<td>FCs positively affect UB(^g).</td>
</tr>
<tr>
<td>H20</td>
<td>FCs indirectly and positively affect BI through PE.</td>
</tr>
<tr>
<td>H21</td>
<td>The positive relationship between FCs and PE is moderated by age, sex, education, income, and internet access, such that the influence is stronger for older women with a lower level of education and income and without internet access.</td>
</tr>
<tr>
<td>H22</td>
<td>The positive relationship between FCs and BI is moderated by age, sex, education, income, and internet access, such that the influence is stronger for older women with a lower level of education and income and without internet access.</td>
</tr>
<tr>
<td>H23</td>
<td>The positive relationship between FCs and UB is moderated by age, sex, education, income, and internet access, such that the influence is stronger for older women with a lower level of education and income and without internet access.</td>
</tr>
<tr>
<td>H24</td>
<td>The indirect effect of FCs on BI is moderated by age, sex, education, income, and internet access, such that the influence is stronger for older women with a lower level of education and income and without internet access.</td>
</tr>
<tr>
<td>H25</td>
<td>The indirect effect of FCs on UB is moderated by age, sex, education, income, and internet access, such that the influence is stronger for older women with a lower level of education and income and without internet access.</td>
</tr>
<tr>
<td>H26</td>
<td>PE positively affects BI.</td>
</tr>
<tr>
<td>H27</td>
<td>The positive relationship between PE and BI is moderated by age and sex, such that the influence is stronger for younger men with a lower level of education, higher income, and internet access.</td>
</tr>
<tr>
<td>H28</td>
<td>BI positively affects UB.</td>
</tr>
<tr>
<td>H29</td>
<td>The positive relationship between BI and UB is moderated by age, sex, education, income, and internet access, such that the influence is stronger for younger women with a higher level of education and income and with internet access.</td>
</tr>
</tbody>
</table>

\(^a\)PPS: perceived privacy and security.  
\(^b\)PE: performance expectancy.  
\(^c\)BI: behavioral intention.
Methods

Study Design and Setting
This study used secondary data analysis from data collected by Abd-Alrazaq et al [38] using a cross-sectional survey of 4 West Yorkshire GPs (Multimedia Appendix 5). Health Research Authority approval was granted before starting data collection (REC reference: 17/SC/0323).

Measurement
All variables except UB were measured using self-administered questionnaires. The questionnaires were composed of 29 questions adopted from previous research (Multimedia Appendix 6). A panel of experts evaluated the face validity and content validity of the questions, and based on their suggestions, the questionnaire was amended and sent via email to 37 patients for pilot testing. The questionnaire was subsequently amended slightly because of the issues reported by patients (Multimedia Appendix 7). UB was measured objectively using system logs by extracting data on the number of times that each participant logged into the system during the 6 months after completing the questionnaire. One open-ended question was added to the questionnaire to obtain qualitative data that enabled the exploration of additional factors. The qualitative data were analyzed using thematic analysis, and the results have been reported elsewhere.

Recruitment
A convenience sampling approach was used to recruit patients. Patients were eligible to participate if they were living in England, were registered at 1 of the 4 GP practices, were aged 18 years or older, and had not used GP online services before (nonusers). The questionnaire was delivered to eligible participants visiting 1 of the 4 GP practices during the study period. Data on participants' use of GP online services were extracted from the system logs after 6 months of completing the questionnaire.

Statistical Analysis
Before assessing the proposed model, it is a prerequisite to check normality [73,74], linearity [73], multicollinearity [73], and common method bias [75,76]. Univariate normality was examined by assessing skewness and kurtosis [73,77]. This study checked the linearity between each proposed relationship using scatterplot graphs [73] and the curve estimation procedure [78]. Multicollinearity was assessed in this study using tolerance, which refers to the proportion of the variability of one predictor that is unexplained by other predictors [73,77]. We checked the common method bias using Harman single-factor test [75]. All the aforementioned analyses were carried out using SPSS v.22 (IBM).

The theoretical model and hypotheses were examined using structural equation modeling (SEM). In SEM, models consist of 2 elements: a measurement model in which the relationships between observed variables and latent variables are examined, and a structural model in which the relationships proposed among the latent variables are assessed [73,79]. Although the measurement model in this study is identical to the original study [38], it was reassessed just for the sake of completeness. The measurement model was examined in terms of 3 aspects: model fit, construct reliability, and construct validity [73,77]. The structural model was then assessed for model fit, predictive power, and strength of relationships [77,79,80]. The strength of relationships was tested using different approaches depending on the type of the proposed effect. To be more precise, path coefficients were checked to examine direct effects [81]. Mediating effects were examined by assessing the indirect effects of using bootstrapping. The moderating effect for the metric moderator (ie, age) was examined using the interaction effect method [73,82]. The moderating effects for the nonmetric moderator (sex) were tested using multigroup SEM [73,74,82]. Moderated mediating effects were assessed using multigroup SEM for indirect effects. All analyses were conducted using the Analysis of Moment Structures v.24 (IBM) software.

Results

Participants’ Characteristics
The response rate was 78.0% (624/800). As shown in Multimedia Appendix 8, the mean age of participants was 44.2 (SD 1.89) years. Most participants were White (498/624, 79.8%) and had internet access (528/624, 84.6%). About half of the sample (284/624, 45.5%) had an income level of less than US $25,000 per year. The most prominent education levels among respondents were bachelor’s degrees (174/624, 27.9%), college or diploma (165/624, 26.4%), and secondary school (147/624, 23.6%). There were no significant differences between participants and the target population in terms of age, sex, and ethnicity (P=.21, P=.06, and P=.64, respectively; Multimedia Appendix 8). Thus, the risk of nonresponse bias is minimal.

Normality, Linearity, Multicollinearity, and Common Method Bias
Histograms presented in Multimedia Appendix 9 show no severe skewness and kurtosis for all items. This finding was confirmed by the absolute values of skewness and kurtosis, which were considerably less than the cutoff points of 3 and 10, respectively [77] (Multimedia Appendix 10).

According to the scatterplots shown in Multimedia Appendix 11, there was an indication of possible nonlinearity for only 2 relationships: the effect of BI and FCs on UB. However, the results of the curve estimation procedure showed that the F values for all proposed relationships in the linear model were significant and higher than the F values of the proposed relationships in the 10 nonlinear models, indicating that all proposed relationships between variables are linear (Multimedia Appendix 12).
As shown in Multimedia Appendix 13, all values of tolerance are within the predetermined cutoff point (≥0.2) [83], indicating that there is no serious multicollinearity between independent variables.

With regard to the common method bias, 5 factors emerged from the Harman single-factor test; a single factor was able to explain less than half of the variance (47.3%; Multimedia Appendix 14). This means that there are no concerns regarding the presence of the common method bias in this study.

Measurement Model

Model Fit

Nine indices were used to assess the absolute model fit (chi-square/df, goodness-of-fit index, adjusted goodness-of-fit index, root mean square error of approximation, p of Close Fit, and standardized root mean square residual) and incremental fit (normed-fit index, comparative fit index, and Tucker-Lewis index) [73,77]. Given that the measurement model in this study is identical to the modified measurement model in the original study, the results of the fit indices were the same between the 2 studies and were within their suggested levels (Multimedia Appendix 15). This indicates that the measurement model adequately fits the collected data.

Construct Reliability

Three measures were used to assess the construct reliability: Cronbach alpha (α), composite reliability (CR), and average variance extracted (AVE). Yielded values of α, CR, and AVE for each construct were within their recommended values of ≥.70, ≥.70, and ≥.50, respectively (Multimedia Appendix 16) [73,77]. This means that the measurement items are consistent and reproducible in measuring what it is assumed to measure.

Construct Validity

Two components of construct validity were examined in this study: convergent validity and discriminant validity [73,77]. The convergent validity was examined by checking factor loadings and the AVE [73]. As shown in Multimedia Appendix 17, the values of factor loading and AVE for all items considerably exceeded the thresholds of .70 and .50, respectively [73]. These results indicate that each item relates strongly to the latent variable that it is assumed to measure.

Discriminant validity was assessed by checking intercorrelation coefficients, comparing the square root of AVE with the intercorrelation coefficients, and comparing loadings and cross-loadings [73,77,81]. Multimedia Appendix 18 shows that the intercorrelation coefficients (off-diagonal values) are located within acceptable ranges (<.85) [84]. Furthermore, each value of the square root of AVE for a construct (values on the diagonal) is higher than all intercorrelation coefficients between that construct and each other construct (Multimedia Appendix 18). As shown in Multimedia Appendix 19, the loading of each item on its construct was higher than the cross-loadings in rows and columns. The results of the three measures indicate that items of each construct are not related to the other constructs that it is not supposed to measure; therefore, the measurement model has acceptable discriminant validity.

Structural Model

Model Fit and Predictive Power

The indices that were used to assess the fit of the measurement model were used again to assess the fit of the structural model. As shown in Multimedia Appendix 20, all fit indices were within the recommended values, indicating that the structural model adequately fits the collected data. The model was able to predict about 0.53 of the variance in PE, 0.76 of the variance in BI, and 0.49 of the variance in UB (Figure 2).
**Strengths of Relationships**

**Direct Effects**

As seen in Figure 2 and detailed in Table 2, all proposed direct effects were statistically significant, except for the effect of FCs on BI ($\beta=.05$, $P=.08$). Specifically, PPS was significantly associated with PE ($\beta=.39$) and BI ($\beta=.23$). The paths from EE to PE and BI were statistically significant ($\beta=.25$ and $\beta=.15$, respectively). There was a statistically significant relationship between SI and PE ($\beta=.13$). FCs were significantly associated with PE ($\beta=.13$) and UB ($\beta=.25$). The relationship between PE and BI was statistically significant ($\beta=.57$). BI and UB were significantly associated ($\beta=.53$). To sum up, the following hypotheses were supported: H1, H2, H7, H8, H13, H17, H19, H26, and H28 (Table 2).
Table 2. Results of the direct effects.

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Path</th>
<th>Standardized estimate (β)</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>PPS → PE</td>
<td>.39</td>
<td>0.32 to 0.46</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H2</td>
<td>PPS → BI</td>
<td>.23</td>
<td>0.17 to 0.29</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H7</td>
<td>EE → PE</td>
<td>.25</td>
<td>0.18 to 0.32</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H8</td>
<td>EE → BI</td>
<td>.15</td>
<td>0.10 to 0.21</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H13</td>
<td>SI → PE</td>
<td>.13</td>
<td>0.04 to 0.22</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H17</td>
<td>FCs → PE</td>
<td>.13</td>
<td>0.06 to 0.20</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H18</td>
<td>FCs → BI</td>
<td>.05</td>
<td>−0.003 to 0.10</td>
<td>.08</td>
</tr>
<tr>
<td>H19</td>
<td>FCs → UB</td>
<td>.25</td>
<td>0.20 to 0.30</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H26</td>
<td>PE → BI</td>
<td>.57</td>
<td>0.51 to 0.64</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H28</td>
<td>BI → UB</td>
<td>.53</td>
<td>0.47 to 0.58</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aPPS: perceived privacy and security.
bPE: performance expectancy.
cBI: behavioral intention.
dEE: effort expectancy.
eSI: social influence.
fFC: facilitating condition.
gUB: use behavior.

Mediating Effects
With regard to the mediating effects, results showed that PE significantly mediated the effect of PPS, EE, SI, and FCs on BI (β=.22, β=.14, β=.09, and β=.07, respectively; Table 3). Accordingly, H3, H9, H14, and H20 were supported in this study.

Table 3. Results of the mediating effects.

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Indirect effect</th>
<th>Standardized estimate (β)</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>H3</td>
<td>PPS → PE → BI</td>
<td>.22</td>
<td>0.18-0.28</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H9</td>
<td>EE → PE → BI</td>
<td>.15</td>
<td>0.10-0.19</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H14</td>
<td>SI → PE → BI</td>
<td>.09</td>
<td>0.04-0.14</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H20</td>
<td>FCs → PE → BI</td>
<td>.07</td>
<td>0.03-0.11</td>
<td>.002</td>
</tr>
</tbody>
</table>

aPPS: perceived privacy and security.
bPE: performance expectancy.
cBI: behavioral intention.
dEE: effort expectancy.
eSI: social influence.
fFC: facilitating condition.

Moderating Effects
With respect to the moderating effects, the effect of EE and FCs on BI statistically increased with increasing age (P=.03, P<.001, respectively; Table 4). In contrast, the effect of PE on BI and the effect of BI on UB statistically decreased with increasing age (P<.001, for both moderating effects).
Concerning the moderating effects of sex, the association between PE and BI was statistically stronger for men than for women ($\beta = .59$ vs $\beta = .50$, $P = .004$; Table 5). The path from BI to UB was statistically stronger for women than for men ($\beta = .53$ vs $\beta = .03$, $P = .001$).

### Table 4. Results of the moderating effect of age.

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Interaction effect</th>
<th>Standardized estimate ($\beta$)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>H4</td>
<td>$PPS^a \times age \rightarrow PE^b$</td>
<td>.18</td>
<td>.66</td>
</tr>
<tr>
<td>H5</td>
<td>$PPS \times age \rightarrow BI^c$</td>
<td>-.02</td>
<td>.25</td>
</tr>
<tr>
<td>H10</td>
<td>$EE^d \times age \rightarrow PE$</td>
<td>.14</td>
<td>.22</td>
</tr>
<tr>
<td>H11</td>
<td>$EE \times age \rightarrow BI$</td>
<td>.05</td>
<td>.03</td>
</tr>
<tr>
<td>H15</td>
<td>$SI^e \times age \rightarrow PE$</td>
<td>.03</td>
<td>.45</td>
</tr>
<tr>
<td>H21</td>
<td>$FCs^f \times age \rightarrow PE$</td>
<td>.21</td>
<td>.30</td>
</tr>
<tr>
<td>H22</td>
<td>$FCs \times age \rightarrow BI$</td>
<td>.03</td>
<td>.10</td>
</tr>
<tr>
<td>H23</td>
<td>$FCs \times age \rightarrow UB^g$</td>
<td>.16</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H27</td>
<td>$PE \times age \rightarrow BI$</td>
<td>-.10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H29</td>
<td>$BI \times age \rightarrow UB$</td>
<td>-.21</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Notes:
- $^a$PPS: perceived privacy and security.
- $^b$PE: performance expectancy.
- $^c$BI: behavioral intention.
- $^d$EE: effort expectancy.
- $^e$SI: social influence.
- $^f$FC: facilitating condition.
- $^g$UB: use behavior.

### Table 5. Results of the moderating effect of sex.

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>Men Standardized estimate ($\beta$)</th>
<th>$P$ value</th>
<th>Women Standardized estimate ($\beta$)</th>
<th>$P$ value</th>
<th>$P$ value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td>H4</td>
<td>$PPS^a \rightarrow PE^b$</td>
<td>.41</td>
<td>&lt;.001</td>
<td>.32</td>
<td>&lt;.001</td>
<td>.81</td>
</tr>
<tr>
<td>H5</td>
<td>$PPS \rightarrow BI^c$</td>
<td>.25</td>
<td>&lt;.001</td>
<td>.21</td>
<td>&lt;.001</td>
<td>.39</td>
</tr>
<tr>
<td>H10</td>
<td>$EE^d \rightarrow PE$</td>
<td>.22</td>
<td>&lt;.001</td>
<td>.26</td>
<td>&lt;.001</td>
<td>.12</td>
</tr>
<tr>
<td>H11</td>
<td>$EE \rightarrow BI$</td>
<td>.17</td>
<td>&lt;.01</td>
<td>.17</td>
<td>&lt;.01</td>
<td>.19</td>
</tr>
<tr>
<td>H15</td>
<td>$SI^e \rightarrow PE$</td>
<td>.068</td>
<td>.30</td>
<td>.17</td>
<td>&lt;.001</td>
<td>.09</td>
</tr>
<tr>
<td>H21</td>
<td>$FCs^f \rightarrow PE$</td>
<td>.08</td>
<td>.23</td>
<td>.16</td>
<td>&lt;.01</td>
<td>.14</td>
</tr>
<tr>
<td>H22</td>
<td>$FCs \rightarrow BI$</td>
<td>.05</td>
<td>.35</td>
<td>.04</td>
<td>.33</td>
<td>.86</td>
</tr>
<tr>
<td>H23</td>
<td>$FCs \rightarrow UB^g$</td>
<td>.34</td>
<td>&lt;.001</td>
<td>.24</td>
<td>&lt;.001</td>
<td>.32</td>
</tr>
<tr>
<td>H27</td>
<td>$PE \rightarrow BI$</td>
<td>.59</td>
<td>&lt;.001</td>
<td>.50</td>
<td>&lt;.001</td>
<td>.004</td>
</tr>
<tr>
<td>H29</td>
<td>$BI \rightarrow UB$</td>
<td>.29</td>
<td>&lt;.001</td>
<td>.53</td>
<td>&lt;.001</td>
<td>.001</td>
</tr>
</tbody>
</table>

Notes:
- $^a$PPS: perceived privacy and security.
- $^b$PE: performance expectancy.
- $^c$BI: behavioral intention.
- $^d$EE: effort expectancy.
- $^e$SI: social influence.
- $^f$FC: facilitating condition.
- $^g$UB: use behavior.
In relation to the moderating effect of education (Tables 6-8), the association between EE and PE was statistically stronger for the “secondary school or lower” group than for the “bachelor or higher” group ($\beta$=.31 vs $\beta$=.01, $P=.049$). The association between EE and BI was statistically weaker for the “bachelor or higher” group than for the “secondary school or lower” group ($\beta$=.08 vs $\beta$=.13, $P=.04$) and for the college group ($\beta$=.08 vs $\beta$=.12, $P=.02$; Tables 6-8). The path from FCs to UB was statistically stronger for the “secondary school or lower” group than for the college group ($\beta$=.38 vs $\beta$=.29, $P=.003$) and the “bachelor or higher” group ($\beta$=.38 vs $\beta$=.21, $P=.03$). The relationship between BI and UB was statistically stronger for the “bachelor or higher” group than for the “secondary school or lower” group ($\beta$=.48 vs $\beta$=.14, $P<.001$) and the college group ($\beta$=.48 vs $\beta$=.39, $P=.003$). The relationship between BI and UB was statistically stronger for the college group than for the “secondary school or lower” group ($\beta$=.39 vs $\beta$=.14, $P<.001$).

Table 6. Results of the moderating effect of education level (secondary school vs college).

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>Secondary school or lower</th>
<th>College or diploma</th>
<th>P value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td>H4</td>
<td>PPS$^a$$^b\rightarrow$PE$^b$</td>
<td>.22 $&lt;.001$</td>
<td>.25 $&lt;.001$</td>
<td>.41</td>
</tr>
<tr>
<td>H5</td>
<td>PPS$^c\rightarrow$BI$^c$</td>
<td>.15 $.01$</td>
<td>.28 $&lt;.001$</td>
<td>.18</td>
</tr>
<tr>
<td>H10</td>
<td>EE$^d\rightarrow$PE</td>
<td>.31 $&lt;.001$</td>
<td>.14 $.045$</td>
<td>.93</td>
</tr>
<tr>
<td>H11</td>
<td>EE$^d\rightarrow$BI</td>
<td>.13 $.02$</td>
<td>.12 $.008$</td>
<td>.43</td>
</tr>
<tr>
<td>H15</td>
<td>SI$^e\rightarrow$PE</td>
<td>.10 $.13$</td>
<td>.14 $.047$</td>
<td>.42</td>
</tr>
<tr>
<td>H21</td>
<td>FCs$^f\rightarrow$PE</td>
<td>.20 $.004$</td>
<td>.07 $.31$</td>
<td>.56</td>
</tr>
<tr>
<td>H22</td>
<td>FCs$^f\rightarrow$BI</td>
<td>.05 $.40$</td>
<td>.02 $.64$</td>
<td>.82</td>
</tr>
<tr>
<td>H23</td>
<td>FCs$^f\rightarrow$UB$^g$</td>
<td>.38 $&lt;.001$</td>
<td>.29 $&lt;.001$</td>
<td>.003</td>
</tr>
<tr>
<td>H27</td>
<td>PE$^d\rightarrow$BI</td>
<td>.55 $&lt;.001$</td>
<td>.62 $&lt;.001$</td>
<td>.53</td>
</tr>
<tr>
<td>H29</td>
<td>BI$^d\rightarrow$UB</td>
<td>.14 $.04$</td>
<td>.39 $&lt;.001$</td>
<td>.001</td>
</tr>
</tbody>
</table>

$^a$PPS: perceived privacy and security.
$^b$PE: performance expectancy.
$^c$BI: behavioral intention.
$^d$EE: effort expectancy.
$^e$SI: social influence.
$^f$FC: facilitating condition.
$^g$UB: use behavior.
Table 7. Results of the moderating effect of education level (secondary school vs bachelor or higher).

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>Secondary school or lower</th>
<th>Bachelor or higher</th>
<th>P value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Standardized estimate (β)</td>
<td>P value</td>
<td>Standardized estimate (β)</td>
</tr>
<tr>
<td>H4</td>
<td>PPS&lt;sup&gt;a&lt;/sup&gt;→PE&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.22</td>
<td>&lt;.001</td>
<td>.18</td>
</tr>
<tr>
<td>H5</td>
<td>PPS→BI&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.15</td>
<td>.01</td>
<td>.28</td>
</tr>
<tr>
<td>H10</td>
<td>EE&lt;sup&gt;d&lt;/sup&gt;→PE</td>
<td>.31</td>
<td>&lt;.001</td>
<td>.01</td>
</tr>
<tr>
<td>H11</td>
<td>EE→BI</td>
<td>.13</td>
<td>.02</td>
<td>-.08</td>
</tr>
<tr>
<td>H15</td>
<td>SI&lt;sup&gt;e&lt;/sup&gt;→PE</td>
<td>.10</td>
<td>.13</td>
<td>.17</td>
</tr>
<tr>
<td>H21</td>
<td>FCs&lt;sup&gt;f&lt;/sup&gt;→PE</td>
<td>.20</td>
<td>.004</td>
<td>.18</td>
</tr>
<tr>
<td>H22</td>
<td>FCs→BI</td>
<td>.05</td>
<td>.40</td>
<td>.004</td>
</tr>
<tr>
<td>H23</td>
<td>FCs→UB&lt;sup&gt;g&lt;/sup&gt;</td>
<td>.38</td>
<td>&lt;.001</td>
<td>.21</td>
</tr>
<tr>
<td>H27</td>
<td>PE→BI</td>
<td>.55</td>
<td>&lt;.001</td>
<td>.59</td>
</tr>
<tr>
<td>H29</td>
<td>BI→UB</td>
<td>.14</td>
<td>.04</td>
<td>.48</td>
</tr>
</tbody>
</table>

<sup>a</sup>PPS: perceived privacy and security.<br/>
<sup>b</sup>PE: performance expectancy.<br/>
<sup>c</sup>BI: behavioral intention.<br/>
<sup>d</sup>EE: effort expectancy.<br/>
<sup>e</sup>SI: social influence.<br/>
<sup>f</sup>FC: facilitating condition.<br/>
<sup>g</sup>UB: use behavior.

Table 8. Results of the moderating effect of education level (college vs bachelor or higher).

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>College or diploma</th>
<th>Bachelor or higher</th>
<th>P value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Standardized estimate (β)</td>
<td>P value</td>
<td>Standardized estimate (β)</td>
</tr>
<tr>
<td>H4</td>
<td>PPS&lt;sup&gt;a&lt;/sup&gt;→PE&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.25</td>
<td>&lt;.001</td>
<td>.18</td>
</tr>
<tr>
<td>H5</td>
<td>PPS→BI&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.28</td>
<td>&lt;.001</td>
<td>.28</td>
</tr>
<tr>
<td>H10</td>
<td>EE&lt;sup&gt;d&lt;/sup&gt;→PE</td>
<td>.14</td>
<td>.045</td>
<td>.01</td>
</tr>
<tr>
<td>H11</td>
<td>EE→BI</td>
<td>.12</td>
<td>.008</td>
<td>-.08</td>
</tr>
<tr>
<td>H15</td>
<td>SI&lt;sup&gt;e&lt;/sup&gt;→PE</td>
<td>.14</td>
<td>.047</td>
<td>.17</td>
</tr>
<tr>
<td>H21</td>
<td>FCs&lt;sup&gt;f&lt;/sup&gt;→PE</td>
<td>.07</td>
<td>.31</td>
<td>.18</td>
</tr>
<tr>
<td>H22</td>
<td>FCs→BI</td>
<td>.02</td>
<td>.64</td>
<td>.004</td>
</tr>
<tr>
<td>H23</td>
<td>FCs→UB&lt;sup&gt;g&lt;/sup&gt;</td>
<td>.29</td>
<td>&lt;.001</td>
<td>.21</td>
</tr>
<tr>
<td>H27</td>
<td>PE→BI</td>
<td>.62</td>
<td>&lt;.001</td>
<td>.59</td>
</tr>
<tr>
<td>H29</td>
<td>BI→UB</td>
<td>.39</td>
<td>&lt;.001</td>
<td>.48</td>
</tr>
</tbody>
</table>

<sup>a</sup>PPS: perceived privacy and security.<br/>
<sup>b</sup>PE: performance expectancy.<br/>
<sup>c</sup>BI: behavioral intention.<br/>
<sup>d</sup>EE: effort expectancy.<br/>
<sup>e</sup>SI: social influence.<br/>
<sup>f</sup>FC: facilitating condition.<br/>
<sup>g</sup>UB: use behavior.

As shown in Tables 9-11, the association between FCs and UB was statistically stronger for patients with low-income than for patients with moderate income (β=.42 vs β=.23, P=.04) and higher income (β=.42 vs β=.07, P=.03). The path between FCs...
and UB was statistically stronger for patients with moderate income and those with high income ($\beta=.23$ vs $\beta=.07$, $P=.003$). The relationship between BI and UB was statistically stronger for patients with high income than for those with low income ($\beta=.61$ vs $\beta=.43$, $P=.008$) and middle income ($\beta=.61$ vs $\beta=.41$, $P=.03$).

**Table 9.** Results of the moderating effect of income (low income vs middle income).

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>Low income $^a$</th>
<th>Middle income $^b$</th>
<th>$P$ value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td>H4</td>
<td>PPS $^c$$\rightarrow$ PE $^d$</td>
<td>.38 &lt; .001</td>
<td>.40 &lt; .001</td>
<td>.71</td>
</tr>
<tr>
<td>H5</td>
<td>PPS $\rightarrow$ BI $^e$</td>
<td>.24 &lt; .001</td>
<td>.27 &lt; .001</td>
<td>.91</td>
</tr>
<tr>
<td>H10</td>
<td>EE $^f$$\rightarrow$ PE</td>
<td>.18 &lt; .001</td>
<td>.32 &lt; .001</td>
<td>.07</td>
</tr>
<tr>
<td>H11</td>
<td>EE $\rightarrow$ BI</td>
<td>.14 &lt; .001</td>
<td>.21 &lt; .001</td>
<td>.41</td>
</tr>
<tr>
<td>H15</td>
<td>SI $^g$$\rightarrow$ PE</td>
<td>.14 .006</td>
<td>.13 .07</td>
<td>.98</td>
</tr>
<tr>
<td>H21</td>
<td>FCs $^h$$\rightarrow$ PE</td>
<td>.22 &lt; .001</td>
<td>.06 .40</td>
<td>.43</td>
</tr>
<tr>
<td>H22</td>
<td>FCs $\rightarrow$ BI</td>
<td>.08 .09</td>
<td>.06 .31</td>
<td>.96</td>
</tr>
<tr>
<td>H23</td>
<td>FCs $\rightarrow$ UB $^i$</td>
<td>.42 &lt; .001</td>
<td>.23 &lt; .001</td>
<td>.04</td>
</tr>
<tr>
<td>H27</td>
<td>PE $\rightarrow$ BI</td>
<td>.53 &lt; .001</td>
<td>.52 &lt; .001</td>
<td>.40</td>
</tr>
<tr>
<td>H29</td>
<td>BI $\rightarrow$ UB</td>
<td>.43 &lt; .001</td>
<td>.41 &lt; .001</td>
<td>.87</td>
</tr>
</tbody>
</table>

$^a$Low income: <US $25,000.

$^b$Medium income: US $25,000-US $50,999.

$^c$PPS: perceived privacy and security.

$^d$PE: performance expectancy.

$^e$BI: behavioral intention.

$^f$EE: effort expectancy.

$^g$SI: social influence.

$^h$FC: facilitating condition.

$^i$UB: use behavior.
### Table 10. Results of the moderating effect of income (low income vs high income).

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>Low income&lt;sup&gt;a&lt;/sup&gt;</th>
<th>High income&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Standardized estimate (β)</td>
<td>P value</td>
<td>Standardized estimate (β)</td>
</tr>
<tr>
<td>H4</td>
<td>PPS&lt;sup&gt;c&lt;/sup&gt;→PE&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.38</td>
<td>&lt;.001</td>
<td>.39</td>
</tr>
<tr>
<td>H5</td>
<td>PPS→BI&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.24</td>
<td>&lt;.001</td>
<td>.23</td>
</tr>
<tr>
<td>H10</td>
<td>EE&lt;sup&gt;f&lt;/sup&gt;→PE</td>
<td>.18</td>
<td>&lt;.001</td>
<td>.24</td>
</tr>
<tr>
<td>H11</td>
<td>EE→BI</td>
<td>.14</td>
<td>&lt;.001</td>
<td>.09</td>
</tr>
<tr>
<td>H15</td>
<td>SI&lt;sup&gt;f&lt;/sup&gt;→PE</td>
<td>.14</td>
<td>&lt;.006</td>
<td>.19</td>
</tr>
<tr>
<td>H21</td>
<td>FC&lt;sup&gt;h&lt;/sup&gt;s→PE</td>
<td>.22</td>
<td>&lt;.001</td>
<td>–.11</td>
</tr>
<tr>
<td>H22</td>
<td>FC&lt;sup&gt;h&lt;/sup&gt;s→BI</td>
<td>.08</td>
<td>.09</td>
<td>.03</td>
</tr>
<tr>
<td>H23</td>
<td>FC&lt;sup&gt;h&lt;/sup&gt;s→UB&lt;sup&gt;i&lt;/sup&gt;</td>
<td>.42</td>
<td>&lt;.001</td>
<td>.07</td>
</tr>
<tr>
<td>H27</td>
<td>PE→BI</td>
<td>.53</td>
<td>&lt;.001</td>
<td>.66</td>
</tr>
<tr>
<td>H29</td>
<td>BI→UB</td>
<td>.43</td>
<td>&lt;.001</td>
<td>.61</td>
</tr>
</tbody>
</table>

<sup>a</sup>Low income: <US $25,000.<br>
<sup>b</sup>High income: ≥US $51,000.<br>
<sup>c</sup>PPS: perceived privacy and security.<br>
<sup>d</sup>PE: performance expectancy.<br>
<sup>e</sup>BI: behavioral intention.<br>
<sup>f</sup>EE: effort expectancy.<br>
<sup>g</sup>SI: social influence.<br>
<sup>h</sup>FC: facilitating condition.<br>
<sup>i</sup>UB: use behavior.
Table 11. Results of the moderating effect of income (middle income vs high income).

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>Middle income(^a)</th>
<th>High income(^b)</th>
<th>P value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td>H4</td>
<td>PPS(^c) → PE(^d)</td>
<td>.40 (&lt;.001)</td>
<td>.39 (&lt;.001)</td>
<td>.83</td>
</tr>
<tr>
<td>H5</td>
<td>PPS → BI(^e)</td>
<td>.27 (&lt;.001)</td>
<td>.23 (&lt;.001)</td>
<td>.75</td>
</tr>
<tr>
<td>H10</td>
<td>EE(^f) → PE</td>
<td>.32 (&lt;.001)</td>
<td>.24 (&lt;.001)</td>
<td>.22</td>
</tr>
<tr>
<td>H11</td>
<td>EE → BI</td>
<td>.21 (&lt;.001)</td>
<td>.09 (&lt;.001)</td>
<td>.21</td>
</tr>
<tr>
<td>H15</td>
<td>SI(^g) → PE</td>
<td>.13 (.07)</td>
<td>.19 (.054)</td>
<td>.51</td>
</tr>
<tr>
<td>H21</td>
<td>FCs(^h) → PE</td>
<td>.06 (.40)</td>
<td>−.11 (.29)</td>
<td>.18</td>
</tr>
<tr>
<td>H22</td>
<td>FCs → BI</td>
<td>.06 (.31)</td>
<td>.03 (.63)</td>
<td>.96</td>
</tr>
<tr>
<td>H23</td>
<td>FCs → UB(^i)</td>
<td>.23 (&lt;.001)</td>
<td>.07 (.40)</td>
<td>.003</td>
</tr>
<tr>
<td>H27</td>
<td>PE → BI</td>
<td>.52 (&lt;.001)</td>
<td>.66 (&lt;.001)</td>
<td>.07</td>
</tr>
<tr>
<td>H29</td>
<td>BI → UB</td>
<td>.41 (&lt;.001)</td>
<td>.61 (&lt;.001)</td>
<td>.03</td>
</tr>
</tbody>
</table>

\(^a\)Medium income: US $25,000-US $50,999.

\(^b\)High income: \(\geq US \$51,000\).

\(^c\)PPS: perceived privacy and security.

\(^d\)PE: performance expectancy.

\(^e\)BI: behavioral intention.

\(^f\)EE: effort expectancy.

\(^g\)SI: social influence.

\(^h\)FC: facilitating condition.

\(^i\)UB: use behavior.

With respect to the moderating effect of internet access (Table 12), the paths EE → BI and FCs → UB were statistically stronger for patients without internet access than for those with internet access \((P=.03, P<.001, \text{respectively})\). In contrast, the paths PE → BI and BI → UB were statistically stronger for patients with internet access than for those without internet access \((P=.005 \text{ and } P=.002, \text{respectively})\). According to the results of all moderating effects, the following hypotheses were partially supported: H10, H11, H23, H27, and H29.
Table 12. Results of the moderating effect of internet access.

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>Internet access</th>
<th>No internet access</th>
<th>P value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Standardized estimate (β)</td>
<td>P value</td>
<td>Standardized estimate (β)</td>
</tr>
<tr>
<td>H4</td>
<td>PPS→PE</td>
<td>.40</td>
<td>&lt;.001</td>
<td>.35</td>
</tr>
<tr>
<td>H5</td>
<td>PPS→BI</td>
<td>.21</td>
<td>&lt;.001</td>
<td>.30</td>
</tr>
<tr>
<td>H10</td>
<td>EE→PE</td>
<td>.25</td>
<td>&lt;.001</td>
<td>.24</td>
</tr>
<tr>
<td>H11</td>
<td>EE→BI</td>
<td>.10</td>
<td>&lt;.001</td>
<td>.27</td>
</tr>
<tr>
<td>H15</td>
<td>SF→PE</td>
<td>.14</td>
<td>&lt;.001</td>
<td>.07</td>
</tr>
<tr>
<td>H21</td>
<td>FCs→PE</td>
<td>.12</td>
<td>.006</td>
<td>.22</td>
</tr>
<tr>
<td>H22</td>
<td>FCs→BI</td>
<td>.04</td>
<td>.17</td>
<td>.07</td>
</tr>
<tr>
<td>H23</td>
<td>FCs→UB</td>
<td>.20</td>
<td>.03</td>
<td>.34</td>
</tr>
<tr>
<td>H27</td>
<td>PE→BI</td>
<td>.59</td>
<td>&lt;.001</td>
<td>.39</td>
</tr>
<tr>
<td>H29</td>
<td>BI→UB</td>
<td>.51</td>
<td>&lt;.001</td>
<td>.31</td>
</tr>
</tbody>
</table>

aPPS: perceived privacy and security.
bPE: performance expectancy.
cBI: behavioral intention.
dEE: effort expectancy.
eSI: social influence.
fFCs: facilitating conditions.
gUB: use behavior.

Moderated Mediating Effects

With regard to the proposed moderated mediations, the indirect effects of EE and SI on BI were statistically stronger for women than for men (P=.03 and P=.01, respectively; Table 13). The indirect effect of PPS on BI was stronger for patients with college or diploma compared with those with secondary school and lower (Tables 14-16). In contrast, the indirect effect of EE on BI was stronger for patients with secondary school or lower than for those with college or diploma (Tables 14-16). There was no moderating effect of income on all indirect effects (Tables 16-19). As shown in Table 20, the indirect effect of PPS on BI is statistically stronger for patients with internet access (P<.001). The indirect effect of EE on BI was statistically stronger for patients without internet access (P=.03).

Table 13. Results of the moderating effect of sex on indirect paths.

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>Men</th>
<th>Women</th>
<th>P value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Standardized estimate (β)</td>
<td>P value</td>
<td>Standardized estimate (β)</td>
</tr>
<tr>
<td>H6</td>
<td>PPS→PE</td>
<td>.21</td>
<td>&lt;.001</td>
<td>.19</td>
</tr>
<tr>
<td>H12</td>
<td>EE→PE→BI</td>
<td>.11</td>
<td>&lt;.001</td>
<td>.16</td>
</tr>
<tr>
<td>H16</td>
<td>SF→PE→BI</td>
<td>.03</td>
<td>.18</td>
<td>.10</td>
</tr>
<tr>
<td>H24</td>
<td>FCs→PE→BI</td>
<td>.04</td>
<td>.23</td>
<td>.10</td>
</tr>
</tbody>
</table>

aPPS: perceived privacy and security.
bPE: performance expectancy.
cBI: behavioral intention.
dEE: effort expectancy.
eSI: social influence.
fFC: facilitating condition.
Table 14. Results of the moderating effect of education on indirect paths (school vs college).

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>Secondary school or lower</th>
<th>College or diploma</th>
<th>P value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Standardized estimate (β)</td>
<td>P value</td>
<td>Standardized estimate (β)</td>
</tr>
<tr>
<td>H6</td>
<td>PPS&lt;sup&gt;a&lt;/sup&gt;→PE&lt;sup&gt;b&lt;/sup&gt;→BI&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.12</td>
<td>&lt;.001</td>
<td>.30</td>
</tr>
<tr>
<td>H12</td>
<td>EE&lt;sup&gt;d&lt;/sup&gt;→PE→BI</td>
<td>.17</td>
<td>&lt;.001</td>
<td>.01</td>
</tr>
<tr>
<td>H16</td>
<td>SI&lt;sup&gt;e&lt;/sup&gt;→PE→BI</td>
<td>.06</td>
<td>.11</td>
<td>.08</td>
</tr>
<tr>
<td>H24</td>
<td>FCs&lt;sup&gt;f&lt;/sup&gt;→PE→BI</td>
<td>.11</td>
<td>.007</td>
<td>.04</td>
</tr>
</tbody>
</table>

<sup>a</sup>PPS: perceived privacy and security.
<sup>b</sup>PE: performance expectancy.
<sup>c</sup>BI: behavioral intention.
<sup>d</sup>EE: effort expectancy.
<sup>e</sup>SI: social influence.
<sup>f</sup>FC: facilitating condition.

Table 15. Results of the moderating effect of education on indirect paths (school vs bachelor).

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>Secondary school or lower</th>
<th>Bachelor or higher</th>
<th>P value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Standardized estimate (β)</td>
<td>P value</td>
<td>Standardized estimate (β)</td>
</tr>
<tr>
<td>H6</td>
<td>PPS&lt;sup&gt;a&lt;/sup&gt;→PE&lt;sup&gt;b&lt;/sup&gt;→BI&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.12</td>
<td>&lt;.001</td>
<td>.11</td>
</tr>
<tr>
<td>H12</td>
<td>EE&lt;sup&gt;d&lt;/sup&gt;→PE→BI</td>
<td>.17</td>
<td>&lt;.001</td>
<td>.08</td>
</tr>
<tr>
<td>H16</td>
<td>SI&lt;sup&gt;e&lt;/sup&gt;→PE→BI</td>
<td>.06</td>
<td>.11</td>
<td>.10</td>
</tr>
<tr>
<td>H24</td>
<td>FCs&lt;sup&gt;f&lt;/sup&gt;→PE→BI</td>
<td>.11</td>
<td>.007</td>
<td>.10</td>
</tr>
</tbody>
</table>

<sup>a</sup>PPS: perceived privacy and security.
<sup>b</sup>PE: performance expectancy.
<sup>c</sup>BI: behavioral intention.
<sup>d</sup>EE: effort expectancy.
<sup>e</sup>SI: social influence.
<sup>f</sup>FC: facilitating condition.

Table 16. Results of the moderating effect of education on indirect paths (college vs bachelor).

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>College or diploma</th>
<th>Bachelor or higher</th>
<th>P value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Standardized estimate (β)</td>
<td>P value</td>
<td>Standardized estimate (β)</td>
</tr>
<tr>
<td>H6</td>
<td>PPS&lt;sup&gt;a&lt;/sup&gt;→PE&lt;sup&gt;b&lt;/sup&gt;→BI&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.30</td>
<td>.002</td>
<td>.11</td>
</tr>
<tr>
<td>H12</td>
<td>EE&lt;sup&gt;d&lt;/sup&gt;→PE→BI</td>
<td>.01</td>
<td>.90</td>
<td>.08</td>
</tr>
<tr>
<td>H16</td>
<td>SI&lt;sup&gt;e&lt;/sup&gt;→PE→BI</td>
<td>.08</td>
<td>.02</td>
<td>.10</td>
</tr>
<tr>
<td>H24</td>
<td>FCs&lt;sup&gt;f&lt;/sup&gt;→PE→BI</td>
<td>.04</td>
<td>.31</td>
<td>.10</td>
</tr>
</tbody>
</table>

<sup>a</sup>PPS: perceived privacy and security.
<sup>b</sup>PE: performance expectancy.
<sup>c</sup>BI: behavioral intention.
<sup>d</sup>EE: effort expectancy.
<sup>e</sup>SI: social influence.
<sup>f</sup>FC: facilitating condition.
### Table 17. Results of the moderating effect of income on indirect paths (low income vs middle income).

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>Low income</th>
<th>Middle income</th>
<th>P value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td>H6</td>
<td>PPS(^a)→PE(^b)→BI(^c)</td>
<td>.20</td>
<td>.21</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H12</td>
<td>EE(^d)→PE→BI</td>
<td>.10</td>
<td>.19</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H16</td>
<td>SI(^e)→PE→BI</td>
<td>.07</td>
<td>.07</td>
<td>.01</td>
</tr>
<tr>
<td>H24</td>
<td>FC(^f)\→PE→BI</td>
<td>.12</td>
<td>.03</td>
<td>.002</td>
</tr>
</tbody>
</table>

\(^a\)PPS: perceived privacy and security.  
\(^b\)PE: performance expectancy.  
\(^c\)BI: behavioral intention.  
\(^d\)EE: effort expectancy.  
\(^e\)SI: social influence.  
\(^f\)FC: facilitating condition.

### Table 18. Results of the moderating effect of income on indirect paths (low income vs high income).

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>Low income</th>
<th>High income</th>
<th>P value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td>H6</td>
<td>PPS(^a)→PE(^b)→BI(^c)</td>
<td>.20</td>
<td>.27</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H12</td>
<td>EE(^d)→PE→BI</td>
<td>.10</td>
<td>.16</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H16</td>
<td>SI(^e)→PE→BI</td>
<td>.07</td>
<td>.13</td>
<td>.01</td>
</tr>
<tr>
<td>H24</td>
<td>FC(^f)→PE→BI</td>
<td>.12</td>
<td>−.07</td>
<td>.002</td>
</tr>
</tbody>
</table>

\(^a\)PPS: perceived privacy and security.  
\(^b\)PE: performance expectancy.  
\(^c\)BI: behavioral intention.  
\(^d\)EE: effort expectancy.  
\(^e\)SI: social influence.  
\(^f\)FC: facilitating condition.

### Table 19. Results of the moderating effect of income on indirect paths (middle income vs high income).

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>Middle income</th>
<th>High income</th>
<th>P value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td>H6</td>
<td>PPS(^a)→PE(^b)→BI(^c)</td>
<td>.21</td>
<td>.27</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H12</td>
<td>EE(^d)→PE→BI</td>
<td>.19</td>
<td>.16</td>
<td>.002</td>
</tr>
<tr>
<td>H16</td>
<td>SI(^e)→PE→BI</td>
<td>.07</td>
<td>.13</td>
<td>.09</td>
</tr>
<tr>
<td>H24</td>
<td>FC(^f)→PE→BI</td>
<td>.03</td>
<td>−.07</td>
<td>.37</td>
</tr>
</tbody>
</table>

\(^a\)PPS: perceived privacy and security.  
\(^b\)PE: performance expectancy.  
\(^c\)BI: behavioral intention.  
\(^d\)EE: effort expectancy.  
\(^e\)SI: social influence.  
\(^f\)FC: facilitating condition.
services are more likely to perceive it as a useful system and are therefore more likely to intend to use it.

All proposed moderating effects that are common between the new model and the Abd-Alrazaq model were comparable between both models. In addition to the significant moderating effects found in the Abd-Alrazaq model, this study found that the association between BI and UB is significantly moderated by age, sex, education, income, and internet access and that the association between EE and PE is moderated by education. Specifically, the association between BI and UB is stronger for younger women with higher levels of education, income, and internet access, and the association between EE and PE is stronger for patients with lower levels of education.

With regard to the moderated mediations proposed in the new model, this study found that the indirect effect of EE on BI through PE was statistically stronger for women without internet access. The indirect effect of PPS on BI was stronger for patients with college education or diploma compared with those with secondary school education and lower, whereas the indirect effect of EE on BI was stronger for patients with secondary school or lower than for those with college education or diplomas. Furthermore, the indirect effect of SI on BI through PE was stronger for patients without internet access. Last but not least, the indirect effect of PPS on BI through PE was statistically stronger for patients with internet access.

**Theoretical and Practical Contributions**

This study is one of the very few theory-based studies conducted to identify the factors that affect patients’ use of ePHRs or patient portals [21,25-27]. The predictive power of the new model (49%) is higher than that of the previous models proposed in our previous study (48%) and other studies conducted in the context of ePHRs: Tavares and Oliveira (26.8%) [40] and Hsieh (42.7%) [85]. Moreover, the predictive power of the new model is higher than that of the original UTAUT model (48%) [39]. Accordingly, this study contributes to the literature by providing the most predictive model to explain the adoption of ePHRs to date.

### Discussion

**Principal Findings**

This study aimed to improve the predictive power of a model proposed by Abd-Alrazaq et al [38] by proposing and examining new relationships between the variables existing in that model. The predictive power of the new model was slightly higher than that of the Abd-Alrazaq model for PE (53% vs 51%) and UB (49% vs 48%), but it was exactly the same in both models for BI (76%).

With regard to the direct effects, there was no considerable difference between the new model and the Abd-Alrazaq model for the following paths PE → BI (0.57 vs 0.57), EE → BI (0.15 vs 0.16), PPS → BI (0.23 vs 0.24), FCs → UB (0.25 vs 0.25), and BI → UB (0.53 vs 0.53). Compared with the Abd-Alrazaq model, the current model showed a considerable decrease in the effect of EE (0.25 vs 0.34) and PPS (0.39 vs 0.49) on PE; however, both paths were still significant in the current model. This decrease resulted from proposing 2 new predictors for PE (ie, SI and FCs) in the current model, which were significant. The only direct path that was nonsignificant was FCs → BI in the current model. This finding is in line with the findings of a study conducted by Tavares and Oliveira, who did not find a significant association between FCs and BI to use ePHRs [40]. Venkatsh et al [39] attributed this nonsignificant path to the fact that this effect disappears when a model includes both PE and EE.

Compared with the Abd-Alrazaq model, the current model showed a decrease in the indirect associations between BI and each of EE (0.15 vs 0.20) and PPS (0.22 vs 0.28) through PE. However, both indirect effects are still significant in the current model. This decrease resulted from proposing 2 new predictors for PE (ie, SI and FCs) in the current model. Two new indirect paths were found SI → PE → BI and FCs → PE → BI. This means that patients who perceive that important others believe they should use GP online services are more likely to perceive it as a useful system; therefore, they are more likely to intend to use it. Furthermore, patients who believe that an organizational and technical infrastructure exists to support the use of GP online services are more likely to perceive it as a useful system and are therefore more likely to intend to use it.

### Table 20. Results of the moderating effect of internet access on indirect paths.

<table>
<thead>
<tr>
<th>Hypothesis #</th>
<th>Hypothesized path</th>
<th>Internet access</th>
<th>No internet access</th>
<th>P value for chi-square difference test</th>
</tr>
</thead>
<tbody>
<tr>
<td>H6</td>
<td>PPS → PE → BI</td>
<td>.25</td>
<td>.02</td>
<td>.001</td>
</tr>
<tr>
<td>H12</td>
<td>EE → PE → BI</td>
<td>.10</td>
<td>.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H16</td>
<td>SI → PE → BI</td>
<td>.08</td>
<td>.03</td>
<td>.42</td>
</tr>
<tr>
<td>H24</td>
<td>FCs → PE → BI</td>
<td>.07</td>
<td>.09</td>
<td>.54</td>
</tr>
</tbody>
</table>

P values for chi-square difference test:

- SI: social influence.
- EE: effort expectancy.
- PE: performance expectancy.
- PPS: perceived privacy and security.
- BI: behavioral intention.

**Table 20. Results of the moderating effect of internet access on indirect paths.**

This study is one of the very few theory-based studies conducted to identify the factors that affect patients’ use of ePHRs or patient portals [21,25-27]. The predictive power of the new model (49%) is higher than that of the previous models proposed in our previous study (48%) and other studies conducted in the context of ePHRs: Tavares and Oliveira (26.8%) [40] and Hsieh (42.7%) [85]. Moreover, the predictive power of the new model is higher than that of the original UTAUT model (48%) [39]. Accordingly, this study contributes to the literature by providing the most predictive model to explain the adoption of ePHRs to date.
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To the best of our knowledge, this is the first study in the context of ePHRs that examined the direct effect of SI and FCs on PE, their indirect effects on BI through PE, the moderation effects on the association between BI and UB, and the moderated effects on indirect relationships. This extends our understanding of the complex associations between the factors that affect the adoption of ePHRs.

In addition to the practical contributions reported in the previous study [38], this study provides some contributions based on the newly proposed relationships. People who are important to patients (eg, family members, friends, physicians, and caregivers) can play an important role in enhancing their perceived usefulness of the system and their intention to use it. The influence of these important people is more evident on women than on men. Interventions aimed at increasing the uptake of online access could harness the influence of such individuals to encourage patients to use such services. For example, GPs could prompt the recurrent users of the system to become ePHR champions and speak to their friends or family members about their experiences. GPs could also train practice staff to offer these services to their patients routinely in their communications, and campaigns aimed at increasing ePHR uptake could use social influencing techniques, such as celebrity endorsements. As FCs are directly associated with perceived usefulness of ePHRs, and this, in turn affects BIs, steps should be taken to improve the degree to which patients believe that an organizational and technical infrastructure exists to support their use. For example, the National Health Service app has demonstrated an efficient infrastructure supporting the patient registration process, which enables patients to sign up to access their records online without needing to visit their GP surgery [15]. Instead of registration requiring patients to show evidence of their identity to practice staff, they can instead register by uploading a photograph of identifying documentation and taking a short selfie video on their mobile device. Other potential approaches to targeting FCs include the provision of online educational materials, 24/7 technical support, or drop-in training sessions at GP practices.

**Research Limitations**

The proposed model was examined using data collected from 4 GP practices that have implemented the same system (SystmOnline); therefore, our findings may not be generalizable to other systems (eg, Patient Access and i-Patient). Nonetheless, the findings may still be applicable to other ePHRs because all participants were nonusers, and these systems offer the same services to the patients. Consequently, participants would be unlikely to have different perceptions of the different systems.

This study focused on the factors that influence the initial use of ePHRs, given that the system is new in England and has a low adoption rate. Thus, the generalizability of the findings in the context of the continuing use of ePHRs is limited. Given that the study used secondary data, it was not possible to assess the effect of new factors, such as those recommended by Abd-Alrazaq et al [38].

Sampling bias may be a concern in this study owing to the convenience sampling technique used to recruit the participants [37,86]. This study showed that there was no statistically significant difference between the participants and nonparticipants in terms of age, sex, and ethnicity. Accordingly, our findings may be generalizable to GPs, similar to the 4 GPs in this study.

**Recommendations for Future Research**

The applicability of the proposed model to other contexts should be examined in further studies. Specifically, researchers may assess the applicability of the model to other providers of GP online services (eg, Patient Access), specific platforms (eg, mobiles, tablets, and computers), other settings (eg, hospitals), and other cities or countries.

Further studies are required to validate the new significant associations proposed in this study, such as SI → PE, FCs → PE, and SI → PE → BI. In addition, future studies should endeavor to improve the predictive power of the current model by adding other factors such as awareness of the system, health status, perceived severity, patient satisfaction, and patient activation level.

It is well known that the eventual success of information technology depends on continued use more than initial use [33,87-89]. There is a lack of studies that have assessed factors affecting the continuing use of ePHRs or even consumer health information technologies (CHITs). Therefore, we prompt researchers to develop and examine a theoretical model that explains the variables affecting the continuing use of ePHRs and CHITs.

This study did not assess series mediations, such as the indirect effect of EE on UB through PE and BI (ie, EE → PE → BI → UB). Furthermore, to the best of our knowledge, such effects have not been examined in previous studies in the context of ePHRs and CHITs. This highlights a need to assess such effects.

**Conclusions**

This study slightly improved the predictive power of the Abd-Alrazaq model. More importantly, the improved model showed new significant relationships that were not examined before in the ePHR context, such as the direct effect of SI and FCs on PE, their indirect effects on BI through PE, moderation effect of age, sex, educational level, income, and internet access on the association between BI and UB, and the moderating effects on some indirect relationships. These findings extend our understanding of the complex associations between factors affecting the adoption of ePHRs. The predictive power of 49% indicates that there are other, as yet unidentified, factors that affect the use of ePHRs. Further studies are required to validate the new model in different contexts and to improve its predictive power by proposing new factors. Interventions could focus on the role of significant others (eg, health care professionals, friends, and family members) in influencing web access usage, for example, by discussing the potential benefits of such services with patients.
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Abstract

Background: As health care organizations strive to improve health care access, quality, and costs, they have implemented patient-facing eHealth technologies such as personal health records to better engage patients in the management of their health. In the Kingdom of Saudi Arabia, eHealth is also growing in accordance with Vision 2030 and its National Transformation Program framework, creating a roadmap for increased quality and efficiency of the health care system and supporting the goal of patient-centered care.

Objective: The aim of this study was to investigate the adoption of the personal health record of the Ministry of National Guard Health Affairs (MNGHA Care).

Methods: A cross-sectional survey was conducted in adults visiting outpatient clinics in hospitals at the Ministry of National Guard Health Affairs hospitals in Riyadh, Jeddah, Dammam, Madinah, and Al Ahsa, and primary health care clinics in Riyadh and Qassim. The main outcome measure was self-reported use of MNGHA Care.
Results: In the sample of 546 adult patients, 383 (70.1%) reported being users of MNGHA Care. MNGHA Care users were more likely to be younger (P < 0.001), high school or university educated (P < 0.001), employed (P < 0.001), have a chronic condition (P = 0.046), use the internet to search for health-related information (P < 0.001), and use health apps on their mobile phones (P < 0.001).

Conclusions: The results of this study show that there is substantial interest for the use of MNGHA Care personal health record with 70% of participants self-reporting use. To confirm these findings, objective data from the portal usage logs are needed. Maximizing the potential of MNGHA Care supports patient engagement and is aligned with the national eHealth initiative to encourage the use of technology for high-quality, accessible patient-centered care. Future research should include health care provider perspectives, incorporate objective data, employ a mixed-methods approach, and use a theoretical framework.

(J Med Internet Res 2020;22(10):e22913) doi:10.2196/22913
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Introduction
There has been exponential growth in internet penetration globally, including in Saudi Arabia where the internet penetration rate is 93% and that of social media is 72% [1]. Living in the digital age, an increasing number of patients are empowered, computer-literate, and have access to the internet. With advances in health information technology and the now ubiquity of the internet, patients have access to health information and are expected to engage in their care in new ways. Consumer-based health apps have been developed to “transform the paternalistic model of health care into one that is responsive to consumer needs and treats each individual as a copilot in a life-long health care process” [2].

The eHealth movement, which is the delivery of health services and information through the internet or related technology, has been broadly promoted to improve the health status of patients [3,4]. Patient-facing tools have been endorsed by the Institute of Medicine and the World Health Organization to encourage patient- and person-centered care by facilitating patient involvement in medical decision-making [5,6]. The use of digital information for disease and health-related tracking is widespread and considered an “essential and important element in the health care sector” [7]. Innovative eHealth technologies such as personal health records (PHRs) are leveraged to support patients in becoming empowered. Health care organizations adopt PHRs to increase patient engagement in the drive to meet the triple aims of health care: increase access, reduce cost, and improve quality of care [8-10].

PHRs are either standalone, tethered, or integrated [11]. A standalone PHR is owned by the patient and allows a person to “access and coordinate their lifelong health information” [12]. A tethered PHR, or patient portal, is connected to an organization’s electronic health record (EHR) and allows patients to access information from their medical records [13]. An integrated PHR contains patient information from various sources such as pharmacy data, insurance claims, and an EHR. PHR features vary among health care organizations. Basic PHR features include viewing lab results, requesting prescription refills, and scheduling appointments [8,14,15]. More advanced PHR features include personal health-related reminders, secure messaging, eVisits, and social networking [16]. Since the terms “PHR” and “patient portal” have been used interchangeably in the literature, we here consider the two terms to be synonymous [9].

PHRs are designed to increase patient engagement in managing their health, increase care coordination, and to encourage patient empowerment [16-18]. Engaged patients monitor and update their medication and there is potentially more treatment concordance, leading to positive health outcomes [17,19]. Patient engagement is increasingly recognized as a vital component of safe, person-centered care [6]. Providing patients with access to their EHRs through a PHR is a method for health care systems to promote engagement [20].

Previous studies have shown that PHR use has positive effects on patient adherence, patient self-management skills, and clinical outcomes [16,19,21]. Wade-Vuturo et al [21] found that patients with diabetes mellitus who used a patient portal had better patient-provider communication, more satisfaction with care, greater self-management behaviors, and improved clinical outcomes (ie, hemoglobin A1c, hospital admissions, and emergency room visits). The PHR could bridge the gap due to the limited time and planning devoted to addressing chronic needs since acute issues are the focus of health care visits [22]. Despite the proposed benefits and consumer interest in PHRs, various studies have shown limited adoption and use [8,9,23-25]. According to Abd-Alrazaq et al [8], PHR adoption ranged from 0.13% in the United Kingdom to 10% in the United States.

PHRs are relatively new in the Middle East with less than 12% of health care organizations in the Arab world offering them [26]. Health care organizations in the Kingdom of Saudi Arabia (KSA) have only recently begun to implement PHRs. As with many developed countries, the KSA has invested substantial resources in the implementation of eHealth systems to reduce health care costs and improve care with 4 billion Saudi Arabian Riyals (SAR; US $1.1 billion) allocated by the government to improve eHealth [27]. The KSA has dedicated enormous funds to enhance national health care systems. To that end, the health care system is one of the priority areas of the National Transformation Program 2020 and Saudi Vision 2030, aiming to provide the highest quality of health care services to the citizens and residents while providing sufficient and efficient health care. The national eHealth initiative focused on improving the quality and efficiency of health care services by enhancing a patient-centered health care culture and increasing patient involvement in their care through technology [28]. In line with
the KSA’s eHealth agenda, research on eHealth tools such as PHRs has grown [18,29-32].

The main objectives of this study were as follows: (1) to examine the prevalence of PHR use by region, (2) to categorize the PHR features used most frequently, and (3) to identify predictors of PHR adoption by patients. In addition, comparisons were made between portal users and nonusers according to (1) demographic and clinical characteristics, (2) access to and use of the internet, (3) health literacy and self-reported health status, and (4) online health-related information-seeking behavior.

Research into the actual use of the PHR focusing on the users and features accessed will lay the foundation for future developments of the system and targeted efforts to motivate patients to adopt its use. To reap the proposed benefits and maximize the return on investment, research must be conducted with an eye toward contextual factors and finding methods to promote initial and sustained PHR use among all patient populations.

Methods

Study Setting

The Ministry of National Guard Health Affairs (MNGHA) is a large tertiary health care system established in 1983 to provide state-of-the-art medical care to the National Guard’s soldiers and their dependents in all regions across the KSA [33]. The MNGHA is a leader in health care services in the Middle East. As a health care leader, MNGHA implemented its PHR known as MNGHA Care in 2018. Some of the features available in MNGHA Care include scheduling appointments, requesting medical reports, viewing radiology reports, checking laboratory results, requesting prescription refills, and providing vaccination reminders. MNGHA Care allows patients to upload personal health information such as weight, blood pressure, blood sugar, and exercise details. There is also a self-assessment feature where patients can enter information on pain control, performance status, and quality of life. In addition, it contains links to health educational information. MNGHA Care is a powerful tool that is expected to increase health awareness and promote positive health outcomes [34].

Study Design

A cross-sectional survey design was used. An online survey was constructed and administered through QuestionPro. The study was conducted from December 2019 to February 2020.

Sample

The target population consisted of adults who visited the outpatient waiting areas at Imam Abdulrahman Bin Faisal Hospital in Dammam, King Abdulaziz Medical City in Riyadh, King Abdulaziz Medical City in Jeddah, Prince Mohammad Bin AbdulAziz Hospital in Madinah, King Abdulaziz Hospital in Al Ahsa, and the primary health clinics in Riyadh and Qassim. The study was carried out at each site independently with each site’s research team. Patients or their caregivers were eligible to participate if they were aged 18 years and older and able to read and understand either Arabic or English.

Sampling Strategy

Stratified random sampling with proportionate allocation was used to draw samples from the study population. The approximate number of patients seen daily in each city was used to determine the target sample for each site. Table 1 shows the proportionate allocation by city with the sample selected in proportion to the size of the population. Since no sampling frame was available, the biostatistician generated a random day and time schedule to be used by each site when beginning data collection.

Sample Size

The effect size was based on 40% internet usage for Usenet, listserv, discussion forums, internet phone, and streaming audio music [35]. This effect size was then applied to find the optimal sample size to detect a proportion of the Saudi population using the internet with a predefined accuracy. We assumed the minimum weekly visit frequency as the population to calculate the overall sample sizes. We further adjusted the sample size according to the proportion of daily visits in each region. With the above assumptions, the study required at least 364 complete records to estimate the proportion at a 95% confidence limit and within 5% precision.

Table 1. Proportionate allocation by region.

<table>
<thead>
<tr>
<th>Region</th>
<th>Approximate number of patients/day</th>
<th>Minimum N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dammam</td>
<td>250</td>
<td>27</td>
</tr>
<tr>
<td>Riyadh</td>
<td>1120</td>
<td>139</td>
</tr>
<tr>
<td>Jeddah</td>
<td>850</td>
<td>75</td>
</tr>
<tr>
<td>Medina</td>
<td>200</td>
<td>22</td>
</tr>
<tr>
<td>Al Ahsa</td>
<td>750</td>
<td>80</td>
</tr>
</tbody>
</table>

Participant Recruitment

Each research site used the survey time points and days from the table prepared prior to study initiation. A member of the research team recruited participants in the outpatient pharmacy waiting areas and used a password-protected device to allow the participants to access the survey through QuestionPro, provide consent, and complete the survey. All participants were informed about the study purpose, and were assured anonymity and confidentiality of the information collected. The research team member approached the subjects at randomly selected time points during active working hours until the minimum sample size requirement for the center was reached.
Instrument

This study used a questionnaire developed by the lead author based on a literature review. The questionnaire contained 41 questions covering demographics, health status, satisfaction with health care, health literacy, mobile phone and internet usage, online health-related information-seeking behavior, and MNGHA Care. There were 13 statements rated on a Likert scale related to MNGHA Care use included but not analyzed for this study. The authors reviewed the questions to ensure readability and appropriateness. The questionnaire was forward-translated by native Arabic speakers and was back-translated by a professional translator and compared to the original. Before study initiation, a pilot test was performed in 20 volunteers at Imam Abdulrahman Bin Faisal Hospital with slight modifications made.

Measures

Demographic and clinical characteristics were collected to describe the study sample and were self-reported. Demographic characteristics included health care facility, age, gender, marital status, educational level, employment status, and monthly household income. Clinical characteristics included the presence of a medical condition, number and type of medical conditions, self-reported health status, recent hospitalization (<6 months), recent emergency department visit (<6 months), and satisfaction with health care.

To characterize mobile phone and internet usage, one question was asked about smartphone ownership and another question was asked about the frequency of internet use.

Previous researchers have identified a link between health literacy and technology use [36,37].

Therefore, a single-item health literacy screener was used with the following question: “How often do you need to have someone help you when you read instructions, pamphlets, or other written material from your doctor or pharmacy?” [38].

Four questions were related to internet use for seeking health information: (1) Do you use the internet to search for medical information? (2) Are you a member of an online health community? (3) Do you discuss health issues on social media (eg, Facebook, Twitter)? (4) Do you use health apps on your mobile phone?

Outcome

The outcome variable was the patient-reported use of the PHR, operationalized by asking the patients whether or not they used MNGHA Care.

Ethics Statement

All participants were informed about the aim of the study and their right to not answer any question they felt uncomfortable answering. The study was approved by the Institutional Review Board (RD19/002/D) at King Abdullah International Medical Research Center in Riyadh, Saudi Arabia.

Data Analysis

The raw data were downloaded from QuestionPro into Microsoft Excel and were analyzed using SAS 9.4. The proportion of PHR users with the corresponding 95% confidence limit was calculated using the Wilson score method. Descriptive analysis was used to summarize the categorical variables as frequency and percentage and continuous variables as mean and standard deviation. For reporting convenience, the continuous variables were grouped and the frequency and percentage are reported in each group. Further, we compared the relative frequency distribution of all variables across PHR users and nonusers. The chi-square test was used to measure the significance of the association between individual covariates and PHR usage. Finally, multiple logistic regression was used to estimate the odds ratio and the corresponding 95% confidence limit. Throughout the study, we considered any P value less than .05 as evidence for a significant result.

Results

Sample Characteristics

The baseline characteristics of the participants are shown in Table 2. A total of 546 participants agreed to complete the survey. Most of the participants were men, married, employed, and university graduates. The mean age was 37.39 (SD 11.23) years. The estimated monthly income was greater than 5000 SAR/month (US $1333/month) for 68.0% (335/493) of the participants. Most participants rated their health as very good or excellent. The majority reported only one medical condition. The most frequently reported medical conditions were diabetes, hypertension, and asthma or chronic obstructive pulmonary disease. About a quarter of the sample reported being hospitalized and approximately half had visited the emergency department in the previous 6 months. All patients were either satisfied or very satisfied with their health care. Most patients either never or rarely need help with reading materials from their physician or pharmacist.
Table 2. Baseline demographics of participants (N=546).

<table>
<thead>
<tr>
<th>Variable</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>133 (26.3)</td>
</tr>
<tr>
<td>30-39</td>
<td>170 (33.6)</td>
</tr>
<tr>
<td>40-50</td>
<td>104 (20.6)</td>
</tr>
<tr>
<td>&gt;50</td>
<td>99 (19.57)</td>
</tr>
<tr>
<td><strong>Male</strong></td>
<td>280 (53.3)</td>
</tr>
<tr>
<td><strong>Health care facility</strong></td>
<td></td>
</tr>
<tr>
<td>King Abdulaziz Medical City (Riyadh)</td>
<td>118 (21.6)</td>
</tr>
<tr>
<td>King Abdullah Specialized Children’s Hospital (Riyadh)</td>
<td>35 (6.4)</td>
</tr>
<tr>
<td>Primary Health Clinic (Riyadh)</td>
<td>32 (5.9)</td>
</tr>
<tr>
<td>King Khaled National Guard Hospital (Jeddah)</td>
<td>124 (22.7)</td>
</tr>
<tr>
<td>Prince Mohammed Bin Abdulaziz Hospital (Madinah)</td>
<td>32 (5.9)</td>
</tr>
<tr>
<td>King Abdulaziz Hospital (Al Ahsa)</td>
<td>145 (26.6)</td>
</tr>
<tr>
<td>Imam Abdulrahman Bin Faisal Hospital (Dammam)</td>
<td>27 (4.9)</td>
</tr>
<tr>
<td>Primary Health Clinic (Qassim)</td>
<td>33 (6.0)</td>
</tr>
<tr>
<td><strong>Married</strong></td>
<td>426 (78.9)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Elementary or less</td>
<td>65 (11.9)</td>
</tr>
<tr>
<td>Middle school</td>
<td>44 (8.1)</td>
</tr>
<tr>
<td>High school</td>
<td>177 (32.6)</td>
</tr>
<tr>
<td>University</td>
<td>233 (41.1)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>34 (6.3)</td>
</tr>
<tr>
<td><strong>Employed</strong></td>
<td>273 (49.5)</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>224 (41.0)</td>
</tr>
<tr>
<td>Very good</td>
<td>188 (34.3)</td>
</tr>
<tr>
<td>Good</td>
<td>94 (17.2)</td>
</tr>
<tr>
<td>Fair</td>
<td>27 (5.0)</td>
</tr>
<tr>
<td>Poor</td>
<td>13 (2.4)</td>
</tr>
<tr>
<td><strong>Number of medical conditions</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>152 (27.9)</td>
</tr>
<tr>
<td>1</td>
<td>280 (51.5)</td>
</tr>
<tr>
<td>≥2</td>
<td>112 (20.6)</td>
</tr>
<tr>
<td><strong>Type of medical condition</strong></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>118 (21.6)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>104 (19.0)</td>
</tr>
<tr>
<td>Asthma or COPD&lt;sup&gt;a&lt;/sup&gt;</td>
<td>60 (11.0)</td>
</tr>
<tr>
<td><strong>Satisfaction with health care</strong></td>
<td></td>
</tr>
<tr>
<td>Very satisfied</td>
<td>502 (92.5)</td>
</tr>
<tr>
<td>Satisfied</td>
<td>41 (7.6)</td>
</tr>
<tr>
<td>Hospitalized within the last 6 months</td>
<td>133 (24.4)</td>
</tr>
<tr>
<td>Visited the emergency department within the last 6 months</td>
<td>249 (45.9)</td>
</tr>
</tbody>
</table>
Internet Use and Online Health Information–Seeking Behavior

Table 3 shows data from the survey related to internet use and online health information–seeking behavior. An overwhelming majority of the participants reported using a smartphone and accessing the internet several times a day. A large majority also reported using the internet to search for medical information. However, relatively few participants reported being a member of an online health community or discussing health issues on social media. Over half the participants use health apps on their mobile phones.

<table>
<thead>
<tr>
<th>Variable</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Need help with reading instructions</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>334 (61.2)</td>
</tr>
<tr>
<td>Rarely</td>
<td>110 (20.1)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>81 (14.9)</td>
</tr>
<tr>
<td>Often</td>
<td>16 (2.9)</td>
</tr>
<tr>
<td>Always</td>
<td>4 (0.7)</td>
</tr>
</tbody>
</table>

Internet use and online health information–seeking behavior (N=546).

<table>
<thead>
<tr>
<th>Internet use category</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smartphone use</td>
<td>516 (94.5)</td>
</tr>
<tr>
<td>Frequency of internet use</td>
<td></td>
</tr>
<tr>
<td>Several times a day</td>
<td>442 (81.0)</td>
</tr>
<tr>
<td>About once daily</td>
<td>30 (5.5)</td>
</tr>
<tr>
<td>A few times per week</td>
<td>19 (3.5)</td>
</tr>
<tr>
<td>A few times per month</td>
<td>22 (4.0)</td>
</tr>
<tr>
<td>Rarely or not at all</td>
<td>29 (5.3)</td>
</tr>
<tr>
<td>Use the internet to search for medical information</td>
<td>381 (69.8)</td>
</tr>
<tr>
<td>Member of online health community</td>
<td>44 (8.1)</td>
</tr>
<tr>
<td>Discuss health issues on social media</td>
<td>101 (18.5)</td>
</tr>
<tr>
<td>Use health apps on your mobile phone</td>
<td>299 (54.8)</td>
</tr>
</tbody>
</table>

MNGHA Care Use

Of the 546 participants, 460 (84.7%) were aware of MNGHA Care. As shown in Table 4, most participants were made aware of MNGHA Care through someone from the organization—health care provider or other hospital staff—followed by a family member. Of the 460 participants aware of the PHR, 383 (83.3%) reported using it. The health care facilities were classified into the central (Riyadh and Qassim), eastern (Al Ahsa and Dammam), and western (Jeddah and Madinah) regions. There was a statistically significant difference in use by region (P<.001): central region (182/383, 47.5%), eastern region (109/383, 28.5%), and western region (92/383, 24.0%). In response to the question “How long have you been using MNGHA Care?”, the majority of respondents (267/383, 69.7%) reported using it for the past 12 months with most (160/383, 41.8%) using it only within the last 6 months. Most participants reported using MNGHA Care a few times a month (210/383, 54.8%) to rarely (119/383, 31.1%). PHR features accessed by the participants are shown in Figure 1. Scheduling appointments was the feature used most frequently in all regions. In the western region, use of the PHR to check laboratory results was quite low (6.5%) compared to that reported in the eastern region (48.6%) and central region (34.1%). Prescription refill requests were used the most in the eastern region (38.5%), followed by the western region (22.8%) and central region (15.9%).

aCOPD: chronic obstructive pulmonary disease.
Table 4. Source of MNGHA Care recommendation among users (N=383).

<table>
<thead>
<tr>
<th>Recommender</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health care provider</td>
<td>179 (46.7)</td>
</tr>
<tr>
<td>Other hospital staff</td>
<td>41 (10.7)</td>
</tr>
<tr>
<td>Family</td>
<td>90 (23.5)</td>
</tr>
<tr>
<td>Friends</td>
<td>47 (12.3)</td>
</tr>
<tr>
<td>No one</td>
<td>20 (5.2)</td>
</tr>
</tbody>
</table>

Figure 1. MNGHA Care features accessed by region.

Table 5 shows a comparison of the baseline demographics between MNGHA Care users and nonusers. There were statistically significant differences between the groups with respect to age, educational level, and employment status. MNGHA Care users were younger (18-39 years), had a high school or university education, had at least one medical condition, and larger monthly household incomes relative to those of nonusers.
Table 5. Demographic characteristics of personal health record (PHR) users and nonusers.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>PHR user, n (%)</th>
<th>PHR nonuser, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (N=487)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29 years</td>
<td>102 (33.0)</td>
<td>30 (21.3)</td>
<td>.001</td>
</tr>
<tr>
<td>30-39 years</td>
<td>128 (41.4)</td>
<td>42 (29.8)</td>
<td></td>
</tr>
<tr>
<td>40-49 years</td>
<td>79 (22.8)</td>
<td>25 (17.7)</td>
<td></td>
</tr>
<tr>
<td>≥50 years</td>
<td>37 (10.7)</td>
<td>44 (31.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender (N=523)</strong></td>
<td></td>
<td></td>
<td>.44</td>
</tr>
<tr>
<td>Male</td>
<td>194 (52.4)</td>
<td>88 (56.2)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>176 (47.6)</td>
<td>67 (43.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status (N=537)</strong></td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>Married</td>
<td>303 (80.2)</td>
<td>121 (76.1)</td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>75 (19.8)</td>
<td>38 (23.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Educational level (N=540)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Elementary school or less</td>
<td>26 (6.8)</td>
<td>38 (23.9)</td>
<td></td>
</tr>
<tr>
<td>Middle school</td>
<td>25 (6.6)</td>
<td>18 (11.3)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>139 (36.5)</td>
<td>38 (23.9)</td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>167 (43.8)</td>
<td>55 (34.6)</td>
<td></td>
</tr>
<tr>
<td>Postgraduate</td>
<td>24 (6.3)</td>
<td>10 (6.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Monthly household income (N=490)</strong></td>
<td></td>
<td></td>
<td>.11</td>
</tr>
<tr>
<td>&lt;1333 US $/month</td>
<td>105 (30.1)</td>
<td>54 (37.6)</td>
<td></td>
</tr>
<tr>
<td>1333-2665 US $/month</td>
<td>118 (33.8)</td>
<td>50 (35.5)</td>
<td></td>
</tr>
<tr>
<td>&gt;2666 US $/month</td>
<td>127 (36.1)</td>
<td>38 (27.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment status (N=536)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Employed</td>
<td>207 (54.6)</td>
<td>59 (37.6)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>115 (30.3)</td>
<td>55 (35.0)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>36 (9.5)</td>
<td>34 (21.7)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>21 (5.5)</td>
<td>9 (5.7)</td>
<td></td>
</tr>
</tbody>
</table>

Table 6 compares MNGHA Care users and nonusers according to health status. Importantly, the frequency of users among those with a medical condition was more than double that of users without a medical condition, representing a significant difference between users and nonusers according to medical condition.
Table 6. Health status of MNGHA Care users and nonusers.

<table>
<thead>
<tr>
<th>Question</th>
<th>Users</th>
<th>Nonusers</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>How do you rate your health? (N=543)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Poor</td>
<td>5 (1.3)</td>
<td>8 (5.0)</td>
<td></td>
</tr>
<tr>
<td>Fair</td>
<td>13 (3.4)</td>
<td>14 (8.8)</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>54 (14.1)</td>
<td>39 (24.4)</td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>170 (44.4)</td>
<td>53 (33.1)</td>
<td></td>
</tr>
<tr>
<td>Do you have any medical condition? (N=541)</td>
<td></td>
<td></td>
<td>.046</td>
</tr>
<tr>
<td>Yes</td>
<td>265 (69.4)</td>
<td>124 (78.0)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>117 (30.6)</td>
<td>35 (22.0)</td>
<td></td>
</tr>
<tr>
<td>Number of medical conditions (N=541)</td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>0</td>
<td>117 (30.6)</td>
<td>35 (22.0)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>201 (52.6)</td>
<td>77 (48.4)</td>
<td></td>
</tr>
<tr>
<td>≥2</td>
<td>64 (16.8)</td>
<td>47 (29.6)</td>
<td></td>
</tr>
<tr>
<td>Hospitalized within the last 6 months (N=542)</td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Yes</td>
<td>84 (21.9)</td>
<td>49 (30.8)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>299 (78.1)</td>
<td>110 (69.2)</td>
<td></td>
</tr>
<tr>
<td>Visited the emergency department within the last 6 months (N=545)</td>
<td></td>
<td></td>
<td>.51</td>
</tr>
<tr>
<td>Yes</td>
<td>179 (47.1)</td>
<td>70 (43.8)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>201 (52.9)</td>
<td>90 (56.3)</td>
<td></td>
</tr>
</tbody>
</table>

Table 7 compares MNGHA Care users and nonusers according to health literacy and online health-related information-seeking behavior. There were statistically significant differences in PHR use in those who use the internet to search for medical information (P<.001) and in those who use health apps on their mobile phone (P<.001).
Table 7. Health literacy and online health information-seeking behavior.

<table>
<thead>
<tr>
<th>Question</th>
<th>PHR users, n (%)</th>
<th>PHR nonusers, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>How often do you need to have someone help you when you read instructions, pamphlets, or other written material from your doctor or pharmacy? (N=539)</td>
<td></td>
<td></td>
<td>.47</td>
</tr>
<tr>
<td>Never</td>
<td>230 (60.1)</td>
<td>102 (64.2)</td>
<td></td>
</tr>
<tr>
<td>Rarely</td>
<td>85 (22.2)</td>
<td>25 (15.7)</td>
<td></td>
</tr>
<tr>
<td>Sometimes</td>
<td>53 (13.8)</td>
<td>27 (17.0)</td>
<td></td>
</tr>
<tr>
<td>Often</td>
<td>12 (3.1)</td>
<td>4 (2.5)</td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>3 (0.8)</td>
<td>1 (0.6)</td>
<td></td>
</tr>
<tr>
<td>Do you use the internet to search for medical information? (N=543)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>303 (79.1)</td>
<td>77 (48.1)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>80 (20.9)</td>
<td>83 (51.9)</td>
<td></td>
</tr>
<tr>
<td>Are you a member of an online health community? (N=542)</td>
<td></td>
<td></td>
<td>.61</td>
</tr>
<tr>
<td>Yes</td>
<td>33 (8.6)</td>
<td>11 (6.9)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>350 (91.4)</td>
<td>148 (93.1)</td>
<td></td>
</tr>
<tr>
<td>Do you discuss health issues on social media (e.g., Facebook, Twitter) (N=541)</td>
<td></td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>Yes</td>
<td>79 (20.7)</td>
<td>22 (13.8)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>302 (79.3)</td>
<td>138 (86.3)</td>
<td></td>
</tr>
<tr>
<td>Do you use health apps on your mobile phone? (N=533)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>250 (65.6)</td>
<td>48 (31.6)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>131 (34.4)</td>
<td>104 (68.4)</td>
<td></td>
</tr>
</tbody>
</table>

Table 8 shows the logistic regression results assessing the influence of various participant characteristics on MNGHA Care use. Of the 9 predictor variables, only 3 were statistically significant: educational level, use of the internet to search for health-related information, and use of health apps on the mobile phone. Although higher educational level was associated with more frequent PHR use, this relationship was only statistically significant for patients with a high school education, who had a 4.08-times higher odds of using the PHR compared with those having an elementary education (P=.002). Patients who use the internet to search for health-related information had a 2.4-times higher odds of using the PHR (P=.005). Finally, patients who use health apps on their mobile phones had a 2.1-times higher odds of using the PHR (P=.008).
Table 8. Predictors of MNGHA Care use.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>1.426 (0.739-2.750)</td>
<td>.29</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>0.738 (0.335-1.628)</td>
<td>.59</td>
</tr>
<tr>
<td>40-49</td>
<td>0.657 (0.258-1.672)</td>
<td>.99</td>
</tr>
<tr>
<td>≥50</td>
<td>0.378 (0.129-1.105)</td>
<td>.08</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>1.083 (0.457-2.569)</td>
<td>.39</td>
</tr>
<tr>
<td>Retired</td>
<td>0.703 (0.241-2.051)</td>
<td>.65</td>
</tr>
<tr>
<td>Student</td>
<td>0.640 (0.182-2.250)</td>
<td>.58</td>
</tr>
<tr>
<td><strong>Household income (US $/month)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1333</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>1333-2665</td>
<td>1.044 (0.491-2.222)</td>
<td>.53</td>
</tr>
<tr>
<td>&gt;2666</td>
<td>1.571 (0.641-3.849)</td>
<td>.23</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Eastern</td>
<td>0.199 (0.098-0.406)</td>
<td>.09</td>
</tr>
<tr>
<td>Northern</td>
<td>0.521 (0.088-3.081)</td>
<td>.49</td>
</tr>
<tr>
<td>Southern</td>
<td>0.148 (0.038-0.567)</td>
<td>.14</td>
</tr>
<tr>
<td>Western</td>
<td>0.225 (0.105-0.480)</td>
<td>.22</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elementary school or less</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Middle school</td>
<td>2.29 (0.695-7.549)</td>
<td>.58</td>
</tr>
<tr>
<td>High school</td>
<td>4.08 (1.428-11.662)</td>
<td>.002</td>
</tr>
<tr>
<td>University</td>
<td>1.825 (0.590-5.646)</td>
<td>.99</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>1.170 (0.267-5.138)</td>
<td>.33</td>
</tr>
<tr>
<td><strong>Number of medical conditions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.323 (0.722-2.425)</td>
<td>.95</td>
</tr>
<tr>
<td>≥2</td>
<td>1.695 (0.740-3.88)</td>
<td>.28</td>
</tr>
<tr>
<td>Internet use for health-related information</td>
<td>2.448 (1.32-4.539)</td>
<td>.005</td>
</tr>
<tr>
<td>Health apps on mobile phones</td>
<td>2.069 (1.209-3.539)</td>
<td>.008</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

In the sample of 546 adult patients, 383 (70.1%) reported being users of MNGHA Care. The central region (Riyadh and Qassim) had higher use (83.4%) than the western (Jeddah and Madinah, 59.4%) or eastern (Dammam and Al Ahsa, 64.1%) regions. There were 460 participants (84.6%) who were aware of the PHR. Of those, the majority (83.3%) reported using MNHGHA Care. Despite the high penetration of internet (93%) and social media (72%) use in the KSA, few participants reported being a member of an online health community (8.0%) or discussing health issues on social media (18.6%), whereas a high proportion of participants reported using the internet to seek health information [1]. Other researchers in the KSA have found a growing interest in patients using online social networking for health-seeking purposes [39-41].

Prior to the implementation of MNGHA Care in 2018, Al-Sahan and Saddik [31] conducted a study among 424 patients in the outpatient setting at MNGHA Riyadh to gauge the acceptance of the PHR. In their study, most patients were interested (25.2%)...
or very interested (60.6%) in a PHR. The results of this study appear to be concordant with these previous findings, even though their sample was predominantly female (68.2%) with the majority having no medical condition (68.2%). Technology use was also evaluated, demonstrating high internet use (95.9%), smart device use (92.2%), and computer use (80.7%), with only 15.9% accessing patient electronic services from the MNGHA website (15.9%). Our study showed similar findings with 94.5% having a smartphone and 81% using the internet several times a day.

MNGHA Care users were more likely to be younger (18-39 years of age), high school or university educated, employed, users of the internet to search for health-related information, and users of health apps on their mobile phones. Most PHR studies have been conducted in Western countries and have noted differences in PHR use by age, gender, and ethnic background, with people of a lower socioeconomic status using PHRs less often [19,42-47]. In the systematic review conducted by Abd-Alrazaq et al [8], the factors positively associated with use of a PHR were awareness of the PHR, perceived ease of use, perceived usefulness, internet access, income, and education level. Our study also showed a positive association of PHR use with awareness, internet access, income, and educational level.

Our results indicated that increasing age is associated with lower odds of using the PHR. This is consistent with the existing literature [44,46,48-51]. Even though older patients have more chronic conditions and are in the greatest need of support in disease self-management, many do not use a PHR for a variety of reasons. Disparities in PHR use by age have frequently been cited in the literature with many studies showing that older individuals are less likely to use a PHR. Confounding factors include low computer literacy, low eHealth literacy, or less inclination to use technology, ultimately leading to more difficulties with advanced technologies such as PHRs [17,32,48].

In a study using a simulated PHR in adults aged 40 years and above, the authors concluded that adults with age-related declines in reasoning and cognitive abilities were more likely to have difficulties completing more complex health management tasks using a PHR [52]. In a study conducted in Saudi Arabia using a simulated PHR to perform various health management tasks, the authors found an increased probability to watch the help video with each 1-year increase in age, but did not note difficulties by age in completing simple compared to complex tasks [32]. The authors suggested embedding aids such as help videos in PHRs to improve the comprehension of numeric health information [53]. Special considerations should be made in the design of a PHR with targeted training sessions for the older population. Allowing patients to participate in the design of the PHR through focus groups is a strategy employed by some health care organizations [50].

Another area where the digital divide has been evident with the use of PHRs relates to education level [9,42,54]. Our study showed that a high school or university education was associated with use of the PHR; however, there was no difference in use for those with a postgraduate degree. This is inconsistent with previous research, which has shown increasing PHR use with higher levels of education. In the systematic review conducted by Zhao et al [9] examining barriers and facilitators to PHR use, the authors recognized that one of the most common barriers is lack of a user-friendly interface. They identified 17 studies that mentioned redesigning the PHR and patient portal interfaces so that they are “easy-to-use, easy-to-navigate interfaces and simpler language” [9]. Honein-AbouHaidar et al [26] evaluated the acceptance of the patient portal in Lebanon and noted the importance of simplifying and tailoring messages to the target population. Focusing on the patients and how the information is presented in the PHR will prevent the widening of health disparities.

Other studies have found that patients with chronic medical conditions are more frequent PHR users than those without [26,44,51,55]. In this study, 389 (71.9%) of the participants had a medical condition, 265 (68.1%) of whom reported using MNGHA Care. Similar to the literature, patients with a chronic medical condition had a higher prevalence of PHR use. Diabetes mellitus was the most frequently reported medical condition in our participants. Numerous studies have evaluated PHR use in this population to improve diabetes care, increase self-management, and optimize health outcomes [14,21,37,49,56-61]. Belcher et al [29] conducted a 12-week study in 31 patients with diabetes mellitus in the eastern province of Saudi Arabia who were sent twice-weekly messages through the patient portal. They found a reduction in hemoglobin A1c (11% to 9%) and fasting blood sugar (198 to 173 mg/dL). Secure messaging, a feature not available in MNGHA Care, has been associated with improved glycemic control in studies of PHR use in patients with diabetes mellitus [13]. In the study by Al Sahan and Sadek [31], 74.1% of participants reported a desire to communicate with a physician. Since patients showed an interest in secure messaging and studies have shown positive patient outcomes, it may be the right time to consider adding this feature in phases across the organization to support patient-centered communication.

This study showed that the MNGHA Care feature used most commonly was appointment scheduling (83.0%). In the study by Al Sahan and Sadek [31], participants were interested in accessing laboratory results (91.7%), radiology results (82.9%), and appointment scheduling (90.5%). With real-world use, our participants underutilized the features for managing personal health information (28.5%), checking laboratory results (31.6%), and requesting prescription refills (24.0%). Although the previous study showed a high level of patient interest in specific PHR features 2 years before MNGHA Care was implemented in the organization, utilization was less than would be expected after the implementation. Indeed, interest in PHRs and their features has been found to be higher than the actual adoption, with 80% of US respondents surveyed indicating interest in PHRs but only 2.2% of the population actually used a PHR [53]. Having the technology available is one challenge to overcome but it is also necessary to monitor the process, find ways to connect patients to the technology, and investigate their concerns regularly postimplementation.

An explanation for the low percentage of participants requesting prescription refills is that the pharmacies in each region chose when to activate this feature. Not all pharmacies in all regions had activated the refill function at the time of performing this study. With respect to checking laboratory results and managing...
personal information, patients may have disliked the interface or had problems interacting with the system. Zhao et al [9] highlighted the need for health care providers to work with patients and demonstrate the features as a way to increase the value of the PHR from the patients’ perspective. There also could have been differences in the way the PHR was rolled out in each region. The central region possibly implemented more strategies aimed at encouraging patient awareness compared to the other regions. Finally, it is recognized that health care providers play an influential role in endorsing PHR use [8,9,44,47]. This is evident in our study, in which the health care provider (47.9%) or hospital staff (10.8%) was responsible for recommending the use of MNGHA Care to most participants. For better utility of the PHR, all health care providers and staff need proper training to support their patients. It is hoped that an impact of this study will be to disseminate information on the availability and benefits of the PHR and its various functions to patients and health care providers.

Limitations
A major limitation of this study is the use of only self-reported data. Several biases are associated with self-reported data, including social desirability, recall, and nonresponse bias [62]. There may have been overreporting of PHR use by participants because they felt that this was the answer expected of them. In the systematic literature review and meta-analysis conducted by Fraccaro et al [25], the researchers found an adoption rate of 71% in controlled experiments and 23% in real-world experiments. In a cross-sectional study conducted in the Netherlands, there was a 32.1% adoption rate [44]. Objective PHR data from system usage logs can be used along with self-reported data; however, such data were not available to the research team for this study. Systems data would provide information on the total MNGHA population registered to use the PHR, patient logins, and use of specific features. In addition, those who agreed to participate may have been more likely to use MNGHA Care compared with those who did not participate, resulting in skewed results. Another limitation is the use of only a quantitative approach for analysis. This study would have benefited from combining quantitative data with qualitative data in a mixed-methods approach. The advantage would be gaining greater insight into patient acceptance and concerns with use of MNGHA Care. Such analysis would allow for a more in-depth examination of some of the barriers and facilitators to adoption within the KSA. Another limitation is that the study was conducted in a single health system. However, the large sample size of patients from across the country who were visiting different departments should increase the generalizability of the findings. Finally, the lack of a theoretical framework possibly limits the interpretation of interrelationships between patient factors and PHR characteristics.

Conclusions
The results of this study show that there is a great deal of interest in use of MNGHA Care with 70% of participants self-reporting use. To our knowledge, this study is the first to report on the adoption of a PHR in a real-world setting in the KSA. To confirm these findings, objective data from the portal usage logs are needed. With the COVID-19 pandemic, the entire world is learning many lessons as the eHealth landscape transforms rapidly. One lesson we are learning is how to engage in health care remotely and efficiently via electronic apps. Remote personal health engagement has become the new normal. Maximizing the potential of MNGHA Care supports patient engagement and is aligned with the national eHealth initiative to encourage the use of technology for high-quality, accessible patient-centered care. Future research should include health care provider perspectives, incorporate objective data, employ a mixed-methods approach, and use a theoretical framework.
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Abstract

Background: eHealth technologies aim to change users’ health-related behavior. Persuasive design and system features can make an eHealth technology more motivating, engaging, or supportive to its users. The Persuasive Systems Design (PSD) model incorporates software features that have the possibility to increase the persuasiveness of technologies. However, the effects of specific PSD software features on the effectiveness of an intervention are still largely unknown. The Perceived Persuasiveness Questionnaire (PPQ) was developed to gain insight into the working mechanisms of persuasive technologies. Although the PPQ seems to be a suitable method for measuring subjective persuasiveness, it needs to be further evaluated to determine how suitable it is for measuring perceived persuasiveness among the public.

Objective: This study aims to evaluate the face and construct validity of the PPQ, identify points of improvement, and provide suggestions for further development of the PPQ.

Methods: A web-based closed-ended card-sort study was performed wherein participants grouped existing PPQ items under existing PPQ constructs. Participants were invited via a Massive Open Online Course on eHealth. A total of 398 people (average age 44.15 years, SD 15.17; 251/398, 63.1% women) completed the card sort. Face validity was evaluated by determining the item-level agreement of the original PPQ constructs. Construct validity was evaluated by determining the construct in which each item was placed most often, regardless of the original placement and how often 2 items were (regardless of the constructs) paired together and what interitem correlations were according to a cluster analysis.

Results: Four PPQ constructs obtained relatively high face validity scores: perceived social support, use continuance, perceived credibility, and perceived effort. Item-level agreement on the other constructs was relatively low. Item-level agreement on the other constructs was relatively low. Item-level agreement for almost all constructs, except perceived effort and perceived effectiveness, would increase if items would be grouped differently. Finally, a cluster analysis of the PPQ indicated that the strengths of the newly identified 9 clusters varied strongly. Unchanged strong clusters were only found for perceived credibility support, perceived social support, and use continuance. The placement of the other items was much more spread out over the other constructs, suggesting an overlap between them.

Conclusions: The findings of this study provide a solid starting point toward a redesigned PPQ that is a true asset to the field of persuasiveness research. To achieve this, we advocate that the redesigned PPQ should adhere more closely to what persuasiveness is according to the PSD model and to the mental models of potential end users of technology. The revised PPQ should, for example, enquire if the user thinks anything is done to provide task support but not how this is done exactly.

(J Med Internet Res 2020;22(10):e20404) doi:10.2196/20404
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Introduction

Owing to the increasing pressure on health care systems, an increasing number of health-related interventions are making use of technology. This is also referred to as eHealth: the use of technology to support health, well-being, and (the organization of) health care [1]. Many eHealth technologies aim to change their users’ health-related attitudes or behaviors. A known pitfall of such technologies is that users stop using them rather quickly or do not use the technology as intended by the developers [2]. This issue of nonadherence can limit the effectiveness of technology because of the dose-response relationship, that is, the more a technology is used, the more effective it is [2]. Furthermore, limited use of technology also hampers sustainability. To deal with this downside of eHealth, it is pivotal that users of eHealth technologies are continuously motivated and engaged by the technology itself. To that end, eHealth technologies can make use of certain design and system features that can make technology more motivating, engaging, and supportive to its users, in turn helping them become persuasive eHealth technologies [3-7]. Persuasive (eHealth) technologies may be defined as “computerized software or information systems designed to reinforce, change or shape attitudes or behaviors or both without using coercion or deception” [8]. Despite the potential benefits of persuasion, insight into whether, why, for whom, and how persuasive eHealth technology works remains limited. Most of the existing research has focused on whether persuasive eHealth technology as a whole is effective, which provides little insight into what it is that makes it effective and what the role of persuasiveness is [9]. Thus, there is a need to open the black box of persuasive eHealth technologies to gain insight into whether and how persuasive technology actually increases adherence and whether persuasiveness is related to the effectiveness of such technologies.

How Does Persuasion Work?

Although we currently have a broad sense of which persuasive strategies are preferred by certain user groups (eg, based on personality traits, age, or gender) [10-14], more research is needed to unravel why and how persuasive technologies work for different types of users. To evaluate the effect of persuasion, we need to gain insight into whether technology users actually experience the included persuasive software features (eg, personalization and social comparison) as persuasive. After all, the persuasive strategies that designers apply in the software may not be perceived as such by the users [15]. It has been stated that the persuasive powers of a technology are determined by an individual’s subjective evaluation of that technology and its impact on the self [16]. This highlights the importance of the subjective experience of persuasiveness as opposed to merely checking whether certain persuasive features are present according to the researchers or developers of the technology. It would therefore be extremely helpful for persuasive technology researchers and developers to have an instrument at hand that enables them to reliably check the persuasive aspects of technologies, not from a designer’s perspective but from a user’s perspective. This would not only support developers in making their designs more persuasive but also provide the necessary step to evaluate whether technology increases adherence and effectiveness through the persuasiveness of the technology as theorized.

Toward Designing Persuasive Technologies

For developers and designers, the Persuasive Systems Design (PSD) model was created as a guideline for the development of persuasive eHealth technologies [17]. It provides 4 categories of software features that can be applied to persuasive systems: primary task support, dialogue support, social support, and credibility support [17] (Table 1). The model posits that all these features have the ability to increase the persuasiveness of technologies. However, as previously indicated, the effects of specific software features on the persuasiveness of an intervention are still largely unknown. Thus, measuring persuasion would require a measurement tool to evaluate the subjective (perceived) persuasion of a technology for the individual user. There are 3 newly developed questionnaires that might play a role in achieving this goal. First, there is the Persuadability Inventory [18]; this is a questionnaire aimed at measuring how susceptible an individual is to certain persuasive strategies such as rewards or social comparison. Although this is an interesting focus area, it does not measure the effects of specific software features on different individuals and, therefore, cannot be used for evaluating the persuasiveness of a system. The second related questionnaire is the Persuasive Potential Questionnaire [19]. This questionnaire is aimed at measuring the potential of different systems to persuade users, especially at the stage when the system is not fully developed. As such, it also does not evaluate the effect of specific software features within a system and seems to focus on how persuasive an individual is. Therefore, this questionnaire seems ill suited for the goal of evaluating the persuasiveness of a system. The third questionnaire is the Perceived Persuasiveness Questionnaire (PPQ) [16,20]. The PPQ is a 31-item scale that assesses perceived persuasiveness according to the 4 categories of the PSD (primary task support, dialogue support, social support, and credibility support) and the 4 related constructs: unobtrusiveness, effort, effectiveness, and (overall) perceived persuasiveness [16,20].

Although the goal of the PPQ is not clearly articulated in the first papers that it appeared in, it has been used to evaluate how users perceive the persuasiveness of a certain system (a digital weight loss intervention) and how the different included constructs relate to each other within a structural equation model. Later studies have used the PPQ to evaluate the persuasive effects of different virtual agents [21] in a web-based weight loss intervention [22] and in an antibiotic information app for nurses [23]. Thus, the questionnaire has been applied to evaluate interventions as a whole or specific persuasive elements within such interventions, and it has been applied to
the general public and health care professionals as well. Overall, as the intent of the PPQ is to measure perceived persuasiveness, it is interesting to evaluate to what extent the scale can be used to assess the perceived persuasiveness of technologies.

Therefore, this study addresses questions related to how to evaluate and measure the dimensions of persuasiveness in eHealth. The PPQ is recognized as a promising low-threshold instrument to measure perceived persuasiveness among a heterogeneous set of people [16,20]. However, to live up to its potential, it is important to evaluate whether the PPQ truly matches the underlying PSD model and the mental models of its broad range of potential target groups [15,24]. A mental model is a person’s simplified representation of how something works in the real world. As the PPQ focuses on how persuasiveness is perceived, it is even more essential that its items actually match its users’ mental models. Consequently, this study aims to evaluate the face and construct validity of the PPQ constructs to identify points of improvement for a potentially updated version. To achieve this, a broad target group with an interest in eHealth was asked to evaluate the face and construct validity of the PPQ constructs by means of a card-sort study. This provides insight into the extent to which the PPQ items are grouped under the PPQ constructs as intended by its developers and as such provide face validity. Furthermore, we explore the extent to which participants see the constructs included in the PPQ as separate from each other and the items as fitting with each other, which provides information on construct validity. Together, this provides insight into whether the PPQ items are capable of rendering a valid impression of a technology’s perceived persuasiveness and whether the PPQ items match the mental models of the users of the technology. The outcomes of this study can be used to establish whether any changes are needed to the PPQ constructs and items.

### Table 1. Overview of the categories of the Persuasive Systems Design model.

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
<th>Examples of design features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary task support</td>
<td>What the technology does to support the user in carrying out his primary task</td>
<td>Reduction, tunneling, tailoring, personalization, self-monitoring, simulation, rehearsal</td>
</tr>
<tr>
<td>Dialogue support</td>
<td>How the technology supports its users via computer-human communication</td>
<td>Praise, rewards, reminders, suggestions, similarity, liking, social role</td>
</tr>
<tr>
<td>Social support</td>
<td>How the technology uses social influence to motivate its users</td>
<td>Social facilitation, social comparison, normative influence, social learning, cooperation, competition, recognition</td>
</tr>
<tr>
<td>Credibility support</td>
<td>How the technology’s design contributes to instilling trust in its users</td>
<td>Trustworthiness, expertise, surface, credibility, real-world feel, third-party endorsements, verifiability</td>
</tr>
</tbody>
</table>

### Methods

#### Design

Traditionally, the card-sorting methodology is used to create and evaluate a fit between an information structure and the mental models of its target group such that it enables them to easily find, interpret, and apply information [25–27]. However, previous research has indicated that it can also yield valuable insights into how mental models fit with other kinds of structuring of information, such as the items of a questionnaire [28].

Specifically, in this study, we applied the card-sort methodology to evaluate the face and construct validity of a questionnaire. The questionnaire’s face validity refers to the extent to which its items subjectively (at first glance) seem to actually cover the constructs they are intended to measure [29]. In the card sort, this was ascertained by evaluating how many participants had grouped each individual item in the intended construct. The questionnaire’s construct validity represents the extent to which the included items are actually related to each other and the construct they intend to measure [30]. In the card sort, this was evaluated by analyzing how the items are grouped and placed in constructs by the respondents themselves, according to their own mental models regardless of the constructs that the items originally belonged to. This cross-sectional study used a closed-ended card sort to evaluate the face and construct validity of the PPQ. In this type of card-sort study, the categories that have to be used to group items have already been defined beforehand. During the card-sort study, participants were asked to sort cards with, in this case, questionnaire items into the PPQ constructs (primary task support, dialogue support, perceived credibility, perceived social support, perceived unobtrusiveness, perceived persuasiveness, perceived effort, perceived effectiveness, and use continuance) in a way that was logical or meaningful to them. The resulting groups render information about the participants’ mental models concerning these constructs, including an agreement or disagreement among users [31].

#### Participants

Participants were invited to join the study via a Massive Open Online Course (MOOC) on eHealth: Combining Psychology, Technology and Health that was hosted by the research group of the authors of this paper [32]. Anyone with an interest in eHealth technology can join the MOOC, free of charge. It is targeted at an international audience via the FutureLearn platform [33]. Participants of the MOOC were invited to participate in the fourth week (of a total of 6 weeks) of the MOOC. This week of the course was entirely focused on the persuasive design of eHealth technology. In addition, at that point of the web-based course, participants had already finished reading and practicing with information about eHealth, human-centered design, and behavior change. This means that they had acquired at least some basic knowledge about eHealth and persuasive design. After completing the lessons of week 4, participants were presented with a short introductory text including disclosure about the research (Multimedia Appendix...
1). They were invited to participate on a voluntary basis in this study. Data were collected during 10 runs of the MOOC, which ran from May 23, 2016, to December 8, 2019. A total of 12,439 people actively participated in the MOOC during this time span. A total of 602 people started filling in the questionnaire, of which 398 (251/398, 63.1% women; 147/398, 36.1% men) completed the study and were included. The average response rate per MOOC run was 3.35% (398/11,880) of the active learners of the MOOC. The participants’ mean age was 44.15 years (SD 15.17) with participants’ age ranging from 18 to 81 years. Most participants (288/398, 72.4%) were somewhat familiar with eHealth. However, despite having joined the MOOC, some (17/398, 4.3%) participants indicated that they were not familiar with eHealth at all. The first participant completed the card sort on June 11, 2016, and the last participant completed the card sort on June 25, 2019. Most (121/398, 30.4%) of the participants had joined the MOOC during its very first run. Participants’ data were included in the data analysis if all demographic questions were answered and the card sort was completed.

Materials and Procedure

All participants received an explanation of the background, purpose, and methodology of the study. Optimal workshop software [34] was used for this study. This software allowed us to inquire about the participants’ demographics (ie, gender, age, and familiarity with eHealth) and complete the card sort at a single (web) location. The software provided participants with instructions on how to perform the card sort and how to sort the cards by a simple drag-and-drop functionality. Screenshots of the card-sort software used are provided in Multimedia Appendix 2. Figure 1 portrays the instructions page; Figure 2 shows a screenshot during the actual sorting task.

The focal point of this study’s card sort was the PPQ. Overall, the PPQ consists of 31 items divided over 9 constructs. The constructs, their meaning, and an example item are provided in Table 2. A complete overview of the PPQ constructs and their items is provided in Multimedia Appendix 3. To make the items easier to interpret and less abstract, for this study, the PPQ items were formulated around an existing, well-known eHealth technology: the Runkeeper app [35]. However, the items can be adapted to fit other persuasive technologies. Participants did not need to actively work with the Runkeeper app; it was merely used as a way to concretize the PPQ constructs. For example, it allowed a card to state “Runkeeper application does not help me to start with exercising” rather than “XYZ does not help me change [target behavior].”

During the card sort, the participants were asked to drag and drop all PPQ items onto the PPQ constructs to group them into a meaningful collection of items. They were assured that there were no right or wrong answers and to just do what comes naturally. It was explained to them that they could see the definition of each PPQ construct by hovering the mouse over it. During the card sort, the software ensured that participants had to select a single construct to place an item in. Completing the card-sort task took the participants an average of 10.55 min (SD 8.03).

Figure 1. Screenshot of card sort software during instructions.
Figure 2. Screenshot of OptimalSort software during card sorting task.

Table 2. Short overview of Perceived Persuasiveness Questionnaire constructs and examples of their items.

<table>
<thead>
<tr>
<th>PPQ(^a) construct (abbreviation)</th>
<th>Short description</th>
<th>No. of items</th>
<th>Example of an item</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary task support (TASK)</td>
<td>Whether the technology helps to achieve the goal</td>
<td>3</td>
<td>Runkeeper helps me change my exercising habits</td>
</tr>
<tr>
<td>Perceived dialogue support (DIAL)</td>
<td>Whether the technology provides feedback and guidance to the user</td>
<td>3</td>
<td>Runkeeper provides me with appropriate counselling</td>
</tr>
<tr>
<td>Perceived credibility (CRED)</td>
<td>The perceived reliability and trustworthiness of the technology</td>
<td>5</td>
<td>Runkeeper is clearly made by health professionals</td>
</tr>
<tr>
<td>Perceived social support (SOCI)</td>
<td>Whether the technology allows the user to share with and learn from their peers</td>
<td>3</td>
<td>I get support from my peers through Runkeeper when I need it</td>
</tr>
<tr>
<td>Perceived persuasiveness (PERS)</td>
<td>Whether users think that the technology is valuable and has an influence on them</td>
<td>3</td>
<td>Runkeeper has an influence on me</td>
</tr>
<tr>
<td>Perceived unobtrusiveness (UNOB)</td>
<td>How disturbing the technology is to daily life</td>
<td>4</td>
<td>Using Runkeeper disrupts my daily routines</td>
</tr>
<tr>
<td>Perceived effort (EFFO)</td>
<td>The endeavor that the technology entails</td>
<td>3</td>
<td>Using Runkeeper is difficult</td>
</tr>
<tr>
<td>Perceived effectiveness (EFFE)</td>
<td>The efficacy of the technology</td>
<td>3</td>
<td>My chances of starting with exercising improve by using Runkeeper</td>
</tr>
<tr>
<td>Use continuance (CONT)</td>
<td>Willingness of users to adopt the technology in the future</td>
<td>4</td>
<td>I will be using Runkeeper in the future</td>
</tr>
</tbody>
</table>

\(^a\)PPQ: Perceived Persuasiveness Questionnaire.

Data Analysis

All card-sort data were exported into an Excel spreadsheet (Microsoft) that was specifically developed for the analysis of card sorts [36]. This spreadsheet was extended, adapted, and used in this study and previous research from our research group [24,26,37].

Face validity was evaluated by determining the item-level agreement of the original PPQ constructs. This was done by evaluating how many participants had grouped each individual item in the intended construct by means of descriptive statistics. As a second step for the data analysis, the focus was on constructing validity of the PPQ constructs. It is of interest to see how the items are grouped and placed in constructs by the respondents themselves, according to their own mental models, regardless of the constructs that the items originally belonged to.

Third, we performed a more in-depth analysis by exploring how often any 2 items (regardless of the constructs) were paired together and by measuring interitem correlations (a measure of how consistently the items of that construct are grouped together). To study the items’ coherence regardless of the clusters, we performed a cluster analysis of the items. These analyses provide insight into which items were perceived as
measuring a similar construct. We performed a hierarchical cluster analysis (intervals based on squared Euclidean distance) using IBM SPSS 24.

**Results**

**Face Validity—Item-Level Agreement in the Original PPQ**

The first research question focused on the face validity of the PPQ constructs, revolving around the question of the extent to which the participants’ sorts fit the original PPQ constructs. Item-level agreement on these constructs is shown in Table 3. Some of the original PPQ constructs demonstrated a relatively strong (average >50%) item-level agreement, indicating that most of the participants grouped the correct items within these constructs. Agreement about the items of the constructs perceived social support, use continuance, perceived credibility, and perceived effort was high. On the other hand, item-level agreements for the constructs perceived task support, perceived dialogue support, perceived usefulness, perceived persuasiveness, and perceived effectiveness were relatively low. Agreement on these items was more diffused with respondents frequently mingling with these constructs. Some interesting observations from Table 3 are as follows:

- The items of the perceived task support construct were grouped relatively often into the constructs of perceived persuasiveness and perceived effectiveness.
- The items of perceived dialogue support were grouped relatively often under perceived task support.
- The items of perceived unobtrusiveness were also grouped under perceived effort.
- The items of perceived persuasiveness were also grouped relatively often under perceived effectiveness and perceived task support.
- The items of perceived effectiveness were most frequently also grouped under the construct perceived persuasiveness and perceived task support.
### Table 3. Item-level agreement in original Perceived Persuasiveness Questionnaire placements.

<table>
<thead>
<tr>
<th>Original construct</th>
<th>Item</th>
<th>TASK(^a) (%)</th>
<th>DIAL(^b) (%)</th>
<th>CRED(^c) (%)</th>
<th>SOCI(^d) (%)</th>
<th>UNOB(^e) (%)</th>
<th>PERS(^f) (%)</th>
<th>EF FO(^g) (%)</th>
<th>EFFE(^h) (%)</th>
<th>CONT(^i) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TASK</td>
<td>24</td>
<td>56</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>11</td>
<td>5</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>TASK</td>
<td>25</td>
<td>45</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>15</td>
<td>7</td>
<td>36</td>
<td>4</td>
</tr>
<tr>
<td>TASK</td>
<td>20</td>
<td>40</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>22</td>
<td>4</td>
<td>43</td>
<td>4</td>
</tr>
<tr>
<td>DIAL</td>
<td>26</td>
<td>22</td>
<td>63</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>DIAL</td>
<td>21</td>
<td>22</td>
<td>54</td>
<td>5</td>
<td>9</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>DIAL</td>
<td>11</td>
<td>17</td>
<td>29</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>33</td>
<td>5</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>CRED</td>
<td>29</td>
<td>1</td>
<td>1</td>
<td>90</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>CRED</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>61</td>
<td>0</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>CRED</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>88</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>CRED</td>
<td>16</td>
<td>11</td>
<td>7</td>
<td>46</td>
<td>1</td>
<td>6</td>
<td>12</td>
<td>3</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>CRED</td>
<td>17</td>
<td>3</td>
<td>1</td>
<td>89</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>SOCI</td>
<td>22</td>
<td>3</td>
<td>6</td>
<td>1</td>
<td>88</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SOCI</td>
<td>20</td>
<td>3</td>
<td>8</td>
<td>1</td>
<td>78</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>SOCI</td>
<td>30</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>88</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>UNOB</td>
<td>10</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>69</td>
<td>3</td>
<td>8</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>UNOB</td>
<td>14</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>64</td>
<td>2</td>
<td>17</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>UNOB</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>36</td>
<td>6</td>
<td>25</td>
<td>16</td>
<td>8</td>
</tr>
<tr>
<td>UNOB</td>
<td>28</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>35</td>
<td>2</td>
<td>39</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>PERS</td>
<td>18</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>53</td>
<td>3</td>
<td>28</td>
<td>3</td>
</tr>
<tr>
<td>PERS</td>
<td>5</td>
<td>10</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>11</td>
<td>23</td>
<td>6</td>
<td>29</td>
<td>12</td>
</tr>
<tr>
<td>PERS</td>
<td>19</td>
<td>17</td>
<td>7</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>42</td>
<td>3</td>
<td>24</td>
<td>3</td>
</tr>
<tr>
<td>EFFO</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>15</td>
<td>2</td>
<td>71</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>EFFO</td>
<td>7</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>18</td>
<td>5</td>
<td>49</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>EFFO</td>
<td>31</td>
<td>7</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>4</td>
<td>65</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>EFFE</td>
<td>3</td>
<td>18</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>26</td>
<td>6</td>
<td>38</td>
<td>6</td>
</tr>
<tr>
<td>EFFE</td>
<td>12</td>
<td>11</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>42</td>
<td>5</td>
<td>32</td>
<td>4</td>
</tr>
<tr>
<td>EFFE</td>
<td>25</td>
<td>8</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>9</td>
<td>5</td>
<td>63</td>
<td>4</td>
</tr>
<tr>
<td>CONT</td>
<td>27</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>83</td>
</tr>
<tr>
<td>CONT</td>
<td>13</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>8</td>
<td>76</td>
</tr>
<tr>
<td>CONT</td>
<td>8</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>76</td>
</tr>
<tr>
<td>CONT</td>
<td>9</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>74</td>
</tr>
</tbody>
</table>

\(^a\)TASK: primary task support.
\(^b\)DIAL: perceived dialogue support.
\(^c\)CRED: perceived credibility.
\(^d\)SOCI: perceived social support.
\(^e\)UNOB: perceived unobtrusiveness.
\(^f\)PERS: perceived persuasiveness.
\(^g\)EFFO: perceived effort.
\(^h\)EFFE: perceived effectiveness.
\(^i\)CONT: use continuance.
Optimal Item-Level Agreement
As a second step, focusing on construct validity, we calculated in what constructs the items were most often placed regardless of the original placements of the items. An overview of the average agreement within the constructs for the original constructs versus the constructs as they should be according to popular placements is given in Table 4.

Table 4. Overview of the agreement within the original constructs versus popular placement constructs.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Average agreement within the original PPQa constructs</th>
<th>Average agreement within constructs as defined by popular placement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived task support</td>
<td>33.7</td>
<td>73.7</td>
</tr>
<tr>
<td>Perceived dialogue support</td>
<td>48.7</td>
<td>73.7</td>
</tr>
<tr>
<td>Perceived credibility</td>
<td>74.8</td>
<td>74.8</td>
</tr>
<tr>
<td>Perceived social support</td>
<td>84.7</td>
<td>84.7</td>
</tr>
<tr>
<td>Unobtrusiveness</td>
<td>51.0</td>
<td>56.3</td>
</tr>
<tr>
<td>Perceived persuasiveness</td>
<td>39.3</td>
<td>42.5</td>
</tr>
<tr>
<td>Perceived effort</td>
<td>61.7</td>
<td>56.0</td>
</tr>
<tr>
<td>Perceived effectiveness</td>
<td>44.3</td>
<td>41.8</td>
</tr>
<tr>
<td>Use continuance</td>
<td>77.3</td>
<td>77.3</td>
</tr>
</tbody>
</table>

aPPQ: Perceived Persuasiveness Questionnaire.

According to popular placement (Table 5), the items of the constructs perceived task support and perceived dialogue support should be merged into a single category with a high average agreement (>70%). This merged category showed much higher agreement than the items within the separate constructs according to the original PPQ. Existing constructs with high agreement according to popular placement were perceived credibility support, perceived social support, and use continuance. All these constructs had the same average agreement as when using the original placement, with their items remaining unchanged. Agreement with popular placement for unobtrusiveness and perceived persuasiveness was somewhat higher than agreement within these constructs of the original PPQ. Simultaneously, agreement with popular placement for perceived effort and perceived effectiveness was slightly lower than agreement within the original PPQ. For all these constructs and for the merged construct, the composition of items would have to change based on popular placements.
Table 5. Popular placement matrix.

<table>
<thead>
<tr>
<th>Item</th>
<th>TASK² (%)</th>
<th>DIAL² (%)</th>
<th>CRED² (%)</th>
<th>SOCI² (%)</th>
<th>UNOB³ (%)</th>
<th>PERS³ (%)</th>
<th>EFFO⁴ (%)</th>
<th>EFFE⁵ (%)</th>
<th>CONT⁶ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>56</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>11</td>
<td>5</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>26</td>
<td>22</td>
<td>63</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>22</td>
<td>54</td>
<td>5</td>
<td>9</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>29</td>
<td>1</td>
<td>1</td>
<td>90</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>1</td>
<td>89</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>2</td>
<td>88</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2</td>
<td>61</td>
<td>0</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>16</td>
<td>11</td>
<td>7</td>
<td>46</td>
<td>1</td>
<td>6</td>
<td>12</td>
<td>3</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>22</td>
<td>3</td>
<td>6</td>
<td>1</td>
<td>88</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>88</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>8</td>
<td>1</td>
<td>78</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>69</td>
<td>3</td>
<td>8</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>64</td>
<td>2</td>
<td>17</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>36</td>
<td>6</td>
<td>25</td>
<td>16</td>
<td>8</td>
</tr>
<tr>
<td>18</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>53</td>
<td>3</td>
<td>28</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>11</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>42</td>
<td>5</td>
<td>32</td>
<td>4</td>
</tr>
<tr>
<td>19</td>
<td>17</td>
<td>7</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>42</td>
<td>3</td>
<td>24</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>17</td>
<td>29</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>33</td>
<td>5</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>15</td>
<td>2</td>
<td>71</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>31</td>
<td>7</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>4</td>
<td>65</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>18</td>
<td>5</td>
<td>49</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>28</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>35</td>
<td>2</td>
<td>39</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>25</td>
<td>8</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>9</td>
<td>5</td>
<td>63</td>
<td>4</td>
</tr>
<tr>
<td>23</td>
<td>20</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>22</td>
<td>4</td>
<td>43</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>18</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>26</td>
<td>6</td>
<td>38</td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td>25</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>15</td>
<td>7</td>
<td>36</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>11</td>
<td>23</td>
<td>6</td>
<td>29</td>
<td>12</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>83</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>76</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>8</td>
<td>76</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>74</td>
</tr>
</tbody>
</table>

²TASK: primary task support.
³DIAL: perceived dialogue support.
⁴CRED: perceived credibility.
⁵SOCI: perceived social support.
⁶UNOB: perceived unobtrusiveness.
⁷PERS: perceived persuasiveness.
⁸EFFO: perceived effort.
⁹EFFE: perceived effectiveness.
¹CONT: use continuance.

Cluster Analysis of the Items

The results described in the sections Face Validity—Item-Level Agreement in the Original PPQ and Optimal Item-Level Agreement have indicated that some changes in the PPQ would be advisable based on the mental models of the participants. In the following section, we therefore performed an additional cluster analysis of the items to study their coherence regardless
of the constructs. Multimedia Appendix 4 shows an item-item matrix of correlations. Within the table, we indicate which construct most of the items in each cluster belong to. There are 3 relatively strong clusters that are identical to the original perceived credibility support, perceived social support, and use continuance. However, the placement of the other items was much more spread out over the other clusters (Multimedia Appendix 4). Some interesting observations are as follows:

- The original perceived effort and perceived unobtrusiveness could still be found unchanged in the item-item matrix. However, the items of perceived effort also showed overlap with 2 other items (items 28 and 1) that were mainly grouped in the latter. Merging the 2 constructs would lead to an interitem correlation of 0.898, which is slightly lower than perceived effort and higher than perceived unobtrusiveness.
- On the basis of cluster analysis, the original construct of perceived dialogue support could be reduced to only 2 items. This change slightly improved the interitem correlation from 0.715 to 0.731.
- The items of the original constructs perceived task support, perceived effectiveness, and perceived persuasiveness showed rather strong overlap and were grouped into a single cluster.
- One item of perceived dialogue support (item 11) had been moved to a left over cluster alongside item 24, which was originally part of perceived task support.

**Discussion**

**Principal Findings**

This study set out to evaluate the PPQ by means of a card sort of its items to determine whether the current version of the PPQ can be used to assess the overall perceived persuasiveness of a technology according to the mental model of its users. The results show that some constructs within the PPQ seem to have high face and construct validity in their current form (ie, perceived credibility, social support, and use continuance), whereas other constructs (ie, perceived task support, perceived dialogue support, perceived effort, unobtrusiveness, effectiveness, and persuasiveness) have less face validity and overlap with other PPQ constructs. It appears that the PPQ in its current form does not fit the mental models of the participants, which sheds doubt on the usefulness of the scale to assess perceived persuasiveness because of the subjective nature of this concept. The results of this study provide a first step toward a thorough redesign of the PPQ to more robustly and validly measure constructs related to perceived persuasiveness in a manner that fits the perceptions and experiences of its potential users.

First, it is noticeable that the constructs perceived task support and perceived dialogue support show strong overlap. Both constructs are part of the PSD model but differ in their theoretical underpinning, meaning, and effect [16,17]. However, it seems as if the items are not able to distinguish between the constructs. The PPQ should be able to make a distinction between these constructs as their theoretical aims differ from one another: perceived task support covers the features of the technology that aim to support its user in achieving its goals, whereas perceived dialogue support covers computer-human interactions that are enabled by the technology [16,17]. In line with this, it has been shown that the effect of including elements of perceived task support and perceived dialogue support in technologies is different; for example, perceived dialogue support has been shown to be related to adherence, although this relationship was not found for perceived task support. Thus, the items within these constructs need to be redefined to enable adequate measurement of these distinct constructs. When looking at the items, it is apparent that the conceptual level of the items in the different constructs varies. For perceived task support, the items are aimed at the overall goal of the concept (eg, “Runkeeper helps me change my exercising habits”), whereas for perceived dialogue support, the items are framed on separate elements within the concept of perceived dialogue support (eg, “Runkeeper provides me with appropriate counseling”). It might be that the focus on separate elements in perceived dialogue support does not sufficiently address the overall goal of the category, in this case supporting the dialogue between the system and the user. Therefore, we suggest redefining all items of the PPQ such that they represent a similar level of abstraction, focusing on the purpose of the construct rather than on how it might have been applied in a technology.

Second, the constructs perceived effort and perceived unobtrusiveness also show strong overlap. Ideally, the PPQ should include all constructs that are part of a technology’s persuasiveness. However, it should omit constructs that seem to predict rather than being a part of persuasiveness. Perceived effort revolves around how strenuous it is to use the technology, regardless of its context. In addition, perceived effort is seen to be part of usability, which is a precondition for persuasion but not persuasion itself [16]. Therefore, we argue that perceived effort should not be a part of the PPQ. Perceived unobtrusiveness, on the other hand, concerns the extent to which the technology can be used as a seamless part of daily routines [16]. From many previous studies, we know that the success of a technology not only depends on the technology itself but also on its fit with the use context [38,39]. A main way of technology to be persuasive is, therefore, to increase the fit of the technology in daily life and by improving the way in which it is integrated into the work or thought process of its users. Therefore, we advocate that perceived unobtrusiveness should remain part of the PPQ and that unobtrusiveness support might even be seen as a fifth category of the PSD model.

Third, perceived effectiveness, perceived persuasiveness, and (to a lesser extent) perceived task support display strong overlap. This might be explained by the fact that they all cover the technology’s support toward achieving one’s goals. However, it is noticeable that of these constructs, only perceived task support is part of the PSD model. Furthermore, the construct of perceived task support is focused on how supportive the technology is, whereas perceived effectiveness and perceived persuasiveness are concerned with the extent to which technology-driven support has actually contributed to a behavior change. As the latter two are more of an outcome measure of
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persuasion than a form of persuasion itself, we advocate that they should not be part of the PPQ. For perceived persuasiveness, this is also confirmed in the literature, where perceived persuasiveness was shown to be the result of perceived task support, perceived dialogue support, perceived credibility, and perceived unobtrusiveness. Yet, perceived persuasiveness itself did not influence any variables except the (intended) use of the technology, suggesting that it is an outcome rather than a part of persuasion [16]. This confirms our belief that perceived persuasiveness should merely be seen as an outcome of persuasion, rather than being part of it. Moreover, it seems peculiar to have a construct called perceived persuasiveness as a part of a questionnaire with the same name. This suggests that the other constructs are not part of the same theoretical concept and should thus not be included in the questionnaire.

Fourth, the construct use continuance has and maintains strong face and construct validity. However, following the same reasoning as described above, it is questionable whether this construct is part of perceived persuasion or is more of an outcome or effect of perceiving persuasion. Moreover, we argue that use continuance would be a measure of adherence rather than persuasion and therefore advocate that it should not be part of the PPQ.

Using a Card-Sort Study to Evaluate the Questionnaire

In this study, we opted to use the card-sort method to investigate the face and construct validity of the PPQ instead of more traditional methods such as interviews and focus groups. A large advantage of the card-sort method is that the data of more people can be combined in a robust and statistical manner, more so than using qualitative methods [40]. In this manner, we could statistically analyze whether participants agreed with the original grouping of the PPQ items and which items were clustered together in new user-centered concepts. A disadvantage of the card-sort method is that the reasoning behind participants’ clustering is not taken into account, whereas in a qualitative study, a researcher is able to focus on this more. Therefore, a conscious decision on which method to use in a particular context should be made.

Although the card sort yielded many valuable results in this study, it would also have been useful to use this closed-ended card sort at an earlier stage: during the development of the PPQ, before its release. In this manner, a card sort can be used to verify whether assumptions made by the researchers on the structure of the questionnaire and clustering of the items are in line with the users’ mental models. Consequently, card sorting is not merely a suitable method to evaluate existing questionnaires but can also be used as a development tool when creating new questionnaires.

Furthermore, in this study, prospective end users of the PPQ were invited to participate in the card sort study. An advantage of this approach is that the resulting structure of a questionnaire fits the mental models of users, who might lack the necessary expertise to make decisions based on theoretical underpinning of the constructs. Consequently, we recommend combining user-based card sorts with expert-based card sorts to combine both perspectives, resulting in a theory-based and user-centered questionnaire.

Finally, in this study, we used a closed-ended card sort, which means that the final categories were presented to the users. For a new and improved version of the PPQ, in a later stage of development, an open-ended card sort might be used, in which participants are asked to cluster items together individually and provide them with a label of their own choice to cross-reference the construct validity.

Overall, card sort is a very promising method for questionnaire construction and evaluation. However, more research that applies this method and reflects on its benefits and barriers is required to study its full potential at every stage of questionnaire development, redesign, and evaluation.

Future Research

Further steps must be taken to redesign and validate the PPQ. First, an expert evaluation of the concept of perceived persuasiveness should be carried out to assess what subconstructs need to be included in this broad concept and which items can be used to assess these subconstructs. Second, measures such as Cronbach alpha and interitem correlations are relevant for its reliability, and a factor analysis is needed to evaluate its (convergent and divergent) construct validity. Furthermore, the predictive validity of the PPQ for adherence or effectiveness should be investigated.

Following such research, it would be highly relevant to also explore the relatedness of perceived persuasiveness with other factors, such as engagement [41], adherence [42] and the effectiveness of technologies. This would allow future research to address the following relevant questions: To what extent does perceived persuasiveness matter? Does it actually make its users more adherent? Does it actually improve the effects that are achieved through using the technology? Can the PPQ be used at early stages during the developmental stages of eHealth technologies to make them as persuasive as possible?

Strengths and Limitations

A strength of this study is that the PPQ is assessed from the user perspective and insight is yielded in the mental models of users for this valuable concept. However, the card sort method did not allow us to assess the theoretical content validity of the scale and the subconstructs. The results showed that this is a step that still needs to be taken. However, this study did allow us to explore whether the PPQ holds enough potential value to invest more resources in a more extensive validation process.

The results of this study should be interpreted with caution. First, the participants of this study were no experts in the field of persuasion. Thus, although definitions of the constructs were provided, it is not certain whether they had enough skills to truly grasp the meaning of the PPQ constructs and items. However, the choice to include these nonexperts as participants was a conscious one. After all, the PPQ is intended to be filled in by technology users just like them, not by experts in the field of persuasion.

Simultaneously, because of the highly international nature of the participants, it is not known if language barriers might have influenced the results. However, given the fact that the participants were recruited via an English language MOOC, it
can be assumed that their English language skills are at least sufficient to understand the meaning of written text.

Finally, it is noticeable that the participants were not as consistent in their groupings as they could have been. For example, items 25 and 12 are reversed versions of the same item but are not most frequently grouped together (by only 131/398, 32.9% of the respondents). However, this could also be a symptom of the overlap that participants perceived between different constructs.

Conclusions

In summary, we believe that the original PPQ in combination with the findings of this study, provide a solid starting point toward a redesigned PPQ that is a true asset to the field of persuasiveness research. It has the potential to contribute to answering the all-important question of what works when for whom. However, to be able to achieve this, we advocate that the redesigned PPQ should adhere more closely to what persuasiveness is and to the mental models of potential end users of technology.

In its current form, the PPQ covers many broad constructs, with items that are very specific and diverse. We suggest altering the items to be less focused on details and specific design features and more focused on what the technology is intended to do per category of the PSD model. In other words, the PPQ should enquire if the user thinks anything is done to provide task support, but not how this is done exactly. This would also increase the reliability and external validity of PPQ measurements. After all, considering the breadth of technologies and the endless varieties of possible target groups, aims, and contexts of these technologies, it is nearly impossible to cover all possible ways of providing (for example) task support. Therefore, there is a need for a new, more abstract version of the PPQ that closely matches the concept of perceived persuasiveness and fits with the mental models of its users.
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Abstract

Background: Virtual reality (VR) exergaming has the potential to target sedentary behavior. Immersive environments can distract users from the physical exertion of exercise and can motivate them to continue exergaming. Despite the recent surge in VR popularity, numerous users still experience VR sickness from using head-mounted displays (HMDs). Apart from the commonly assessed self-reported symptoms, depth perception and cognition may also be affected. Considering the potential benefits of VR exergaming, it is crucial to identify the adverse effects limiting its potential and continued uptake.

Objective: This study aims to investigate the consequences of playing one of the most popular VR exergames for 10 and 50 min on aspects of vision, cognition, and self-reported VR sickness.

Methods: A total of 36 participants played an exergame, called Beat Saber, using an HMD. A repeated measures within-subject design was conducted to assess changes in vision, cognition, and well-being after short (10 min) and long (50 min) durations of VR exposure. We measured accommodation, convergence, decision speed, movement speed, and self-reported sickness at 3 test periods—before VR, immediately after VR, and 40 min after VR (late).

Results: Beat Saber was well tolerated, as there were no dropouts due to sickness. For most participants, any immediate aftereffects were short-lived and returned to baseline levels after 40 min of exiting VR. For both short and long exposures, there were changes in accommodation ($F_{1,35}=8.424; P=.006$) and convergence ($F_{1,35}=7.826; P=.008$); however, in the late test period, participants returned to baseline levels. Measures on cognition revealed no concern. The total simulator sickness questionnaire (SSQ) scores increased immediately after VR ($F_{1,35}=26.515; P<.001$) and were significantly higher for long compared with short exposures ($t_{35}=2.807; P=.03$), but there were no differences in exposure duration in the late test period, with scores returning to baseline levels. Although at a group level, participants’ sickness levels returned to baseline 40 min after VR exposure, approximately 14% of the participants still reported high levels of sickness in the late test period after playing 50 min of Beat Saber. We also showed that the participants who experienced a high level of sickness after a short exposure were almost certain to experience a high level of symptoms after a longer exposure.

Conclusions: Irrespective of the duration of exposure, this study found no strong evidence for adverse symptoms 40 min after exiting VR; however, some individuals still reported high levels of VR sickness at this stage. We recommend that users commit to a waiting period after exiting VR to ensure that any aftereffects have deteriorated. Exergames in HMDs have the potential to encourage people to exercise but are understudied, and the aftereffects of exergaming need to be closely monitored to ensure that VR exergames can reach their full potential.

(keywords: virtual reality; motion sickness; exercise; sedentary behavior; depth perception)
Introduction

Background
Exergaming combines exercise and gameplay into a virtual environment with the intention of promoting greater physical activity among users. Exergaming is a valid method for targeting sedentary behaviors in children, adolescents [1], and adults [2,3]. The physiological health benefits of exergames are comparable with exercise such as running and aerobic dancing [1]. Several studies show that some people get greater enjoyment and feel more positive toward exergaming compared with other forms of physical exercise [1,4,5]. Greater enjoyment of exercise and adherence are linked to the psychological experience of flow during physical activities [6]. Exergaming facilitates the flow experience by providing an opportunity to become easily absorbed in the goals and challenges in the game [7,8]. A combination of physiological and psychological benefits of physical activities makes exergaming an appealing strategy to encourage sedentary people to exercise.

A potentially promising avenue to boost the effectiveness of exergaming is virtual reality (VR). One main reason why exergaming is so successful is that it can distract the user from the physical exertion of exercise [4,9]. Users become deeply involved in the game (flow state) and are more motivated to continue engaging in the tasks and narrative of the game even if it requires physical and mental effort. When it comes to involvement and absorption, VR excels in this domain. By offering a combination of realistic 3D environments, immersive 360° spaces, and body tracking, these features allow users to feel like they exist in the virtual world and are ready to face all the challenges and experiences it affords. Typically, presence is not a prerequisite for exergames but can provide added benefits [9]. However, in VR, presence is the cornerstone of a successful virtual experience, with greater presence leading to better task performance and stronger physiological responses compared with other screen-based activities [10-12]. Similarly, immersion and presence in VR exergames play a major role in the motivation of users and their continued engagement [9].

Reviews of VR exergames are an important indicator of user attitudes and receptivity of using VR experiences as a motivator to exercise. A recent study [9] examined reviews of popular VR exergames to identify the positive and negative factors contributing to their continued engagement. Generally, users said that they enjoyed immersive exergames that distracted them from the intensity of the exercise and felt that VR games, such as Beat Saber, provided a similar level of physical activity they would typically get from exercising in the real world [9]. Negative reviews identified motion sickness as a hindrance to their in-game performance and perceived enjoyment [9].

Motion sickness, or VR sickness, has plagued VR since its early days. While the VR industry has seen a surge in accessibility, greater reliability, and lower prices even for casual consumers, many users are still affected by symptoms of VR sickness [13-15]. High levels of VR sickness symptoms such as nausea, disorientation, and visual disturbances have been estimated to result in an average dropout rate of 15.6% [14]. VR sickness has been shown to decrease or break presence [10,11], impact motivation and enjoyment [9,16], and influence task performance [17-19]. Apart from the commonly assessed self-reported symptoms, depth perception and cognition may also be affected when users experience VR sickness [15,20,21]; however, little is known about these aftereffects. Considering the potential benefits of serious VR gaming, it is crucial to better understand the adverse effects that limit its potential and continued uptake.

There is no consensus on the etiology of VR sickness [22-24]. One prominent theory is the mismatch between virtual and real worlds. A visual-vestibular conflict can be introduced in VR when the visual experience does not match the physical or bodily experience [13,25]. The integration of visual and vestibular (ie, bodily) sensations plays a fundamental role in an individual's ability to move about and interact with their environment [26,27]. If there is a conflict between visual and vestibular sensations relayed back to the brain, an individual may experience a disturbance in sensory integration leading to the occurrence of motion sickness symptoms such as nausea or disorientation. An individual may also experience an increase in oculomotor symptoms resulting from vergence-accommodation conflicts from HMDs [15,20,28]. Vergence and accommodation are essential oculomotor functions that facilitate the accurate use of depth cues [15]. It is unclear whether vergence-accommodation conflicts are responsible for VR sickness in certain individuals or whether it compounds the severity of sickness symptoms.

Considering the factors that induce VR aftereffects, it is clear that both content and device characteristics play a key role in the onset and progression of VR sickness. To address the role of content, the Oculus store (Facebook Technologies LLC, 2012) includes comfort ratings for most VR games, which are either rated comfortable, moderate, or intense to warn users of potential adverse side effects [29]. These ratings are based on the amount of camera movement, user motion, and occasional disorienting content that can be perceived under a typical experience. However, these ratings do not factor in the length of the experience and how longer exposures may contribute to VR aftereffects [14,30]. Similarly, device manufacturers of HMDs address VR sickness or side effects in their instruction manuals and make safety recommendations for VR usage [31-33]. These safety guidelines are reliant on the self-assessment of their users to gauge the symptoms of VR sickness. Recommendations for VR usage durations range from 30 min to hour-long exposures, and some devices do not specify but leave it up to the user to decide [31-33]. As VR is highly immersive, users can easily lose track of time, resulting in longer exposure times. Research shows that longer exposures lead to a higher prevalence of serious self-reported symptoms [14,30]. Publicly available research supporting manufacturer recommendations for VR exposure durations is limited.

Research investigating the impact of VR exposure duration primarily focuses on self-reported symptoms and shows that the length of time spent in VR is a critical factor in the development and severity of aftereffects [14,34,35]. However, a recent review suggests that the relationship between VR content and exposure duration may not be straightforward [14]. The authors found that lower self-reported symptoms were
recorded for exposures less than 10 min compared with longer VR studies between 10 and 20 min. Intriguingly, studies that were longer than 20 min on average reported less severe symptoms than studies between 10 and 20 min. The authors suggested that the distribution of the types of VR content (ie, 360° videos, game, minimalist, scenic) in each of the time categories may have contributed to this nonlinear pattern of results [14]. There are few studies that directly compare aftereffects in the same content with shorter and longer exposure durations. Hence, it is difficult to answer the question of whether users who experience short exposures to a particular VR content will experience similar or worse symptoms for longer exposures with the same content.

Another important safety issue to consider is the duration of aftereffects after exiting VR and the impact the duration of aftereffects may have on recovery. There is a gradual degradation of VR sickness symptoms, and it is often recommended that users experiencing symptoms stop VR and wait until they have recovered [32,36]. The duration of these symptoms may vary depending on the time spent in VR and the initial severity of symptoms [34,37]. A recent review suggests that although there is an increase in symptoms with exposure durations, the persistence of aftereffects varies considerably from short periods of time (10 min) to longer periods (4 hours) [34]. Furthermore, recovery from aftereffects may take longer if a user experiences severe symptoms [34].

Objectives

With the growth in VR exergaming and entertainment, an increasing number of people will likely experience symptoms from longer exposures. Using a popular VR exergame, this study addresses the influence of exposure durations on a user’s well-being, and on aspects of vision and cognition. One of the most successful commercial VR exergames is called Beat Saber, with over 2 million copies sold worldwide [38]. According to the Virtual Reality Institute of Health and Exercise [39], the time spent playing Beat Saber is comparable with the energy time spent playing tennis in the real world. Therefore, Beat Saber provides a compelling test case for studying the aftereffects of VR exergaming. This study examined VR aftereffects from exergaming through long (50 min) and short (10 min) exposure durations. For both exposure durations, measures of near-point convergence and accommodation, reaction times, and self-reported symptoms were taken before, immediately after VR, and 40 min after VR (late measurements).

Methods

Participants

A power analysis [40] was performed using a medium effect size (0.54) from the average effect sizes for vision and cognitive tests in Szpak et al [11]. Accordingly, the power analysis for a one-sample t test (difference from constant) with $\alpha=0.05$ and $1-\beta=0.80$ suggested that a minimum sample of 29 participants was required. We tested all participants who signed up when the study was advertised, which resulted in a total of 44 participants.

A total of 44 English-speaking participants were recruited and provided informed consent for participation. Participants were reimbursed AUD $20 (USD $14.6) per hour of participation. One participant withdrew (male) from the study, which was not due to VR sickness, and another 7 participants (male=5; female=2) were excluded because of stereoeacuity of 100 arcseconds or worse. The remaining 36 participants (male=21; female=15) were included in the main analyses (mean age 20.55, SD 2.29 years). Of these 36 participants, 17 (47%) self-reported to play computer/console games on a weekly or daily basis, 50% played on a monthly basis or less, and 1 person did not specify. The average total Motion Sickness Susceptibility Questionnaire Short-form (MSSQ-short) score was relatively low at 8.97 (SD 6.14) compared with other studies and norm data [25,26]. The Human Research Ethics Committee at the University of South Australia granted ethics approval for this study.

Materials and Apparatus

Virtual Reality Setup

A commercially available HTC Vive Pro HMD was used to administer a VR rhythm exergame—Beat Saber (developed by Beat Games). Beat Saber was selected because it is a best-selling exergame with a large user base and it offers a high-quality, responsive, and enjoyable game that participants could engage with for at least 60 min. A high-end laptop with an Intel Quad-Core i7–7820HK processor at 2.90 GHz, 16 GB RAM, and an Nvidia GeForce GTX 1080 8 GB graphics card, which ensures that participants experience the game at optimal performance. Using motion tracking, Beat Saber simulates handheld controllers as light sabers, whereby users slash targets and must actively avoid incoming obstacles to the rhythm of the beat. The game provided haptic, auditory, and performance feedback, thereby giving participants an immersive experience.

Visual Measures

Stereo vision, near vision, and distance vision were measured to screen participants’ visual and stereoeacuity. The Snellen [41] and Fonda-Anderson [42] charts were used to assess distance vision and near vision, respectively. The Butterfly Stereo Acuity test (Vision Assessment Corporation, 2007) was utilized to ensure participants could see the virtual environment correctly. Furthermore, accommodation and vergence were measured to investigate changes in participants’ depth perception and vision. The Royal Air Force (RAF) near-point rule [43] was used to assess the near point of convergence and the near point of accommodation before and after VR exposure. The RAF near-point rule is composed of a 500-mm ruler-like square tube with a slider attachment bracketing a 4-sided rotating cuboid. In this study, we used only 2 of the 4 sides: the Times Roman typeface to measure accommodation and a small black dot to measure convergence. At one end of the RAF rule, there is a plastic 60-mm V-shaped cheek rest to comfortably sit on a participant’s cheek and fit around his or her nose [43]. Participants’ accommodation and vergence measurements were measured in millimeters.
Cognitive Measures

The CANTAB 5-choice reaction time task (RTI) was administered on an iPad 2 using the CANTAB app [44]. The CANTAB version of the 5-choice RTI focuses on measuring participants’ speeded responses so that movement and cognitive factors are dissociable. The 5-choice RTI requires a participant to monitor 5 locations. The RTI consists of a circle (button) on the lower half of the screen and 5 circles on the top of the screen. The participant must press the button located at the bottom of the screen and wait for a yellow dot to appear in any of the 5 circles on the top of the screen. When a yellow dot appears, the participant must release the button and touch the yellow dot (target stimulus) as quickly as possible. The reaction time for this task comprises 2 components: decision and movement speed. In this study, decision speed is the median duration from the time the target stimulus appeared to the moment the participant released the button. The movement speed is the median duration of the release of the button to the touch of the target stimulus. Only correct responses were used to calculate these components.

Self-Report Questionnaires

The MSSQ-short was employed to measure how susceptible participants are to motion sickness [45,46]. The MSSQ-short [46] has a high correlation with the long version (r=0.93) [45,46] and has an internal consistency α=.91 [46]. The Simulator Sickness Questionnaire (SSQ) [47] is the most commonly used questionnaire in simulator and VR studies [14,25] and has a good internal consistency α=.87 [48]. The SSQ was used in this study to measure self-reported symptoms of VR sickness [47,49]. The SSQ comprises a 16-symptom inventory with a 4-point rating scale from 0 (none) to 3 (severe). Each symptom cluster was divided into 3 categories: nausea, oculomotor, and disorientation. The nausea cluster comprises 7 symptoms associated with feelings of stomach sickness, such as increased salivation, burping, and stomach awareness. The oculomotor cluster consists of 7 symptoms related to eyestrain, fatigue, and focus. The disorientation cluster includes 7 symptoms related to dizziness and vertigo. The 3 subscales include overlapping symptoms from the other subscales. Raw scores are weighted differently for total scores and the subscales [12,38,39].

Procedure

First, each participant was given verbal instructions and guided through the consent process. All participants were screened to ensure that they had normal vision and stereoacuity using the Butterfly Stereo Acuity test, the Snellen chart, and the Fonda-Anderson chart. Participants completed several questionnaires that included questions regarding demographics (e.g., age, gender, handedness), gaming experience, vision history, and motion sickness susceptibility (MSSQ-short).

At baseline, participants’ accommodation and convergence were measured with the RAF rule, and they also completed the CANTAB RTI on an iPad and paper-based SSQ. Participants were then immersed in a VR exposure that required them to play Beat Saber using the HTC Vive Pro HMD. During this time, participants had either a 10-min or 50-min exposure in the VR. All participants completed both a 10-min and 50-min exposure on 2 separate days. The order of exposure duration was counterbalanced across participants.

Participants were instructed to play the in-game tutorial to understand how the game is played. The tutorial was completed only during the participant’s first intervention period. Once the tutorial was completed, the researcher explained that participants had an opportunity for free play, that is, they could play the game at their leisure and choose any song and difficulty of their choice.

Immediately after each VR exposure, participants completed the same measures they completed before VR in the following order: accommodation, vergence, RTI, and SSQ. Participants then had a 20-min break and, finally, completed these same measures in a late test period 40 min after VR exposure (Figure 1).

Figure 1. The study design of both days of participation. One square represents 5 min. Dark gray squares represent assessment periods, light gray squares represent virtual reality (VR) exposure, and white squares show when participants took a 20-min break. The order of short and long VR exposures on days 1 and 2 was counterbalanced between participants.

Analyses

The following analyses used difference scores that were calculated for all measures to demonstrate the change from baseline to immediate or late measurements. All difference scores were analyzed with the repeated measures analysis of variance with test periods (immediate and late) and exposure durations (10 min and 50 min) as within-subject factors. Bonferroni corrections were employed for all planned pairwise post hoc comparisons. Furthermore, one-sample t tests were...
performed to determine whether the difference scores significantly changed from zero, that is, represent a significant difference from baseline (Table 1). Alluvial plots were generated from weighted SSQ scores and categorized from a modified version of Kennedy et al [49], resulting in the following 3 sickness levels: low (0-10), mid (>10 to 20), and high (>20).

**Results**

Participants’ data are available on the Open Science Framework [50].

**Visual Measurements**

For accommodation measurements, there was a significant main effect of the test period ($F_{1,35}=8.424; P=.006$; partial $\eta^2=0.194$), with larger accommodation changes immediately after VR (mean 12.43, SE 3.06) compared with the late (mean 4.10, SE 1.92) measurement test period (Figure 2). There was no effect of the exposure duration ($F_{1,35}=2.974; P=.09$; partial $\eta^2=.078$), and the interaction was not significant ($F_{1,35}=0.035; P=.85$; partial $\eta^2=0.001$).

For convergence measurements, there was a significant main effect of test period ($F_{1,35}=7.826; P=.008$; partial $\eta^2=0.183$) with larger convergence changes immediately after VR (mean 13.68, SE 3.65) compared with the late (mean 5.00, SE 2.93) measurement (Figure 2). There was no effect of the exposure duration ($F_{1,35}=2.159; P=.15$; partial $\eta^2=0.058$), and the interaction was not significant ($F_{1,35}=1.334; P=.26$; partial $\eta^2=0.037$).

**Cognitive Measurements**

The CANTAB 5-choice RTI captured both decision times and movement speeds. Accordingly, these components were analyzed separately to determine which aspect of the reaction speeds may be affected by VR.

Regarding decision times, there was a significant main effect of the test period ($F_{1,35}=4.671; P=.04$; partial $\eta^2=.118$) with larger changes (slower reaction times [RTs]) in the decision speed immediately after VR (mean 4.472, SE 2.229) compared with the late (mean 2.57, SE 2.638) measurements (Figure 3). There was no effect of the exposure duration ($F_{1,35}=0.440; P=.51$; partial $\eta^2=0.012$), and the interaction was also not significant ($F_{1,35}=0.668; P=.42$; partial $\eta^2=0.019$).

Regarding movement times, there was no main effects of the test period ($F_{1,35}=1.506; P=.23$; partial $\eta^2=0.041$) or the exposure duration ($F_{1,35}=0.206; P=.65$; partial $\eta^2=0.006$), and the interaction was not significant either ($F_{1,35}=0.784; P=.38$; partial $\eta^2=0.022$; Figure 3).
SSQ

Total SSQ scores and subscales (nausea, oculomotor, and disorientation) were weighted according to Kennedy et al [47]. Difference scores were calculated from these weightings. Alluvial plots were created to visualize changes in SSQ symptom levels in participants across the different exposure times and test periods (Figure 4).

For total SSQ difference scores, there was a significant main effect of the test period ($F_{1,35}=26.515; P<.001$; partial $\eta^2=0.431$), with larger changes immediately after VR (mean 9.869, SE 1.952) compared with the late measurement (mean –0.052, SE 1.272; Figure 5). There was also an effect of exposure ($F_{1,35}=4.816; P=.04$; partial $\eta^2=0.121$), with a 50-min VR exposure (mean 7.220, SE 2.038), leading to larger changes than a 10-min exposure (mean 2.597, SE 1.280). The significant interaction ($F_{1,35}=4.738; P=.04$; partial $\eta^2=0.119$) was followed up with a number of post hoc paired $t$ test comparisons. They showed that for 10 min of VR, immediate measurements (mean 6.026, SE 1.325) were significantly different from late measurements (mean –0.831, SE 1.325; $t_{35}=3.868; P=.002$). Comparisons for 50 min of VR showed that immediate measurements (mean 13.713, SE 2.878) and late measurements (mean 0.727, SE 2.037) were also statistically different ($t_{35}=4.522; P<.001$). A comparison of the immediate measurements between the 10 min and 50 min sessions of VR were also significantly different ($t_{35}=2.807; P=.03$) from each other. However, the late measurements taken after 10 min and 50 min of VR were not significantly different ($t_{35}=0.675; P=.99$).

Figure 4. Alluvial plots showing how participants’ flow from one virtual reality sickness category to another on the basis of exposure duration and test period. Bars indicate the percentage of participants who are in each of the high, mid, and low virtual reality sickness symptom categories for 10-min and 50-min exposures. Left and right panels show the flow of the categories for the immediate and late test period, respectively.
Figure 5. Raincloud plots for the total Simulator Sickness Questionnaire and subscale difference scores showing test periods and exposure duration. Positive and negative scores, respectively, indicate an increase and decrease in sickness symptoms compared with baseline. SSQ: Simulator Sickness Questionnaire.

For nausea difference scores, there was a significant main effect of the test period ($F_{1,35}=22.379; P<.001$; partial $\eta^2=0.390$), and the effect of the exposure duration ($F_{1,35}=4.549; P=.04$; partial $\eta^2=0.115$) and the interaction was also significant ($F_{1,35}=4.334; P=.045$; partial $\eta^2=0.110$; Figure 5). Paired $t$ test comparisons showed that for 10 min of VR, immediate measurements (mean $1.590$, SE $1.496$) were significantly different from late measurements (mean $-2.385$, SE $1.441$; $t_{35}=2.667; P=.048$). Comparisons for 50 min of VR showed that immediate (mean $8.480$, SE $2.336$) and late measurements (mean $-0.530$, SE $1.419$) were also statistically different ($t_{35}=4.261; P<.001$). A comparison of immediate measurements between the 10 min and 50 min sessions of VR were also significantly different ($t_{35}=0.827; P=.99$).

For oculomotor difference scores, there was a significant main effect of the test period ($F_{1,35}=21.173; P<.001$; partial $\eta^2=0.377$) and the effect of the exposure duration failed to reach significance ($F_{1,35}=3.795; P=.06$; partial $\eta^2=0.098$); however, the interaction was significant ($F_{1,35}=4.817; P=.04$; partial $\eta^2=0.121$; Figure 5). Paired $t$ test comparisons showed that after 10 min of VR, immediate measurements (mean $5.263$, SE $1.677$) were significantly different from late measurements (mean $-0.632$, SE $1.329$; $t_{35}=3.500; P=.004$). Comparisons for 50 min of VR showed that immediate (mean $12.002$, SE $2.587$) and late measurements (mean $0.211$, SE $2.229$) were also statistically different ($t_{35}=4.128; P<.001$). A comparison of immediate measurements between the 10 min and 50 min sessions of VR were also significantly different ($t_{35}=2.652; P=.048$) from each other. However, the late measurements taken after 10 min and 50 min of VR were not significantly different ($t_{35}=0.388; P=.99$).

For disorientation difference scores, there was a significant main effect of the test period ($F_{1,35}=19.875; P<.001$; partial $\eta^2=0.362$) but no effect of the exposure duration ($F_{1,35}=2.577; P=.12$;
partial $\eta^2=0.069$) and no interaction ($F_{1,35}=1.628; P=.21$; partial $\eta^2=0.044$; Figure 5).

In Table 1, a summary of one-sample $t$ tests is reported to establish whether the difference scores for each measure significantly changed from zero, that is, represent a significant difference from baseline. Several visual, cognitive, and self-reported measures demonstrated changes from baseline immediately after VR; however, at the group level, all changes returned to preexposure levels at late test periods.

Table 1. One-sample $t$ tests summarizing the measures that are significantly different from zero (baseline) for both test periods (immediate and late) and exposure duration.

<table>
<thead>
<tr>
<th>Measure and exposure duration</th>
<th>Before to immediately after VR$^a$</th>
<th>Before to 40 min (late) after VR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t$ test ($df$)</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Accommodation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 min</td>
<td>2.824 (35)</td>
<td>.008</td>
</tr>
<tr>
<td>50 min</td>
<td>3.709 (35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Convergence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 min</td>
<td>2.205 (35)</td>
<td>.03</td>
</tr>
<tr>
<td>50 min</td>
<td>3.494 (35)</td>
<td>.001</td>
</tr>
<tr>
<td>RT$^b$ (decision)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 min</td>
<td>1.457 (35)</td>
<td>.15</td>
</tr>
<tr>
<td>50 min</td>
<td>1.649 (35)</td>
<td>.11</td>
</tr>
<tr>
<td>RT (movement)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 min</td>
<td>−2.725 (35)</td>
<td>.01</td>
</tr>
<tr>
<td>50 min</td>
<td>−1.206 (35)</td>
<td>.24</td>
</tr>
<tr>
<td>Total SSQ$^c$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 min</td>
<td>3.427 (35)</td>
<td>.002</td>
</tr>
<tr>
<td>50 min</td>
<td>4.765 (35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nausea</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 min</td>
<td>1.063 (35)</td>
<td>.295</td>
</tr>
<tr>
<td>50 min</td>
<td>3.630 (35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Oculomotor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 min</td>
<td>3.140 (35)</td>
<td>.003</td>
</tr>
<tr>
<td>50 min</td>
<td>4.639 (35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Disorientation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 min</td>
<td>3.894 (35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>50 min</td>
<td>4.049 (35)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$VR: virtual reality.

$^b$RT: reaction time.

$^c$SSQ: simulator sickness questionnaire.

**Discussion**

**Summary of Findings**

This study aimed to investigate the consequences of playing one of the most popular active VR games for 10 min and 50 min on aspects of vision, cognition, and self-reported VR sickness. There were no dropouts due to sickness in this study. Given that the average dropout rate for a VR study using an HMD is approximately 15.6% [14], this suggests that Beat Saber was well tolerated. A low dropout rate is only one indicator of sickness, and aspects of vision, cognition, and self-reported sickness are discussed in detail in the following sections.

**Visual Measures**

Irrespective of the exposure duration, both accommodation and convergence significantly changed immediately after VR compared with baseline measurements. However, the visual measures returned to baseline levels 40 min after exiting VR, suggesting that changes to accommodation and vergence were relatively short-lived.
Interestingly, the exposure duration did not influence any visual measure, suggesting that observable changes in accommodation and vergence did occur within the first 10 min of VR exposure and did not significantly change for exposures up to 50 min. Changes in convergence and accommodation observed after VR are likely to result from the perception of conflicting depth cues in HMDs. Convergence and accommodation are oculomotor functions necessary to achieve a single and clear focus on near objects, respectively. Hence, blur and disparity are essential retinotopic cues assisting accommodation and convergence to achieve a more precise fixation on a near object [51]. Typically, under natural viewing conditions, vergence and accommodation function together in a feedback loop so that changes in one mechanism will lead to concurrent changes in the other. However, in HMDs, vergence and accommodation may be decoupled [15,28], leading to an uncertainty associated with retinotopic cues for depth perception [52,53] and potentially to a range of concomitant symptoms such as headaches, sore eyes, fatigue, and double vision. Although our participants did not report any concurrent clinical visual impairments, it is worth noting that several participants reported large oculomotor changes in both immediate and late test periods (Figure 2). Large oculomotor changes after VR may influence an individual’s depth perception in the real world [53], but the risks associated with these changes are not well understood.

Cognitive Measures

In this study, we assessed whether the ability to react quickly to stimuli is affected after immersion in VR. The time required to initiate motor movements (ie, decision time) was not statistically different from the decision times before VR exposure at either test period (Figure 3). Notably, the participants were slightly faster at the late test period compared with the immediate test period. However, given that the decision times at either of these test periods were not different from their baseline measures (Table 1), this finding remains to be an interesting observation at this stage.

The investigation of the motor movement times (ie, time from button release to the touch of stimuli) revealed no concerns. In fact, after playing Beat Saber for 10 min, participants’ movement speeds immediately after VR exposure were slightly faster than before the VR exposure (Figure 3). Whether this improvement is related to practicing fast-paced motor movements required in the game remains to be established. The fact that the observed positive effects were short-lived ties in with research in the field of aerobic exercise, which found that effects of exercise on reaction times disappear quickly after exercise cessation [54]. This study cannot answer the question about the possibility of positive long-term cognitive effects with repeated VR gaming. However, there is research showing that gamers have greater attentional control compared with nongamers [55]. Furthermore, frequent gamers are better at filtering out distractors and have been shown to outperform nongamers on a range of perceptual and attentional tasks [55,56]. Considering the differences between screen-based gaming and VR gaming, it would be interesting to explore whether frequent VR gamers also exhibit a similar attentional advantage.

The literature on the immediate effects of VR exposure on the ability to react quickly to stimuli is highly inconsistent. Some researchers find negative reaction time aftereffects [19,57–59], and others show positive (faster) effects on reaction times [60]. The type of content, the time in VR, and the method of RT measurements are key reasons for the inconsistent results. Notably, although there is inconsistency across studies, the reported positive or negative effects of VR exposure on RT are typically under 50 ms. The degree to which such relatively small changes would have any real-world consequences for activities such as driving is unclear. In simulated driving studies, researchers suggest that the average braking time needs to be between 700 ms and 1200 ms to reduce the negative impact of a collision [61].

Self-Reported VR Sickness

Self-reported VR sickness scores were higher immediately after VR than 40 min after exiting VR. Immediately after VR, participants reported more nausea, oculomotor, and disorientation symptoms compared with preexposure levels. The reported symptoms returned to preexposure levels during the late testing period.

Longer VR exposure (ie, 50 min vs 10 min) led to more symptoms immediately after VR (Figure 5). The exception was the disorientation subscale, which was not modulated by the exposure duration. An increase in nausea symptoms was observed after 50 min but not after 10 min of VR exposure (Table 1). For all other self-reported measures, 10 min of VR was sufficient to observe an increase in symptoms. All symptoms returned to baseline levels after 40 min of exiting VR (Table 1). During the late test period, the number of reported symptoms was no longer modulated by the duration of the VR exposure.

Although an increase in SSQ scores for longer exposure durations is consistent with the VR literature, few studies have examined VR sickness in HMDs, which makes it difficult to evaluate the role of intense exercise in reporting symptoms. However, considering that there is an overlap between symptoms of VR sickness and symptoms of intense cardio exercise (ie, fatigue, disorientation, sweating, and in some cases nausea), it can be challenging to identify VR sickness during an intense workout in VR. Perhaps more research with VR exergames is needed to better understand the relationship between the exposure duration, VR sickness, and the intensity of physical activity.

Does the Lack of Prolonged Aftereffects Mean There Is Nothing to Be Concerned About?

Overall, this study found no strong evidence for adverse symptoms of concern 40 min after VR exposure, irrespective of whether people played Beat Saber for 10 or 50 min. However, our findings should not be taken as evidence for a clean bill of health for playing VR exergames. Primarily, our participants comprised a young and healthy student population with a below-average history of motion sickness. Hence, it is unclear whether the current findings will hold for the elderly and people with high susceptibility to motion sickness. It is important to keep in mind that the lack of difference between baseline scores
and 40 min after VR is based on group averages. Closer inspection of individual data (Figures 2 and 5) reveals that individual participants still report adverse symptoms that are higher than their baseline scores. Case in point, approximately 1 out of 7 participants (approximately 14%) may still score high on the SSQ 40 min after playing Beat Saber for 50 min (Figure 4). The high category in this study is based on the study by Kennedy et al [49], who proposed that scores over 20 are indicative of a problem simulator. However, the degree to which a high SSQ score impacts everyday activities is unclear. The link between scores on the SSQ and real-world performance decrements is not understood and constitutes a critical gap in knowledge for advancing the safe use of VR.

We did not follow up with participants after the late measurements and did not know how symptoms developed after the experimental session ended. It is important to note that the peak of symptoms in an individual is not always observed in or immediately after VR. Some users may experience severe latent symptoms occurring up to 24 h later [30,36,62]. There are many challenges with monitoring participants’ hours after a VR experiment such as how long should one follow up with participants, what is the best method for measuring latent effects, and should symptoms be weighted higher if they occur hours after VR. Furthermore, when following up with participants’ hours later, it is more difficult to establish a causal relationship between their symptoms and VR. For example, headaches and fatigue are symptoms of VR sickness but can also occur for many other reasons not related to VR, that is, dehydration, hunger, and exertion, making it difficult to track the progression of symptoms for each individual.

Individual differences such as age, HMD fit, postural stability, and motion sickness susceptibility may contribute to the likelihood of a person experiencing VR sickness in HMDs [14,63,64]. The alluvial plot (Figure 5) shows subgroup patterns on the relationship between the levels of symptoms and the exposure durations immediately after exiting. When experiencing a high level of symptoms after a short 10-min exposure, a participant was almost certain to also experience a high level of symptoms for a longer 50-min exposure on a different day. Around half of the participants experiencing midlevels or no/low symptoms immediately after a 10-min exposure reported the same level of symptoms after longer exposure durations. The other half of the participants in these categories experienced worse symptoms for a longer 50-min exposure. Experiencing symptoms after short periods in VR may be an indicator of whether an individual may experience serious symptoms after longer exposure periods. There is some evidence to suggest that short repeated exposures may reduce a user’s experience of VR sickness in subsequent exposures [65-67], but this strategy may not work for everyone. Additionally, taking more frequent breaks [31-33] could be explored as a strategy to mitigate symptoms.

**Limitations**

We used the currently most popular VR exergame; however, to what extent these findings hold for other games is unknown. One major challenge when comparing aftereffects from different VR experiences is the role content has on the progression and severity of symptoms. For example, several studies have compared sickness symptoms across multiple VR experiences and found that some content induces VR sickness and other content leads to no/minimal symptoms [37,59]. High levels of motion have consistently been shown to increase nausea, disorientation, and oculomotor disturbances [21,37,58]. Other factors such as scene complexity [68], presence [10,11], and locomotion [69] have also been suggested to play a role in the development of VR sickness.

In our Beat Saber study, there was a high level of both visual stimulation and user movement, which would have increased with the level difficulty. Participants were able to select any song or level of difficulty. By directing their own gameplay, participants could choose which levels they felt challenged by. A limitation of this study is that we did not monitor in-game performance, which may have been insightful. If the choice of difficulty increased the visual motion in the exergame, this may have also had an impact on the likelihood of a person experiencing symptoms. Future VR studies should consider how the variation in gameplay may impact sickness outcomes and measure in-game performance if possible.

VR exergames that require physical activity from the user will have higher levels of user movement and visual stimulation, which may contribute to VR sickness. A recent VR bike simulator study [57] found that participants using an HMD displayed substantially higher SSQ scores than participants using a large screen. In their study, SSQ scores increased with the exposure duration and simulated motion [57]. Although HMDs may be a more immersive option for exergames, HMDs may also lead to higher levels of sickness relative to screen-based exergames. If the simulated motion is a major factor leading to VR sickness in exergames, then congruent visual and user motion will likely be better tolerated. A call for more research is needed to investigate the relationship between simulated motion and VR sickness in exergames.

A wide range of possible VR aftereffects exist, and this study only investigated some of them (vision, reaction time, and self-reports). It remains to be established whether or how other symptoms, such as changes in balance, depth perception, and motion drowsiness (sopite symptoms), may have also been affected. This study also targeted a young and healthy group of participants, and it is possible that an older sample may experience different symptoms or challenges when exergaming. There are no clear guidelines and thresholds identifying who will be at risk after using provocative VR applications and what to do if users experience atypical symptoms.

**Conclusions**

VR sickness in exergames, particularly in HMDs, is understudied. On the basis of the data in this study, we can make two suggestions for the safe use of VR. First, we recommend that users trial a brief session in VR before committing to longer exposures. Our research shows that if a user experiences a high level of symptoms after a short exposure, they he or she will likely experience similar or worse symptoms for longer exposures. Users with high symptoms for shorter exposures may attempt to take frequent breaks and habituation strategies but should still be cautious as these approaches may not work
for everyone. Second, we recommend that users commit to a waiting period after exiting VR. During this waiting period, users should withdraw from activities that may pose a risk to injury in the event that a person has VR aftereffects, for example, driving a car. In our study, a 40-min wait period was sufficient for most people’s symptoms to return to baseline levels. Since content plays a major role in the development of VR sickness, more research is needed to clarify the relationship between VR sickness, the exposure duration, and the minimum waiting times for different exergames before participants should return to activities that pose an increased risk of injury and accident. Given the increasing popularity of VR exergames and the potential implications of VR aftereffects, it is essential that research in this area continues to propagate.
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Abstract

Background: Patients are increasingly taking an active role in their health. In doing so, they combine both mass and interpersonal media to gratify their cognitive and affective needs (ie, convergence). Owing to methodological challenges when studying convergence, a detailed view of how patients are using different types of media for needs fulfillment is lacking.

Objective: The aim of this study was to obtain insight into the frequency of reported convergence, how convergence affects what posters write online, motives for posting, and the needs posters are trying to fulfill.

Methods: Using a hybrid method of content analysis and supervised machine learning, this study used naturally available data to fill this research gap. We analyzed opening posts (N=1708) of an online forum targeting cancer patients and their relatives (Kanker.nl).

Results: Nearly one-third of the forum opening posts contained signs of convergence in mass or interpersonal media. Posts containing mass media references disclosed less personal information and were more geared toward community enhancement and sharing experiences compared to posts without convergence. Furthermore, compared to posts without signs of convergence, posts that included interpersonal media references disclosed more personal information, and posters were more likely to ask for the experiences of fellow users to fulfill their needs. Within posts containing signs of convergence, posts including interpersonal media references reported fewer shortages of information, disclosed more information about the disease, and were more active in seeking other posters’ experiences compared to posts containing mass media references.

Conclusions: The current study highlights the intertwining of media platforms for patients. The insights of this study can be used to adapt the health care system toward a new type of health information–seeking behavior in which one medium is not trusted to fulfill all needs. Instead, providers should incorporate the intertwinement of sources by providing patients with reliable websites and forums through which they can fulfill their needs.

(J Med Internet Res 2020;22(10):e18303) doi:10.2196/18303
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Introduction

Background

Patients have the need to know and understand (ie, cognitive needs) and the need to feel acknowledged and understood (ie, affective needs) [1]. Currently, patients take an active role in the management of their health, and in doing so they combine mass and interpersonal communication to gratify their cognitive and affective needs (hereafter referred to collectively as “needs”) [2]. By using mass and interpersonal communication, patients engage in a process that is called “convergence” [3-5].
According to Kreps [3], convergence can be defined as “the sequence of impersonal to interpersonal interactions” (p. 519; type 1 convergence) or the “conduct of interpersonal and peer discussions about health-related issues in virtual discussion spaces of various kinds” (p. 521; type 2 convergence). We adapted and broadened this definition to include convergence between and within mass or interpersonal communication for the current study. That is, we consider convergence as a process in which either one mass communication source and one interpersonal communication source (intermedium convergence) or two mass communication sources (intramedium convergence) are being used to fulfill the user’s needs. For example, patients learn about their disease through a consultation with a medical expert (interpersonal communication) and then validate the advice of the medical expert by visiting a website (mass communication; intermedium convergence) [6-8]. An example of intramedium convergence is the use of treatment experience from a fellow patient’s blog post in one’s own blog post.

These examples show how patients use mass and interpersonal communication to fulfill their needs. However, research into this topic often focuses on one singled-out communication source. As a consequence, current research does not provide insights into how communication sources affect each other and how needs differ depending on the sources used. Answering these questions is important since patients have different communication sources at their disposal. In particular, when it comes to online health information, patients often struggle to understand the complex information online, have difficulties in assessing whether the information is reliable, and might feel overwhelmed or experience information overload [9,10]. Therefore, patients and medical experts should work together in providing, validating, and discussing information. To determine which (online) source fits best, insights are needed on how patients combine sources and how the combination of sources affects needs. Ultimately, part of the costly and limited time of the medical expert could be used for referring to sources that can reliably fulfill part of the patients’ needs.

One explanation for the research gap on how patients combine multiple sources to fulfill their needs can be found in the methodological challenges faced when studying this process. The scarce research in health communication in which both mass and interpersonal communication are taken into account tends to rely on more traditional research methods such as surveys [11,12], interviews [13], and focus groups [14]. These methods can be affected by selection bias, recall bias, and social desirability [11]. By using a hybrid method consisting of content analysis and supervised machine learning (SML), the limitations of these traditional methods can be surmounted [15]. The hybrid method combines a content analysis of real-life communication and SML. We use natural unsolicited data (ie, data that are not obtained as part of research but are instead compiled by the user writing at the time their needs arose). The benefit of this method is that large amounts of already existing natural data can be used to study the current topic.

A good starting point is the analysis of data from online health forums targeting patients. Forums provide a natural database of people’s online activities. In forum opening posts, posters often provide information about their situation at the time of writing, which often includes previously used communication (ie, signs of convergence), the outcome of this communication effort (ie, motives to start the forum post), and the needs they are trying to fulfill. Additionally, background information about the poster is often included (eg, stage and type of the disease, and whether the poster him/herself or a family member has been diagnosed with the disease) [3,16]. Thus, by using this hybrid method, we are able to gain more insight into how often patients combine mass and interpersonal communication, the reason as to why they engage in convergence, which need they are trying to fulfill, and whether the content of forum posts differs based on the communication sources they used prior to writing the post. The following research aim was central in the present study: What signs of convergence can be detected in forum opening posts, how frequently does convergence occur, what kinds of needs are patients trying to fulfill by engaging in convergence, and how do forum post characteristics (ie, motives, information about the poster, and needs) differ for different kinds of convergence?

In this study, we used forums in the context of cancer. Cancer patients are confronted with many questions and uncertainties during their illness [17,18]. Furthermore, online platforms such as forums and interpersonal communication with a health care provider are the two most important sources of information for cancer patients [19].

Interpersonal Communication

In general, most patients consider medical experts to be the most trusted source of information [20]. In a review, Shea-Budgell and colleagues [20] highlighted that patients place a high level of trust in medical experts owing to their expertise on topics that patients find most important, including treatment, screening, testing, and detection. Furthermore, their medical and informational training and, to a lesser degree, the emotional support they provide during a consultation are mentioned as factors that instill confidence [21-23]. Nevertheless, between 40% and 90% of patients report unmet needs after their consultation with a medical expert [24,25]. Multiple reasons can be given for these unmet needs. Patient-related reasons include unmentioned concerns, a lack of trust in a particular medical expert, and information overload [26]. Examples of medical expert–related concerns are time constraints and a lack of experience [27]. Therefore, patients also rely on other sources for needs fulfillment, such as online forums. Patients expect their medical experts to discuss the content they found via other sources and to offer their professional take on it [28]. By discussing online health information with their provider, patients engage in intramedium convergence.

Online Forums

Online forums are often used by patients and their relatives and can be considered as virtual communities. Virtual communities exist in many different areas, cover many topics, and connect groups with a variety of shared characteristics. In this study, we adopt the definition of Rheingold [29], who states that virtual communities are “social aggregations that emerge from the Net when enough people carry on those public discussions long enough, with sufficient human feeling, to form webs of personal relationships in cyberspace.” Many patients encounter various
needs and use multiple communication sources to fulfill these needs. As a result, these patients are active in online forums while also often having contact with other sources such as medical experts [30]. Patients use these platforms to gain understanding about their disease but also to connect and exchange experiences and support with others in comparable situations [7,8,31]. By encouraging and enabling active participation (eg, by opening a thread on a topic that is personally relevant), forums have the potential to provide different types of support to the user, such as to receive the support of their peers, to feel empowered through information provision, and to recognize themselves in stories from peers and thereby feel less isolated [11,32]. The malleability of forums in addressing patients’ needs and the ability to do this at any time might be a key reason why patients turn to these forums.

Convergence and Underlying Motives

Many patients decide to combine multiple sources to fulfill their needs. Generally, 25% to 83% of patients search for online health information before or after a consultation with their medical expert [33-36]. Patients seem to use online health information in addition to a consultation to prepare themselves [13], to complement the information given by the medical expert [13,24,25], as well as to validate or challenge the information given by the medical expert [13].

To understand why patients use multiple sources, the optimal matching model can be used [37,38]. This model states that to fulfill patients’ needs, these needs should be matched with the right type of support. For example, if the patient feels the need to prepare for a consultation or wants to complement, validate, or challenge the information that is given by the medical expert, this need can be fulfilled by gathering factual information from other sources. By contrast, if the patient feels lost and alone, this need might not be fulfilled by receiving information about the upcoming treatment but rather by receiving emotional support that helps with the emotional aspects of being sick. According to the optimal matching model, patients actively choose the communication channel that they believe has the highest potential to fulfill their current needs. A patient who feels that they should prepare for the consultation is more likely to choose online medical libraries to fulfill these needs, whereas a patient who feels lost will more likely turn to online health forums and blogs, on which interaction with fellow patients is possible [3,31,39-41]. This exploratory research contributes to the optimal matching theory by identifying whether and how patients fulfill their needs by using multiple sources at their disposal and how these sources are intertwined.

Research Questions

In summary, we believe that forum posts provide a natural database of peoples’ communication activities, and these forum posts can offer an opportunity to gain a better understanding of the interplay between communication channels. Therefore, our first research question (RQ1) is proposed as follows: What is the frequency of signs of convergence in forum opening posts? Furthermore, these forum posts can provide a natural registration of the motives for using different media (eg, after seeing a doctor or reading online health information) to fulfill specific needs. Therefore, research question 2 (RQ2) is proposed as follows: What needs are patients trying to fulfill by opening a forum post? By using a hybrid method to analyze these forums, we are able to also capture other relevant information such as the disclosure of information about the poster and the motive for posting [3,16]. These aspects are important for providing insight into how users in different situations gratify their needs or the needs of relatives by using multiple sources. Therefore, we propose research question 3 (RQ3) as follows: How do motives (3a), information about the poster (3b), and the needs (3c) differ for different types of convergence?

Methods

Study Design

We used a hybrid method consisting of a classic social science method (ie, the framework method [42]) and a newer computational social science method (ie, SML). The benefit of this approach is two-fold. First, this method allows us to combine unique features from both approaches. On the one hand, the framework method starts from a theory-based codebook (ie, the use of sensitizing concepts) and is then further developed through an iterative process of (open) coding on a subsample of the data. On the other hand, the coded subsample can then be used to label the whole sample with codes and categories using SML, thereby allowing us to move from open-coded data on a subsample to data that are suitable for quantitative analysis based on the complete dataset, allowing researchers to analyze sample sizes that were impossible to code manually. Second, SML allows us, as well as other researchers and practitioners, to (re)use the trained model on a different dataset or for practical applications. The reuse of the algorithms makes cost-efficient longitudinal research into convergence possible since the models can automatically and consciously be applied to new data.

Data

We used data retrieved from cancer patients and relatives on the online forum Kanker.nl [43] in the Netherlands. Cancer is the most common disease, with a yearly incidence rate of 439.2 per 100,000 men and women (18,078,567 in 2018) and a yearly rate of 163.5 per 100,000 people dying from cancer (9,555,027 in 2018) [44]. Furthermore, cancer patients and their relatives experience multiple visits with a medical expert and face many questions and uncertainties. In the Netherlands, Kanker.nl is one of the largest and best-known Dutch websites for cancer-related information within an online community [43].

Users are required to register and must provide their name and a valid email address. Participants of all platforms within Kanker.nl give (standard) consent for using their data for research when they register. Ethical approval for the current study was provided by the ethical committee of University of Amsterdam (2016-PC-7547).

For the complete dataset, first, all forum entries (N=9573) were extracted. Second, only the opening posts of the threads were selected (n=1708). The opening posts were chosen because they are most likely to contain a description of the situation and the need the user wants to fulfill. The median number of words for
each thread opening was 608.05 (range 3-20,649). The threads were created between April 2013 and November 2016.

**Phase 1: Framework Method**

Of all 1708 thread openings, a random sample of 306 posts (17.92%) was manually coded by the first author (RS) in multiple iterations. First, using two sensitizing concepts derived from the literature (i.e., information sources and motives for searching health information), 100 posts were open-coded on signs of convergence (RQ1), motives for opening a forum thread (RQ2), sought-after need (RQ3), and personal characteristics (RQ3); in total, 583 different codes were used for the constructs needed to answer RQ2 and RQ3. Second, these open codes were merged into overarching, latent categories. For example, the distinctions between different medical experts such as general practitioners, oncologists, and nurses were merged into a medical expert category. Third, the codebook and categories were evaluated on completeness during research meetings with the coauthors (AL, RV, JvW). As a result, several categories were merged again, and more specific categories were added. This process resulted in the following categories: convergence, motive for posting, information on poster, and needs (see Table 1 for the codebook). Fourth, the updated codebook was evaluated by the first author and a trained coder (RS and MB) who double-coded 20% of the sample. The intercoder reliability was good (Lotus range 0.98-1.00); Lotus and standardized Lotus scores are displayed per category in Table 2. Fifth, all 306 exported thread openings were manually coded by the first author (MB) using the codebook. Finally, the manually coded posts were transformed by the first author (MB) into binary variables to be used in the second phase.
Table 1. Overview of categories and codes analyzed.

<table>
<thead>
<tr>
<th>Codes/classifiers</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Convergence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mass communication</td>
<td>(1) online and (2) offline media. Mass communication was coded as such when communication channels such as internet sources (ie, online) and television and newspapers (ie, offline) were mentioned.</td>
<td>“[…] on a website I read that […]”; “This article in today’s newspaper […]”</td>
</tr>
<tr>
<td>Interpersonal communication</td>
<td>Interpersonal communication was coded as such when one of the following communication sources was mentioned: (1) medical experts (eg, general practitioner, nurse, surgeon), (2) fellow patients, (3) family members, or (4) others.</td>
<td>“My doctor told me that […]”; “According to my mother […]”</td>
</tr>
<tr>
<td>No media</td>
<td>Posts contained no references to other media.</td>
<td>“I was wondering if any of you knows something about […]”</td>
</tr>
<tr>
<td><strong>Motive for posting</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conflict</td>
<td>For posts containing mass media or interpersonal media references.</td>
<td>“[…] My doctor told me this treatment is not an option for me, but I heard lots of stories that it was successful […]”.</td>
</tr>
<tr>
<td>Shortage of information</td>
<td>Poster indicates that (s)he received little or no information regarding a topic. To fill this information gap, a forum thread is opened.</td>
<td>“[…] There was no time during the consultation to discuss the trajectory of this alternative […]”.</td>
</tr>
<tr>
<td>New question</td>
<td>Poster indicates that as a result of information provided during the mentioned communication effort, (s)he has new (follow-up) questions. Answering these questions is a motive for opening a thread.</td>
<td>“[…] the doctor mentioned this medicine can have a lot of side effects, but is it common to experience them?”</td>
</tr>
<tr>
<td>Sharing information</td>
<td>Poster wants to share the information/content that was received during the previous communication effort on the forum.</td>
<td>“I read this [website] and thought it might be useful for all of you”.</td>
</tr>
<tr>
<td><strong>Information on poster</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disease or treatment information</td>
<td>Specific stages of the disease (eg, stage one) or treatment (eg, after surgery) were described in the post.</td>
<td>“[…] I’m diagnosed with stage one breast cancer”; “[…] After surgery I noticed that […]”</td>
</tr>
<tr>
<td>Time indication disease or treatment</td>
<td>Diseases or treatments that were mentioned at the “disease or treatment information” stage are further specified with a time indicator.</td>
<td>“One year after my surgery, I went back to the hospital […]”</td>
</tr>
<tr>
<td>Type of cancer</td>
<td>Type of cancer is mentioned by the poster.</td>
<td>“I have been diagnosed with lung cancer”</td>
</tr>
<tr>
<td>Cancer in the surrounding community</td>
<td>The poster him/herself did not receive a diagnosis but someone close to him or her has.</td>
<td>“My husband has been sick for a few years now, I wonder […]”</td>
</tr>
<tr>
<td><strong>Needs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community building</td>
<td>The post is meant as a conversational starter, including rhetorical questions and a direct call for discussion. All without asking for experiences or advice.</td>
<td>“What is your opinion about the quality of care in the Netherlands?”</td>
</tr>
<tr>
<td>Sharing experiences</td>
<td>The poster is sharing experiences about the treatment or psychosocial aspects surrounding (living with) cancer.</td>
<td>“For me, this kind of treatment worked very well without too many side effects” or “For me, it worked to limit the number of social activities in a week”.</td>
</tr>
<tr>
<td>Asking experiences</td>
<td>The poster invites other forum members to share their experiences about a certain topic.</td>
<td>“Who has experience with this?”</td>
</tr>
<tr>
<td>Asking for information</td>
<td>The poster asks for more information about a certain topic or asks for referrals to sources where this information can be obtained.</td>
<td>“Who knows where I can find more information about this?”</td>
</tr>
</tbody>
</table>
Table 2. Intercoder reliability using Lotus and standardized Lotus (S-Lotus) coefficients per variable.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Lotus</th>
<th>S-Lotus</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Convergence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mass communication</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Interpersonal communication</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>No media</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Specification of convergence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Offline</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Medical expert</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Fellow patients</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Family members</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Others</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Motive for posting</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conflict</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Shortage of information</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>New question</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>Sharing information</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td><strong>Information on poster</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disease or treatment information</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Time indication disease or treatment</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Type of cancer</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>Cancer in the surrounding community</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Needs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community building</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Sharing experience</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>Asking experience</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Asking information</td>
<td>0.99</td>
<td>0.97</td>
</tr>
</tbody>
</table>

**Codebook**

Table 1 contains the categories and codes that were coded during the SML phase. These variables were coded as 0 (not present) or 1 (present). Figure 1 shows a fictitious example of the extracted concepts from the forum opening posts.

**Figure 1.** Example of extraction of concepts from forum posts.
Phase 2: SML

We used SML to train classifiers for the references to mass or interpersonal communication (see Multimedia Appendix 1 for a detailed description of the SML phase). A sample of 685 manually coded opening posts (in two rounds) was used as input for SML. This sample was split into a training set (n=548) and a test set (n=137) using an 80-20 split. Using Scikit-Learn [45], the data were preprocessed (see Multimedia Appendix 1 for a detailed overview), and the classifiers were trained using different algorithms such as support vector classification, stochastic gradient descent, multinomial naive Bayes, gradient boosting, and passive aggressive classifier. This was done to evaluate which algorithm would have the best performance for each concept it was trained to predict. In this process, we adopted a grid search strategy, which tests different combinations of parameters for each algorithm as well as different options for preprocessing the data.

The quality of the classifiers was assessed based on precision, recall, and F1 scores for their predictions of cases in which the category was present (ie, for cases in which the reference to mass or interpersonal communication was 1). Precision gives the proportion of the automatically assigned labels that correspond with the human-labeled data. Recall gives the proportion of the true labels that are found automatically. This often results in a tradeoff between the scores of precision and recall; for example, in cases of higher recall, the chance that some of the recalled data are false positives grows, and the precision score consequently goes down. F1 scores are the harmonic mean of the recall and precision. Stochastic gradient descent proved to have the best performance in predicting the classifiers convergence mass media and convergence interpersonal media \( \text{recall}_{\text{interpersonal}}=0.96, \text{F1}=0.85; \text{recall}_{\text{massmedia}}=0.86, \text{precision}_{\text{massmedia}}=0.92, \text{F1}=0.89. \) See Multimedia Appendix 2 for the complete confusion matrix. These classifiers were applied to the complete dataset of opening posts (N=1708) to create a subsample of opening posts that were likely to contain signs of convergence (n=771, 45.14%).

Phase 3: Manual Coding Convergence Posts

To ensure the validity of the automatically assigned classifiers, the created subsample of posts was checked for correctness. Of the automatically labeled posts containing signs of convergence (n=771), 245 posts (31.78%) did not contain signs of convergence after manually checking, and were coded as “no media.” Next, the subsample of posts was manually coded by the first author (MB) using the codebook for the remaining categories (see Table 1).

Analysis

Before running the analysis, all independent variables were tested on possible issues due to multicollinearity. Only issues concerning time since diagnosis, stage of the disease, and type of disease \( r_{\text{time-stage}}=0.82, r_{\text{time-type}}=0.92 \) were found; thus, these items were taken together as “disclosure of information about the disease” (eigenvalue=2.71; \( R^2=0.90; \alpha=.95). \)

Results

Signs of Convergence in Forum Posts

The results showed that 30.80% of the complete sample of forum opening posts (n=526) contained signs of convergence. These were divided into mass communication (324/526, 61.6%) and interpersonal communication (202/526, 38.4%). In the following sections, these categories will be described in more depth.

Of all mass communication references (n=324), 274 (84.6%) referred to online sources (eg, other members’ profiles or blogs, news media articles concerning cancer [patients], and health information websites). Of all posts with mass communication references, 214/324 (66.1%) posts contained references to a website. Offline mass communication was referenced 49 (15.1%) times, which included references to printed newspapers, books, and television.

Of all interpersonal communication posts (n=202), 162 references (80.2%) were made to medical experts (eg, oncologists, nurses, and general practitioners) and 14 references (6.9%) were made to family members. These include family members who either had personal experiences with the disease or provided information they received via other sources. Fellow patients who provided information offline were referenced 3 times (1.5%) and 22 references (10.9%) were made to communication events with other people. Often, these events consisted of work-related relationships (eg, employers, insurers, and rehabilitation agents).

With respect to RQ1, almost one-third of all forum opening posts contained signs of convergence and thus included references to either mass or interpersonal communication. When referencing mass communication, mainly online sources were mentioned, whereas for interpersonal communication, medical experts were most often mentioned.
Posters’ Needs

Of all 771 opening posts containing signs of convergence, 344 posts (44.6%) represented the need of asking for experiences regarding a specific treatment (eg, medicine, procedure) or experiences regarding (dealing with) the (emotional) effects of living with cancer (ie, dealing with side effects, reintegration into society, and body image). This was followed by forum opening posts related to community building (266/771, 34.5%). In these cases, the poster started a discussion about a particular topic such as developments in the medical sector, with or without a URL to a news story (online). The third-largest need to open a forum thread was to share one’s personal experience. Overall, 143/771 (18.6%) of the posts featured this need. Finally, in 72 of the 771 opening posts (9.3%), the poster directly asked for sources to find more factual information on a particular topic such as (alternative) treatment options. Therefore, to answer RQ2, the main need for patients to be fulfilled, as reflected in forum openings post, is that of asking for information related to experiences. This need is followed by that of enhancing the community, sharing one’s experiences, and asking for factual information.

Differences in Posts for Different Kinds of Convergence

The first multinomial logistic regression model contained the variables from the categories information on poster and needs (adjusted $R^2=0.30$, $\chi^2_{12}= -563.27$, $P<.001$; Table 3). In posts referencing mass communication, the disclosure of disease-related information was 89% less likely to occur compared to posts that did not include a reference to mass communication. In contrast, posts including references to interpersonal communication had a 156% higher likelihood of featuring the disclosure of disease-related information (Table 3) compared to posts containing no references to media. These outcomes mean that the chance of disclosing disease-related information in forum posts in which interpersonal communication is mentioned is higher compared to that of forum posts with no signs of convergence and is lower for posts that include references to mass communication.

When considering the needs posters might have for opening a forum thread, differences in needs within different types of convergence were found. Higher likelihoods were found for posts including references to mass communication compared to posts containing no signs of convergence for the needs: community building, sharing experiences, and asking for information. This means that after mass communication exposure, posts have a 373% higher likelihood of containing the need to share the post for community building, a 291% higher likelihood of containing the need to share one’s experience with others, and a 188% higher likelihood of asking for more information compared to no exposure to mass or interpersonal communication. Posts containing references to interpersonal communication had a 268% higher likelihood of displaying the need to ask fellow patients for their experiences compared to posts containing no signs of convergence.

### Table 3. Differences between posts containing signs of convergence and posts without (reference category=no media).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mass</th>
<th>Interpersonal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR$^a$</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Disclosure of information about the disease</td>
<td>0.11</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cancer in surrounding</td>
<td>1.08</td>
<td>.85</td>
</tr>
<tr>
<td>Needs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community building</td>
<td>4.73</td>
<td>.002</td>
</tr>
<tr>
<td>Sharing experiences</td>
<td>3.91</td>
<td>.003</td>
</tr>
<tr>
<td>Asking for experiences</td>
<td>1.30</td>
<td>.58</td>
</tr>
<tr>
<td>Asking for information</td>
<td>2.88</td>
<td>.04</td>
</tr>
</tbody>
</table>

$^a$OR: odds ratio.

The second multinomial logistic regression models contained the variables from the categories motive, information on poster, and needs (adjusted $R^2=0.77$, $\chi^2_{20}= -185.40$, $P<.001$; Table 4). Within the category motive, in posts referencing interpersonal communication, a shortage of information was 81% less likely to be the reported outcome of the communication effort compared to posts referencing mass communication. Furthermore, within the category information on poster, posts referencing interpersonal communication were 2015% more likely to disclose information about the disease compared to posts referencing mass communication. Within the category needs, posts containing interpersonal communication were 93% less likely to display community building as a need of the post compared to posts referencing mass communication. Furthermore, posts referencing interpersonal communication had a 227% higher likelihood of asking for other posters’ experiences compared to posts referencing mass communication (OR $3.27$, $P=.04$).

To answer RQ3, compared to intramedium convergence, intermedium convergence posts are less likely to be motivated by a shortage of information and are more likely to contain information about the poster’s condition. Furthermore, again compared to intramedium convergence, intermedium convergence is more likely to display the need for experiences and is less likely to exhibit a need for community building.
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Table 4. Differences between posts containing signs of interpersonal convergence (reference category=mass communication).

<table>
<thead>
<tr>
<th>Variable</th>
<th>OR</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motive</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conflict</td>
<td>2.77</td>
<td>.07</td>
<td>0.92-8.29</td>
</tr>
<tr>
<td>Shortage of information</td>
<td>0.19</td>
<td>.006</td>
<td>0.06-0.63</td>
</tr>
<tr>
<td>New questions</td>
<td>0.83</td>
<td>.69</td>
<td>0.30-2.23</td>
</tr>
<tr>
<td>Sharing of information</td>
<td>0.39</td>
<td>.11</td>
<td>0.12-1.24</td>
</tr>
<tr>
<td>Information on poster</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disclosure of information about the disease</td>
<td>21.15</td>
<td>&lt;.001</td>
<td>9.39-47.62</td>
</tr>
<tr>
<td>Cancer in surrounding</td>
<td>1.49</td>
<td>.36</td>
<td>0.64-3.47</td>
</tr>
<tr>
<td>Needs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community building</td>
<td>0.07</td>
<td>.004</td>
<td>0.01-0.44</td>
</tr>
<tr>
<td>Sharing experiences</td>
<td>0.65</td>
<td>.47</td>
<td>0.20-2.10</td>
</tr>
<tr>
<td>Asking for experience</td>
<td>3.27</td>
<td>.04</td>
<td>1.01-10.57</td>
</tr>
<tr>
<td>Asking for information</td>
<td>0.77</td>
<td>.70</td>
<td>0.20-2.90</td>
</tr>
</tbody>
</table>

*aOR: odds ratio.

Discussion

Principal Findings

This study provides more insight into (the occurrence of) convergence using natural unsolicited data. Overall, intramedium and intermedium convergence resulted in posts containing different content and aiming to fulfill different needs. We found that nearly one-third of all forum opening posts in our sample contained signs of convergence by referencing either mass or interpersonal communication in the post. For intramedium convergence, online sources such as websites, forums, and online news articles were most often mentioned, frequently accompanied by a link to that source. In this way, posters seem to fulfill their need to help build the online community and initiate a discussion or share experiences. Posts containing intermedium convergence often included references to a consultation with a medical expert. In these posts, users reported less shortage of information, disclosed more about themselves, and asked for more experiences from other users compared to posts containing intramedium convergence.

Our findings further emphasize the frequency of reported convergence and how intertwined these sources are. The main interpersonal communication source that was mentioned in the posts was that of a medical expert. This outcome is in line with previous research in which the medical expert, together with the internet, is named as the most important source of information for patients [19,23,47]. We found that one-third of the posts contained signs of convergence. The number of patients who use more than one medium is likely to be higher for two reasons. First, we only looked at specific types of convergence occurring in forum posts; however, based on previous research (eg, [35]), we know that signs of convergence also occur at the medical encounter and that different types of convergence exist. For example, during medical encounters, patients could discuss a forum they have read before the consultation and thus engage in intermedium convergence (online forum-medical expert) or engage in intramedium convergence (ie, medical expert-medical expert) by referencing a medical expert during the consultation who provided a second opinion.

Second, we only coded explicit signs of convergences, whereas previous research also shows that patients implicitly mention different sources [48]. One aspect that is unique to this study is that although previous studies often examined both sources independently, the current results show how interdependent these sources are and how they are likely to continue to merge in the future. For example, a poster who recently had an appointment with a medical expert may have received a lot of information (convergence). After interpersonal communication, there is a lower likelihood that the patient experienced a shortage of information (motive). However, the patient might have missed information about how other patients experienced the situation, which motivates the patient to go online, write about their situation, and ask fellow patients for their experiences (need).

According to the optimal matching theory [38], patients actively choose a medium that likely fulfills their needs. In the context of support, some patients actively start participating in forums to find information that only fellow patients can provide—their experiences [14,49,50]. Our results also highlight the importance and added value of studying information sources in an interdependent context instead of independently. In light of the increased availability of different types of information on platforms, the internet seems to be a promising venue to fulfill needs that are not fulfilled during a consultation. Taking the notion of the optimal matching theory further, one could argue that it should not be a problem if patients report unmet needs based on their exposure to one medium, as another medium might be better able to fulfill these unmet needs. However, the medical expert and patient should...
work together to make sure credible sources of information are known and available to the patient to fulfill their needs.

Based on our results, posters seem to require information provided by other patients combined with the information provided by the medical experts. Forums can be used to gain access to the experiences of fellow patients without the medical expert being an intermediary in this process. Users thereby benefit from both the expertise garnered during consultations with the medical expert and the experiences of fellow patients [51]. Eysenbach and colleagues [50] already highlighted that providing, receiving, and reading experiences from fellow patients is one of the main functions of social support communities. The current study shows how patients use health forums in a broader context of multiple available sources.

Because websites are easily shared and embedded in online tools such as online forums, the current study found many references to mass communication in general and online sources in particular. Mass communication is likely to be shared with members of the community to sustain and to inform the community through what is called “community building.” Community building creates a feeling of being part of a community and therefore fights the feeling of being alone, which in turn can emotionally support the patient [52].

Limitations and Future Research

We posited that using a hybrid method on natural data could be a useful tool in meeting the challenges faced in studying convergence (ie, circular process, biased data when trusted on solicited recall data). Although we successfully analyzed indicators for convergence using forum data, some shortcomings must be acknowledged to advance future research. Despite the merits in using unsolicited data, not all aspects of convergence could be studied. First, we could only detect explicit signs of convergence. It would be a safe assumption to imagine convergence occurring in implicit ways as well, such as by simply posting a question without stating the events leading up to the post. Furthermore, convergence could only be measured when mass or interpersonal communication led to posting on a forum. However, posting online or reading posts and responding to these posts could lead to convergence elsewhere. By only studying online forum posts on one particular website, these types of convergence could not be measured. Although this would result in an underestimation of convergence instead of an overestimation, future research could address these types of convergence. Content analysis (on videotaped consultations) can, for instance, be combined with surveys to investigate patients’ (unmet) needs when they communicate and to gain insight into how patients use communication sources to cope with their needs. The online environment would be a logical place to administer these surveys since this environment does not require actual tracking; instead, log data and prompted surveys could minimize intrusion and reliance on recall. Finally, using natural data restricted the possibility to control for differences in personal characteristics of the poster because these variables are not known. Based on previous studies, we know that the way patients use online forums changes over time [53]. We did not account for these individual differences. Future studies could gather data from multiple forum messages and profiles to extract information on the time of diagnosis, number of posts by the user, and type of disease to gain insight into these concepts.

SML was applied to create a subsample of posts containing signs of convergence. This approach resulted in a significantly smaller sample that had to be manually coded. If studies are interested in latent communication concepts such as the needs or motives of patients, researchers should take into account the time and effort needed to code a substantial part of their data as input for the SML, still without a guarantee that these latent constructs can be reliably predicted. In an early phase of their study, researchers should decide on the role of SML in their project based on the number of positive cases per classifier and the initial SML results. Instead of coding a large portion of their data in the hope to obtain reliable classifiers for all constructs, reliable classifiers can be used in an early phase as a filter on the complete dataset to create a small subdataset that can be coded by hand.

The current study introduced two possible forms of biases. First, our sample consisted of posts from one forum on a highly trusted Dutch cancer website. Users on this forum might differ from the general cancer population in that they must have the skills to go online and register before using this forum. Furthermore, the fact that these patients opened a forum post could be an indication that they experienced a problem during a previous communication (eg, a shortage of information or conflicting information during the consultation with their medical expert). Therefore, the results might not be representative of all cancer patients, and the needs and motives found could be an overestimation of the unmet needs in this population. However, a complete export of all of the content of a platform with the informed consent of all users is still difficult to obtain, thus illustrating the uniqueness of our study. While the reported unmet needs might be an overestimation, these unmet needs still exist and will likely continue to exist. Therefore, scholars, medical experts, and (cancer) patient associations should work together to make convergence as easy as possible and try to incorporate alternative sources of information into the medical trajectory. For example, a leaflet or a website hosted by the hospital can provide patients with reliable sources but also well-known forums in which patients can exchange experiences and find support.

The second possible bias could have been created during the SML process. The SML algorithm that was used to create a sample of the posts used for the analysis might have caused a bias in the reference category. We manually created the reference category in which no signs of convergence were present. However, it is possible that the original algorithm marked these posts as false positives based on some shared content characteristics. This process might have led to differences between these false positives and the posts without signs of convergence in the corpus (ie, dataset) that were left out of the analysis. As a result, the reference sample might not completely be representative of the posts without signs of convergence. However, most of the main results are from a comparison between mass and interpersonal communication. These two samples were created by a combination of SML and manual checking; therefore, the above-described bias does not
play a role. To overcome this possible bias, future research could either randomly create a sample as the reference category or possibly compare the reference category that was created through machine learning to a random sample before running the analysis.

Conclusions
To conclude, convergence is an important concept that represents the natural flow of patients’ information-seeking behavior between and within interpersonal and mass communication. Understanding how patients use different communication channels is essential to improving health care by providing guidance to patients who are trying to fulfill their needs. A better understanding of the conditions (ie, whether the information is discussed and in which way) under which the convergence of interpersonal and mass media results in positive patient outcomes might be the key to enhancing information provision to patients and in turn increasing patients’ wellbeing. In doing so, providers should take a proactive role in discussing online information-seeking with patients and referring patients to the right sources that best meet their needs.
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Abstract

Background: A “concerning post” is a display of a user’s emotional crisis on a social media platform. A better understanding of concerning posts is relevant to suicide prevention, but little is known about social media users’ attitudes and responses to concerning posts. Military veterans in the United States are disproportionately affected by suicide, often use social media, and may have exposure to individuals with elevated suicide risk via concerning posts.

Objective: The objective of the study was (1) to obtain insight into whether and how US military veterans respond to members of their social network on social media (ie, “friends”) who are experiencing substantial emotional distress, and (2) to identify potential interventions that could assist in users’ response to concerning posts.

Methods: We recruited veterans through Facebook and conducted semistructured interviews with 30 participants between June and December 2017. We used a summary template for rapid analysis of each interview, followed by double-coding using a codebook based on topic domains from the interview guide. Members of the research team met regularly to discuss emerging patterns in the data, generate themes, and select representative quotes for inclusion in the manuscript.

Results: Veterans were reluctant to disclose emotional and health issues on Facebook, but they were open to reaching out to others’ concerning posts. There was a complex calculus underlying whether and how veterans responded to a concerning post, which involved considering (1) physical proximity to the person posting, (2) relationship closeness, (3) existing responses to the post, and (4) ability to maintain contact with the person. Veterans desired additional training, backed by community-based veteran organizations, in how to respond to concerning posts from peers.

Conclusions: There is a need to incorporate features that will help veterans effectively respond to concerning posts from peers into suicide prevention training and to expand access for veterans to such training.

(J Med Internet Res 2020;22(10):e22076) doi:10.2196/22076
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Introduction

As social media has become embedded into our daily lives, researchers have taken on the task of unpacking its myriad implications for our health. Studies of social media have often focused on examining psychosocial harms from exposure to social media, such as loneliness [1], negative social comparisons [2], and worsening of mental health status [3]. Perhaps because of negative public and scientific perceptions of social media, less attention has been paid to identifying ways that social media could be used to improve mental health [4]. In reality, both positive and negative consequences of social media coexist and are influenced by how individuals—and society collectively—interact using social media.

An especially delicate but important health concern in the social media landscape is suicide prevention. Suicidal individuals are more likely than nonsuicidal individuals to spend time online [5]. Expressions of suicidal ideation on social media have been widely reported and, at times, are followed by suicidal behavior [6,7]. Disclosures of emotional distress on social media reflect real-life concerns, with studies showing links between depressive language in Facebook posts and self-reported symptoms of depression and medical record–confirmed diagnoses of depression [8,9]. Even more visible to the public are media reports about suicide, which are relatively common on social media compared with reports of deaths from other causes [10]. Analysis of Twitter data has found that large reactions to this reporting, measured through increased mentions after the death of a celebrity by suicide, are linked to subsequent increases in deaths by suicide [11].

Amidst this contemporary reality, the notion of a “concerning post” has emerged, which we define as a display of a user’s emotional crisis or other indication of an acute mental health concern on a social media platform. Little is known about individuals’ attitudes and responses to concerning posts. Among the available studies, results have conflicted at times. For instance, one study found that youth lacked confidence in how to respond to a concerning post [12], while another study found that sharing emotional distress activated supportive responses [13].

While much of the research in this area has focused on youth, military veterans are another key target population for suicide interventions. Veterans in the United States are disproportionately affected by suicide. Their rate of suicide is 50% (1.5 times) higher than that of nonveterans, according to the most recent available data [14]. Suicide exposure (knowing someone who has died by suicide) is also very common and may occur via social media; an estimated 57% of veterans [15] and 65% of National Guard personnel [16] have been exposed to suicide. Social media plays an important role in maintaining veterans’ social networks, with one contributor being the physical separation from family and friends that occurs during deployment or active duty, as well as separation from their servicemember peers after leaving the military. Social media serves to sustain connection and communication over time and in particular through periods of transition [17].

Using data from interviews with veterans who use social media, our objectives in this study were (1) to obtain insight into whether and how veterans respond to “friends” and family members on social media who are experiencing substantial emotional distress, and (2) to identify potential interventions that could assist veterans in responding to concerning posts.

Methods

Setting and Sample

This research was conducted as part of a mixed-methods study focused on understanding opportunities to use social media platforms, particularly Facebook, to reach and provide support to veterans at risk of psychiatric problems. We interviewed Operation Enduring Freedom, Operation Iraqi Freedom, and Operation New Dawn veterans with a service separation date after October 1, 2001, who were in the metropolitan area of Portland, Oregon, United States. Thirty participants were interviewed—a number chosen based on the literature, feasibility, and our research team’s experience reaching thematic saturation with such a sample size [18,19].

Data Collection

Participants who had responded to Facebook advertisements and completed an online survey were eligible for participation in the current study. The survey that was administered has been previously described [20,21]; in brief, it included items on sociodemographic characteristics, frequency of social contact, use of social media platforms, screening for psychiatric problems and health service utilization, and interest in potential online interventions for social support and suicide prevention. Among participants who used Facebook daily, we purposively sampled veterans that varied in the extent to which they used the Department of Veterans Affairs for their health care and varied in their interest in learning more about suicide prevention.

Fifty individuals were contacted to participate, and 30 of them completed an approximately 40- to 60-minute interview between June and December 2017. Twenty-three interviews were completed in person; the remaining seven interviews were conducted over the phone, which allowed for participation by individuals who could not present in person to participate in the study. Two research team members (HM and AT) conducted the interviews using a semistructured interview guide (Multimedia Appendix 1). Questions were organized into three primary domains: (1) participants’ social media use and preferences, (2) discussion of health issues on social media, and (3) suicide prevention in a social media context (including experiences with concerning posts and preferences related to suicide prevention training). Interviews were audio recorded and transcribed.

Data Analysis

Survey responses were used for participants’ descriptive characteristics. For qualitative analysis, we first created a summary template for rapid analysis of each interview [22,23]. We then created a codebook based on topic domains from the semistructured interview guide and informed by notes from the summary templates. Two research assistants (RB and WS) coded the interviews using qualitative analysis software (Atlas.ti;
Principal Findings

A summary of participants’ characteristics is presented in Table 1. The 30 participants (23 men, 7 women) came from all military branches, with 3 participants serving in two branches over their careers. The average age of participants was 41 years (range 24-64 years), 73% (22/30) were White, 60% (18/30) were married, and 57% (17/30) had a college or postgraduate degree. In terms of their mental health, 5 of 30 (17%) participants received a score of 3 or greater on the Patient Health Questionnaire-2, which is indicative of a positive screen for major depressive disorder [24]; 15 of 30 (50%) participants had considered suicide, and 5 of 30 (17%) participants had previously attempted suicide. While 90% (27/30) of participants used Facebook several times a day, the majority never or rarely used social media for sharing information about their health (23/30, 77%), symptoms such as mood swings, depression, anxiety, or sleep problems (21/30, 70%), or thoughts about suicide or self-harm (28/30, 93%).

Veterans were reluctant to disclose emotional and health issues on social media but were open to reaching out in response to others’ concerning posts. Interviews revealed multiple reasons for veterans’ reluctance to share negative emotional states or information about their health. First, Facebook was viewed as a venue for positive self-presentation; thus, they were disinclined to use it as a place to “air dirty laundry.” Second, when veterans did need support, they usually preferred to obtain it from other avenues in the “real world” that involve “person-to-person interaction,” or they preferred to be self-reliant. Also, veterans believed that sharing personal health information was “risky” to their privacy. Lastly, participants noted that Facebook friends were not necessarily “real friends.”

While most veterans were cautious about disclosing their own health issues, a number of veterans were understanding of others who chose to post about health issues. One participant summarized this distinction:

\[ \text{I think for some people they find that they can post about their bad day, and they get a bunch of people “like” it, a bunch of people put the sad face on, a bunch of people say, “You’re amazing. You’re brilliant. You go girl.” That kind of thing. I’ve definitely seen a ton of people do that, but at the same time I would never do that. And it’s not like I don’t want support, but I feel like I would be negatively judged for that. [Oscar]} \]

Further, many veterans were open to responding when others disclosed personal information in a post, particularly emotional struggles or suicidality.

\[ \text{I’ve seen other friends do it, and I’ve come to the aid of other friends because they have shared it on Facebook out in the open just to their timeline or whatever. I’ve also helped friends who have reached out to me personally and [sent] Facebook messages and said, “I’m having this crisis. I can use some words of encouragement or some words of advice or some help just in general.” [Bryan]} \]

Participants identified a post as concerning in several ways. Most obviously, this was direct language expressing emotional distress, particularly when the distressed person had a known mental health condition (eg, post-traumatic stress disorder or an anxiety disorder), when the person was acting out of character (eg, getting rid of their possessions), or if the person had one or more recent psychosocial stressor, such as divorce/breakup, death of a loved one, or loss of a job. Several veterans also expressed a feeling of concern without an identifiable cause, noting, for instance, “[The post] just seems off” [Seth]. Veterans occasionally did not interpret a post as concerning if they felt the post was “venting” [Natasha] or that the person was seeking attention.

There was a complex calculus behind whether and how individuals responded to a concerning post. Once veterans had determined a post to be concerning, they wanted to be there for a peer in distress, but they did not always know if and how they should respond. Before they reached out, veterans went through a series of considerations. Elements of this complex calculus included (1) physical proximity, (2) relationship closeness, (3) existing responses to the post, and (4) ability to follow up with the person in crisis. While the weight given to each consideration varied across situations and circumstances, each factor influenced decisions related to whether veterans responded, how they chose to reach out, and how urgently and directly they responded.

When a friend posted something on Facebook that appeared to indicate suicidal ideation, participants reported that the preferred response was to attempt to make direct, one-on-one contact to talk with the friend. This direct contact could be through Facebook itself (using a private message), email, a phone call or text, or meeting up in person. Multiple methods of contact could be combined, typically with the goal of having the online contacts lead to an in-person contact.
Table 1. Summary of participants’ demographic, clinical, and social media use characteristics (N=30).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Mean (range)</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>41 (24-64)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>23 (77)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>7 (23)</td>
<td></td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>22 (73)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>3 (10)</td>
<td></td>
</tr>
<tr>
<td>American Indian/Alaska Native</td>
<td>2 (7)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>3 (10)</td>
<td></td>
</tr>
<tr>
<td>Educational attainment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or high school equivalency certificate</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>9 (30)</td>
<td></td>
</tr>
<tr>
<td>Technical or vocational school</td>
<td>3 (10)</td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>11 (37)</td>
<td></td>
</tr>
<tr>
<td>Postgraduate</td>
<td>6 (20)</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single, never married</td>
<td>7 (18)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>4 (13)</td>
<td></td>
</tr>
<tr>
<td>Separated</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>18 (60)</td>
<td></td>
</tr>
<tr>
<td>Military branch&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Army</td>
<td>11 (37)</td>
<td></td>
</tr>
<tr>
<td>Marine Corps</td>
<td>9 (30)</td>
<td></td>
</tr>
<tr>
<td>Navy</td>
<td>6 (20)</td>
<td></td>
</tr>
<tr>
<td>Air Force</td>
<td>5 (17)</td>
<td></td>
</tr>
<tr>
<td>Coast Guard</td>
<td>2 (7)</td>
<td></td>
</tr>
<tr>
<td><strong>Clinical characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient Health Questionnaire-2 score</td>
<td>1.5 (0-4)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>11 (37)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2 (7)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>12 (40)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2 (7)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3 (10)</td>
<td></td>
</tr>
<tr>
<td>History of serious suicidal ideation&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>15 (50)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>15 (50)</td>
<td></td>
</tr>
<tr>
<td>Number of prior suicide attempts&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>25 (83)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2 (7)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2 (7)</td>
<td></td>
</tr>
</tbody>
</table>
Social media use

How often do you visit or use Facebook?
- Several times a day: 27 (90)
- Once a day: 2 (7)
- A few times a week: 1 (3)

How often do you use any social media website to do the following:

Share symptoms such as mood swings, depression, anxiety, or sleep problems?
- Never: 14 (47)
- Rarely: 7 (18)
- Sometimes: 4 (13)
- Usually: 4 (13)
- Always: 1 (3)

Share information related to your health?
- Never: 10 (33)
- Rarely: 13 (43)
- Sometimes: 5 (17)
- Usually: 2 (7)
- Always: 0 (0)

Share thoughts about suicide or hurting yourself in some way?
- Never: 26 (87)
- Rarely: 2 (7)
- Sometimes: 2 (7)
- Usually: 0 (0)
- Always: 0 (0)

Physical Proximity

When veterans saw a concerning post on Facebook, one of the first considerations for how they chose to respond was their physical proximity to the individual in distress. If the friend was within a reasonable travel distance, veterans often indicated it was optimal to visit them or call immediately to arrange an in-person meetup as soon as possible. If a friend expressed loneliness or concerning thoughts, participants felt responding through Facebook alone was insufficient. By meeting up in person, veterans felt that they could “get them out and let them know that there are still people for them” [Jamie] and “read more in a person by watching their body language” [Robert]. If the friend was not in close proximity and the level of concern was high, some veterans noted that they might try to get a next-of-kin or other person who was physically closer to check in on the friend.

Relationship Closeness

Veterans varied in their responsiveness to concerning posts depending on the closeness of their relationship with the person in crisis. For instance, if the concerning post was from an acquaintance or someone that was on the periphery of their life, they were more likely to respond in a less direct or less immediate fashion.

Depends on physical proximity, if it’s somebody within driving distance, within a few hours I’ll be at their house banging on the fucking door. If not, there’s going to be phone calls and emails and text messages and that’s the way I would react. [Alyssa]

I’ll send them the phone number for the veteran’s suicide hotline, that’s really about as far as I’m willing to go unless I know the person. [Andrea]

If I don’t know them personally, I try to give an encouraging thought. [Natasha]
For a close relationship, efforts to respond were more direct and more intensive. One veteran said that in the case of a close friend or family member, they would respond as follows:

I probably wouldn’t even be on social media in that case. I would’ve just gone to the person and, you know, physically gone to see them. [Conrad]

For relationships that fall somewhere between acquaintance and close friend or family, participants tended to communicate their availability but ultimately left the onus of further connection on the person in crisis. These efforts were often made under the assumption that there was someone closer who could help the person in crisis but also acknowledged that they were unsure of this and were thus willing to provide support if needed.

...you can reach out to them and just give them a little love and then you instant message him and say, “Here’s my phone number and call me if you need to.” [Jerry]

Existing Responses to the Post

A third consideration in the response calculus related to the interactions and activity in response to a concerning post, including “likes,” comments, and shares that were visible to others. Often, the timing of the post relative to when it was being seen was a factor. Veterans stressed the importance of timing for two reasons: first, the circumstances surrounding the crisis may have changed, and second, others may have already intervened.

I’ve seen it a couple times or I’ve been, for lack of better term, late to the conversation and you’ve seen other people comment before that and someone said, “Hey, I’ve talked to ‘em.” [Neal]

Recognizing that timing of a post and actions by others might have resulted in resolution by the time they saw a concerning post, participants also described assessing if there had already been direct and supportive responses to the friend when deciding if they should respond.

I’m usually not the first person to come along by it, so usually I’ll check the comment section and see what’s being done. Typically, someone will comment and then they’ll say: I’ve got ahold of them, or got them talking. [Richard]

And after somebody posts, there’s some likes and dislikes and maybe a “hey, what’s up, call me.” I imagine in those situations there’s four or five personal conversations going on with that person. And then they decide who is understanding the situation, talk with them. [Yolanda]

Ability to Follow Up

Some veterans emphasized both the need to initially reach out and the importance of following up with a friend in crisis. Veterans who discussed the importance of follow-up considered whether they had the capacity to continue to maintain contact and actively provide support.

One veteran responded that she had a friend who posted on Facebook “reaching out about how lonely they were.” She went on to say the following:

...they’re obviously looking for that public acknowledgment, so, I did that. And kept it... you know, more... general, I guess, and supportive, and then, messaged them more. You know, specifically relating to it and then scheduling a follow-up visit with them. [Jamie]

She let the friend know they weren’t alone and scheduled a time to meet up with them.

…it was the next day or something. Just for a quick coffee date, you know, just to get them out and let them know that there are still people for them. [Jamie]

...you don’t just listen and walk away. You still have to follow-up with them and keep talking with them. It might not even be someone that you actually really know, but if you come across someone in that state of mind, it’s usually kind of obvious that something’s not quite right so don’t ignore them. [Bryan]

Suicide Prevention Training

Veterans desired suicide prevention training that would prepare them to assist others in emotional crisis. The suggestion for training on how to respond to concerning posts, specifically if suicidal ideation was suspected or indicated, was raised by participants as well as asked about by the interviewer. Veterans indicated a desire for training in suicide prevention skills to help a peer in crisis. A common reason they cited for wanting training was a sense of being unprepared to assist others in crisis or even worry about exacerbating the situation.

I have no idea what to say but just trying to make myself available, trying to say as little damaging stuff as I can… It’s mostly that I have no idea what should I do to help? …I got pretty much nothing else. [Alyssa]

I don’t know how to sometimes get the point across to them without sounding judgmental. [Lynn]

Training as an Ongoing Process

Even veterans who indicated having prior suicide prevention training, often during military service, felt that the training was inadequate or insufficient. This seemed especially vital for veterans who were interested in helping others but worried about how to initiate conversations with more socially distant individuals.

Would I want more? Yes. Just to let me know I’ve got the basics down. I’m not a licensed mental health professional so I can’t go about helping them solve their problems, but I can get [someone in crisis] in the right direction. [Edward]

I’d like to recognize more warning signs, and I would like to have some conversation items that I could take as far as how to talk about it, or how to bring it up. [Lewis]
Preferred Features for Suicide Prevention Training

Veterans identified two features of suicide prevention training that would make it especially appealing. First, training sponsored or delivered by community-based veteran organizations was believed to "carry more weight" [Neal] and be "a good source of credibility" [Edward]. Many participants who followed at least one veteran-centric Facebook page or group (eg, Dysfunctional Veterans, Lift for the 22, Gulf War Veterans, etc) felt these groups could act as trusted sponsors of suicide prevention training. One veteran described the kind of support he’s encountered in one such private Facebook group:

...every 22nd of every month, we do a check in. We’ll post a thing, check in with our veteran friends because it comes out that there’s 22 vets that commit suicide every day. And we started a program called “22 to None,” so we support each other. I’ve made a couple friends with some other vets, and other Navy vets. And, one guy... he told me, gave me his number, he says you ever start feeling really bad, give me a call.

He was a trained counselor as well. [Keith]

Second, veterans were most willing to receive training targeted at helping their veteran peers. Their shared experiences, military background, and camaraderie as a result of service made a difference in their level of comfort and trust when talking about the topic of suicide with other veterans.

It’s very easy for me to have a relationship or an exchange of information between another person who’s in the service. It’s easier than it is for me to sometimes talk with my wife, or members of my family because they don’t have that background like we have—those who’ve served. [Meghan]

Have you ever had two different people tell you the same piece of information? One is Bob who you don’t really know particularly well, but the other one is somebody who is close to you—[you] know and respect—they repeat that same information, you place a lot more weight on it. With somebody who you’ve had a lot of those shared experiences with, I may not know them particularly well, but they’ve been in the same places I have, they’ve faced the same problems I’ve had, and if they say that this is helpful, I place a lot more weight on it. [Alyssa]

Discussion

Principal Findings

In the daily course of their lives, veterans are likely to encounter others in emotional crisis, and this can manifest through concerning posts on social media platforms such as Facebook. When presented with a concerning post, veterans go through a complex calculus—involving an assessment of physical proximity, relationship closeness, activity on the post, and ability to follow-up—which informs the extent and manner in which they reach out to provide support. The order of the complex calculus and the weight of each element varies in each situation. Veterans are often inclined to help their peers in some way, but they often feel unprepared as to how to respond to a concerning post. Given these circumstances, veterans desire suicide prevention training that extends beyond what they received during military service. They seek additional training that is germane to responding to concerning posts on social media, backed by community-based veteran organizations, and tailored to providing assistance to their veteran peers.

Links to Existing Research on Social Media and Suicide Prevention

Our finding that veterans are thoughtful and potentially motivated to respond positively to concerning posts suggests a key exception to prior research on displays of negative emotions on social media. Experimental and observational studies have shown that emotions are transmitted through social media posts [25,26]. Individuals who frequently post on social media are more likely to post about health issues and to have a diagnosis of depression [27]. Moreover, early research on Facebook posting suggested that depressed individuals see the platform as an appealing venue for self-disclosure, but their posts are often met with undesirable responses due to the negativity of the posts [28]. It may be that military culture around altruism and stewardship toward veteran peers (eg, taking care of “our own,” leaving no one behind, etc) [29] contribute to the positive intentions we found toward responding to concerning posts. Our findings also comport with research showing that individuals often fear personal expressions of vulnerability but tend to react more positively to those who express it [30].

Training Models Applicable to Social Media–Based Suicide Prevention Training

Our findings complement the use of two education and training intervention models in the literature: gatekeeper training and bystander education. Both gatekeeper training and bystander education train individuals to recognize the signs of crisis and develop skills to triage such a situation and assist with accessing subsequent professional assistance [31,32].

Gatekeeper training has been specifically designed to support “upstream” suicide prevention. Reviews have found evidence of gatekeeper training’s ability to increase knowledge and foster self-efficacy and other beliefs adaptive to suicide prevention [32]. In a recently published pilot intervention, a gatekeeper training approach helped prepare adults to support American Indian and Alaska Native youth who post or view concerning messages on social media [33]. Bystander interventions, also called bystander education, have been primarily used for prevention of sexual violence, and they emphasize a five-step model: (1) awareness of an issue that requires intervention; (2) identifying when the bystander should intervene; (3) deciding to take responsibility; (4) deciding how to help; and (5) taking action [31]. Education about all five steps is meant to increase the likelihood of a bystander taking action at multiple time points. Both of these educational approaches would seem highly applicable to craft training for veterans and others in how to identify and respond to concerning posts. Gatekeeper training and bystander education might be strengthened if future research identifies how expressions of vulnerability and peer support could normalize help-seeking and dialogue about suicide.
Limitations
Our findings are constrained by several study limitations. Participants were recruited from a sample of locally recruited veterans from Facebook, and thus our findings may not be entirely generalizable to veterans nationally, individuals less inclined to participate in research or to use Facebook, or individuals who have experiences on other social media platforms. The last constraint is particularly relevant given rapid shifts in the social media landscape. There are other facets of Facebook posts, such as posts within private Facebook groups or automatic identification of concerning posts using machine learning models [34], that were beyond the scope of this study but merit closer investigation as part of a larger social media suicide prevention strategy. Finally, as with all qualitative work, we took participants on their word that they accurately represented themselves and their experiences.

Conclusions
Social media is an important venue through which many connect with their social network. One consequence of this, particularly among veterans who are disproportionately affected by and exposed to suicide, is encountering concerning posts. Our findings call for expanding access to ongoing suicide prevention training opportunities—in partnership with community-based veteran organizations—and incorporating features into existing suicide prevention training programs that will help veterans in their response to concerning posts from their veteran peers.
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Abstract

Background: Home hospitalization is widely accepted as a cost-effective alternative to conventional hospitalization for selected patients. A recent analysis of the home hospitalization and early discharge (HH/ED) program at Hospital Clínico de Barcelona over a 10-year period demonstrated high levels of acceptance by patients and professionals, as well as health value-based generation at the provider and health-system levels. However, health risk assessment was identified as an unmet need with the potential to enhance clinical decision making.

Objective: The objective of this study is to generate and assess predictive models of mortality and in-hospital admission at entry and at HH/ED discharge.

Methods: Predictive modeling of mortality and in-hospital admission was done in 2 different scenarios: at entry into the HH/ED program and at discharge, from January 2009 to December 2015. Multisource predictive variables, including standard clinical data, patients’ functional features, and population health risk assessment, were considered.

Results: We studied 1925 HH/ED patients by applying a random forest classifier, as it showed the best performance. Average results of the area under the receiver operating characteristic curve (AUROC; sensitivity/specificity) for the prediction of mortality were 0.88 (0.81/0.76) and 0.89 (0.81/0.81) at entry and at home hospitalization discharge, respectively; the AUROC (sensitivity/specificity) values for in-hospital admission were 0.71 (0.67/0.64) and 0.70 (0.71/0.61) at entry and at home hospitalization discharge, respectively.

Conclusions: The results showed potential for feeding clinical decision support systems aimed at supporting health professionals for inclusion of candidates into the HH/ED program, and have the capacity to guide transitions toward community-based care at HH discharge.

(J Med Internet Res 2020;22(10):e21367) doi:10.2196/21367
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Introduction

Home Hospitalization and Early Discharge at the Hospital Clinic of Barcelona

Home hospitalization (HH)/early discharge (ED) programs [1-6] show substantial site heterogeneities in terms of service workflows and organizational aspects. However, overall, they have demonstrated maturity and health care value generation [7] such that it is well accepted that HH/ED constitutes an effective alternative to inpatient care for a select group of patients requiring hospital admission.

The characteristics of the deployment and adoption of the HH/ED program at Hospital Clinic of Barcelona (HCB) were recently described in a report [8]. In this report, HH/ED is defined as a service providing acute, home-based, short-term, complex interventions aimed at substituting conventional hospitalization fully with HH [7,9] or partially with ED [10]. The service at HCB is delivered by trained hospital personnel, and it is provided for a period of time that is not longer than the expected length of hospital stay for the patients’ diagnostic related groups involved [11]. The Hospital retains the entire clinical, fiscal, and legal responsibilities. Virtual beds are used to support the required administrative and clinical processes. The report concluded that HH/ED for acute medical and surgical patients in a real-world setting was safe, generated healthcare efficiencies, and was well accepted by 98% of patients and professionals [8]. Moreover, the study stressed the potential of HH/ED to strengthen care coordination between highly specialized hospital-based care and home-based services involving different levels of complexity [8].

Currently, the HH/ED program at HCB is a mainstream, mature service that is offered 24 hours a day, 7 days a week, all year round, with 48 virtual beds available per day. It is the first choice for eligible patients requiring hospital admission when attended in the Emergency Department, and it serves the entire Health district of Barcelona Eixample-Esquerra, which has 540,000 inhabitants.

It is well accepted that the key health outcomes that define the success of hospitalization at home [8] are mortality and unplanned emergency room consultations that lead to in-hospital admissions, either during the home hospitalization episode or during the 30-day period after discharge. This study relies on the assumption that multisource predictive modeling facilitating clinical decision support at 2 key time points—(1) at entry, and (2) at HH/ED discharge—could be useful to enhance service outcomes. Risk assessment at entry may contribute to reducing undesirable events during the episode of HH/ED, whereas the assessment of unexpected events after discharge will likely contribute to improving transitional care [12,13] and better definition of personalized care pathways within a care continuum scenario [14].

The Use of Multisource Predictive Modeling for Enhanced Risk Assessment

This study was designed to elaborate and assess the potential of a machine learning approach to the prediction of mortality and hospital admission at entry and at discharge from HH/ED.

A key specificity of the study is the use of various data sources to estimate the 2 outcomes, mortality and hospital re-admission, as conventional inpatient care. In addition to classical clinical and biological information obtained from electronic medical records (EMR), we have also considered the inclusion of Catalan population–health risk assessment scoring, known as Adjusted Morbidity Groups (GMA) [15,16], and purposely collected data on patients’ performance and frailty.

The GMA is an open, publicly owned algorithm that does not rely on expert-based fixed coefficients. Such characteristics provide a high degree of flexibility for multisource predictive modeling and good potential for transferability to other sites, as demonstrated through its validation and current use in 13 of the 17 health regions in Spain, encompassing approximately 38,000,000 citizens [15]. It is fully operational since 2015 for health policy purposes and for clinicians in primary care workstations, providing yearly updated risk stratification with a population health orientation. It takes into account multimorbidity and complexity, that is, impact on health care, using data across health care tiers stored in the Catalan Health Surveillance System.

The approach adopted in this study was based on the hypothesis that the application of holistic strategies for subject-specific risk prediction and stratification, which consider multisource covariates influencing patient health, could increase predictive accuracy and facilitate clinical decision-making based on sound estimates of individual prognosis [17]. Developed predictive models were evaluated on a real-world database, which included all cases admitted to HH/ED at HCB from January 2009 to December 2015.

Methods

Dataset

Retrospective data from 1936 patients admitted to the HH/ED program at HCB from January 2009 to December 2015 (Table 1S in Multimedia Appendix 1) were considered in the analyses carried out to elaborate the predictive modeling of mortality and hospital re-admission at 2 time points: (1) at entry into HH/ED, and (2) at discharge from the HH/ED program. HH/ED at HCB is run as a transversal program, under the responsibility of the medical and nurse directors of the Hospital, serving the different clinical specialties. Patients included in the HH/ED show a broad spectrum of primary diagnoses, as displayed in Table 1S in Multimedia Appendix 1.

The potential covariates considered for predictive modeling purposes (Table 2S in Multimedia Appendix 1) encompassed 3 dimensions: (1) standard clinical and biological information obtained from EMRs; (2) patients’ functional performance and frailty data, specifically collected to characterize these patients; and (3) GMA scoring indicating multimorbidity, complexity, and patients’ allocation into the population–health risk stratification pyramid.

Ethical Approval

The Ethical Committee for Human Research at HCB approved the study, and all participants signed an informed consent prior
elaboration of predictive modeling followed 3 successive steps: (1) feature selection, (2) data preprocessing, and (3) classification.

**Predictive Analytics Workflow**

*Figure 1* illustrates the global methodology proposed to identify patients at risk of re-admission or death after HH discharge; the elaboration of predictive modeling followed 3 successive steps: (1) feature selection, (2) data preprocessing, and (3) classification.

*Figure 1.* Predictive analytics workflow, composed of 3 main steps: (A) feature selection, (B) data preprocessing, and (C) classification.

### Feature Selection

Feature selection refers to different processes involving data cleaning, selection of variables to be considered for predictive modelling, as well as selection of the final set of patients included in the analyses.

### Data Preprocessing

In order to handle the impact of missing values, a robust method was designed for mixed-type data imputation. To this end, the missForest algorithm was applied to the whole dataset [18]. Moreover, we applied a rediscretization of some categorical variables to avoid under-represented categories.

### Classification

Different strategies were considered for the elaboration of predictive models in this study. Specifically, 3 of them were explored in detail (Multimedia Appendix 1); that is, logistic regression and 2 machine learning approaches: a decision tree and random forest classifiers.

For model training, the dataset was 10-times divided in (1) a training subset, taking 75% of randomly selected cases, and (2) a validation subset with the remaining 25% of cases. For each data partition, the model was trained using 4-fold cross-validation on the training subset. As successful cases (ie, survivors not requiring hospital admission) were far superior in number, the effect of class imbalance was reduced by applying a random stratified-sampling strategy [19].

Model performance was assessed by computing the area under the receiver operating characteristic curve (AUROC), sensitivity, specificity, and score metrics in the validation subset. Score is a measure of prediction accuracy and is defined as the weighted harmonic mean of the sensitivity and specificity of the model. The final performance of the models was assessed as the average performance of all independent validations.

As indicated above, the methodology was applied to predict 2 types of events: (1) mortality, and (2) in-hospital admission until 30-days after HH/ED discharge. Risk assessment was conducted in 2 different scenarios: (1) at entry into the HH/ED program, and (2) at discharge. Accordingly, the analyses led to 4 different risk models (RM): (1) RM1 accounts for predicting the need for conventional hospitalization at entry into the HH/ED program; (2) RM2 predicts mortality during the study period assessed at entry; (3) RM3 refers to predictive modeling of conventional hospital admissions assessed at HH/ED discharge.
discharge; and (4) RM4 predicts mortality during the study period assessed at HH/ED discharge. The risk of mortality and re-admission during HH at entry was not assessed due to the scarcity of unsuccessful cases during HH/ED.

Results

Study Population

All 1936 patients admitted to the HH/ED program at HCB during the study period were included in the research. However, the analyses conducted in the study were based on 1925 cases; 4 cases were discarded for having unrecoverable wrong data and 7 for having missing mandatory data. The mean age of the study group was 70.85 (SD 14.88) years; 1201 (62.4%) were men and 724 (37.6%) were women. The list of main diagnoses is depicted in Table 1S in Multimedia Appendix 1. Up to 64 variables, grouped into the 3 categories indicated above, were considered in the analyses (Table 2S in Multimedia Appendix 1).

To characterize different subpopulations of risk, patients were classified as undergoing successful and unsuccessful home hospitalization stays based on their re-admission and mortality during the study period and 30 days after hospital discharge (Tables 1-2). Of the 1925 patients admitted to the HH/ED program, 3 (0.2%) patients died and 96 (5.0%) cases were eventually readmitted to the hospital due to complications of heterogeneous origin during HH/ED. Of the remaining 1922 patients, within 30 days after HH/ED discharge, 37 (1.9%) patients died and 210 (10.9%) cases were identified as falling into the unsuccessful groups when analyzing re-admission risk. Tables 1 and 2 summarize the baseline characteristics of both study groups, according to mortality and re-admission, respectively.

Mortality was higher in elderly (P<.001) and comorbid patients, GMA (P=.02), and the Charlson Comorbidity Index (P=.001), especially in those with cardiovascular (P<.001) and oncologic disorders (P=.019). Mortality was lower in postoperative patients (P<.001) and in those with respiratory diseases (P=.005). Interestingly, in-hospital re-admission was only slightly associated with higher age (P=.003) and a major complexity of comorbid conditions, GMA (P<.001), and the Charlson Comorbidity Index (P<.001), without well-defined associations with the characteristics of the main diagnosis.

Table 1. Clinical characteristics of successful and unsuccessful home hospitalization (HH) cases (n=1925) based on mortality.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Successful cases (n=1885)</th>
<th>Unsuccessful cases during HH (n=3)</th>
<th>Unsuccessful cases 30 days after HH discharge (n=37)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>70.7 (14.9)</td>
<td>89.3 (15.1)</td>
<td>77.9 (10.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex, n (%):</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1181 (62.7)</td>
<td>1 (33.3)</td>
<td>19 (51.3)</td>
<td>.145</td>
</tr>
<tr>
<td>Female</td>
<td>704 (37.3)</td>
<td>2 (66.6)</td>
<td>18 (48.7)</td>
<td>.145</td>
</tr>
<tr>
<td>GMA, mean (SD)</td>
<td>21.3 (13.5)</td>
<td>21.4 (3.1)</td>
<td>27.0 (14.2)</td>
<td>.020</td>
</tr>
<tr>
<td>Charlson Comorbidity Index, mean (SD)</td>
<td>4.3 (2.8)</td>
<td>5.7 (4.9)</td>
<td>5.8 (2.7)</td>
<td>.001</td>
</tr>
<tr>
<td>Diagnostic group, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardiology</td>
<td>202 (10.7)</td>
<td>1 (33.3)</td>
<td>16 (43.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Respiratory</td>
<td>583 (30.9)</td>
<td>0 (0.0)</td>
<td>5 (13.6)</td>
<td>.005</td>
</tr>
<tr>
<td>Oncology</td>
<td>145 (7.7)</td>
<td>0 (0.0)</td>
<td>8 (21.6)</td>
<td>.019</td>
</tr>
<tr>
<td>Surgery</td>
<td>375 (19.9)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other medical acute conditions</td>
<td>580 (30.8)</td>
<td>2 (66.7)</td>
<td>8 (21.6)</td>
<td>.440</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values were calculated comparing successful and unsuccessful groups during the full period.
Table 2. Clinical characteristics of successful and unsuccessful home hospitalization (HH) cases (n=1925) based on re-admission.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Successful cases (n=1638)</th>
<th>Unsuccessful cases during HH (n=96)</th>
<th>Unsuccessful cases 30 days after HH discharge (n=210)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>70.5 (15.2)</td>
<td>72.9 (14.8)</td>
<td>73.2 (11.9)</td>
<td>.003</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1007 (61.6)</td>
<td>63 (65.6)</td>
<td>142 (67.6)</td>
<td>.056</td>
</tr>
<tr>
<td>Female</td>
<td>631 (38.4)</td>
<td>33 (34.4)</td>
<td>68 (32.4)</td>
<td>.056</td>
</tr>
<tr>
<td>GMA, mean (SD)</td>
<td>20.3 (13.1)</td>
<td>26.8 (15.0)</td>
<td>28.7 (14.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Charlson Comorbidity Index, mean (SD)</td>
<td>4.1 (2.8)</td>
<td>5.3 (2.6)</td>
<td>5.6 (2.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diagnostic group, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardiology</td>
<td>162 (9.9)</td>
<td>24 (25.0)</td>
<td>38 (18.1)</td>
<td>.068</td>
</tr>
<tr>
<td>Respiratory</td>
<td>507 (30.9)</td>
<td>24 (25.0)</td>
<td>62 (29.5)</td>
<td>.722</td>
</tr>
<tr>
<td>Oncology</td>
<td>113 (6.9)</td>
<td>8 (8.3)</td>
<td>32 (15.2)</td>
<td>.123</td>
</tr>
<tr>
<td>Surgery</td>
<td>340 (20.8)</td>
<td>14 (14.6)</td>
<td>23 (11.0)</td>
<td>.136</td>
</tr>
<tr>
<td>Other medical acute conditions</td>
<td>516 (31.5)</td>
<td>26 (27.1)</td>
<td>55 (26.2)</td>
<td>.450</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values were calculated comparing successful and unsuccessful groups during the full period.

Predictive Modeling

Different modeling approaches were considered for this purpose, including logistic regression, decision trees, and random forests. The averaged AUROC of each modeling approach that was considered is presented in Table 3.

Among the different modeling strategies developed, random forest classifier (Figure 2) showed the best performance averaged over the 4 risk scenarios.

Table 3. Area under the receiver operating characteristic curve (AUROC; sensitivity/specificity) performance of the modeling strategies explored.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean AUROC (sensitivity/ specificity)</th>
<th>RM1 AUROC (sensitivity/ specificity)</th>
<th>RM2 AUROC (sensitivity/ specificity)</th>
<th>RM3 AUROC (sensitivity/ specificity)</th>
<th>RM4 AUROC (sensitivity/ specificity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>0.58 (0.54/0.57)</td>
<td>0.65 (0.68/0.58)</td>
<td>0.54 (0.50/0.59)</td>
<td>0.59 (0.61/0.52)</td>
<td>0.54 (0.38/0.58)</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.59 (0.81/0.47)</td>
<td>0.62 (0.82/0.43)</td>
<td>0.64 (0.88/0.51)</td>
<td>0.57 (0.64/0.42)</td>
<td>0.64 (0.88/0.52)</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.80 (0.75/0.71)</td>
<td>0.71 (0.67/0.64)</td>
<td>0.88 (0.81/0.76)</td>
<td>0.70 (0.71/0.61)</td>
<td>0.89 (0.81/0.81)</td>
</tr>
</tbody>
</table>

Table 4 summarizes the performance of the 4 predictive models proposed in the study for in-hospital admission (RM1 and RM3) and for mortality (RM2 and RM4); Multimedia Appendix 2 depicts the relative weight, expressed as the mean decrease in accuracy (MDA) [20], of the 10 most relevant variables for each of the 4 predictive models.
**Figure 2.** Overview of the predictive modeling strategy taking, as an example, prediction of re-admission at home hospitalization discharge. Upper-left table: metrics used for model performance assessment; AUC: area under the receiver operating characteristic curve. Center figure: representation of 1 decision tree using a random subset of features; on the nodes, threshold values for each variable determine the path from the root to the leaves (0.5 for Boolean variables), moving toward the left when the decision rule is meet; on a random forest model, final predictions are averaged over multiple decision trees. Upper-right table: 3 categories of data that are included in the models. *GMA category 404; 40: patient with active neoplasms; 4: high complexity conditions (percentile between 0.85 and 0.95).

Table 4. Average results of the performance of the 4 home-hospitalization/early discharge (HH/ED) predictive risk models (RM).

<table>
<thead>
<tr>
<th>Model</th>
<th>AUROC, mean (SD)</th>
<th>Sensitivity, mean (SD)</th>
<th>Specificity, mean (SD)</th>
<th>Score, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Readmission risk at HH/ED admission (RM1)</td>
<td>0.71 (0.03)</td>
<td>0.67 (0.06)</td>
<td>0.64 (0.05)</td>
<td>0.66 (0.03)</td>
</tr>
<tr>
<td>Readmission risk at HH/ED discharge (RM3)</td>
<td>0.70 (0.02)</td>
<td>0.71 (0.06)</td>
<td>0.61 (0.05)</td>
<td>0.66 (0.03)</td>
</tr>
<tr>
<td>Mortality risk at HH/ED admission (RM2)</td>
<td>0.88 (0.04)</td>
<td>0.81 (0.09)</td>
<td>0.76 (0.04)</td>
<td>0.78 (0.06)</td>
</tr>
<tr>
<td>Mortality risk at HH/ED discharge (RM4)</td>
<td>0.89 (0.04)</td>
<td>0.81 (0.12)</td>
<td>0.81 (0.05)</td>
<td>0.81 (0.06)</td>
</tr>
</tbody>
</table>

AUROC: area under the receiver operating characteristic curve.

For risk of in-hospital admissions (Multimedia Appendix 2, panels A and C), multimorbidity (expressed as GMA scoring) showed the highest predictive impact, followed by red cell distribution width (RDW). Other top predictors were polypharmacy, body mass index (BMI), a few biological variables (blood cells characteristics and glucose), and physical and mental status.

For risk of mortality (Multimedia Appendix 2, panels B and D), RDW and physical status at entry (assessed using the SF-36 questionnaire [21]) showed the highest impact in the models.

Notably, enriching the model with information acquired during HH/ED (Multimedia Appendix 2, panels C and D), several variables gained importance, such as hospital admissions during HH/ED, length of current hospitalization period, and nursing home visits.

**Discussion**

**Principal Findings**

The current research has developed and internally validated 4 machine learning algorithms predicting the risk of in-hospital admission and mortality for patients undergoing home-based hospitalization until 30-days after discharge from the service at HCB, from 2009 to 2015. Predictions of the 2 undesirable
events were performed at 2 specific time points: at entry and at discharge from home-based hospitalization.

The study design was formulated and adopted under the hypothesis that robust predictions could be useful for clinical decision making: (1) to decide patients’ admission into the HH/ED service (RM1 and RM2); and (2) to personalize care paths for transitional care, as well as for enhanced vertical integration between specialized care and community-based services, both at patients’ discharge from HH.

A unique aspect of this research is that predictors considered in the analyses encompass 3 different categories of variables (Table 2S in Multimedia Appendix 1): (1) clinical data and biological information [22-24] extracted from patients’ electronic medical records; (2) additional variables often not considered in the clinical records specifically collected in the research protocol to reflect patients’ functional capacities and health care resources; and (3) information from GMA, the population-based, health-risk assessment tool developed and implemented in Catalonia (ES) [15,16,25].

We understand that the multisource approach adopted in this research was the most appropriate to elaborate predictive modeling in a highly heterogeneous group of patients undergoing HH/ED, in terms of clinical diagnosis and frailty status [8]. The results depicted in Table 4, in terms of AUROC and score values, indicate the reasonably good performance of the predictive models as compared to recent studies on similar scenarios [26], demonstrating the feasibility of the proposed approach and leveraging the advantages of applying machine learning in clinical risk prediction contexts in front of more traditional approaches based on standard multiple regression analyses [27]. Moreover, Multimedia Appendix 2 (panels A-D) shows a high relative contribution of variables usually not considered to be of clinical standard or relevant biological information recorded in the EMR. Overall, our results indicate that our multisource approach significantly contributes to enhanced health risk assessment with a potentially high impact on clinical decision support.

Limitations of the Study and Lessons Learned for Clinical Application

We have not been able to identify literature on predictive modeling specifically addressing HH/ED. It may partly be due to the heterogeneity of orientations and characteristics of the ongoing HH/ED programs among sites. This fact constitutes a limitation regarding the potential for generalization of the results of this research to other sites. However, we understand that the multisource approach undertaken in this study shows enormous potential for risk assessment regarding mortality and early re-admissions of hospitalizations in general, and may show high applicability beyond the field of HH/ED. The predictive modeling undertaken in the study should be useful for defining the characteristics of personalized care paths of transitional care after hospital discharge. As indicated above, the results can have a high impact on shaping the interactions between specialized and community-based care in patients with high risk for hospital re-admissions.

A major general limitation of machine learning approaches such as the one proposed here is the fact that they can be considered “black-box” solutions, difficult to interpret by clinicians. Our work, however, is based on random forest models that provide interpretable information regarding variable importance (Multimedia Appendix 2, panels A-D) and even model visualization, thus facilitating the understanding of their predictions. We believe that the clinical interpretation of the predictors may require different approaches; for example, variables like age and diagnosis should be individually assessed for clinical judgment, while others, like the different GMA parametrization (including the Charlson Index), should be assessed by taking the category as a whole (and likewise, abnormalities in some blood test variables). On the other hand, this study indicates that the impact of patients’ functional status on outcomes is high. However, some of the measurements included in this category are not scalable in the clinical scenario (ie, SF36). Therefore, our results clearly indicate that surrogates with higher applicability [28,29] should likely be considered for inclusion in real-life clinical settings. This could be achieved through patients’ self-tracking equipment (ie, apps) that provides information on different dimensions characterizing the functional performance of the patient, namely physical and psychological status, wellbeing, activation, etc.

It is acknowledged that the generalization of the use of new clinical scores generated from predictive modeling needs external validation on other patient cohorts or in different timeframes, and even on the development of impact studies in real-world settings [30]. Apart from being costly, such a validation process can show limitations partly due to rapidly evolving clinical environments, as is the case for HH/ED at HCB, expanded to the entire health district of Eixample-Esquerra during 2018. The new scenario implies great changes in the clinical environment, patients’ characteristics, and data sources prompting the need for designing dynamic models in the context of learning health systems (LHS) [31,32]. It is of note that within a mature digital health scenario, the multisource predictive modeling approach could be enriched with other sources of data, such as patient self-reported data and data from social care. The lack of digital maturity of the current ecosystems constitutes a limiting factor for now, but in the near future, risk assessment tools are expected to improve in terms of robustness, potential for generalization of the results, and incorporation of a dynamic predictive approach.

Steps Toward Dynamic Learning Health Systems

There is little doubt about the high potential shown by the digital transformation of health as part of a large-scale adoption of integrated care. It is acknowledged, however, that practical applications of this vision face major limitations when it comes to accessing and mining health data stored in distributed silos of information. However, it seems clear that integrating and analyzing highly complex data would open new avenues for digital health in the clinical arena.

The integration of biomedical research information systems with in-place electronic health records in hospitals and in primary care centers having interoperability with patients’ self-tracking information would enable the development of
innovative, dynamic predictive modeling approaches, opening up entirely new and fascinating scenarios for an interplay between clinical practice and biomedical research [33,34]. We have identified 4 main interrelated enablers of this scenario [15,17,35]: (1) cloud-based tools and services allowing secure analysis of patient-centric distributed and multi-disciplinary health-related information; (2) systems medicine approaches to generate clinical predictive modeling to feed clinical decision support systems and patient decision support systems; (3) implementation and evaluation strategies for real-world implementation and assessment of cloud-based services, and (4) governance, regulatory aspects, and service adoption throughout the health care systems; these are all key to harnessing the strengths and opportunities of LHS.

Combined actions involving organizational changes with the engagement of all stakeholders, selective adoption of novel biomedical and digital tools, and the achievement of financial sustainability through enhanced accountability and entrepreneurial actions should pave the way toward the transition to LHS.

Conclusions
This study proves the potential of the proposed multisource machine-learning models for the prediction of risk of re-admissions and deaths in patients undergoing home-based hospitalization in a real-world setting. Further steps beyond this study include the development of dynamic clinical decision support systems allowing progression towards sustainable patient-centered health care services.
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Abstract

Background: In England, national safety guidance recommends that ciclosporin, tacrolimus, and diltiazem are prescribed by brand name due to their narrow therapeutic windows and, in the case of tacrolimus, to reduce the chance of organ transplantation rejection. Various small studies have shown that changes to electronic health record (EHR) system interfaces can affect prescribing choices.

Objective: Our objectives were to assess variation by EHR systems in breach of safety guidance around prescribing of ciclosporin, tacrolimus, and diltiazem, and to conduct user-interface research into the causes of such breaches.

Methods: We carried out a retrospective cohort study using prescribing data in English primary care. Participants were English general practices and their respective EHR systems. The main outcome measures were (1) the variation in ratio of safety breaches to adherent prescribing in all practices and (2) the description of observations of EHR system usage.

Results: A total of 2,575,411 prescriptions were issued in 2018 for ciclosporin, tacrolimus, and diltiazem (over 60 mg); of these, 316,119 prescriptions breached NHS guidance (12.27%). Breaches were most common among users of the EMIS EHR system (breaches in 18.81% of ciclosporin and tacrolimus prescriptions and in 17.99% of diltiazem prescriptions), but breaches were observed in all EHR systems.

Conclusions: Design choices in EHR systems strongly influence safe prescribing of ciclosporin, tacrolimus, and diltiazem, and breaches are prevalent in general practices in England. We recommend that all EHR vendors review their systems to increase safe prescribing of these medicines in line with national guidance. Almost all clinical practice is now mediated through an EHR system; further quantitative research into the effect of EHR system design on clinical practice is long overdue.

(J Med Internet Res 2020;22(10):e17003) doi:10.2196/17003
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Introduction

Over 1.1 billion prescriptions are issued through primary care in England each year, at a cost of £8.8 billion in 2018 [1]. The overwhelming majority of these prescriptions are generated through an electronic health record (EHR) system [2], where the clinician selects a medicine from a “picking list,” specifies directions (eg, “once daily”), and then signs the prescription either electronically or on a printed copy. All National Health Service (NHS) practices use one of four EHRs made available through NHS Digital [3]. We have previously described a small
design choice in an EHR medicines selection screen that costs the NHS approximately £9.5 million in one year across a wide range of drugs [4,5].

Tacrolimus and ciclosporin are used in organ transplantation and other conditions, such as rheumatoid arthritis, psoriasis, and severe atopic dermatitis. Both medicines have a narrow therapeutic window: minor differences in blood levels have the potential to cause graft rejection reactions, and switching between tacrolimus products has been associated with reports of toxicity and graft rejection. Therefore, the Medicines and Healthcare products Regulatory Agency (MHRA) recommends that tacrolimus and ciclosporin are prescribed and dispensed by brand name [6,7]. Similarly, diltiazem—a calcium channel blocker commonly used for conditions such as angina and mild-to-moderate hypertension—should be prescribed and dispensed by brand for preparations containing greater than 60 mg, as different brands of modified-release formulations with over 60 mg diltiazem may not have the same clinical effect [8].

Our team delivers OpenPrescribing.net, a publicly funded and openly accessible data explorer for NHS primary care prescribing, with 135,000 unique users in the past year. OpenPrescribing.net supports bespoke data queries alongside numerous predefined standard measures for safety, cost, and effectiveness, with data shared for every practice in England. Two of these standard measures assess compliance with the guidance to prescribe a branded preparation of ciclosporin, tacrolimus, and diltiazem (over 60 mg). Through our prior knowledge around EHR design, as clinicians and researchers engaged with software development, we suspected there may be a relationship between choice of EHR system and breaches of this safety guidance.

We therefore set out to describe and map variation between practices and their parent clinical commissioning groups (CCGs) in breaches of safe prescribing guidance for ciclosporin, tacrolimus, and diltiazem (over 60 mg), and assess the impact of EHR choice on the proportion of safety breaches. Having identified one EHR system as being strongly associated with safety breaches, we conducted user testing to explore the causes of this association. We aimed to produce a rapid report to support further investigations and any required software modifications to the EHRs, in light of the patient safety risk.

**Methods**

**Study Design**

This study is a retrospective cohort study in prescribing data from all English NHS general practices and CCGs, complemented with data on EHR deployment from NHS Digital, as well as in user testing of two commonly used EHRs by a senior pharmacist.

**Data Sources**

We extracted data from the OpenPrescribing.net database. This imports openly accessible prescribing data from the large monthly files published by the NHS Business Services Authority, which contain data on cost and items prescribed for each month, for every typical general practice and CCG in England since mid-2010 until May 2019 [9]. The monthly prescribing datasets contain one row for each different medication and dose, in each prescribing organization in NHS primary care in England, describing the number of items (ie, prescriptions issued) and the total cost. These data are sourced from community pharmacy claims data and, therefore, contain all items that were dispensed. We extracted all available data for typical general practices, excluding other organizations such as prisons and hospitals, according to the NHS Digital dataset of practice characteristics and excluded practices that had not prescribed at least one item per measure. We excluded all other organizations such as prisons and hospitals. Data on which EHR was deployed in each practice were extracted from a monthly file that is circulated by NHS Digital to interested parties and is available on request [9].

**Prevalence of Safety Breaches by General Practices in Implementation of Brand Prescribing of Ciclosporin, Tacrolimus, and Diltiazem**

We measured the number of safety breaches and created practice-level deciles at each month for the measure [10] (see Table 1) of proportion of brand prescribing of ciclosporin, tacrolimus, and diltiazem (over 60 mg).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Definition (full technical definitions are available on GitHub [10])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ciclosporin and tacrolimus</td>
<td>Total items of generic ciclosporin and tacrolimus preparations, as a proportion of total items of all ciclosporin and tacrolimus items. These medicines are grouped due to them having similar uses and covered by similar safety alerts by the Medicines and Healthcare products Regulatory Agency (MHRA).</td>
</tr>
<tr>
<td>Diltiazem</td>
<td>Total items of generic diltiazem modified-release preparations, as a proportion of total items of all diltiazem modified-release items (over 60 mg).</td>
</tr>
</tbody>
</table>

**Variation in Safety Breaches by Electronic Health Record**

We measured the proportion of safety breaches for prescribing of ciclosporin, tacrolimus, and diltiazem for each of the four principal EHRs.

**Influence of Principal Electronic Health Record on Breaches of Safety Guidance**

We conducted mixed-effects logistic regression to determine the effect size of the EHR used and the extent to which CCG membership and other factors affected these estimates. The independent variable was each prescription as a binary choice between generic and branded, while the main fixed-effect variable was EHR vendor, with CCG membership as a random variable.
effect. Other practice factors were selected *a priori* based on their reasonable availability, as well as clinical judgement. These were as follows: percentage of patients over 65 years of age, percentage of patients under 18 years of age, percentage of patients with a long-term health condition, dispensing practice status, single-handed practice status, ruralness or urbanness of practice location, and index of multiple deprivation. Where data for predictor variables were missing, these practices were excluded from the regression.

**Electronic Health Record System User-Interface Evaluation**

One senior pharmacist issued prescriptions in the EMIS and SystmOne computer systems to a test patient and observed the prompts. These two systems hold 95% of the EHR-use market share in general practices in England.

**Software and Reproducibility**

Data management was performed using Python, version 3.7 (Python Software Foundation), and Google BigQuery, with analysis carried out using Stata 13.1 (StataCorp) and Python. Data, as well as all code for data management and analysis, is archived online in a public, open access repository on GitHub [11].

**Patient and Public Involvement**

Our website, OpenPrescribing.net, is an openly accessible data explorer for all NHS England primary care prescribing data, which receives a large volume of user feedback from professionals, patients, and the public. This feedback is used to refine and prioritize our informatics tools and research activities. Patients were not formally involved in developing this specific study design.

**Results**

**Prevalence of Safety Breaches**

In 2018, 316,119 of the 2,575,411 (12.27%) prescriptions for ciclosporin, tacrolimus, and diltiazem (over 60 mg) breached prescribing safety guidance. Of practices that prescribed ciclosporin or tacrolimus at least once, 2241 out of 5439 (41.20%) breached safety guidance, while 5777 practices out of 7186 (80.39%) breached safety guidance with regard to diltiazem. The ratio of safety breaches as a proportion of all prescribing for these items for practices was 12.28% (292,331/2,380,128) (10th-90th percentile range = 0%-47%) for diltiazem and 12.18% (23,788/195,283) (10th-90th percentile range = 0%-67%) for ciclosporin and tacrolimus.

**Variation in Safety Breaches by Electronic Health Record**

The mean values for the ciclosporin and tacrolimus safety breaches and for the diltiazem safety breaches as a proportion of all prescribing for the respective items from January 2016 to May 2019 are shown in Figures 1 and 2, respectively. The rate of breaches was consistently highest in EMIS practices, and in 2018, 18.81% (16,521/87,828) of all ciclosporin and tacrolimus prescriptions issued from the EMIS EHR system breached safety prescribing safety guidance, while 17.99% (209,371/1,163,578) of all diltiazem (over 60 mg) prescriptions breached safety guidance.

**Figure 1.** Mean values for the ciclosporin and tacrolimus safety breaches as a proportion of all prescribing by electronic health record (EHR).
The results of the logistic regression are shown in Table 2. When generating a diltiazem (over 60 mg) prescription, practices using the EMIS EHR system were around 4 times more likely to prescribe in breach of guidance with regard to diltiazem than practices using SystmOne, with a similar size of effect for ciclosporin and tacrolimus breaches. Practices using Microtest and Vision EHR systems were substantially less likely to breach safety guidance, although these practices make up a relatively small proportion of practices. Adjusting for CCG membership as a random effect had little effect on these estimates, although CCG membership was still responsible for a high proportion of the variation in propensity to prescribe generically: 16.4% for diltiazem and 8.4% for ciclosporin. Other factors had even less of an effect on the estimates, though some factors were weakly associated with the propensity to prescribe in breach of guidance (see Multimedia Appendix 1).

Table 2. Ciclosporin, tacrolimus, and diltiazem prescribing measures stratified by electronic health record (EHR) system along with odds ratios (ORs) from a univariable and multivariable logistic regression model.

<table>
<thead>
<tr>
<th>Medicine and EHR systems</th>
<th>Breaches of safety guidance (%)</th>
<th>Univariable logistic regression, OR (95% CI)</th>
<th>Mixed-effects logistic regression&lt;sup&gt;a&lt;/sup&gt;, OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diltiazem</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EMIS</td>
<td>22.7</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Microtest</td>
<td>1.0</td>
<td>0.045 (0.039-0.052)</td>
<td>0.051 (0.044-0.060)</td>
</tr>
<tr>
<td>SystmOne</td>
<td>7.0</td>
<td>0.252 (0.249-0.254)</td>
<td>0.239 (0.235-0.243)</td>
</tr>
<tr>
<td>Vision</td>
<td>12.0</td>
<td>0.462 (0.451-0.473)</td>
<td>0.300 (0.290-0.309)</td>
</tr>
<tr>
<td><strong>Ciclosporin and tacrolimus</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EMIS</td>
<td>23.2</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Microtest</td>
<td>6.1</td>
<td>0.103 (0.072-0.148)</td>
<td>0.161 (0.107-0.242)</td>
</tr>
<tr>
<td>SystmOne</td>
<td>7.8</td>
<td>0.238 (0.230-0.247)</td>
<td>0.271 (0.256-0.287)</td>
</tr>
<tr>
<td>Vision</td>
<td>10.8</td>
<td>0.378 (0.346-0.412)</td>
<td>0.219 (0.195-0.247)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Adjusted for clinical commissioning group (CCG) membership as a random effect, percentage of patients over 65 years of age, percentage of patients under 18 years of age, percentage of patients with a long-term health condition, dispensing practice status, single-handed practice status, ruralness or urbanness of location, and index of multiple deprivation.
Electronic Health Record System User-Interface Evaluation

**EMIS**

On reviewing the medicines-selection screen, it was observed that when searching for a medicine by its brand name, EMIS always presents the generic version of the medicine as priority in the medicines-picking list; this represents a breach of safety guidance for ciclosporin, tacrolimus, and diltiazem (over 60 mg). Warnings are presented to prescribers to prescribe by brand when a generic version of these medicines is selected; however, these warnings appear alongside multiple other warnings such as interactions with other medications. These warnings take the form of a *pop-up* box, which can be easily overridden allowing the generic version of all three medicines to be issued.

**SystmOne**

When the search terms “ciclosporin,” “tacrolimus,” or “diltiazem” were entered, no results were returned, encouraging a user to search by brand names in line with safety guidance. However, in another part of the user-interface screen there is a separate tick-box, “non-prescribable.” When ticked by a user, input of the search terms “ciclosporin,” “tacrolimus,” or “diltiazem” does return results, allowing selection of the generic medicine in breach of safety guidance. A single, stand-alone *pop-up* is presented if the user proceeds, warning of the importance of brand prescribing. This is in contrast to EMIS, where it is presented alongside other clinical warnings.

**Discussion**

**Principal Findings**

A total of 2,575,411 prescriptions were issued in 2018 for ciclosporin, tacrolimus, and diltiazem (over 60 mg); of these, 316,119 prescriptions breached NHS safety guidance (12.27%). Breaches were most common among users of the EMIS EHR system (n=3888; December 2018), but breaches were observed in all EHR systems.

**Strengths and Weaknesses**

We included all typical practices in England, thus minimizing the potential for obtaining a biased sample. We used prescribing data derived from pharmacy claims data used to calculate the transfer of funds from CCGs to dispensing pharmacies; all parties are motivated to ensure the accuracy of this data. We excluded a small number of settings such as walk-in centers, which typically do not issue repeat prescriptions for medicines, and where no data on EHR usage is available. The data does not distinguish which prescriptions may have been written by hand without EHR generation; however, as 74% of prescriptions are transmitted electronically [2] and many more are generated electronically and then printed on paper, we do not expect this to substantially affect our results. Our data do not include hospital medicines data, but we do not expect the same issue associated with EHR system design to occur in hospitals, as medicines are procured differently and the use of electronic prescribing and EHRs in secondary care in England is limited [12]. Observation of EHR systems was limited to one 30-minute session on each EHR system with limited scenarios in a single location. EHRs can be manually adapted and defaults set locally; compliance with safety guidance may, therefore, differ between individual practices even with the same EHR systems. Additionally, practices may have secondary decision support software systems providing information and prompts, which may affect breaches.

One caveat regarding clinical impact is that the available data reflect prescribing and not dispensing: in England, when medicines are prescribed generically, pharmacies are entitled to dispense a brand, and some pharmacists may try to ensure they dispense the same brand that the patient previously received; however, pharmacists are likely to be blocked in this by lack of access to the patient record and, commonly, by the absence of information on specific brands in the patient’s record [13]. Additionally in England, CCGs employ teams of pharmacy professionals who in some areas may have made concerted manual effort to amend repeat prescriptions following audit. In any case, occasional remedial interventions do not affect the key observation that EHR systems strongly predict safety breaches among prescribing clinicians.

**Findings in Context**

We are aware of no prior work on the prevalence of safety breaches around use of ciclosporin, tacrolimus, and diltiazem; however, incomplete implementation of this important national prescribing safety recommendation is consistent with extensive prior work showing incomplete or slow adoption for other national prescribing guidance [14-16]. To our knowledge, we are the first group to use natural variation in prescribing behavior between EHR systems to identify, explain, and address suboptimal prescribing using national data. One small study involving 90 general practices in the Netherlands did find an association between prescribing safety and EHR systems with regard to prescribing of gastroprotective agents to prevent side effects of anti-inflammatory medicines [17]. A 2017 systematic review [18] identified 34 relevant studies exploring the role of computerized systems in suboptimal prescribing. However, none used quantitative methods to compare different systems, instead relying on questionnaires to interrogate clinicians about their experiences of EHRs, qualitative research observing or interviewing clinicians, and descriptions of clinicians’ spontaneous reports on errors and safety issues in EHR systems.

Various small studies have aimed to evaluate the impact of a single specific new change to a computerized prescribing system, as a behavioral intervention to increase the probability of a desired choice being made by clinicians using the system [19-23]. Despite evidence for effectiveness from *pop-ups, alert fatigue* has also been described, whereby large numbers of pop-ups can result in salient messages being ignored or disabled by prescribers [24]. One small mixed methods study involving the EMIS EHR system found that only three pop-ups from 117 alerts resulted in the general practitioner checking, but not altering, the prescription [25].

**Policy Implications and Interpretation**

Breaches of safety guidance around diltiazem, ciclosporin, and tacrolimus can expose patients to avoidable clinical risk. This is especially important in the case of organ transplantation,
where failure to adhere to the safety guidance assessed in our analysis has resulted in organ rejection [7]. The current World Health Organization challenge on medication safety encourages countries to reduce medication errors by 50% by 2022; our finding represents a clear example of an error amenable to change [26]. We strongly recommend that picking-lists be configured in line with best practice guidelines, and that compliance with this be audited by national organizations such as NHS Digital and NHSX. The US National Coordinator for Health Information Technology has made similar recommendations [18,27,28]. For the specific safety issue raised by our analysis, the mandated medicines data standard for the NHS, the Dictionary of Medicines and Devices (dm+d), already includes a field that can be used to mandate branded prescribing where this is required by safety guidance; indeed, it is likely that this field triggers the pop-up warnings described above.

Future Research
We are concerned by the relative absence of applied practical research around the EHR systems used by clinicians to store information, retrieve relevant information rapidly when assessing a patient, and implement specific clinical actions, such as ordering a test or prescribing a treatment. Health care activity is increasingly computerized, and EHR software is likely to exert a very substantial influence on the way that modern medicine is practiced, in the same way that the rapid explosion in social media usage has changed the ways that people interact socially [29]. We can find no previous attempts to evaluate the impact of EHR system design on clinical practice by analyzing variations between organizations using different EHR systems. In our view, questions of how best to represent, retrieve, and present knowledge about patients to clinicians—and the impact this can have on patient care—should be a key priority for funders and researchers in “digital health.” The NHS and health care systems around the world spend large sums of money on EHR systems [30] and there is substantial room for collaborative improvement to make clinical care safer, cheaper, and more effective. Since sharing our preprint version of this paper, EMIS have implemented a change to their EHR system to address our findings and we will evaluate the effectiveness of this change in 12 months’ time.

There is also a role for open standards in this work. We are aware that in most general practices, complementary decision support systems are deployed alongside the core EHR system, to support medicines-optimization activity and other aspects of quality improvement [31-33]. However, we have been repeatedly blocked from researching the impact of these pop-ups on routine prescribing, as there is no national framework or data detailing which pop-ups are implemented in each setting, and we have been unable to access the data by private negotiation. NHS commissioners and leaders are also blocked from routinely monitoring which pop-ups are implemented across the NHS and from defining or deploying pop-ups nationally. In our view, this represents a failure to set standards and ensure the proportionate and secure data sharing necessary to evaluate and improve patient safety.

Summary
National guidance on safe prescribing for ciclosporin, tacrolimus, and diltiazem is commonly breached, and the prevalence of safety breaches is strongly influenced by the brand of EHR system. We recommend that EHR vendors immediately review their systems to mandate safe prescribing of these medicines in line with national guidance. We also recommend that more data and funding be made available to support research into the impact of EHR system design on clinical practice.
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Abstract

Background: Fractures as a result of osteoporosis and low bone mass are common and give rise to significant clinical, personal, and economic burden. Even after a fracture occurs, high fracture risk remains widely underdiagnosed and undertreated. Common fracture risk assessment tools utilize a subset of clinical risk factors for prediction, and often require manual data entry. Furthermore, these tools predict risk over the long term and do not explicitly provide short-term risk estimates necessary to identify patients likely to experience a fracture in the next 1-2 years.

Objective: The goal of this study was to develop and evaluate an algorithm for the identification of patients at risk of fracture in a subsequent 1- to 2-year period. In order to address the aforementioned limitations of current prediction tools, this approach focused on a short-term timeframe, automated data entry, and the use of longitudinal data to inform the predictions.

Methods: Using retrospective electronic health record data from over 1,000,000 patients, we developed Crystal Bone, an algorithm that applies machine learning techniques from natural language processing to the temporal nature of patient histories to generate short-term fracture risk predictions. Similar to how language models predict the next word in a given sentence or the topic of a document, Crystal Bone predicts whether a patient’s future trajectory might contain a fracture event, or whether the signature of the patient’s journey is similar to that of a typical future fracture patient. A holdout set with 192,590 patients was used to validate accuracy. Experimental baseline models and human-level performance were used for comparison.

Results: The model accurately predicted 1- to 2-year fracture risk for patients aged over 50 years (area under the receiver operating characteristics curve [AUROC] 0.81). These algorithms outperformed the experimental baselines (AUROC 0.67) and showed meaningful improvements when compared to retrospective approximation of human-level performance by correctly identifying 9649 of 13,765 (70%) at-risk patients who did not receive any preventative bone-health-related medical interventions from their physicians.

Conclusions: These findings indicate that it is possible to use a patient’s unique medical history as it changes over time to predict the risk of short-term fracture. Validating and applying such a tool within the health care system could enable automated and widespread prediction of this risk and may help with identification of patients at very high risk of fracture.
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Introduction
Fractures due to osteoporosis and low bone mass are associated with a significant personal, clinical, and economic burden. These fractures are common; the risk of sustaining such a fracture increases with age, and their incidence is expected to increase worldwide as the population ages [1-11]. In the United States, an estimated 1 in 2 women and 1 in 4 men over 50 years of age will experience such a fracture [12-14]. However, there remains a significant diagnosis and treatment gap for osteoporosis [1,2,4,12]. When these fractures occur, they often result in a loss of independence for patients and can lead to functional disability, lower quality of life, and increased mortality [5,15-38]. Given this substantial burden and unmet need for interventions, it is critical to identify patients at risk of fracture, as effective management of risk can prevent these deleterious outcomes.

Several fracture risk prediction tools have been developed for clinical use. The most commonly used tools are the University of Sheffield Fracture Risk Assessment Tool, known as FRAX [39], and the Garvan Institute of Health Bone Fracture Risk Calculator (GIH-BFRC) [40]. Both tools use a set of cross-sectional clinical risk factors to evaluate fracture likelihood, and typically require manual data entry to perform the predictions. The performance of both methods varies greatly in real-world analyses; this variance is partially explained by study population and design and predicted fracture outcome (hip vs other osteoporotic fractures). In a review [41], 12 studies of FRAX showed an average area under the receiver operating characteristics curve (AUROC) of 0.65 (SD 0.038) when predicting major osteoporotic fractures without including bone mineral density in the model, and similar results were shown for GIH-BFRC [41]. These commonly used risk assessment tools estimate 5- and 10-year fracture risk but do not provide estimates of 1- to 2-year risk [42-45].

Increased risk of fracture in the next 1-2 years is not routinely assessed in clinical practice, despite the existence of rapid-acting preventative therapeutics [8,46,47]. Although methods for predicting short-term risk have been explored [48-50], they have not yet been widely clinically accepted. Furthermore, these models are limited to a specific set of cross-sectional information, some of which may not readily be available. Thus, there remains a need to further develop a fracture risk prediction tool that predicts on a short-term time frame in order to facilitate identification of patients at high risk. While there are published examples [51-53] applying artificial intelligence to fracture and osteoporosis risk, these approaches focus either on imaging data [51] or on cross-sectional data for long-term predictions [52,53].

To our knowledge, there is no existing method that applies deep learning to sequential patient data for predicting fracture risk. To address these unmet needs, we developed Crystal Bone, a machine learning approach that leverages techniques typically applied in natural language processing. However, rather than applying these methods to text-based data, we applied them to longitudinal data contained in electronic health records. Specifically, we focused on diagnosis codes (International Classification of Diseases; ICD), treating each code as a word and sequences of codes as stories. The goal of this study was to evaluate the ability of these natural language processing–based models to learn patterns associated with increased short-term (ie, 2-year) fracture risk. The results of our analyses suggest that not only does this unique longitudinal method produce accurate short-term fracture risk predictions, but also that the approach can help fulfill the unmet need that exists in fracture-risk identification.

Methods
Data Background
We used subsets of the Optum deidentified electronic health record data set, which contains comprehensive longitudinal electronic health record data for 91 million patients from over 140,000 providers (as of March 2018) from the United States. The subsets, which contain bone health and pan-therapeutic populations respectively, cover the time from January 1, 2007, through December 31, 2018 (Optum, email communication, August 2019).

The bone health subset was obtained by filtering for patients with osteoporosis, fractures, or bone-related medications (n=6,329,986). In the period covered by the data set, the fracture incidence rate (ie, the proportion of fractures among all events detected, which may include multiple fractures per person) was 39% in the population over 50 years of age. The bone health data set was primarily used for training the model.

The pan-therapeutic data set represented a random sample of 5% of the overall Optum electronic health record data set and contained patient data (n=3,476,219) with no filtering for any specific comorbidities or treatments; this dataset had a fracture incidence rate of 8.5% in the population over 50 years of age. Because the sample was drawn from such a large population, the pan-therapeutic data set was assumed to be broadly representative of the US population. As such, we performed all model evaluations on a testing sample from this data set (a holdout data set), to better understand the generalizability of the model in a real-world setting.

Ethical Approval
Since this was a retrospective study using deidentified data, patients were not required to actively participate in the study. Therefore, neither informed consent of patients nor institutional review board approval was required.
**Data Engineering and Cohort Selection**

The cohort consisted of patients who were at least 50 years of age at the time of their event; this criterion was chosen to reduce the data to a population that is more susceptible to fractures associated with osteoporosis and low bone mass. For fracture patients, an event is the date of occurrence of any qualifying fracture. Qualifying fractures are defined by a set of rules based on those used by Wright et al [54] for identifying novel and relevant fracture events in claims data. For nonfracture patients, an event is the date of the last recorded diagnosis of any kind in the data set. We describe further details of the fracture identification process in Multimedia Appendix 1.

We further filtered our cohorts for patients with at least 2 years of medical history leading up to their respective events. Applying these parameters limited the bone health cohort to 3,408,494 patients and the pan-therapeutic cohort to 700,315 patients.

We applied sliding windows to the data (Figure 1), where each event could have up to 5 windows, and each window was a historical sequence defined as the list of chronologically ordered ICD codes in the 2 years leading up to an event. These historical sequences were then used to predict risk of fracture within a 2-year horizon (a 1-year horizon was also explored, see Multimedia Appendix 1). As shown in Figure 1, some windows were dropped from the analysis due to incomplete or potentially overlapping coverage. Additionally, windows that occur more than 2 years before a fracture event were labeled as nonfracture windows. The motivation for this approach was to provide the algorithm with multiple unique code sequences leading up to the same event that may reflect changes in risk at various times within the given time horizon. Furthermore, the fixed window size provided a consistent timeframe for prediction as opposed to varying lengths of time for each patient, which would have occurred if patients’ complete code histories were used. Further details regarding the motivation and methodology of this approach are in Multimedia Appendix 1.

**Figure 1.** Sliding window algorithm schematic. This schematic depicts the sliding window algorithm for a multifracture and nonfracture patient. Dx: diagnosis; ICD: International Classification of Diseases.

**Data Sampling**

Before model training, we generated a 70:30 random split of the pan-therapeutic data, representing training and holdout subsets. Since the pan-therapeutic data set is highly imbalanced, with a fracture event incidence of only 6.5% after applying the sliding window algorithm, we oversampled additional fracture windows from the bone health data set to achieve a balanced (50:50) training set for modeling. This oversampling training paradigm was replicated for all models. The holdout set remained untouched, with the original distribution of fractures.

**Modeling Approaches**

**Overview**

Crystal Bone was inspired by techniques that are typically applied in natural language processing. However, instead of applying these techniques to text-based data, we applied them to sequences of ICD codes. Correspondingly, each ICD code was analogous to a word, and each sequence of ICD codes was analogous to a document. To this end, we implemented 2 distinct frameworks: (1) ICD code vectorization and long short-term
memory networks, and (2) patient-level vectorization and extreme gradient boosting decision trees. Both approaches utilize sequences of ICD codes as inputs. The ICD code vectorization and long short-term memory framework undertakes this task by first learning semantic definitions for the codes, then evaluating the sequence of definitions through a deep learning network. The patient-level vectorization and extreme gradient boosting modeling framework employs a similar approach; however, rather than embedding individual ICD codes, it embeds the entire ICD code sequence for each patient, thereby learning “summaries” of patient sequences. This framework produces a prediction by feeding these summaries through a decision tree classifier. The model parameters were tuned to optimize AUROC; details of this process are provided in Multimedia Appendix 1.

Framework 1: ICD Code Vectorization + Long Short-Term Memory

The first framework consisted of 2 primary components. The ICD code vectorization component was responsible for learning a “definition” for each ICD code based on skip-gram architecture word embedding (word2vec) [55], an unsupervised learning approach that mapped each code in the vocabulary to a 100-dimensional vector. To generate these embeddings, we utilized sequences from the pan-therapeutic training set alone (without oversampling), to avoid bias toward bone-health related codes. In our implementation, the vocabulary consisted of all diagnosis codes that occurred at least 5 times in this data set, amounting to more than 40,000 unique codes. The method generated a vector for each code based on the context in which it appeared; in electronic health records, similar ICD codes appear in similar contexts, and as a result have similar vector representations. These embeddings reduced the dimensionality and sparsity of the feature space, and helped the neural network recognize related ICD codes. Figure 2 illustrates the encoded vectors projected onto a 2D space using uniform manifold approximation and projection (UMAP) for dimension reduction [56]. The collocation of related diagnosis codes in this coordinate space provided qualitative evidence that the ICD code vectorization had encoded meaningful latent information.

The long short-term memory component consisted of a neural network with long short-term memory layers, a deep learning architecture that enables the evaluation of recurrent data, such as sequences of embedded ICD codes. We trained this network with the complete training set (including oversampling from the bone health data set). The long short-term memory network predicted the likelihood of a fracture event within 2 years as a classification problem. Long short-term memory networks are a common approach for solving such problems [57].

Additionally, given the ubiquitous use of nonsequential features such as age and sex for predicting fracture risk, we supplied age and sex to the neural network as static features through concatenation of long short-term memory and dense layers. Furthermore, because the long short-term memory framework required all input sequences to have uniform length, we also included total diagnosis count as a static feature to account for the effects of truncating or padding the sequences. The schematic in Figure 3 provides an overview of the model architecture and inputs to the algorithm, namely age, sex, diagnosis count, and the patient’s unique sequence of ICD codes.
Figure 2. 2D projection of ICD-10 code embeddings from the ICD code vectorization model: (a) All ICD-10 codes by the first letter (high-level category) of the code, (b) a cluster of codes related to alcohol near coordinates (2.3, 3) by code subgroups, (c) a cluster of codes related to kidney function near coordinates (3.75, 0.025) by code subgroups, and all ICD-10 fracture codes in region C (d) by region of the body, and (e) by frequency of occurrence. ICD: International Classification of Diseases; UMAP: uniform manifold approximation and projection.
Figure 3. High-level architecture of the long short-term memory neural network including the dimensionality of the inputs, as well as the number of nodes in each layer. Dx: diagnosis; Icd2vec: ICD code vectorization; LSTM: long short-term memory.

Framework 2: Patient-Level Vectorization and Extreme Gradient Boosting

Similar to the ICD code vectorization + long short-term memory modeling framework, the patient-level vectorization and extreme gradient boosting decision trees framework consists of 2 components. First, the patient-level vectorization embeds entire ICD code sequences to a 128-dimensional semantic space using the distributed bag of words framework [58]. Much as the ICD code vectorization learned definitions of individual ICD codes, the patient-level vectorization instead learned summaries of patient sequences. The method for doing so is the same; patients with similar sequential contexts will have similar summary vectors. We trained the patient-level vectorization with the sliding window ICD code sequences, again only utilizing the pan-therapeutic data to avoid bias toward the bone health therapeutic area. This created embeddings that represented 2-year episodes of patient histories; a detailed exploration of these embeddings is in Multimedia Appendix 1.

The extreme gradient boosting decision trees component utilized the embeddings from the patient-level vectorization, as well as the static features of age, sex, and total diagnosis count that were incorporated in Framework 1, to predict fracture risk. This type of algorithm, also referred to as XGBoost, is a scalable tree-based modeling approach that improves the generalizability, speed, and efficacy of prediction [59]. We trained this algorithm with the full training set (including bone health data set oversampling) to learn a classification model that predicted the likelihood of fracture within 2 years.

Ensemble Model

An ensemble model was also evaluated. This algorithm combined the outputs of both the aforementioned frameworks with a logistic regression metaclassifier.

Baseline Models

We compared these modeling frameworks to 2 baseline models. The first baseline model utilized the age and sex of each patient at each window. These were 2 of the only features shared by the FRAX tool and the GIH-BFRC models. The other shared feature is prior fracture; however, because neither the FRAX tool nor GIH-BFRC’s method of measuring this value was possible for our data set without censoring, we did not include it in the model. The second baseline incorporated age, sex, and total diagnosis count (number of ICD codes) in each sample; these represent all of the static features used by both modelling frameworks, enabling evaluation of the relative benefit of including sequential ICD code data. Both baseline models utilized extreme gradient boosting decision tree algorithms, the same classification approach that was used in Framework 2.

Human-Level Performance Approximation

In addition to these baselines, we approximated human-level performance by isolating a set of retrospective physician-prescribed interventions that were identifiable in the electronic health record data set. These interventions consisted of diagnostic tests as well as pharmacologic treatments. The list of interventions was based on treatment guidelines provided by the National Osteoporosis Foundation [60] and the Journal of Clinical Endocrinology and Metabolism [61] and was further validated by the physician coauthors of this manuscript, who confirmed that the interventions aligned with their understanding of osteoporosis treatment guidelines (Table 1). If a patient received one of these interventions in a 2-year historical window, that window was flagged as “physician-identified risk, worthy of intervention.” A full description of the limitations of this approach is described in Multimedia Appendix 1.
We defined the cohort of patients who did not receive any form of intervention (diagnoses, tests, or treatments) as no intervention and assessed how well the algorithm was able to correctly identify which patients had a fracture within 2 years, as well as how frequently the algorithm mistakenly flagged patients with no imminent fracture. We also evaluated the patients who received interventions (the intervention cohort) with this method, referred to as the cohort analysis. However, since an intervention can directly modulate fracture risk, we performed a separate analysis in order to mitigate some of the uncertainty due to the effects of interventions. For this analysis, we identified each patient’s first pharmacologic intervention and used the diagnosis history leading up to this date as input. This analysis allowed us to gauge the extent to which the algorithm flags agreed with human-level performance interventions (without needing to adjust for their effects). We termed this the overlap analysis. The cohort analysis utilized the full list of interventions, while the overlap analysis utilized the pharmacological subset of the list of interventions.

**Model Performance**

We report model performance on a set of 5 primary metrics: AUROC, recall (sensitivity), specificity, precision, and area under the precision-recall curve (AUPRC).

**Results**

**Model Performance**

The overall performance of the algorithms is shown through comparison of the 2 frameworks with the 2 baseline models to demonstrate the quality of each algorithm's predictions. Table 2 shows a summary of key model performance metrics on the same holdout data set. The Crystal Bone models, including the ensemble model that combined the 2 approaches, outperformed the baseline models for nearly all performance metrics.
Table 2. Comparison of model performance metrics.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUROC\textsuperscript{a}</th>
<th>Recall</th>
<th>Specificity</th>
<th>Precision</th>
<th>AUPRC\textsuperscript{b}</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICD code vectorization + LSTM\textsuperscript{c}</td>
<td>0.812</td>
<td>0.646</td>
<td>0.812</td>
<td>0.192</td>
<td>0.462</td>
</tr>
<tr>
<td>Patient level vectorization + XGBoost\textsuperscript{d}</td>
<td>0.790</td>
<td>0.670</td>
<td>0.758</td>
<td>0.161</td>
<td>0.358</td>
</tr>
<tr>
<td>Ensemble</td>
<td>0.818</td>
<td>0.693</td>
<td>0.777</td>
<td>0.177</td>
<td>0.463</td>
</tr>
<tr>
<td>Baseline (age, sex)</td>
<td>0.667</td>
<td>0.787</td>
<td>0.416</td>
<td>0.0855</td>
<td>0.119</td>
</tr>
<tr>
<td>Baseline (age, sex, diagnosis count)</td>
<td>0.668</td>
<td>0.547</td>
<td>0.707</td>
<td>0.114</td>
<td>0.130</td>
</tr>
</tbody>
</table>

\textsuperscript{a}AUROC: area under the receiver operating characteristics curve.
\textsuperscript{b}AUPRC: area under the precision-recall curve.
\textsuperscript{c}LSTM: long short-term memory.
\textsuperscript{d}XGBoost: extreme gradient boosting.

**ICD Code Vectorization + Long Short-Term Memory Model**

To further characterize this performance, we evaluated the ICD code vectorization and long short-term memory model on primary and subsequent fracture events. While the model performs best on subsequent fractures, both primary and subsequent fracture analyses (AUROC 0.742 and 0.910, respectively) show a marked improvement against corresponding baseline models (AUROC 0.591 and 0.747, respectively). We report detailed results of this experiment and additional evaluations of sensitivity and robustness of this model in Multimedia Appendix 1.

**Human-Level Performance Comparison**

Table 3 contains the results of the cohort analysis. For windows with no interventions, Crystal Bone Framework 1 correctly flagged 16,127 of the 28,626 windows that resulted in fracture (56.3%); this corresponds to 9649 out of 13,765 (70.1%) of the unique fracture events. Crystal Bone Framework 1 incorrectly flagged 91,717 of the 532,621 windows with no fractures as at-risk (17.2%); however, 1053 of the windows in this cohort (3%) sustained a fracture in >2 years.

For windows with interventions, only 11,833 of 69,198 (17.1%) of the detected interventions included treatments; thus, the remaining 57,365 (82.9%) interventions were either diagnoses or diagnostic tests. In the intervention cohort, Crystal Bone Framework 1 correctly captured 10,277 out of 12,244 windows for which fracture occurred within 2 years (83.9%). For the windows with interventions and no fracture event, 19,235 out of 56,954 (33.8%) are incorrectly flagged by our algorithm as at risk. These results suggest Crystal Bone’s ability to recognize interventions through their associated ICD codes and adjust the predicted fracture risk accordingly. However, a deeper exploration of specific interventions is required to verify this.

Table 3. Human-level performance results.

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Windows, n (%)</th>
<th>Flag, n (%)</th>
<th>No flag, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>630,445 (100)</td>
<td>_\textsuperscript{a}</td>
<td>_</td>
</tr>
<tr>
<td>No intervention</td>
<td>561,247 (89.0)</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Fracture</td>
<td>28,626 (5.1)</td>
<td>16,127 (56.3)</td>
<td>12,449 (43.7)</td>
</tr>
<tr>
<td>Nonfracture</td>
<td>532,621 (94.9)</td>
<td>91,717 (17.2)</td>
<td>440,904 (82.8)</td>
</tr>
<tr>
<td>Intervention</td>
<td>69,198 (11.0)</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Fracture</td>
<td>12,244 (17.7)</td>
<td>10,277 (83.9)</td>
<td>1967 (16.1)</td>
</tr>
<tr>
<td>Nonfracture</td>
<td>56,954 (82.3)</td>
<td>19,235 (33.8)</td>
<td>37,719 (66.2)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Not reported.

The overlap analysis enabled us to better understand how well Crystal Bone Framework 1 correlated with observed physician interventions through exploration of the first pharmacological treatment in the holdout set. Of the 7127 patients who received treatment, 6071 had enough medical history leading up to this treatment for Crystal Bone Framework 1. When evaluating these patients, 3017 out of those 6071 (49.7%) were considered at risk of fracture in 2 years.

We evaluated the incidence of fracture within 2 years for this subgroup. Of the cohort deemed at risk by the algorithm, 684 out of 3017 (22.7%) experienced a fracture within 2 years of the first intervention date. This precision is a slight improvement over that of the algorithm on the overall holdout set, at 19.2%. Furthermore, of all 570 patients in this pharmacological intervention cohort who ultimately suffered from a fracture within 2 years, Crystal Bone Framework 1 correctly flagged 469 (82.3%).
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Discussion

General

In this study, we evaluated the performance of 2 natural language processing–inspired fracture prediction models: (1) ICD code vectorization and long short-term memory (AUROC 0.812) and (2) patient-level vectorization and extreme gradient boosting (AUROC 0.790). The performance of these models reflected a substantial improvement over 2 baseline models: (1) with age and sex (AUROC 0.670) and (2) with age, sex, total diagnosis count (AUROC 0.670). Furthermore, these short-term prediction metrics were an improvement over cross-sectional tools for long-term time frames, such as FRAX and GIH-BFRC, which have been widely clinically accepted [41]. Although fundamental differences in study design make it impossible to compare these metrics directly, sensitivity analyses of Crystal Bone across fracture types, prediction time frames, and fracture definitions suggest robust predictive performance and generalizability. To our knowledge, this is the first study that has experimented with separate models for primary and subsequent fracture types; further discussion of this analysis, as well as the additional sensitivity analyses, is in Multimedia Appendix 1.

The human-level performance comparison provides deeper insight to the benefits of Crystal Bone. The retrospective labeling utilized in both the cohort and overlap analyses enabled a scalable, data-driven comparison of physician action and Crystal Bone and avoided bias that may occur through alternative methods of human-level performance evaluation [62]. To our knowledge, this is the first fracture risk prediction study which includes such a human-level performance comparison in the analysis.

Through the cohort analysis we learned that only a small proportion of patients received preventative interventions, including basic diagnostic tests, showcasing the extent of unmet need in the health care system [1,2,4,12]. In the subset of patient windows with no interventions, Crystal Bone was able to flag 70.1% of the unique fracture events. Given the existence of rapid-acting preventative therapeutics [8,46,47], as well as the demonstrated efficacy of bone-forming agents in reduction of 1- to 2-year fracture risk [63-69], these results suggest that, had appropriate preventative measures been taken, the risk of these fractures may have been reduced, thus mitigating a significant burden to both the patient and the health care system.

The findings of the overlap analysis further support the merits of Crystal Bone, through demonstration of alignment with observable interventions made by physicians. Because it is impossible to confirm whether these treatment interventions were taken in response to a perceived short-term risk of fracture, we cannot expect 100% overlap between Crystal Bone and these observed interventions. We saw that Crystal Bone was aligned with these physician interventions 49.7% of the time. While this overlap is not complete, it captured 82.3% of the patients who ultimately experienced a fracture, reflecting the algorithm’s increased sensitivity for the cohort deemed at-risk by physicians. This suggests a meaningful alignment with both physician evaluation and actual observed fracture risk. Ultimately, these human-level performance comparisons, coupled with performance against baseline models and alternative risk prediction methods, suggest that Crystal Bone can fulfill a critical unmet need through identification of patients at high risk of fracture.

Limitations of the Current Approach

Various limitations exist for the approaches described, particularly from the inherent complications of using real-world data. The techniques described rely upon ICD codes recorded in electronic health record systems, which will impact the performance and validity of the models if diagnoses are not detected, incorrectly recorded, or missed due to patient dropout. Indeed, most vertebral fragility fractures are clinically silent and hence not captured in electronic health records [70]. While an approach utilizing only ICD codes is potentially more comprehensive and straightforward for real-world implementation due to the quality of coverage and descriptive nature of diagnosis codes, we may miss salient clinical features captured elsewhere in the electronic health record. For example, there exist ICD codes associated with obesity, osteopenia, and osteoporosis, which represent measurements of BMI and bone mineral density on a categorical level. However, these do not reflect exact clinical measurements; the exclusion of these quantitative measurements may limit the performance and clinical impact of the algorithm. Nevertheless, it may be advantageous to utilize these ICD codes rather than the quantitative measures, as such measures in an electronic health record frequently contain human error and may not always be readily available.

In addition to data set challenges, there exist limitations inherent to assumptions of the modeling approach. The suppositions of constant time between diagnosis codes and uniform sequence length may affect performance. Exploration of more advanced methods that do not require such assumptions could improve the model and is an area of future work.

Perhaps the greatest limitation of the described approaches is that they are generally considered black box approaches and lack significant interpretability. Developing methods for improved interpretation of deep learning models is an active area of research. We have performed an initial exploration of this for the ICD code vectorization and long short-term memory model in Figure 4, which compares various characteristics of the four prediction cohorts of the confusion matrix for the test set (true positive [TP], false positive [FP], true negative [TN], false negative [FN]). Within each of these groups, we performed exploratory analysis on the associated samples for each of the input features in the model: age, sex, total diagnosis count, and ICD codes. Results of this analysis are described in detail in Multimedia Appendix 1. While this serves as an initial evaluation of model interpretability, a deeper exploration of interpretability techniques is an area for future work in these algorithms.
Another limitation of this study is the inability to perform direct comparisons with established risk calculators such as FRAX. Additionally, this approach has yet to be validated with external data, which is the subject of future work.

**Potential Applications**

We foresee numerous applications of this work in the health care system, with benefits for patients, providers, and payers alike. For payers, Crystal Bone provides a unique opportunity to explore population health, enabling insurers to identify and address patients in need of evaluation or intervention, and preventing the large expenses associated with fracture events. For providers, direct electronic health record integration would facilitate patient care, and help identify at-risk patients who are not currently identified as such. That being said, effective implementation requires additional understanding on the impact of interventions on short-term fracture risk; while there is evidence to suggest that rapid acting treatments and bone-forming agents can significantly decrease fracture risk on a shortened time frame [8,46,47,63-69], a more detailed exploration of the optimal care pathways for various Crystal Bone risk scores would likely be required to facilitate real-world use of the algorithm.

Crystal Bone addresses the need for an automated and largely physician-independent tool that is effective at predicting short-term fracture risk. It is the first such approach that takes longitudinal patient trajectories into account, rather than focusing primarily on cross-sectional information, enabling a more personalized assessment of fracture risk. Furthermore, with automated aggregation of patient histories in an electronic health record system, the prediction of fracture risk could be entirely hands-off, without requiring a doctor or patient to manually enter any information into the software. This unique approach may facilitate broader adoption of the algorithm. Still, the lack of clinical guidelines for 1- and 2-year risk may limit adoption in the near future.

Such a tool, if widely applied, could facilitate early patient identification, and help reduce the morbidity and mortality associated with fractures. The retrospective human-level performance comparison suggests that Crystal Bone would identify patients who are currently missed in the health care system, potentially minimizing the burden on patients and the health care system overall. Given the prevalence and anticipated increase of fractures due to osteoporosis and low bone mass as the population ages, as well as the enormous personal, clinical, and economic costs associated with such fractures, Crystal Bone could provide a meaningful positive impact through reduced burden and improved outcomes.
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Abstract

Background: Clinical decision support (CDS) design best practices are intended to provide a narrative representation of factors that influence the success of CDS tools. However, they provide incomplete direction on evidence-based implementation principles.

Objective: This study aims to describe an integrated approach toward applying an existing implementation science (IS) framework with CDS design best practices to improve the effectiveness, sustainability, and reproducibility of CDS implementations.

Methods: We selected the Practical Robust Implementation and Sustainability Model (PRISM) IS framework. We identified areas where PRISM and CDS design best practices complemented each other and defined methods to address each. Lessons learned from applying these methods were then used to further refine the integrated approach.

Results: Our integrated approach to applying PRISM with CDS design best practices consists of 5 key phases that iteratively interact and inform each other: multilevel stakeholder engagement, designing the CDS, design and usability testing, thoughtful deployment, and performance evaluation and maintenance. The approach is led by a dedicated implementation team that includes clinical informatics and analyst builder expertise.

Conclusions: Integrating PRISM with CDS design best practices extends user-centered design and accounts for the multilevel, interacting, and dynamic factors that influence CDS implementation in health care. Integrating PRISM with CDS design best practices synthesizes the many known contextual factors that can influence the success of CDS tools, thereby enhancing the reproducibility and sustainability of CDS implementations. Others can adapt this approach to their situation to maximize and sustain CDS implementation success.
KEYWORDS
clinical decision support; PRISM; implementation science

Introduction

Background

Clinical decision support (CDS) tools within electronic health records (EHRs) have led to some improvements in patient care [1-4]. However, there are also numerous examples of CDS tools leading to low adoption or negative impact on outcomes. Up to 95% of CDS tools are dismissed [5], 52%-66% improve process outcomes such as appropriate drug selection, and only 21%-43% lead to improvements in clinical outcomes [6-9]. CDS design best practices may be a way to improve the impact of CDS tools [10,11]. As a framework, CDS design best practices are intended to provide a narrative representation of the key determinants that influence the success of CDS tools [12-18]. Textbox 1 provides a high-level summary of the best practices that include a user-centered design process. Initially established by experts in the field, retrospective studies support the potential benefit of applying CDS design best practices [13-16,19,20].

Textbox 1. Overview of clinical decision support design best practices and examples of how to address the best practice.

<table>
<thead>
<tr>
<th>Minimize alert fatigue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensure accuracy and completeness of data and information recommended and used to formulate recommendation. Continual performance evaluation and end user feedback throughout implementation. Evaluations and feedback should be used to iteratively update the clinical decision support (CDS). CDS customization to fit the end user and institutional needs, including type (interruptive or passive), presence of a dismiss option, and frequency and timing of alert. Consideration of whether the CDS can support agenda setting</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Support team-based care</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comprehensive inclusion of care team members in which the CDS is tailored to the workflows and roles of each member</td>
</tr>
</tbody>
</table>

| Fit within the end user’s workflow when considering other internal and external drivers |
| Presentation of the CDS in such a way that it is available when needed, supports (versus impedes) end users, and human factors principles that makes it easy for them to synthesize and apply the information displayed (eg, visual cues such as size, position or color; prioritization; standardization). Flexibility to delay or defer CDS to another time or person can optimize workflow integration. Response options that reflect all possible patient situations (eg, other). Obtaining end user input on the design (user-centered design) with consideration of other internal and external factors such as national guidelines or value-based performance measures |

| Present pertinent and transparent information that supports and does not impair autonomy of decision-making |
| Provide the rationale and supporting information (eg, references) on why the CDS is displayed so as to allow the end user to evaluate whether to apply the recommendation. Avoid giving a perception of shaming or use of insulting language |

| Make it easy, and incentivize users to follow the recommendation |
| Provide actionable recommendations and functionality to save the end user time (eg, ability to place orders within display; links to review or update patient data). Provide a relative advantage to using the CDS (eg, peer or patient recognition for actions taken; save time). |

CDS design best practices acknowledge the importance of implementation but do not provide a comprehensive framework or direction on evidence-based implementation principles. Some implementation science (IS) frameworks are available for health information technologies (health IT) [21-24]. However, there are no published reports that are comprehensive in providing direction for all stages of health IT or CDS implementation. A comprehensive IS framework could provide direction on how to account for field-specific nuances and contextual factors that influence the success of CDS tools [25]. Such an IS framework can allow health systems to proactively address the areas where things often break down in the process of adoption, implementation, and maintenance.

Objectives

Here, we describe how to apply an existing IS framework to CDS to improve effectiveness, sustainability, and reproducibility. The specific objectives of this report are: (1) discuss how an IS framework can be integrated with CDS design best practices, (2) describe how to apply this integrated approach using illustrative case studies, and (3) discuss directions for future research and application of this integrated approach to CDS implementation.

Methods

Selection of an IS Framework

Although there are many IS frameworks [26], we selected the Practical Robust Implementation and Sustainability Model (PRISM) because it: (1) is a process, evaluation and
determinants framework, (2) comprehensively addresses the interactions between the intervention and stakeholders and both organizational and external factors, (3) is directly tied to real-world, pragmatic implementation outcomes, and (4) is easy to use, thereby maximizing scalability [26-30]. As a process model, PRISM provides direction on how to address factors that influence implementation. As a determinant framework, PRISM makes it possible to reproduce the process for considering key factors that may influence implementation success [26]. As a comprehensive framework, PRISM considers all stages of implementation (preimplementation planning and design, implementation operations, postimplementation evaluation) and all groups or levels of influences within and external to the organization. As illustrated below, it is also compatible with CDS design best practices. Finally, PRISM builds on the Reach, Effectiveness, Adoption, Implementation, and Maintenance (RE-AIM) framework [31] for key implementation outcome measures. Textbox 2 describes the domains of PRISM and how they apply to CDS. Figure 1 depicts the domains of PRISM, their interactions, and how they influence CDS.

Textbox 2. PRISM domains and application to clinical decision support.

<table>
<thead>
<tr>
<th>Intervention: organizational perspective includes leadership, management, clinicians, and frontline staff</th>
</tr>
</thead>
<tbody>
<tr>
<td>An intervention is more likely to be successful if:</td>
</tr>
<tr>
<td>• It is aligned with the organization’s mission and readiness for change</td>
</tr>
<tr>
<td>• The strength of evidence supporting the intervention is strong</td>
</tr>
<tr>
<td>• It addresses a barrier to or gap in health care</td>
</tr>
<tr>
<td>• It has been observed to be beneficial before a long-term commitment (observability, trialability, reversibility)</td>
</tr>
<tr>
<td>• It is simple and inexpensive</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intervention: patient perspective</th>
</tr>
</thead>
<tbody>
<tr>
<td>An intervention is more likely to be successful if it is:</td>
</tr>
<tr>
<td>• Patient centered</td>
</tr>
<tr>
<td>• Simple and inexpensive</td>
</tr>
<tr>
<td>• Accessible to and understood by a wide variety of patients (cultural backgrounds, literacy, or numeracy levels)</td>
</tr>
<tr>
<td>• Addresses key patient concerns, not limited to clinical issues</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Recipients: organizational characteristics includes leadership, management, clinicians, and frontline staff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristics of the organization can impact the success of an intervention, such as financial health, tendency to take risks or deviate from the norm, and morale.</td>
</tr>
<tr>
<td>An intervention is more likely to be successful when:</td>
</tr>
<tr>
<td>• Management is supportive</td>
</tr>
<tr>
<td>• Goals are cohesive and clearly communicated across the organization</td>
</tr>
<tr>
<td>• Input is provided across all levels of the organization, including senior leadership, midlevel management, and pertinent frontline clinicians and staff</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Recipients: patient characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristics of patients can impact the success of an intervention, including socioeconomic factors such as affordability and access or transportation barriers to the intervention</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>External environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factors outside of the organization can influence the organization, such as reporting on performance metrics (public face), policy, guidelines, and reimbursement issues</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Implementation and sustainability infrastructure</th>
</tr>
</thead>
<tbody>
<tr>
<td>• The implementation plan should be carefully crafted with a dedicated team for implementation, input from management and other stakeholders, and consideration of sustainability and dissemination from the beginning.</td>
</tr>
<tr>
<td>• Adequate resources and ongoing assessment or audit and feedback system should be in place</td>
</tr>
</tbody>
</table>
Integration of the PRISM With Clinical Decision Support Design Best Practices

To account for the specific contextual factors of CDS in health care, we integrated PRISM with CDS design best practices, which we hereafter refer to as the PRISM/CDS best practice approach. Table 1 highlights areas where PRISM and CDS design best practices complement each other and the corresponding methods to address each. For example, clinician focus groups address both the PRISM domain of the intervention from the organizational perspective and CDS design best practice principle of support team-based care. Therefore, the focus group should include questions to understand who is involved in the specific care process, organizational barriers to prescribing, and whether the subject matter experts (SMEs) feel the strength of evidence is strong and clinically relevant. When performing the cross-walk between the 2 frameworks, there are situations where the individual principles and domains do not complement each other (empty cell in Table 1), which is appropriate. For example, when designing a CDS for clinicians to use, methods to address the best practice principle of fit within end users workflow would generally be unrelated to methods used to address the PRISM domain of intervention from the patient perspective. In general, instances in which cells are empty are because 1 framework focuses on the clinician’s perspective, the other focuses on the patient perspective, and there is no common area or overlap that integrates the 2 perspectives. Lessons learned from applying the methods outlined in Table 1 were then used to further refine the PRISM/CDS best practice approach.
Table 1. Practical Robust Implementation and Sustainability Model and clinical decision support design best practices: complementary areas and corresponding methods to address.

<table>
<thead>
<tr>
<th>PRISM&lt;sup&gt;a&lt;/sup&gt; domains</th>
<th>Overarching CDS&lt;sup&gt;b&lt;/sup&gt; design best practice principles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimize alert fatigue</td>
<td>Support team-based care</td>
</tr>
<tr>
<td>EU/clinician focus groups</td>
<td>Fit within the end user’s workflow when considering other internal and external drivers</td>
</tr>
<tr>
<td>EU/clinician design/usability testing</td>
<td>Present pertinent and transparent information that supports and does not impair autonomy of decision making</td>
</tr>
<tr>
<td>EU/clinician design/usability testing</td>
<td>Make it easy and incentivize users to follow the recommendation</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
<td>EU/clinician usability testing</td>
<td>EU/clinician design/usability testing</td>
</tr>
<tr>
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**Phase 1. Multilevel Stakeholder Engagement**

Multilevel stakeholder engagement is central to PRISM and extends the concept of user-centered design by incorporating stakeholders beyond the end user. PRISM emphasizes factors that can influence implementation success: perspectives of the patient and organization as well as characteristics of the recipients. Patient and organizational beliefs, technology support, and patient ability to afford medical care are some of the characteristics that can influence CDS implementation (Textbox 2 and Figure 1). Following PRISM, it is important to cultivate positive stakeholder perspectives of the CDS tool and identify recipient characteristics that can influence implementation success.

The types of stakeholders will vary for each CDS implementation and can range from a small homogenous group to large groups representing diverse disciplines and specialties. To build CDS tools that are trusted by end users, engaging the right stakeholders with the necessary skills is critical [32]. Stakeholders unique to health IT and CDS include health IT leadership or governance, clinical informaticists, and analyst builders. Of these stakeholders, a clinical informaticist and analyst builder should be part of a dedicated implementation team, whereas the role of health IT leadership or governance is generally to provide support and approval for implementation. The dedicated implementation team is a key component of the PRISM’s implementation and sustainability infrastructure. Often overlooked, clinical informaticists span across disciplines and are uniquely trained to empathize with clinicians, apply the determinants of effective CDS implementation, and balance what is asked for with what is technically possible [33-37]. Clinical informaticists should ideally have experience in IS or an IS expert should be engaged.

Gaining early support from health IT leadership is generally the first step, followed by input from SMEs and end users, and then formal governance approval. When patients are not the end users, their engagement is likely best reserved until after formal governance approval, just in case approval is not granted. The system’s health IT leadership assists in determining whether a particular CDS tool is generally aligned with the system’s
priorities and whether resources are available to build the CDS tool. Health IT leadership can also provide direction regarding steps needed to secure necessary approval from the health system’s formal governance process. Although not all health systems have a formal health IT governance approval process, an increasing number do [38,39]. The organization and process for securing governance approval can vary greatly across health systems and can be complex; thus, early understanding is important. The formal governance approval process includes a review of CDS appropriateness from a workflow and safety perspective and considers potential overlapping or competing system-level initiatives.

SME and end user engagement is a dynamic process that often requires the clinical informaticist, leading the effort to iteratively engage each party until consensus on the design of the CDS tool is established. Obtaining input from SMEs is key to validating the clinical evidence, whereas input from end users is key to ensuring acceptance and practicality of the CDS tool. End user engagement is key to optimizing the workflow integration. The workflow and preferences of clinician end users can vary greatly across disciplines (eg, respiratory therapists, physicians) and practice settings (eg, acute care, dialysis center). The type of information elicited from patients or caregivers will depend on the type of CDS, notably whether the patient will be an end user or whether the CDS tool makes recommendations that might impact patient treatment decisions. Although patient-facing CDS tools are becoming more common, the majority are still clinician facing. When clinician facing, the line of questioning directed at patients or caregivers is on treatment priorities and values to ensure alignment with the CDS tool’s recommendations. When conducting focus groups or interviews with stakeholders, questions should be tailored to the situation [40] and informed by the determinants of effective implementation, which include CDS design best practices. The objectives of SMEs and end user engagement are to garner their support and define the general scope of the CDS tool. Such a written CDS scope can be used to facilitate the formal governance approval process. Textbox 3 describes our approach to engaging stakeholders.

Textbox 3. Phase 1 case study.

Case study:

- For the beta-blocker CDS tool, the Chief Medical Information Officer (CMIO) was contacted at the start of the project. The CMIO provided support contingent on approval from other stakeholders and the formal governance process. To engage patient and clinician stakeholders in preimplementation design activities, we conducted focus groups rather than individual interviews to maximize the efficiency of resources and to facilitate idea generation among participants. However, we also sought to elicit individual patient and clinician thoughts.

- Clinicians, after the open-ended group discussion regarding needs and preferences for a CDS tool, were asked to individually design on paper their ideal CDS [41], which provided valuable insights. For example, most clinicians expressed strong dislike for interruptive CDS during group discussion, but many individually described their ideal CDS as being interruptive. The discordance may be the result of peer influence or reflect differences between their preferences and their perceptions of what is most effective. These findings led to an interruptive CDS tool [41].

- In our case, the CDS tool was clinician facing; thus, the goal of the patient focus groups was to evaluate the factors that influence patients’ decisions to take heart failure medications. The focus groups occurred early in the design process to ensure that the prototypes were driven by patient-centered factors. We found that patient values and preferences for heart failure medications aligned with clinical guideline recommendations that prioritize benefits over risks, cost, and the inconvenience of taking medications. These findings provided reassurance that we were designing a CDS tool that reflected patient priorities.

Phase 2. Designing the CDS Tool

Following PRISM, stakeholder input is used to design the intervention to maximize the recipient’s perceived value and ensure sufficient support infrastructure (Textbox 2). Such interventions are more likely to be successful and sustained over time. PRISM emphasizes the importance of designing interventions with sustainability in mind.

Once there is general agreement or saturation of ideas [42] from the stakeholders, this information is used to draft the build scope of the CDS tool. The CDS scope includes an idea of the user interface (UI) content, workflow integration, and format (eg, interruptive alert versus passive, mobile app) for interfacing with end users. The clinical informaticist drafts the build scope based on what is clinically relevant, the stated workflow needs and preferences of the stakeholders, organizational priorities, and patient-centered considerations. Aligned with the learning health care system and agile design principles, the first CDS build scope is not intended to be perfect, rather a first iteration [43]. However, every iteration must be vetted to do no harm.

Stakeholders suggest many ideas. If they are all followed, the CDS UI may not be intuitive because too much information is presented. It is the role of the clinical informaticist to identify the most salient stakeholder requests and determine the appropriate balance between user-centered design and other determinants of implementation success outlined by PRISM and CDS design best practices. Finding this balance is challenging and varies for each situation. Textbox 4 provides an example of a situation in which stakeholder requests were balanced with CDS design best practices. CDS in health care is fraught with nuances, and design decisions require thoughtful consideration of multiple dynamic and interacting contextual factors. The clinical informaticist also liaises between the stakeholders and build analysts (or they may be the builder), advocating for the stakeholders as appropriate and creatively adapting to the constraints of the EHR technical infrastructure, standards, and local resources to ultimately fit within the clinical workflows. Standards can include norms around the appearance and presentation of CDS tools within the organization or external technical standards to promote interoperability, such as Health Level 7 and use of standardized vocabularies such as SNOMED (Systematized Nomenclature of Medicine) to classify diagnoses.
An important consideration is the most appropriate technical integration format for the CDS tool, which could include the use of native EHR software, web services, or Substitutable Medical Apps Reusable Technology on Fast Healthcare Interoperability Resources applications. Each institution’s EHR offers a unique set of options to integrate CDS tools natively or interface them with external software. A clinical informaticist will be abreast of what technical integration options each institution has available and guides the design accordingly.

**Textbox 4. Phase 2 case study.**

Case study:

When designing the beta-blocker CDS tool, some stakeholders requested that a complete list of patient medications be included in the UI. However, most patients with heart failure are on many medications. Compliance with that request would have significantly decreased intuitiveness of the CDS tool. Balancing this request with CDS design best practices, it was decided not to include a complete medication list within the UI. However, this decision was difficult, given that this was a consistent request from stakeholders and the information influenced their decision-making. Without inclusion of this information in the UI, clinicians who did not recall concurrent medications would have to leave the CDS tool and search elsewhere in the EHR for the information, which decreases the relative advantage of the CDS tool. Later iterations of the CDS tool will consider creative ways to integrate medications with the CDS tool (eg, info button functionality).

**Phase 3. Design and Usability Testing**

Following PRISM, at each stage of stakeholder engagement, new insights are learned. As CDS development activities evolve to testing, the format and nature of stakeholder engagement changes, but patient safety issues are always considered. Aligned with PRISM, design and usability testing aim to ensure that the CDS tool is designed well and simple to use. Design testing includes both SMEs and end users, whereas SMEs may be conditionally included in usability testing if their inclusion optimizes general buy-in. Design testing does not necessarily require build completion. However, before usability testing begins, the build should be complete within EHR testing environments and thoroughly tested to ensure that there are no errors. The resolution of build errors maximizes the focus during usability testing on optimizing the end user experience. When possible, the use of >1 UI during design and usability testing can enrich preimplementation design activities [44].

Testing can be completed in a variety of ways. Exemplars of design and usability testing can be found outside of health care [45], but for a variety of reasons have proven difficult to apply in health care. Therefore, here we describe an approach that can be practically applied in health care. Design testing in which static screenshots of the CDS UI are shared with stakeholders, and usability testing with simulated patient scenarios followed by open-ended discussion. Design testing serves to validate whether the stated needs and preferences of stakeholders are accurately represented in the UI. During design testing, the UI is iteratively updated before commencement of the more resource-intensive usability testing.

During usability testing, proctored simulation coupled with the *think aloud* protocol [46] and open-ended discussion can serve to inform educational materials, identify usability issues before going live, and identify additional areas for improvement, such as unintended consequences. Using the *think aloud* protocol during usability testing simulations can help identify barriers to following the CDS tool. Such barriers can be elaborated on during the open-ended discussion and, when actionable, the CDS tool can be redesigned to address the barrier. Proctored, simulated patient scenarios may not always be feasible given time or other resource constraints. Less resource-intensive usability testing methods could consist of asking end users to test the CDS tool remotely in EHR testing environments at their convenience and reporting back electronically with any feedback.

During design and usability testing, it is important to get end users in the mindset of their clinical workflow and consider (1) all members of team-based care, (2) factors that would impede or aid their workflow (cause alert fatigue versus fit into workflow), (3) whether the CDS tool supports their ability to make an informed decision, (4) whether it makes it easy to take (or incentivize) action, and (5) potential barriers to following the CDS tool’s recommendation, especially over time. The determinants of effective implementation and sustainability from PRISM (Textbox 2) and CDS design best practices (Textbox 1) should inform specific questions to be asked during testing. Textbox 5 describes our approach to design and usability testing.

**Textbox 5. Phase 3 case study.**

Case study:

For our beta-blocker CDS tool, design testing occurred via email. Stakeholders were asked for input with specific questions, which we found to be effective and efficient. During usability testing, we incorporated our educational handout as part of the simulations, which resulted in substantial revisions to the handout as a result of end user feedback. Furthermore, during usability testing, we discovered that many clinicians were unaware that respiratory disease was not a contraindication to beta blockers; thus, a statement to address this misconception was added to the UI. Multimedia Appendix 1 provides examples of feedback from stakeholders during design and usability testing and reasons for or not incorporating into the CDS design.
Phase 4. Thoughtful Deployment

The implementation and sustainability infrastructure domain of PRISM considers practical measures to facilitate the ease of workflow integration. Adoption is improved when the necessary support to use the intervention is provided, and there is a means to quickly resolve any unintended consequences. Thoughtful introduction into clinical workflows is imperative for the adoption of CDS tools. Deployment should consider how to move the CDS tool into actual clinical workflows and how to communicate the change with end users. Re-engagement with clinical leadership before deployment is also key, especially in situations in which the preimplementation process occurred over a long period of time or for health systems undergoing certain changes.

The decision to implement the CDS tool in a pilot cohort or begin with widespread deployment is an important consideration to resolve any remaining usability or technical errors and to facilitate buy-in. In some instances, it is prudent to begin with a pilot group of users, which may include one clinical department or group of users across departments. The decision to deploy the CDS tool on a large or small scale initially should be informed by the anticipated frequency of exposure, acuity of the clinical situation, and workflow disruption of the CDS tool. In the case of a CDS tool with infrequent end user exposure, widespread dissemination can serve as a natural pilot when appropriately monitored. Implementing CDS in a pilot fashion can help to bolster buy-in and to discover unintended issues before widespread roll-out.

With every CDS go-live, some communication with end users is needed but the extent should vary based on the complexity of the CDS tool and the anticipated frequency of end user exposure. When exposure to a CDS tool is infrequent or highly intuitive, end user education may not be necessary. However, an interruptive CDS tool that recommends discontinuation of nonsteroidal anti-inflammatory drugs in patients with cardiovascular disease would likely require some education of end users because of its alert frequency and obtrusiveness. In the latter example, end user education may provide a more detailed explanation of why this new tool is being implemented and what the response options provided within the UI mean. For example, the response options may include never appropriate without space to explain within the CDS UI selecting this option will suppress the CDS tool forever for all clinicians. It would be helpful to share such information in the educational material. Many clinicians wish to know the consequences of their actions in response to a CDS tool.

Communication plans should be informed by the given health system’s standard processes and adapted based on the type of CDS and anticipated impact on the end user. Textbox 6 describes key experiences from our deployment.

Textbox 6. Phase 4 case study.

Case study:

- For the beta-blocker CDS tool, re-engagement with the leadership of the clinical practices before deployment was pivotal. During our preimplementation planning process, the health system acquired several outpatient practice groups, which resulted in changes in priorities and approaches to decision support. At the beginning of the preimplementation planning stage, we secured leadership approval to deploy the CDS tool across all practices; however, given the changes that occurred, this approval was no longer applicable. Therefore, we needed to solicit approval for deployment from individual practices. Our experience emphasizes the need to maintain frequent engagement with leadership and a nonlinear approach to CDS implementation.

- When soliciting approval from individual practices, we piloted the CDS tool in 2 of the largest practices. These 2 pilot practices expressed early support for the CDS tool. When soliciting approval from other practices, they found it reassuring to know the tool was already accepted by their peers and being tested.

Phase 5. Performance Evaluation and Maintenance

PRISM includes the RE-AIM evaluation framework and outcomes. RE-AIM captures a broad and balanced evaluation of the nuances and pragmatic nature of implementation in clinical workflows [31]. Such a multilevel IS framework assesses the representativeness of participants, the extent to which the intervention needs to be adapted, and its sustainability [27-30]. Adaptations to interventions should be anticipated and evaluated. RE-AIM also encourages continuous evaluation and dissemination of findings to promote observability and thereby optimize implementation and sustainability. Table 2 provides an example of how RE-AIM can be applied to CDS. For example, changes in clinical outcomes are difficult to associate with CDS tools; thus, effectiveness is often measured as a change in behavior. Other instruments and tools can also be used to evaluate CDS tools. The usability of CDS tools can be evaluated using the validated System Usability Scale (SUS) [47].
Table 2. Reach, Effectiveness, Adoption, Implementation, and Maintenance evaluation framework applied to clinical decision support.

<table>
<thead>
<tr>
<th>RE-AIM&lt;sup&gt;a&lt;/sup&gt; domain</th>
<th>Described</th>
<th>Potential CDS&lt;sup&gt;b&lt;/sup&gt; outcome measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reach (individual level)</td>
<td>Proportion and representativeness of those impacted by the intervention (and reasons for these results)</td>
<td>• Number of patients the CDS tool fired for divided by the number of patients the CDS tool should have fired for</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Characteristics of each group in numerator and denominator</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Investigation of reasons not fired</td>
</tr>
<tr>
<td>Effectiveness (individual level)</td>
<td>Impact of the intervention, including heterogeneity across subgroups and any negative outcomes (and reasons for these results)</td>
<td>• Number of patients the CDS tool changed care for divided by the number of patients the CDS tool fired for</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Characteristics of each group in numerator and denominator</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Reasons care did or did not change</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Number and type of unintended or negative outcomes</td>
</tr>
<tr>
<td>Adoption (setting and staff at multiple levels)</td>
<td>• Proportion and representativeness of those accepting or using the intervention</td>
<td>• Number of clinicians who responded&lt;sup&gt;c&lt;/sup&gt; to the CDS tool (did not outright dismiss) divided by the number of clinicians the CDS tool fired for</td>
</tr>
<tr>
<td></td>
<td>• At levels of health systems, departments, and individuals (and reasons for these results)</td>
<td>• Number of patients who the CDS fired for that were not outright dismissed divided by the number of patients the CDS tool fired for</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Number of practices, setting or clinicians participating divided by the number invited</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Characteristics of each group in the numerators and denominators above</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Reasons for or not to participate or dismiss</td>
</tr>
<tr>
<td>Implementation (setting and staff at multiple levels)</td>
<td>• Fidelity of the intervention and implementation strategy</td>
<td>• Adaptation: number and type of changes to the CDS build or workflow integration after deployment</td>
</tr>
<tr>
<td></td>
<td>• Adaptations</td>
<td>• Usability of the CDS tool (eg, SUS&lt;sup&gt;d&lt;/sup&gt;)</td>
</tr>
<tr>
<td></td>
<td>• Burden of delivery, including costs</td>
<td>• Interviews on experience and adaptations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Cost of implementing (eg, time, resources)</td>
</tr>
<tr>
<td>Maintenance (individual level and setting and staff at multiple levels)</td>
<td>Long-term effects of the intervention and extent the intervention becomes a routine part of care</td>
<td>• Long-term outcomes (eg, change in mortality)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Sustained workflow integration and effectiveness</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Interviews on intended or actual sustainment or further modification</td>
</tr>
</tbody>
</table>

<sup>a</sup>RE-AIM: Reach, Effectiveness, Adoption, Implementation, and Maintenance framework.

<sup>b</sup>CDS: clinical decision support.

<sup>c</sup>Technically in PRISM or RE-AIM, adoption is defined as only initial agreement to participate in (or be trained in) a program. In this paper, it will be defined as above to be consistent with how this term is used in informatics and to reflect the fact that end users do not always have the choice to interface with a CDS tool.

<sup>d</sup>SUS: System Usability Scale.

CDS tools are critical components of the learning health care system and should be regularly evaluated for performance and safety. Performance and safety evaluations are necessary for CDS maintenance and assist in minimizing alert fatigue. Evaluations should be scheduled with defined procedures of who is responsible, what the evaluation entails, and when it occurs. What is evaluated should be informed by operational leadership and influenced by external drivers, such as regulatory requirements and pay for performance metrics. The evaluation can also be informed by input from stakeholders regarding unintended consequences. For example, stakeholders might express concern that a CDS tool may lead to an increased risk of bradycardia; thus, this is an outcome that should be monitored.

Evaluations should not be limited to 1 instance and should lead to action when appropriate. CDS implementation should be an iterative, thoughtful, and continuous improvement process. Proactively seeking end user input during and post exposure also demonstrates commitment to improvement. Findings from evaluations should be disseminated to stakeholders, including appropriate levels of leadership, SMEs, and end users. Appropriate levels of leadership should vary based on the specific CDS tool and do not necessarily require notification at the chief executive level. Communication with individual SMEs...
and end users may be at the discretion of and via their direct leaders but should be offered at a minimum. This level of transparent communication can promote trust, improve adoption, and reduce the culture of negativity that currently exists around CDS and EHRs [48]. Textbox 7 describes key findings from our evaluation approach.

Textbox 7. Phase 5 case study.

Case study:

- We monitored clinician responses and feedback to the beta-blocker CDS tool weekly to screen for unintended consequences and errors. After 1 month of deployment, a clinician alerted us to an error in the build of our CDS tool, which we were able to resolve quickly. Had our CDS tool fired more frequently, we would likely have identified this error during our 2-week pilot. Such errors are common when a CDS tool is deployed, reinforcing the importance of ongoing monitoring and clear lines of communication between the informatics team and the end user.
- We also conducted brief structured interviews with clinicians exposed to the CDS tool. Together with completion of the SUS survey, the interviews provided valuable open-ended feedback that was used to refine both the CDS tool and our PRISM/CDS best practices approach. Key discoveries made during the interviews were the importance of carefully considering whether to include a dismiss button and avoiding a sense of shaming or disrespect. These discoveries were explicitly added as determinants of implementation success within CDS design best practices in Textbox 1.

Discussion

Principal Findings

The PRISM/CDS best practices approach accounts for the multilevel interactions and dynamic factors that influence CDS implementation in health care. IS frameworks make social science more replicable and, by adding the context of CDS to PRISM, the reproducibility and sustainability of CDS implementations should be enhanced. Integrating PRISM with CDS design best practices synthesizes the many known contextual factors that can influence the success of CDS implementation, thereby elevating the experience from implementation to IS. This approach can be adapted for other health systems and CDS tools and used to guide resource allocation in a manner that optimizes CDS implementation success.

However, an effective approach may not be optimally efficient. When applying PRISM to CDS, resources include the time and availability of skilled personnel. Especially during the preimplementation period, this approach can require resources that may not be available at every health system or be appropriate allocation to every CDS instance. It may not be appropriate to allocate extensive resources to implementation efforts for CDS tools that are minimally invasive (eg, infobuttons) or address infrequent care gaps or low severity clinical situations. When resources are limited or the situation does not justify the allocation of full resources, stakeholder engagement may be abbreviated. Abbreviated stakeholder engagement may be limited to a smaller sample, representing a few representatives from each stakeholder group. Irrespective of resource availability, stakeholders should include representation from SMEs and end users. If allowed by resources, greater representation reaching saturation and general agreement from SMEs and end users is ideal.

The results of an RCT demonstrating the positive effect of the PRISM/CDS best practice approach on prescribing for heart failure in primary care is currently under review for publication. However, there are several limitations of the PRISM/CDS best practice approach. Although our study team represents diverse expertise, including informatics and IS, the approach was created based on our knowledge and experiences. Inclusion of additional expertise and experiences across other clinical contexts and situations would likely refine the PRISM/CDS best practices approach. Our approach also relies on one of many IS frameworks and existing CDS design best practices. Other frameworks may have different advantages or disadvantages when applied to CDS. As CDS design best practices and technical capabilities evolve, the PRISM/CDS best practices approach will need to adapt. Further, the PRISM/CDS best practices need to be adapted based on a given institution’s available resources and skilled personnel. Despite these limitations, the PRISM/CDS best practices approach provides a basis for advancing the science of CDS implementation.

Future research is needed to apply PRISM to additional real-world CDS implementations to capture all contextual factors and understand its impact on CDS adoption and effectiveness. Although the PRISM/CDS best practices approach was created for adaptation across any health care setting, it was refined within primary care settings across a large health care system. Future research should explore the application of PRISM to diverse CDS formats (eg, mobile apps) in a variety of patient care situations and practice settings of different sizes and identify means to refine the model to maximize effectiveness and efficiency. Use of the PRISM/CDS best practices approach should be documented in terms of its costs and benefits relative to other approaches. A key issue for both PRISM and CDS design best practices is the degree of iteration and number of cycles required for a given implementation. Efforts to improve the efficiency of the PRISM/CDS best practices approach are needed and may include integration with principles of rapid prototyping or tailoring the approach based on the severity of the clinical situation or the anticipated reach or workflow interruption of a given CDS tool. This tradeoff between resource allocation and benefits will have to be evaluated for every setting and clinical situation. Further, given that many of the contextual issues related to CDS are applicable to other types of health IT solutions, the applicability of this integrated approach to health IT beyond CDS should also be explored. Although the PRISM/CDS best practices approach provides guidance on evaluation, future research should consider how the approach can be expanded to include a systematic and standardized knowledge management process to evaluate and update CDS tools.
Conclusions

We described an approach for applying PRISM to design, implement, and evaluate CDS tools that are integrated with CDS design best practices. Others are encouraged to adapt this approach to their situation to maximize CDS implementation success. This approach considers the many dynamic and interacting contextual factors that influence CDS implementation success and sustainability in health care and suggests specific methods for designing and implementing CDS. Informed by an evidence-based IS framework, such an approach is foundational to maximizing the success of CDS implementation and the necessary platform from which cutting-edge innovations in CDS can be created to significantly improve and sustain health care outcomes.
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Abstract

Background: Epidemiologic cohort studies have begun to leverage electronic research participant portals to facilitate data collection, integrate wearable technologies, lower costs, and engage participants. However, little is known about the acceptability of portal use by research participants.

Objective: The aim of this study is to conduct focus groups among a sample of Cancer Prevention Study-3 (CPS-3) participants to better understand their preferences and concerns about research portals.

Methods: CPS-3 participants were stratified based on sex, race and ethnicity, age, and cancer status, and randomly invited to participate. Focus groups used an exploratory case design with semistructured guides to prompt discussion. Using a constant comparison technique, transcripts were assigned codes to identify themes.

Results: Participants (31/59, 52% women; 52/59, 88% White/non-Latinx) were favorably disposed toward using a research participant portal to take surveys, communicate with the study staff, and upload data. Most participants indicated that a portal would be beneficial and convenient but expressed concerns over data safety. Participants stressed the importance of an easy-to-use and trustworthy portal that is compatible with mobile devices.

Conclusions: In addition to being beneficial to researchers, portals may also benefit participants as long as the portals are secure and simple. Participants believe that portals can provide convenient ways to report data and remain connected to the study.

(J Med Internet Res 2020;22(10):e18556) doi:10.2196/18556
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Introduction

Background
A common, contemporary application of health information technology is the electronic patient portal [1]. Electronic patient portals are secure web-based systems that provide patients 24-hour access to their personal health information, enable two-way communication with health care providers, and potentially decrease costs through patient self-service [2,3]. Currently, less than half of US adults use patient portals annually, although use is more common among younger (younger than 65 years), more educated people with broadband internet access [4,5]. Patient portals also have the potential to facilitate the integration of new technologies for remote monitoring, such as home blood pressure monitors, ecological momentary assessment apps, and other wearable devices (eg, activity trackers and heart rate monitors) at a lower cost [6]. Collectively, patient portals can simplify the collection of patient-generated health data (PGHD), including vital signs (eg, temperature, blood pressure, and blood glucose), lifestyle data...
The use of electronic health portals has spread beyond the clinical setting. The adoption of commercial products such as Apple HealthKit [8], 23andme [9], and PatientsLikeMe [10] illustrates that an increasingly large number of people are willing to exchange medical and health behavior information with professionals other than their health care providers. Electronic portals have also been leveraged to survey and engage participants in research studies. Similar to the various benefits of patient portals, research participant portals could facilitate the collection of PGHD and data from wearable technologies, provide a way to administer targeted surveys to different subsets of the study population, collect electronic health data, and save costs and time associated with printing and mailing logistics [11]. Portals may be useful for frequently engaging participants in long-term studies, potentially reducing attrition. In addition to the aforementioned researcher benefits, participants may find portals convenient for storage and anytime access to study materials such as copies of consent forms, surveys, and study newsletters or updates.

Despite the potential benefits, very little is known about the feasibility and acceptability of electronic portal use by research participants in longitudinal cohort studies. Participant portals have been adopted by a few prospective cohorts thus far, including the University of California-San Francisco’s PRIDE study [12] and the National Institutes of Health, All of Us study [13]; however, none of them have published details regarding their portal development and testing. A better understanding of research participants’ preferences and concerns about research portals could inform portal design and maximize the benefits to and engagement of participants and researchers.

Objectives

In this study, focus groups were implemented among a sample of Cancer Prevention Study-3 (CPS-3) participants to facilitate the open sharing of insights largely unavailable through pre-existing surveys, especially (1) research participants’ perceptions of the facilitators and barriers to utilizing an electronic research portal; (2) participants’ views about using an interactive research portal to submit health records, complete lifestyle and medical surveys, and communicate with study staff; and (3) participants’ recommendations for electronic research portals.

Methods

Sample Recruitment

CPS-3 is a contemporary prospective epidemiologic cohort study initiated by the American Cancer Society (ACS) [14]. In total, 303,682 participants aged 30-65 years across the United States, including Puerto Rico, were enrolled in CPS-3 between 2006 and 2013. Participants are sent surveys approximately every 3 years to update exposure and medical information and will be followed to identify incident cancers and cause-specific mortality through linkages with state cancer registries and the National Death Index, respectively. The Emory University Institutional Review Board approved all aspects of CPS-3.

In 2017, plans to develop a CPS-3 participant portal began as a way to increase participant engagement and facilitate survey administration. This effort launched with a series of virtual and on-site focus groups conducted to gain insight into participant perspectives and willingness to share data through a participant portal. Virtual focus groups, offered via conference calls, enabled the inclusion of a broader geographic distribution of CPS-3 participants. To be eligible for virtual focus groups, participants must have been involved with CPS-3 since enrollment (2006-2013) and must have (1) a valid email address and (2) completed the 2018 triennial CPS-3 survey online. On-site focus groups took place in Atlanta, Georgia, and Albany, New York, and allowed participants who had not previously engaged with CPS-3 online to be included. To be eligible for on-site focus groups, participants must have (1) completed the 2018 survey (online or paper) and (2) resided in one of the predefined zip codes near the on-site locations.

Eligible CPS-3 participants were stratified based on sex, race and ethnicity, age group, and cancer status and invited to participate in the portal feasibility focus groups. We used this purposive sampling strategy to ensure adequate representations in focus groups by race and ethnicity, sex, age, and cancer history. Overall, 608 participants were invited, 78 registered to participate, and 59 participated in the focus groups.

Study Design

The focus groups used an exploratory case design, which is used when there are no clear or predictable outcomes [15,16]. To guide the focus group discussion, semistructured guides were developed before conducting focus groups and were used to prompt group discussions regarding perceived portal benefits, barriers, and preferences (Multimedia Appendix 1). All focus group participants were assigned a pseudonym for anonymity and were asked to introduce themselves using their pseudonym before sharing opinions to ease transcription.

Qualitative Analysis

All focus groups were audio recorded and transcribed verbatim, excluding phrases like um and uh. A ground-up or grounded theory approach was used to analyze the data [17]. Open coding was initially performed to code each line of the text. During this process, in vivo codes were generated based on the participants’ words. Following the open coding process, the data were coded using axial coding. The open-coded data were iteratively and systematically compared and then linked together using one or more codes. Finally, selective coding was used to identify the core categories that emerged from the data. Selective coding was completed by re-reading the data and coding data that related to these categories. Coding consensus was used to validate the data. One researcher coded all data, and two additional researchers reviewed all codes and their assignment to the text; any differences in coding assignments were adjudicated until consensus was reached. NVivo 12 (QSR International) was used to store, code, query, and organize all data [18].
Results

Sample Characteristics

A total of 11 focus groups were conducted in November 2018, with 7 virtual focus groups (2-8 participants each) and 4 on-site (6-8 participants each). Of the 11 focus groups, 5 consisted entirely of participants sharing an underrepresented demographic characteristic (1 focus group of all African Americans, 1 virtual and 1 on-site focus group of all older adults [60 years and older], and 1 virtual and 1 on-site focus group of all cancer survivors). The focus group participant (n=59) demographics are presented in Table 1. About half of the participants were women (31/59, 52%) and most were non-Latinx White (52/59, 88%). The age range of participants was 41 to 72 years (mean 59, SD 6 years), with about half over the age of 60 years (32/59, 54%).

Table 1. Individual-level demographics (n=608 invited, n=59 participants).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants invited (n=608)</th>
<th>Participants registered (n=78)</th>
<th>Focus group participants (n=59)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women, n (%)</td>
<td>314 (51.6)</td>
<td>41 (52)</td>
<td>31 (52)</td>
</tr>
<tr>
<td>Race and ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Latinx White</td>
<td>458 (75.3)</td>
<td>65 (83)</td>
<td>52 (88)</td>
</tr>
<tr>
<td>Black</td>
<td>50 (8)</td>
<td>5 (64)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Latinx</td>
<td>50 (8)</td>
<td>6 (7)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Other</td>
<td>50 (8)</td>
<td>2 (2)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Age group, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59 years and under</td>
<td>507 (83.4)</td>
<td>62 (80)</td>
<td>27 (46)</td>
</tr>
<tr>
<td>60 years and older</td>
<td>101 (16.6)</td>
<td>16 (21)</td>
<td>32 (54)</td>
</tr>
<tr>
<td>Cancer survivor, n (%)</td>
<td>100 (16.4)</td>
<td>11 (14)</td>
<td>8 (15)</td>
</tr>
<tr>
<td>Focus group location, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Virtual</td>
<td>406 (67)</td>
<td>46 (59)</td>
<td>31 (52)</td>
</tr>
<tr>
<td>On-site</td>
<td>202 (33)</td>
<td>32 (41)</td>
<td>28 (48)</td>
</tr>
</tbody>
</table>

As an introduction to the topic of electronic portals, participants were asked about their current portal use. Most, although not all, of the participants were familiar with the concept of online portals, and many already use them with their health care providers and/or banks. On the other hand, there were 3 on-site and 2 online focus group participants who stated they “have no experience with online portals,” “don’t know” if they have access to one or have ever used one, or “have not set up” a portal. Most participants described the benefits and barriers to general portal participation, including improved communication with health care providers, appreciation for 24-hour access to health care records, and concerns about private health information remaining secure. These benefits and barriers were also consistent with the existing literature on patient portals [19-23].

Benefits of Research Portals

The majority of participants indicated that a research participant portal would be beneficial. Participants cited convenience as the main benefit of portal use. For example, one participant described the convenience of the all-hours access:

...being able to access 24/7 is very helpful. It's the convenience, and then also you get two-way feedback. It's more interactive.

Other benefits (Textbox 1, theme 1) include appreciation for having all their study material at one place:

...I would say convenience, being able to access [the portal] on my phone...all my data is in one place. I don't have to keep a lot of paper that I'm worried about getting in the wrong hands.
### Textbox 1. Additional quotes by theme.

<table>
<thead>
<tr>
<th>Theme 1: Perceived portal benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subtheme: convenience</strong></td>
</tr>
<tr>
<td>1. “Same thing with the [CPS-3 study] newsletters, you can go back and access, but a lot of us read them and then we possibly throw it out or it ends up in a pile somewhere. We don't remember where it is. I think that's going to be a great advantage of having the portal.”</td>
</tr>
<tr>
<td>2. “I would like having it all in that one portal. It's there, it's handy. You can go back. If I travel, I have the app on my phone. I can pull it up, it's there”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 2: Portal use concerns</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subtheme: worried about data privacy</strong></td>
</tr>
<tr>
<td>1. “I volunteered to do this study for discovery of treatment or diagnoses to better peoples’ health. I think that should be limited to that only. ... it's not happening in health data yet, but the selling of stuff to other people. That kind of thing should not happen.”</td>
</tr>
<tr>
<td>2. “...what nags me about the online portals is, how much information am I giving out? Who is actually seeing this? And how do I know it's secure, whether it's coming or going?”</td>
</tr>
</tbody>
</table>

| **Subtheme: not concerned about data privacy** |
| 1. “I'm okay with my information being used for educational purposes and by colleges and by universities and students and professors for purposes of figuring out what's going on to heal cancer patients and stuff like that.” |

<table>
<thead>
<tr>
<th>Theme 3: Information accessed or shared through the portal</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subtheme: comfortable sharing information</strong></td>
</tr>
<tr>
<td>1. “I don't mind sharing all that information with the American Cancer Society in relation to this study, and I wouldn't mind my doctor sharing it directly with them. I have no qualms with any of that.”</td>
</tr>
<tr>
<td>2. “…the whole point like somebody said, we chose to be participants in this study to gain information, so I would think you would want, and need said information. I'm fine. If I wasn't fine, I wouldn't participate in the study in the first place, so I'm fine sharing that information with them. Again, presuming it's all confidential...”</td>
</tr>
</tbody>
</table>

| **Subtheme: not comfortable sharing certain information** |
| 1. “I'm okay with sharing most information, especially regarding research. The one piece of information I probably would not be as comfortable with is anything that relates to sex.” |
| 2. “I think it's hard for people to share any kinds of mental health or certain diagnoses, and I think cancer, or any kind of chronic illness might be that. Because if you need to find health insurance, sometimes I think there is a feeling that it's going to be...people are going to know it, and you're not going to be able to get insurance, or life insurance. If somehow, they can access this information.” |

<table>
<thead>
<tr>
<th>Theme 4: Communication with the American Cancer Society staff</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subtheme: comfortable communicating</strong></td>
</tr>
<tr>
<td>1. “The ease of both ways communication with using a portal what strikes me if it's on my screen, I get a message, or I'm asked a question, I'm likely to respond. If I get something in the mail or that's going to get lost in the shuffle.”</td>
</tr>
<tr>
<td>2. “I'm going to look at what the letters are after the name. Does it say RN? Is the person who's answering my question properly trained to have answered my question? That would be my concern, not whether it's John Smith, RN, but whether it's RN or not. In terms of knowing who all the people are who are involved, when would we ever know that? That doesn't seem relevant to me, whereas the qualifications of the person to respond matter a lot.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 5: Cancer Prevention Study-3 (CPS-3) portal desires</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subtheme: CPS-3 study information</strong></td>
</tr>
<tr>
<td>1. “…any successes where the researchers have used our data to help point them at some conclusions that are going to have an impact, certainly we've all gotten in to this so that we would have an impact and if we can be rewarded with milestones, it would be wonderful.”</td>
</tr>
<tr>
<td>2. “I'd like to see how many people participate and how many of these poor people have gotten cancer in the meantime and how long it's been going on and all that.”</td>
</tr>
</tbody>
</table>

| **Subtheme: security**                                     |
| 1. “That two-factor authentication gives me a much more better comfort level.” |

| **Subtheme: portal-based surveys**                         |
|                                                           |

---
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Another participant stated: "they were willing to "share whatever [researchers] want". When prompted, a few participants said they were willing to share information such as medical records, and/or data from electronic devices (eg, surveys). Many participants expressed willingness to share certain types of information through portals, such as CPS-3 survey responses, medical records, and/or data from electronic devices (eg, wearable physical activity monitors and blood pressure monitors). Portal Information Accessed or Shared Through the Research

Subtheme: technical support

1. "I personally find online customer service chats to be way more effective and easier than phone calls. You have a transcript, too, afterwards when you're done."
2. "I don't really perceive needing any assistance, just the basic. Being able to call an 800 number or chat with somebody online if there was a difficulty."
3. "I must have 35 passwords. Between remembering capital, star, or whatever it is, space and all that stuff and if you're not exact then you don't get in. If you're only doing it once every three months, it's difficult. It just needs to be easily you can retrieve a password."

Research Portal Use Concerns

Participants' concerns were focused largely on data privacy, including data storage and use (Textbox 1, theme 2). For example, many participants felt uninformed about how their data would be used and by whom:

I would be concerned as to how long that data would be stored. I mean if the study's only going to be 20 years, what happens to the data at the end of that 20 years?

Several participants also specifically mentioned concerns about their data being accessed by employers or insurance companies, impacting their careers and/or insurability:

I think that in light of the pre-existing condition kind of controversy out there, I would have the same concerns that my insurance company would get that information and use that somehow against me.

A few participants shared that they generally do not trust the internet, with one explaining:

I don't know that much about the internet and the ethernet or whatever they call it, but who knows who could get a hold of... my medical records going across the airwaves, I don't know.

Conversely, some participants did not feel worried about data privacy. One participant reported the following:

I don't know that I have concerns. I was assuming the information would be used for research in order to help prevent cancer...I'm trusting.

Information Accessed or Shared Through the Research Portal

Many participants expressed willingness to share certain types of information through portals, such as CPS-3 survey responses, medical records, and/or data from electronic devices (eg, wearable physical activity monitors and blood pressure monitors; Textbox 1, theme 3). When prompted, a few participants said they were willing to "share whatever [researchers] want". Another participant stated:

One of the reasons we signed up for this study was we wanted to give information so that it could be used for future generations... I have no problem sharing everything.

On the other hand, several participants expressed reluctance to share information they perceived as more sensitive, such as details regarding their mental health or sexual habits (Textbox 1, theme 3, subtheme: not comfortable sharing certain information, quote 1). One participant shared:

I think anything with mental health, there's still a stigma there. So, if I have [mental health] issues... I would not feel comfortable sharing.

Participants were also hesitant about providing too many personal identifiers on a portal:

The things I don't feel comfortable sharing, I guess on health-related sites, would be my social security number, my Medicare number, things that other people can use to really get access to information about me and use in other harmful ways.

Several participants drew a clear distinction between patient and research participant portals. They expressed a willingness to share details on patient portals but set limits on the amount of information they would share on research participant portals. One participant described the conditions required for sharing medical information with researchers:

I'm a little concerned about keeping a clear distinction between researchers and medical providers...I'm willing to provide some of my medical records to researchers as long as I'm clear as to what they're doing with that and how they're asking that I transfer any kind of medical information aside from just surveys.

In contrast, other participants clearly understood the distinction between patient and research participant portals and felt equally willing to share their information through both:

I think the portal for our personal physician is a different situation. There it helps the patient/physician interaction and helps save time for both parties. As far as a portal for this study or studies like this, I think it's very important to assist research. I'm a big fan of sharing information in an anonymous fashion to help the research parties involved.

Communications With Study Staff

When asked, most participants expressed a willingness to receive and respond to messages through the participant portal (Textbox 2). When asked, most participants expressed a willingness to receive and respond to messages through the participant portal (Textbox 2).
Further, participants felt that two-way communication would improve study engagement, as exemplified in this participant’s thoughts:

*I would like to feel more connected to the study... I don’t even know how often we get the opportunity to participate in answering a survey. And sometimes I don’t feel connected to it. I feel like, “Have I missed one because I missed that email?”...more communication with the ACS in regards to the study might help me feel more connected to it.*

These perspectives were echoed by other participants:

*I think the communication piece is really important and even as we take surveys, now I sometimes find certain questions not as clear as I would like them to be, it would give us that avenue to offer good feedback to the team working on it in the first place.*

However, as another participant noted, some understanding of the study staff credentials would ease communication:

*I want to know a little bit about who’s responding, so if the responder has some certification or some specialty in whatever the information they’re providing, that would be really helpful to know. I don’t want to take information on face value unless I know that it’s coming from someone who has a background, at least, and experience.*

**Features of a Research Portal**

Participants expressed a desire for a “well-designed [portal] that is user-friendly” and “doesn’t have a lot of bells and whistles.” Participants made several specific recommendations for features and content they would like to see on a research participant portal. For example, several participants hoped to find information regarding participant demographics (Textbox 1, theme 4), study design, and research findings on the portal:

*I’d like to see some updates, some CPS-3, some just in general, regarding the work they’re doing. Then, also, maybe a section for comments or questions.*

Participants also spent time discussing their wish for a safe and secure portal, with several participants advocating specifically for two-step verification:

*I like a two-step validation or verification process...while it is a little inconvenient because it requires extra steps is, if I’m going to log onto a portal, the portal will send a message to my cell phone with a code and then to complete the login. I have to use the code. I like that kind of two-step authorization.*

Most participants expressed openness to completing regular surveys through the portal. During these discussions, the topic of preferred survey length frequently arose, with several participants stating that they were willing to commit “as long as it takes” or however much “time [the surveys] require.” However, other participants had specific suggestions for maximum survey length and administration frequency:

*I think 15 to 20 minutes for a survey is an appropriate amount of time for me and how often, two or three times a year I think would be okay.*

Other participants suggested providing clear indicators of survey length (Textbox 1) by adding a completion bar or page countdown to help them manage their time while taking more lengthy surveys:

*I’m more likely to finish the survey if during it, it tells you how far you are so that you know if you’re getting close to the end or not.*

Finally, many participants discussed the importance of technical support (Textbox 1, theme 5). Participants expressed concerns over having too many passwords and reiterated the importance of some sort of technical support to quickly retrieve a new password:

*I would like just a quick password reset email if necessary. Something quick as opposed to 20 minutes later and perhaps an online video if things get very technical.*

**Discussion**

**Principal Findings**

In this qualitative study, we investigated epidemiologic cohort research participants’ perspectives and expectations of an electronic portal for study engagement and data collection. Through 11 focus groups, we found that most participants were favorably disposed toward the concept of using a portal to participate in the cohort study as long as the portal is secure and easy to use. Many themes that arose in this study were consistent across groups. Importantly, we were able to recruit enough participants to gain an understanding of how research participants in longitudinal cohort studies may view the implementation of an electronic portal. Given that the final focus group did not produce any significant new information, we can assume that we achieved data saturation. This suggests that participants in CPS-3 and other longitudinal cohort studies might be willing to use a research portal that has the potential to benefit both researchers and participants.

Some of the themes that arose in this study regarding research participant portals were similar to those documented in the literature regarding health care patient portals. For example, the most commonly discussed perceived benefit in this study was convenience, especially regarding access to research records anywhere, at any time, with a variety of electronic devices, which also applies to health care portals [19,20]. Similarly, the most commonly cited concern was data privacy and protection, including hacking, data sharing, and password management [20,24]. Although participants were informed of data privacy and protection at the time of CPS-3 enrollment, continuing to educate and inform participants is clearly important, and a participant portal would make it easier to do so. Given the similarities in the themes presented here and in patient portal research, it is possible that some findings regarding the design and implementation of patient portals may be applied to research portals. This is potentially important as there is considerably...
more research on the use of portals for health care purposes than on the use of portals for research purposes.

Several novel concepts relating specifically to research participant portals have emerged. Generally, participants were willing to upload medical records, connect wearable devices, and share other PGHD through an electronic portal outside of a health care setting. Although most participants were open to completing surveys on the portal, many wished to be informed of the survey duration before and/or during administration. Similarly, participants expressed their preference to save responses and complete surveys at a time that is convenient for them. Participants’ willingness to provide survey data appears to be based primarily on the altruistic belief that the data could benefit others through research findings. Although altruistic motivation for research participation may not be a novel concept [25], it is useful to understand these motivations when considering how to communicate the importance of logging in and participating on the portal. Finally, most participants were willing to communicate with the study staff through the portal, although several participants mentioned the importance of understanding the staff member’s credentials.

On the basis of the participant feedback provided through the focus groups, we recommend that research participant portals be easy to use and function on all platforms (eg, mobile phones, tablets, and all commonly used web browsers). Given participant concerns regarding data privacy and protection, it is essential to design a portal with robust security (eg, dual-factor authentication) and easy access to data privacy policies from the signed informed consent form. Research participant portals should also provide timely technical support. Surveys administered through a portal should include progress bars and options to save and return to the survey later. The findings also suggest that a portal would be more appealing to participants if it connects and engages them through information on new study findings and discoveries.

Strengths and Limitations
This study has some limitations. First, the level of transferability (ie, the degree to which these findings can be applied to other groups or initiatives) of these results is unclear, particularly as the participants in this study have already demonstrated a long-term commitment to a longitudinal cohort study. Additionally, although several underrepresented groups were present in our focus groups, we did not have large enough subgroup sample sizes to consider differences by group. Similarly, only 2 participants were present for one of the online focus groups, although more had initially registered; thus, group discussion may have been affected for that particular group. Although it is beyond the scope of this study, more consideration around the real-world integration of electronic research portals is needed, especially as participants presumably begin to gain access to more electronic patient portals through their health care providers. Future research should identify ways to simplify the implementation and management of research portals for both participants and study staff. Despite these potential limitations, this study is, to our knowledge, the first to systematically investigate the views of research participants regarding online research participant portal use.

Conclusions
Participant portals may be beneficial to researchers for facilitating new data collection, integrating wearable technologies, administering targeted surveys on special topics to subset populations, saving costs and time compared with mailed surveys, and engaging participants between survey cycles. For participants, portals have the potential to reduce burden by providing convenient ways to report data, review study materials, and remain connected to the study. The rich data from these focus groups provide a rationale for building a research participant portal and information to inform the design of the portal. To achieve these potential benefits, portals should be easy to use, secure, trustworthy, and compatible with a variety of devices.
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Abstract

Background: Recruitment of health research participants through social media is becoming more common. In the United States, 80% of adults use at least one social media platform. Social media platforms may allow researchers to reach potential participants efficiently. However, online research methods may be associated with unique threats to sample validity and data integrity. Limited research has described issues of data quality and authenticity associated with the recruitment of health research participants through social media, and sources of low-quality and fraudulent data in this context are poorly understood.

Objective: The goal of the research was to describe and explain threats to sample validity and data integrity following recruitment of health research participants through social media and summarize recommended strategies to mitigate these threats. Our experience designing and implementing a research study using social media recruitment and online data collection serves as a case study.

Methods: Using published strategies to preserve data integrity, we recruited participants to complete an online survey through the social media platforms Twitter and Facebook. Participants were to receive $15 upon survey completion. Prior to manually issuing remuneration, we reviewed completed surveys for indicators of fraudulent or low-quality data. Indicators attributable to respondent error were labeled suspicious, while those suggesting misrepresentation were labeled fraudulent. We planned to remove cases with 1 fraudulent indicator or at least 3 suspicious indicators.

Results: Within 7 hours of survey activation, we received 271 completed surveys. We classified 94.5% (256/271) of cases as fraudulent and 5.5% (15/271) as suspicious. In total, 86.7% (235/271) provided inconsistent responses to verifiable items and 16.2% (44/271) exhibited evidence of bot automation. Of the fraudulent cases, 53.9% (138/256) provided a duplicate or unusual response to one or more open-ended items and 52.0% (133/256) exhibited evidence of inattention.

Conclusions: Research findings from several disciplines suggest studies in which research participants are recruited through social media are susceptible to data quality issues. Opportunistic individuals who use virtual private servers to fraudulently complete research surveys for profit may contribute to low-quality data. Strategies to preserve data integrity following research
participant recruitment through social media are limited. Development and testing of novel strategies to prevent and detect fraud is a research priority.

(J Med Internet Res 2020;22(10):e23021) doi: 10.2196/23021
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Introduction

Health research participants are increasingly recruited online [1]. Researchers may access potential research participants through a variety of online sources, including classified advertisements, search engine advertisements, survey panels, email listservs, crowdsourced online labor markets, and social media platforms [2-4]. Recruitment of health research participants through social media is particularly popular and has been reported in at least 69 unique papers published between 2011 and 2019 [5-7]. Recruitment of health research participants through social media may appeal to researchers for several reasons. First, 80% of US adults use social media, and rates of social media use exceed 60% in almost every sociodemographic category for which data are available [8]. Although only 40% of US adults aged 65 years and older use social media, this proportion has grown substantially from 12% in 2010 [8]. Second, social media platforms permit researchers to target advertisements to users according to their age, gender, education, location, interests, and behaviors [9]. Targeted social media advertisements enable researchers to direct their recruitment efforts toward individuals who are likely to meet study eligibility criteria. Third, the practical and ethical considerations of recruiting health research participants from social media have been well characterized. Guides to using social media to recruit participants to health research studies are available in the peer-reviewed literature and are increasingly produced by academic institutions [9-14]. Likewise, several authors have proposed approaches to ensure the protection of human research participants who are recruited through social media [11,13,15]. Researchers have sought to describe the extent to which participant recruitment through social media is cost-effective and efficient [2-4,7,16-19]. Although study results vary, some researchers suggest the use of social media may be more efficient and affordable than traditional recruitment methods in clinical settings [5]. Likewise, there is evidence that social media platforms effectively provide researchers with a way to access members of small or difficult-to-reach populations [7,11,12,16,20]. Despite these findings, studies in which research participants are recruited through social media are vulnerable to the same challenges associated with other methods of recruiting research participants online [21,22]. Respondent misrepresentation of eligibility criteria, duplicate enrollment, and automated enrollment by software applications known as bots pose serious threats to sample validity and data integrity [23]. Nevertheless, these challenges are poorly described in the health sciences literature, particularly as they relate to the recruitment of health research participants through social media. Ongoing development of best practices for all aspects of online research is necessary to encourage rigor and ensure judicious use of limited resources. The purpose of this paper is to describe and explain potential threats to sample validity and data integrity associated with the recruitment of health research participants through social media. We use our recent experience recruiting health research participants through social media as a case study. Drawing upon this example and from published research within and outside of the health sciences literature, we aim to provide a comprehensive overview of strategies that may be used to mitigate these threats.

Methods

We designed a cross-sectional descriptive study that elicited patient perceptions of patient-provider communication in the ovarian cancer care setting. At the time of initial recruitment, eligible participants were English-speaking US adults diagnosed with ovarian cancer within the last 12 months. We planned to recruit participants through the Facebook and Twitter social media platforms and collect data online through a Research Electronic Data Capture (REDCap) survey [24]. Upon survey completion, valid participants would be issued a $15 electronic gift card. The Dana-Farber/Harvard Cancer Center institutional review board (IRB) approved the study protocol. We developed our study protocol (Figure 1) after reviewing published guides to recruiting health research participants online [9,11,23,25] and seeking advice from our institution’s REDCap administrators and survey research core. First, we created a study page on Facebook and study account on Twitter. Next, we developed and planned to disseminate a set of Facebook posts, targeted Facebook advertisements, tweets (Twitter posts), and targeted Twitter advertisements. The Facebook page, Twitter account profile, Facebook posts, tweets, and targeted advertisements each included a brief overview of the study purpose and link to an eligibility screening questionnaire. Promotions described a gynecologic cancer communication study rather than an ovarian cancer communication study to prevent respondent misrepresentation of eligibility criteria [9,11]. No other details related to eligibility criteria were apparent from study promotions.
To access the eligibility screening questionnaire, respondents were required to pass a completely automated public Turing test to tell computers and humans apart (CAPTCHA) [23,25]. The eligibility screening questionnaire asked respondents to report how they heard about the study and used branching logic to deny access to ineligible respondents [25]. Respondents who reportedly met eligibility criteria were directed to a study information page that included all elements of informed consent. The study information page informed respondents that remuneration was limited to one gift card per participant and evidence of fraudulent activity may result in study removal [23]. Respondents who agreed to enroll in the study were prompted to provide their email address and create a survey passcode. Enrolled participants received automated emails containing a unique survey link and were required to enter their passcode to access the survey.

The survey included 124 closed- and 14 open-ended items. We pretested the survey and estimated that it would require 15 minutes to complete. We designed the survey to include several elements aimed at identifying low-quality or fraudulent responses. These included (1) a timestamp at the beginning and end of the survey, (2) hidden items, which are visible to bots but invisible to human respondents, and (3) pairs of items that could be used to identify inconsistent or illogical responses (eg, timestamp time zone and self-reported location). Prior to manually distributing participant remuneration, we planned to review completed surveys for evidence of inattention, duplicate or unusual responses to open-ended items, inconsistent responses to verifiable items, and evidence of automation. Specific examples from each of these categories are provided in the Results section.

We initiated recruitment with a single tweet that read “Help researchers learn about communication in gynecologic cancer care. Fill out a research survey from Dana-Farber Cancer Institute and receive a $15 Amazon gift card. Visit [link to the eligibility screening questionnaire] to learn more.” We also added the link to the eligibility screening questionnaire to the study Facebook page and Twitter account profile. We scheduled targeted advertisements to be launched at a later date.

Results

Less than 7 hours after initiating recruitment, 576 respondents had completed the eligibility screening questionnaire. We suspected fraudulent activity after noting that although eligibility was limited to US residents, 82.5% (475/576) of responses to the eligibility screening questionnaire were submitted between the hours of midnight and 4:00 am Eastern Standard Time. In turn, we removed the tweet containing the link to the eligibility screening questionnaire, deleted the link from the Facebook page and Twitter account profile, and temporarily deactivated the survey.

Of the respondents who completed the eligibility screening questionnaire, 47.0% (271/576) reportedly met eligibility criteria, enrolled in the study, and completed the survey. Of the completed surveys, 47.2% (128/271) were submitted between the hours of 1:00 and 5:00 am in the participant’s reported time zone. The mean time to survey completion was 12.8 (SD 14.8) minutes. Three members of the study team (RP, MJH, and DLB) assessed completed surveys for quality and authenticity. We began by highlighting evidence of inattention, duplicate or unusual responses to open-ended items, inconsistent responses to verifiable items, and evidence of automation in each case. Next, we documented the specific indicators of low-quality or fraudulent data that were present in the data set. Indicators that could reasonably be attributed to respondent error or coincidence were labeled as suspicious, while those that strongly suggested automation or respondent misrepresentation were labeled as fraudulent (Table 1). Given the possibility that some legitimate
respondents could have completed the survey between the hours of 1:00 and 5:00 am, we opted not to include hour of survey submission on our list of indicators.

We classified cases with 1 fraudulent indicator or at least 3 suspicious indicators as fraudulent, cases with no fraudulent indicators and 1 to 2 suspicious indicators as suspicious, and cases with no fraudulent or suspicious indicators as legitimate.

In total, we classified 94.5% (256/271) as fraudulent, 5.5% (15/271) as suspicious, and none as legitimate. Most cases (241/271, 88.9%) exhibited more than 1 type of indicator of low-quality or fraudulent data. Of the fraudulent cases, 52.0% (133/256) exhibited evidence of inattention, with survey completion times under 5 minutes in 24.6% (63/256) of cases and under 10 minutes in 27.3% (70/256) of cases. More than half of the fraudulent cases (138/256, 53.9%) included a duplicate or unusual response to an open-ended item. For example, in response to an item asking if participants wished to share anything else about communicating with doctors and other health professionals, 2 respondents entered “professional and technical personnel carry out film packaging management.” In response to an item asking participants what recommendations their clinicians had made about surgery, 6 respondents entered “the first choice surgery excision treatment, surgery pathology.”

Table 1. Indicators of low-quality or fraudulent data.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Designation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survey completion time &lt;5 minutes</td>
<td>Fraudulent</td>
</tr>
<tr>
<td>Survey completion time &lt;10 minutes</td>
<td>Suspicious</td>
</tr>
<tr>
<td>Same response provided to every closed-ended item on a survey page (straight lining)</td>
<td>Suspicious</td>
</tr>
<tr>
<td>Exact response (consisting of more than 2-3 words) provided by more than one respondent</td>
<td>Fraudulent</td>
</tr>
<tr>
<td>Response is nonsensical or irrelevant to item</td>
<td>Suspicious</td>
</tr>
<tr>
<td>Several responses follow the same pattern in terms of phrasing or formatting</td>
<td>Suspicious</td>
</tr>
<tr>
<td>Response is an exact duplicate of text found on an existing website</td>
<td>Suspicious</td>
</tr>
<tr>
<td>Reported location and zip code prefix do not match</td>
<td>Suspicious</td>
</tr>
<tr>
<td>Reported location and timestamp time zone do not match</td>
<td>Suspicious</td>
</tr>
<tr>
<td>Reported treatment facility is not a cancer care facility</td>
<td>Suspicious</td>
</tr>
<tr>
<td>Timestamp time zone indicates survey was completed outside of the United States</td>
<td>Fraudulent</td>
</tr>
<tr>
<td>Response to “Where did you hear about this survey?” identified an organization that was not involved with recruitment</td>
<td>Suspicious</td>
</tr>
<tr>
<td>Response provided to one or more hidden items</td>
<td>Fraudulent</td>
</tr>
</tbody>
</table>

In total, 86.7% (235/271) of cases included an inconsistent response to 1 or more verifiable items, and 16.2% (44/271) included a response to a hidden item. Every case that included a response to a hidden item and had valid timestamp data (25/271, 9.2%) exhibited a survey completion time under 2 minutes.

After consulting with our institution’s IRB, we removed fraudulent cases from the study without remuneration. We issued remuneration to the 15 respondents whose cases were classified as suspicious; however, we will exclude these cases from planned data analyses. We reinitiated recruitment by creating a duplicate REDCap project with a new URL. The new URL was not posted publicly; rather, promotions were limited to targeted Facebook advertisements and Facebook posts in private groups. Several months after successfully reinitiating recruitment in this fashion, we received 3 completed surveys in rapid succession. Upon review, we classified these cases as fraudulent. On review of Facebook user engagement with our targeted advertisements, we determined that a Facebook user who met our targeting criteria had shared one of our advertisements in a public Facebook post. We promptly removed the advertisements from Facebook and reinitiated recruitment using a third REDCap project URL without further issues.

**Discussion**

**Principal Findings**

Our initial attempt to recruit health research participants through social media resulted in a large volume of low-quality and fraudulent data. Although we implemented strategies to prevent respondent misrepresentation of eligibility criteria and automated enrollment, hundreds of respondents navigated past checkpoints meant to restrict access to eligible human respondents.

Although our study protocol was informed by published guidance on the recruitment of health research participants through social media [9-14], discussions of data quality and
authenticity are largely absent from these works. Likewise, existing discussions of data quality and authenticity may be embedded in articles that discuss the challenges of online research more generally [23,25]. Researchers who consult the literature prior to recruiting health research participants through social media may overlook articles that do not refer to social media explicitly.

Our experience suggests studies in which research participants are recruited through social media are susceptible to many of the same pitfalls as studies in which participants are recruited through other online means [25-28]. In a related example, Dewitt and colleagues [22] conducted a cross-sectional descriptive study in which data were collected via web-based survey. The study team recruited research participants through an electronic mailing list and Facebook. Following data collection, they found that 60.5% (289/478) of completed survey responses were fraudulent. Similarly, Ballard and colleagues recruited research participants through an unspecified social media platform [21]. Following data collection, they determined that of the survey responses, 28.3% (117/414) were fraudulent and 10.1% (42/414) were potentially fraudulent. It is possible that the proportion of fraudulent responses was higher in our study because we shared the link to our eligibility screening questionnaire on both Facebook and Twitter. Nevertheless, these findings highlight the need to address issues of sample validity and data integrity as they pertain to the role of social media in health research.

Although issues of data quality and authenticity are not unique to studies in which research participants are recruited online, individuals who intend to defraud researchers may find that technology permits them to do so on a larger scale than would otherwise be possible. For example, bots can be programmed to rapidly complete online surveys. However, our experience and those of others suggest that the majority of fraudulent data cannot be attributed to bots alone [21,28]. All respondents in our study were able to pass a CAPTCHA, and only 16.2% (44/271) responded to one or more hidden survey items. Although some bots may be capable of passing a CAPTCHA and generating a fraudulent email address [22], access to our survey was restricted to respondents who provided a valid email address and had access to its inbox. Moreover, most respondents successfully identified a cancer treatment facility in the United States and entered a zip code prefix in the same geographic region. These activities require a degree of sophistication characteristic of human respondents [28].

Several authors have observed that satisficing, in which eligible respondents expend the minimal amount of cognitive effort needed to complete a survey, contributes to low-quality data [29,30]. One limitation of our fraud detection protocol is the overlap between indicators of fraud and indicators of satisficing. However, given the speed with which we accumulated low-quality data, it is likely that our results largely reflect a coordinated effort by ineligible respondents to obtain remuneration rather than sample-wide satisficing. Groups of individuals who intend to defraud researchers may exchange information about online research studies that provide financial incentives [23]. Moreover, in a 2019 blog post, the founder of a company specializing in market research identified at least one website dedicated to training individuals to fraudulently complete large volumes of online surveys [31]. Although the phenomenon of respondent misrepresentation has been identified in the health sciences literature [25], the mechanisms by which low-quality and fraudulent survey responses are submitted by human respondents are poorly described. Improved understanding of this phenomenon is necessary to prevent the exploitation of research studies in which participants are recruited through social media and other online means.

Role of Virtual Private Servers
Research from other disciplines offers insight into strategies used to defraud researchers who recruit research participants online. In the field of behavioral accounting, Dennis and colleagues [28] described 2 studies in which they recruited research participants through Amazon’s Mechanical Turk, a crowdsourced online labor market. They received a large volume of responses that exhibited many of the same indicators of low-quality or fraudulent data that were present in our data. The authors used internet protocol (IP) address geolocation to identify the source of these responses and discovered multiple IP addresses with identical global positioning system coordinates. On further investigation, the authors determined that the IP addresses in question were associated with both a server farm and an internet service provider known to provide virtual private servers (VPSs).

Server farms are large collections of computer hardware housed in a single location. Server farms provide users with remote access to hardware with a processing capacity that exceeds that of a single computer. Each server farm can host a nearly unlimited number of VPSs, each of which functions like an individual computer but lacks its own physical hardware [28]. Like a physical computer, a VPS comprises data files, software programs, and an operating system [28]. An individual using more than one VPS would be able to use one physical computer to remotely program multiple VPSs to complete research surveys at the same time (Figure 2).
Responses that originate from one individual using more than one VPS may be difficult to identify. Each VPS has a unique IP address associated with the physical location of the server farm rather than that of its user [28]. An individual using more than one VPS may masquerade as multiple respondents, each with a unique IP address. Furthermore, an individual using a VPS hosted on a server farm within the United States may mask his or her true location and circumvent strategies to limit study enrollment to US residents [28,32].

A VPS is not the only way in which an individual can mask his or her location. Virtual private networks, anonymous proxies, and spoofed IP addresses may be used for the same purpose. It is important to note that some individuals conceal their location or IP address out of privacy concerns and may not have malicious intent [32]. However, research suggests VPS use is associated with the collection of low-quality and fraudulent data following online recruitment of research participants.

Dennis and colleagues [28] used respondent IP addresses to compare the data they received from respondents who used a VPS to the data they received from those who did not. In open-ended item responses, respondents who used a VPS exhibited significantly higher proportions of English language misuse, incoherent or nonsensical phrases, duplicate responses, and responses that were copied verbatim from an existing website. The similarities between the responses received by Dennis and colleagues and our study team suggest individuals who use a VPS to defraud researchers are active outside of crowdsourced labor markets and may enroll in research studies that recruit participants through social media. The implications of this finding for data quality are especially concerning given a recent analysis by Kennedy and colleagues [32], who analyzed 38 studies that recruited research participants through Amazon’s Mechanical Turk and found evidence of respondents using a VPS as early as 2015.

**Strategies to Preserve Sample Validity and Data Integrity**

Published papers within and outside of the health sciences literature offer suggestions to avoid collecting low-quality and fraudulent data from research participants recruited online. Although most strategies are applicable to studies that recruit research participants through social media, we provide additional suggestions that are specific to this approach. Limited research describes strategies to identify respondents using a VPS. Herein, we summarize the progress that has been made in this area to date and identify topics in need of further development.

Strategies to prevent collection of low-quality or fraudulent data are proposed according to project phase below.

**Preparation of study protocol and IRB application:**
- Develop a written protocol for identifying and responding to low-quality data [22]
- Include language that permits the study team to verify respondent identities if needed (eg, via telephone call) [22,25]
- In consent document, state that participants will be removed from the study without remuneration in cases of fraud and participants will not receive additional remuneration for completing the study more than once [21,23]
Mail remuneration to a physical address to avoid respondent misrepresentation of location-based eligibility criteria [21,25].
Lower the value of or eliminate remuneration [23,25].
Prepare study advertisements that do not explicitly state eligibility criteria [9,11].
Seek guidance from institutional resources (eg, information systems, research computing, and the IRB).

Preparation of data collection instruments:
- Use a data collection platform with fraud prevention and detection features (eg, Qualtrics) [21-23,32].
- Use automated invitations to send each respondent a unique link to the data collection instrument [25].
- Ask respondents to identify where they heard about the study [25].
- Require respondents to pass a CAPTCHA [22,23,25].
- Collect respondent IP addresses (according to the Health Insurance Portability and Accountability Act Privacy Rule, IP address is considered an identifier) [21,23,25,28,32,33].
- Collect verifiable information, such as telephone number or physical address [21,23].
- Include at least one hidden item in each instrument. This can be accomplished by adding the @HIDDEN action tag to an item in REDCap or by adding custom JavaScript code to an item in Qualtrics.
- Include a time stamp at the beginning and end of each instrument [21,23,25].
- Include (and consider requiring a response to) open-ended items [28].
- Include items with embedded directives (eg, “select the third option below”) [27].
- Include pairs of items that can be compared for consistency [23,25].
- Include items that require respondents to demonstrate insider knowledge [25].

Active recruitment and data collection:
- Avoid posting links to data collection instruments in the public space.
- Use targeted advertisements to avoid promoting the study to ineligible respondents [9].
- Limit visibility of study-related social media profiles to audiences in the target geographic regions.
- Monitor social media user engagement with study posts and advertisements (eg, for public shares or comments related to eligibility criteria).
- Monitor frequency and content of responses for suspicious patterns.
- Identify respondents using a VPS with a tool such as the rIP R package or Shiny [32-34].

Researchers will need to weigh the potential benefits of each strategy against the financial and practical burden it may impose. For example, eliminating participant remuneration may remove the incentive for individuals who aim to defraud researchers [23,25]. However, survey completion and response rates are likely to be higher when remuneration is offered [35]. Entering participants into a raffle drawing for a larger incentive may serve as an acceptable compromise [25]. Alternatively, to verify that respondents meet location-based eligibility criteria, researchers may elect to mail gift cards to a physical address rather than send them electronically [25]. Some researchers have reported successfully verifying respondent eligibility over the telephone [22,25], but as Teitcher and colleagues [23] observed, respondent eligibility verification is labor-intensive and may increase burden for legitimate participants.

Not every strategy mentioned will be appropriate for every research study. Similarly, no strategy will effectively preserve sample validity and data integrity when used alone. For example, although CAPTCHAs are intended to differentiate human respondents from bots, they are not always effective [22,23]. Likewise, although IP addresses can be used to verify that a respondent meets geographic eligibility criteria, IP-based geolocation is not always accurate [21,25]. Given that each strategy may be associated with one or more shortcomings, we recommend a comprehensive and multifaceted approach.

There is a need for research that develops and tests strategies to limit enrollment of individuals who may be using a VPS to defraud researchers. One approach has been proposed by Waggoner and colleagues [33], who developed a package called rIP for the statistical computing environment R (R Foundation for Statistical Computing). The rIP package provides researchers with the location of respondent IP addresses, information about likely VPS or server farm use, and a recommendation about whether to include the respondent’s data in the data set. The team created an online version of the tool called Shiny that allows users to upload comma-separated value files for analysis in lieu of using R [33]. Although the rIP package and Shiny application have the potential to substantially reduce the workload associated with data quality review, prevention of low-quality responses is preferable to retrospective data classification. In a separate paper, Kennedy and colleagues [32] described embedding code in their Qualtrics survey to identify respondents whose IP address is associated with a server farm or VPS. The code used the IP verification website IP Hub [36] to identify these respondents and redirected them to a message informing them that they were ineligible to participate in the study. Additional solutions that capitalize on emerging knowledge of low-quality and fraudulent data sources are needed.

Limitations
Our study team did not collect the IP addresses of respondents. As such, we could not use the rIP R package or Shiny app [33] to determine whether a respondent used a VPS to access our survey. Future research that compares information provided by the rIP R package or Shiny app to the indicators of fraudulent or low-quality data that are described in this paper is warranted.

Conclusions
The recruitment of health research participants through social media is associated with several potential advantages. Nevertheless, studies in which research participants are recruited through social media are vulnerable to significant threats to sample validity and data integrity. There is a pressing need for best practices to prevent respondent misrepresentation of eligibility criteria and to identify low-quality and fraudulent data.
data. As health researchers increasingly turn to social media to access potential research participants, development of strategies to ensure rigor remains a priority.

Acknowledgments
RP is supported by an American Cancer Society Postdoctoral Fellowship (133063-PF-19-102-01-CPPB) and a Gordon and Betty Moore Foundation Society for Medical Decision Making Fellowship in Medical Decision Making (GBMF7853).

Conflicts of Interest
None declared.

References
17. Frandsen M, Thow M, Ferguson SG. The effectiveness of social media (Facebook) compared with more traditional advertising methods for recruiting eligible participants to health research studies: a randomized, controlled clinical trial. JMIIR Res Protoc 2016;5(3):e161 [FREE Full text] [doi: 10.2196/resprot.5747] [Medline: 27511829]


The Role of Social Media in Enhancing Clinical Trial Recruitment: Scoping Review

Ida Darmawan¹, MA; Caitlin Bakker², MLIS, AHIP; Tabetha A Brockman³,⁴, MA; Christi A Patten³,⁴, PhD; Milton Eder⁵,⁶, PhD

¹Hubbard School of Journalism and Mass Communication, University of Minnesota, Minneapolis, MN, United States
²Health Sciences Libraries, University of Minnesota, Minneapolis, MN, United States
³Department of Psychiatry and Psychology, Mayo Clinic, Rochester, MN, United States
⁴Center for Clinical and Translational Science, Mayo Clinic, Rochester, MN, United States
⁵Department of Family Medicine & Community Health, University of Minnesota, Minneapolis, MN, United States
⁶Clinical and Translational Science Institute, University of Minnesota, Minneapolis, MN, United States

Corresponding Author:
Ida Darmawan, MA
Hubbard School of Journalism and Mass Communication
University of Minnesota
206 Church St SE
Minneapolis, MN, 55455
United States
Phone: 1 612 735 8974
Email: darma002@umn.edu

Abstract

Background: Recruiting participants into clinical trials continues to be a challenge, which can result in study delay or termination. Recent studies have used social media to enhance recruitment outcomes. An assessment of the literature on the use of social media for this purpose is required.

Objective: This study aims to answer the following questions: (1) How is the use of social media, in combination with traditional approaches to enhance clinical trial recruitment and enrollment, represented in the literature? and (2) Do the data on recruitment and enrollment outcomes presented in the literature allow for comparison across studies?

Methods: We conducted a comprehensive literature search across 7 platforms to identify clinical trials that combined social media and traditional methods to recruit patients. Study and participant characteristics, recruitment methods, and recruitment outcomes were evaluated and compared.

Results: We identified 2371 titles and abstracts through our systematic search. Of these, we assessed 95 full papers and determined that 33 studies met the inclusion criteria. A total of 17 studies reported enrollment outcomes, of which 9 achieved or exceeded their enrollment target. The proportion of participants enrolled from social media in these studies ranged from 0% to 49%. Across all 33 studies, the proportion of participants recruited and enrolled from social media varied greatly. A total of 9 studies reported higher enrollment rates from social media than any other methods, and 4 studies reported the lowest cost per enrolled participant from social media.

Conclusions: While the assessment of the use of social media to improve clinical trial participation is hindered by reporting inconsistencies, preliminary data suggest that social media can increase participation and reduce per-participant cost. The adoption of consistent standards for reporting recruitment and enrollment outcomes is required to advance our understanding and use of social media to support clinical trial success.

(J Med Internet Res 2020;22(10):e22810) doi:10.2196/22810
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Introduction

Patient recruitment continues to be a major challenge in clinical trials, with 19% of trials being terminated due to poor recruitment and another one-third needing to extend recruitment time [1,2]. Delay and termination of clinical trials has significant scientific, ethical, and financial impact on patients, researchers, and society [3]. Termination of clinical trials due to recruitment issues leads to failure to obtain the necessary evidence to assess efficacy, safety, and effectiveness of an intervention, which could subsequently delay the implementation of a more beneficial therapy or allow an existing suboptimal standard therapy to remain in practice [3,4]. From an ethical perspective, study termination exposes enrolled patients to unnecessary risks and inconvenience due to the impossibility of generating sufficient data [3]. Furthermore, delay and termination also involve human, time, and financial opportunity costs, lower researchers’ morale, and may reduce society’s trust and subsequent willingness to participate in medical research [3].

Multiple factors contribute to recruitment failure in clinical trials, including lack of funds, complex and unclear trial design, and failure to find and interest eligible participants [5]. The inability to reach potential participants may result from overestimation of prevalence, competing trials, and ineffective advertising strategies [5]. Although researchers employ multiple strategies to improve clinical trials recruitment, evidence on best practices is lacking.

In recent years, researchers have increasingly augmented traditional methods, such as newspaper, radio or television advertisements, flyers, and signs on buses, with social media strategies to help accelerate enrollment and achieve their recruitment targets. Social media may offer distinct benefits compared with traditional methods due to its ability to target specific patient segments using customized messages that may resonate better with the target segments [6]. Additionally, several social media platforms have a higher proportion of users from minority groups (eg, African American use of Twitter), which can facilitate reach and diversity of recruitment for trials [6].

Research evaluating the effectiveness of social media in enhancing clinical trial recruitment in various settings has produced conflicting results [7-10]. Some studies find social media more effective and less costly than traditional methods [7,8], while others do not [9,11]. A scoping review on the use of social media in health research recruitment published in 2016 also yielded inconclusive findings [12]. Differences in the results reported appear to be due to the ways researchers defined social media, the types of studies included in the review, and variation in how studies compared and assessed recruitment and enrollment through social media and traditional methods.

In this study, we define social media as “a group of Internet-based applications that build on the ideological and technological foundations of Web 2.0, and that allow the creation and exchange of User Generated Content” [13]. According to the Organization for Economic Co-operation and Development definition, user-generated content needs to be published on a website that is publicly accessible, show some creative effort, and not be created in the context of professional work [14]. This definition excludes online media supported by internet-based platforms, such as email, instant messaging, regular websites, replications of existing content, and work created by companies for commercial use. We define traditional methods as offline (non–internet-based) platforms, such as television, print, and in-person recruitment. By using generally accepted definitions of social and traditional media, we address the heterogeneity observed in a prior scoping review and more clearly articulate the basis for including studies in this scoping review.

The prior scoping review included both observational and interventional studies [12], which potentially confounded the results. To avoid potential incommensurability across studies, this review includes only research studies that meet the National Institutes of Health’s definition of a clinical trial [15]. Beyond refinements to the inclusion criteria, new studies comparing the use of social media and traditional methods for clinical trial recruitment have been published. As a result, two-thirds of the studies included in this scoping review were not evaluated in the prior scoping review.

Our scoping review examined the literature on the use of social media in conjunction with traditional methods in clinical trials to improve recruitment outcomes (success rate and cost). Specifically, this review addressed the following questions: (1) How is the use of social media, in combination with traditional approaches to enhance clinical trial recruitment and enrollment, represented in the literature? (2) Do the data on recruitment and enrollment outcomes presented in the literature allow for comparison across studies?

Methods

Review Method and Search Strategy

A scoping review was performed and reported using the Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for scoping reviews (PRISMA-ScR) guidelines, and the checklist is provided in Multimedia Appendix 1 [16]. The protocol can be accessed through the Open Science Framework website [17]. Since this study focused on previously published literature and thus did not involve direct contact with human participants, institutional review board approval was not required [18].

We performed a comprehensive search in July 2019 using the following databases: PubMed; MEDLINE, EMBASE, and PsycInfo via Ovid; Cochrane Library via Wiley; Scopus; and Web of Science Core Collection. A combination of natural language and controlled vocabulary was employed in accordance with Methodological Expectations of Cochrane Intervention Reviews guidelines [19]. A complete search strategy is available in Multimedia Appendix 2. To ensure that we did not overlook potentially relevant items, we also reviewed reference lists of related systematic and scoping reviews and included studies. Results were compiled and deduplicated in EndNote (version X.9; Clarivate Analytics).
Inclusion and Exclusion Criteria

Papers employing strategies according to the stated definitions of social media and traditional methods were included. Papers also needed to be a clinical trial and describe at least one of the following outcomes: number of participants recruited or enrolled, cost of recruitment, or length of recruitment. Papers that contained no original data (editorials, letters to editors, opinions, conference proceedings, comments, systematic reviews), that recruited health care professionals as participants, or that did not report outcomes of interest were excluded.

Screening

Papers were screened in 2 stages: (1) title and abstract screening and (2) full-text screening using the aforementioned inclusion and exclusion criteria. Two independent screeners reviewed papers at both the title and abstract stage and the full-text stage (ID, CB, and TAB). We resolved discrepancies through discussion and consensus or through the intervention of a third party when necessary. Study screening was facilitated using Rayyan (Qatar Computing Research Institute).

Data Charting Process

Two independent reviewers charted data using standardized collection forms created in REDCap (Vanderbilt University). Again, discrepancies were resolved by discussion to achieve consensus. Data charted included study characteristics (goal of intervention, disease, mode of intervention), recruitment methods (social media platforms, traditional methods, other online methods), participant characteristics (age, sex, ethnicity, geographic location, type of residential area), and recruitment outcomes (number of participants recruited via each method, cost of recruitment, length of recruitment). We encountered differences in the way researchers described recruitment versus enrollment outcomes across studies. As a result, we defined recruitment as the first contact between prospective participants and study staff and enrollment as when participants were enrolled in the study after they signed informed consent. We extracted both recruitment and enrollment data when available.

Results

Paper Selection

Our search strategy identified a total of 5177 papers. After removing duplicates (n=2806), the titles and abstracts of 2371 papers were screened against the exclusion criteria, resulting in 95 papers for full-text screening. From this, 64 papers did not meet inclusion criteria (Figure 1); the remaining 31 papers were included in this review and described in detail below.
Study Characteristics

Of the 31 papers, 29 reported on a single study and 2 included reports on 2 studies each. This review identified a total of 33 studies that reported using social media and traditional methods in recruitment to clinical trials. The 33 studies described interventions for treatment (n=19) and prevention (n=14). A total of 19 studies consisted of in-person visits only, 10 were online only, and 4 consisted of in-person and online participation. Study diseases or conditions focused on lifestyle and behavior (eg, weight loss, smoking), neurology, obstetrics/gynecology, and HIV. Most studies (32/33) recruited adults (18 years or older), with 5 studies focusing on older adults and seniors; 1 study recruited adolescents. Detailed characteristics of included studies are presented on Table 1.
<table>
<thead>
<tr>
<th>Study authors (year)</th>
<th>Purpose of intervention</th>
<th>Mode of intervention</th>
<th>Diseases or conditions</th>
<th>Participant’s age (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alley et al (2016) [22]</td>
<td>Prevention</td>
<td>Online</td>
<td>Physical activity</td>
<td>18+</td>
</tr>
<tr>
<td>Bracken et al (2019) [23]</td>
<td>Prevention</td>
<td>In-person</td>
<td>Type 2 diabetes</td>
<td>50-74</td>
</tr>
<tr>
<td>Cowie et al (2018) [26]</td>
<td>Treatment</td>
<td>In-person</td>
<td>Alzheimer disease</td>
<td>60+</td>
</tr>
<tr>
<td>Frandsen et al (2014) [27]</td>
<td>Treatment</td>
<td>In-person</td>
<td>Smoking</td>
<td>18+</td>
</tr>
<tr>
<td>Frandsen et al (2016) [9]</td>
<td>Treatment</td>
<td>In-person</td>
<td>Smoking</td>
<td>18+</td>
</tr>
<tr>
<td>Guthrie et al (2019) [28]</td>
<td>Treatment</td>
<td>In-person</td>
<td>Postmenopausal vulvovaginal symptoms</td>
<td>45-70</td>
</tr>
<tr>
<td>Heffner et al (2013) [29]</td>
<td>Treatment</td>
<td>Online</td>
<td>Smoking</td>
<td>18+</td>
</tr>
<tr>
<td>Ince et al (2014) [31]</td>
<td>Treatment</td>
<td>Online</td>
<td>Depressive symptoms</td>
<td>18+</td>
</tr>
<tr>
<td>Jones et al (2017) [33]</td>
<td>Prevention</td>
<td>Online</td>
<td>HIV</td>
<td>18-29</td>
</tr>
<tr>
<td>Juraschek et al (2018) [34]</td>
<td>Prevention</td>
<td>Both</td>
<td>Cancer survivors</td>
<td>18+</td>
</tr>
<tr>
<td>Kayrouz et al (2016) [10]</td>
<td>Treatment</td>
<td>Online</td>
<td>Anxiety, depression</td>
<td>18-70</td>
</tr>
<tr>
<td>Kira et al (2016) [36]</td>
<td>Prevention</td>
<td>In-person</td>
<td>Smoking</td>
<td>16+</td>
</tr>
<tr>
<td>Kuhn et al (2017) [37]</td>
<td>Treatment</td>
<td>Online</td>
<td>PTSDb</td>
<td>18+</td>
</tr>
<tr>
<td>Nash et al (2017) [38]</td>
<td>Treatment</td>
<td>In-person</td>
<td>Hypertension</td>
<td>18-69</td>
</tr>
<tr>
<td>Rabin et al (2013) [40]</td>
<td>Prevention</td>
<td>Online</td>
<td>Physical activity</td>
<td>18-39</td>
</tr>
<tr>
<td>Raviotta et al (2016) [41]</td>
<td>Prevention</td>
<td>Both</td>
<td>HPVc</td>
<td>18-25</td>
</tr>
<tr>
<td>Sanchez et al (2018a) [43]</td>
<td>Treatment</td>
<td>In-person</td>
<td>ARHLd</td>
<td>18+</td>
</tr>
<tr>
<td>Sanchez et al (2018b) [43]</td>
<td>Treatment</td>
<td>In-person</td>
<td>ARHL</td>
<td>50-89</td>
</tr>
<tr>
<td>Usadi et al (2015a) [45]</td>
<td>Treatment</td>
<td>In-person</td>
<td>Infertility</td>
<td>18-40</td>
</tr>
<tr>
<td>Usadi et al (2015b) [45]</td>
<td>Treatment</td>
<td>In-person</td>
<td>Infertility</td>
<td>18-40</td>
</tr>
<tr>
<td>Volkova et al (2017) [46]</td>
<td>Prevention</td>
<td>Online</td>
<td>Healthy food purchase</td>
<td>18+</td>
</tr>
<tr>
<td>Waltman et al (2019) [47]</td>
<td>Prevention</td>
<td>In-person</td>
<td>Bone loss</td>
<td>19+</td>
</tr>
</tbody>
</table>

aParticipants were 11th-grade students. Age range is estimated.
bPTSD: posttraumatic stress disorder.
cHPV: human papillomavirus.
dARHL: age-related hearing loss.
Recruitment Methods

Facebook was the most commonly used social media platform (31/33), followed by Twitter (6/33). The majority of studies (21/33) used a single social media platform and the remainder used two or more social media platforms, with one study reporting the use of 4 platforms. Facebook use occurred across all studies reporting the use of more than one social media platform.

Studies that reported using Facebook for their recruitment used a variety of Facebook features: Facebook ads, Facebook pages (including boosted posts on a page) [10,36], or sending a friend invite to prospective participants using a Facebook account [32]. One study used untargeted Facebook ads, then switched to targeted Facebook ads that showed ads only to participants who met the study criteria [22]. Several studies started using social media after other recruitment methods were deployed [28,31,38,44], while others used social media at the beginning of their recruitment period.

The most commonly used traditional method was print (32/33), followed by in-person venues (17/33) and referrals from health care professionals (16/33). A total of 23 studies used other online media, such as website ads (15/23), emails (11/23), and Craigslist (8/23).

Recruitment and Enrollment Rates

A total of 17 out of 33 studies reported overall enrollment rates. Of these, 9 studies achieved or exceeded their enrollment target. Of these 9 studies, 8 reported the proportion of participants enrolled through social media, which ranged from 0% to 49%. One study that achieved its enrollment target reported that social media outperformed other recruitment methods [48].

About half of the studies (17/33) reported both recruitment and enrollment rates from social media, 3 studies reported recruitment rates only, 11 studies reported enrollment rates, and 2 did not report either (Table 2). The proportion of participants recruited and enrolled from social media varied greatly from study to study (Table 2) and across study types (Table 3). Studies with a high proportion (50% or greater) of participants enrolled from social media recruited adult participants. Studies recruiting seniors [26,35,43] and the 1 study involving adolescents [32] enrolled the majority of participants from traditional methods (Table 3).
Table 2. Reported recruitment and enrollment from social media.

<table>
<thead>
<tr>
<th>Study authors (year)</th>
<th>Participants recruited from social media, n/N (%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Participants enrolled from social media, n/N (%)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alley et al (2016) [22]</td>
<td>205/278 (74)</td>
<td>74/140 (53)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Bracken et al (2019) [23]</td>
<td>369/19,022 (2)</td>
<td>16/1007 (2)</td>
</tr>
<tr>
<td>Cowie et al (2018) [26]</td>
<td>621/857 (72)</td>
<td></td>
</tr>
<tr>
<td>Fransen et al (2014) [27]</td>
<td>—</td>
<td>138/266 (52)</td>
</tr>
<tr>
<td>Ince et al (2014) [31]</td>
<td>227/287 (79)</td>
<td>75/96 (78)</td>
</tr>
<tr>
<td>Juraschek et al (2018) [34]</td>
<td>24/121 (6)</td>
<td>4/121 (3)</td>
</tr>
<tr>
<td>Kendall et al (2018) [35]</td>
<td>38/162 (23)</td>
<td>8/24 (33)</td>
</tr>
<tr>
<td>Kira et al (2016) [36]</td>
<td>1/74 (1)</td>
<td>1/24 (4)</td>
</tr>
<tr>
<td>Kuhn et al (2017) [37]</td>
<td>—</td>
<td>22/120 (18)</td>
</tr>
<tr>
<td>Nash et al (2017) [38]</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Rabin et al (2013) [40]</td>
<td>11/73 (15)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0/12 (0)</td>
</tr>
<tr>
<td>Raviotta et al (2016) [41]</td>
<td>—</td>
<td>44/220 (20)</td>
</tr>
<tr>
<td>Sanchez et al (2018a) [43]</td>
<td>4/425 (1)</td>
<td>0/91 (0)</td>
</tr>
<tr>
<td>Sanchez et al (2018b) [43]</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0/79 (0)</td>
</tr>
<tr>
<td>Usadi et al (2015a) [45]</td>
<td>7/3358 (0.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Usadi et al (2015b) [45]</td>
<td>3/3727 (0.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Watson et al (2018) [48]</td>
<td>—</td>
<td>1299/2637 (49)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Some studies allowed participants to be counted in multiple recruitment/enrollment methods.

<sup>b</sup>Not available (not reported by original study).

<sup>c</sup>Includes participants enrolled from targeted Facebook ads only.

<sup>d</sup>Includes participants recruited from emails and Craigslist.

<sup>e</sup>N/A: not applicable. Reported as N/A due to inconsistencies in recruitment and enrollment data.
### Table 3. Social media recruitment and enrollment rates by study type.

<table>
<thead>
<tr>
<th>Study type</th>
<th>Studies reporting recruitment rate, n</th>
<th>Range of participants recruited from social media, %</th>
<th>Studies reporting enrollment rate, n</th>
<th>Range of participants enrolled from social media, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intervention purpose</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>10</td>
<td>0-80</td>
<td>14</td>
<td>0-86</td>
</tr>
<tr>
<td>Prevention</td>
<td>10</td>
<td>1-74</td>
<td>14</td>
<td>0-62</td>
</tr>
<tr>
<td><strong>Disease or condition type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lifestyle-related</td>
<td>6</td>
<td>1-74</td>
<td>13</td>
<td>0-53</td>
</tr>
<tr>
<td>Neurological</td>
<td>4</td>
<td>23-80</td>
<td>5</td>
<td>18-86</td>
</tr>
<tr>
<td>OB/GYN&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4</td>
<td>0-28</td>
<td>2</td>
<td>8-16</td>
</tr>
<tr>
<td>HIV</td>
<td>2</td>
<td>31-66</td>
<td>3</td>
<td>23-62</td>
</tr>
<tr>
<td>Others</td>
<td>4</td>
<td>1-6</td>
<td>5</td>
<td>0-20</td>
</tr>
<tr>
<td><strong>Mode of intervention</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-person</td>
<td>14</td>
<td>0-80</td>
<td>14</td>
<td>0-65</td>
</tr>
<tr>
<td>Online</td>
<td>4</td>
<td>15-79</td>
<td>10</td>
<td>0-86</td>
</tr>
<tr>
<td>Both</td>
<td>2</td>
<td>2-6</td>
<td>4</td>
<td>2-20</td>
</tr>
<tr>
<td><strong>Participant age group</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adults (18+ years)</td>
<td>15</td>
<td>0-80</td>
<td>23</td>
<td>0-86</td>
</tr>
<tr>
<td>Older adults/seniors</td>
<td>5</td>
<td>1-72</td>
<td>4</td>
<td>0-33</td>
</tr>
<tr>
<td>Adolescents</td>
<td>0</td>
<td>__&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td>7</td>
</tr>
</tbody>
</table>

<sup>a</sup>OB/GYN: obstetrics/gynecology.

<sup>b</sup>Not available (not reported by original study).

Out of 20 studies that reported recruitment rates by method, 7 reported higher recruitment rates from social media than from any other methods. Similarly, out of 28 studies that reported enrollment rates by method, only 9 reported higher enrollment rates using social media than any other methods (Table 4). Among the 9 studies that reported the highest enrollment rates from social media, 6 studies were for treatment (3 lifestyle-related conditions, 3 neurological) and 3 were for prevention (2 HIV, 1 lifestyle). Of the 9 studies reporting enrollment, 5 involved an online intervention and the remainder used an in-person intervention. A total of 5 of these 9 studies used Facebook only, and the rest used more than one social media platform.
Table 4. Enrollment rates by recruitment method.a

<table>
<thead>
<tr>
<th>Study authors (year)</th>
<th>Enrolled from social media, %</th>
<th>Enrolled from traditional methods, %</th>
<th>Enrolled from other online media, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adam et al (2016) [21]</td>
<td>36</td>
<td>64</td>
<td>N/A b</td>
</tr>
<tr>
<td>Alley et al (2016) [22]</td>
<td>53 d</td>
<td>47 e</td>
<td>N/A</td>
</tr>
<tr>
<td>Bracken et al (2019) [23]</td>
<td>2</td>
<td>94</td>
<td>1</td>
</tr>
<tr>
<td>Burrell et al (2012) [25]</td>
<td>23</td>
<td>77 e</td>
<td>N/A</td>
</tr>
<tr>
<td>Frandsen et al (2014) [27]</td>
<td>52</td>
<td>47</td>
<td>N/A</td>
</tr>
<tr>
<td>Frandsen et al (2016) [9]</td>
<td>53</td>
<td>47</td>
<td>N/A</td>
</tr>
<tr>
<td>Guthrie et al (2019) [28]</td>
<td>8</td>
<td>92</td>
<td>N/A</td>
</tr>
<tr>
<td>Heffner et al (2013) [29]</td>
<td>5</td>
<td>25</td>
<td>70</td>
</tr>
<tr>
<td>Huesch et al (2018) [30]</td>
<td>65</td>
<td>35</td>
<td>N/A</td>
</tr>
<tr>
<td>Ince et al (2014) [31]</td>
<td>78</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Jones et al (2012) [32]</td>
<td>7</td>
<td>94</td>
<td>N/A</td>
</tr>
<tr>
<td>Jones et al (2017) [33]</td>
<td>62</td>
<td>38</td>
<td>N/A</td>
</tr>
<tr>
<td>Juraschek et al (2018) [34]</td>
<td>3</td>
<td>77</td>
<td>N/A</td>
</tr>
<tr>
<td>Kayrouz et al (2016) [10]</td>
<td>86</td>
<td>14</td>
<td>N/A</td>
</tr>
<tr>
<td>Kendall et al (2018) [35]</td>
<td>33</td>
<td>67</td>
<td>N/A</td>
</tr>
<tr>
<td>Kira et al (2016) [36]</td>
<td>4</td>
<td>88</td>
<td>N/A</td>
</tr>
<tr>
<td>Kuhn et al (2017) [37]</td>
<td>18</td>
<td>22</td>
<td>60</td>
</tr>
<tr>
<td>Rabin et al (2013) [40]</td>
<td>0</td>
<td>100</td>
<td>N/A</td>
</tr>
<tr>
<td>Raviotta et al (2016) [41]</td>
<td>20</td>
<td>80</td>
<td>N/A</td>
</tr>
<tr>
<td>Rounds et al (2019) [42]</td>
<td>3</td>
<td>81</td>
<td>16</td>
</tr>
<tr>
<td>Sanchez et al (2018a) [43]</td>
<td>0</td>
<td>19</td>
<td>5</td>
</tr>
<tr>
<td>Sanchez et al (2018b) [43]</td>
<td>0</td>
<td>53</td>
<td>4</td>
</tr>
<tr>
<td>Waltman et al (2019) [47]</td>
<td>16</td>
<td>44</td>
<td>1</td>
</tr>
</tbody>
</table>

aSome studies allowed participants to be counted in multiple recruitment and enrollment methods.

bN/A: not applicable.

cItalics signify studies that reported the highest enrollment rates from social media.

dIncludes participants enrolled from targeted Facebook ads only.

eIncludes participants enrolled from both traditional and other online media.

Recruitment and Enrollment Costs

A total of 20 studies reported itemized recruitment and enrollment costs. Of these, almost all studies reported the costs to place the recruitment ads in various media (19/20), and 6 reported the costs to develop these ads. Only 5 studies reported the costs of staff involved in participant recruitment and enrollment. Of the 19 studies that reported cost per enrolled participant, only 4 [10,21,30,33] reported lower cost per enrolled participant using social media than any other methods. Recruitment methods used in these 4 studies included Facebook, Instagram, print, television, radio, in-person recruitment, and website ads. Detailed costs per enrolled participant by media type can be found in Table 5.
Table 5. Costs per enrolled participant by media type.\(^a\)

<table>
<thead>
<tr>
<th>Study authors (year)</th>
<th>Cost per enrolled participant</th>
<th>Social media</th>
<th>Traditional methods</th>
<th>Other online media</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abbate et al (2017)</td>
<td>N/A(^b)</td>
<td></td>
<td>US $8.28(^c)</td>
<td>N/A</td>
</tr>
<tr>
<td>Adam et al (2016)</td>
<td>Can $20.28</td>
<td></td>
<td>Can $24.15</td>
<td>N/A</td>
</tr>
<tr>
<td>Bracken et al (2019)</td>
<td>N/A</td>
<td></td>
<td>Aus $594</td>
<td>N/A</td>
</tr>
<tr>
<td>Frandsen et al (2014)</td>
<td>Aus $56.34</td>
<td></td>
<td>Aus $52.33</td>
<td>N/A</td>
</tr>
<tr>
<td>Frandsen et al (2016)</td>
<td>Aus $42.34</td>
<td></td>
<td>Aus $21.52</td>
<td>N/A</td>
</tr>
<tr>
<td>Guthrie et al (2019)</td>
<td>US $593</td>
<td></td>
<td>US $356</td>
<td>N/A</td>
</tr>
<tr>
<td>Huesch et al (2018)</td>
<td>US $18</td>
<td></td>
<td>US $635</td>
<td>N/A</td>
</tr>
<tr>
<td>Ince et al (2014)</td>
<td>€5.33</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Jones et al (2017)</td>
<td>US $66.46</td>
<td></td>
<td>US $149.62</td>
<td>N/A</td>
</tr>
<tr>
<td>Juraschek et al (2018)</td>
<td>US $1426</td>
<td></td>
<td>US $436-$917</td>
<td>N/A</td>
</tr>
<tr>
<td>Kayrouz et al (2016)</td>
<td>US $37</td>
<td></td>
<td>US $40</td>
<td>N/A</td>
</tr>
<tr>
<td>Kendall et al (2018)</td>
<td>N/A</td>
<td></td>
<td>Aus $2141(^c)</td>
<td>N/A</td>
</tr>
<tr>
<td>Nash et al (2017)</td>
<td>Aus $45.15-$176</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Partridge et al (2015)</td>
<td>Aus $945.33</td>
<td></td>
<td>Aus $144.52-$212.51</td>
<td>Aus $11.98-$571.45</td>
</tr>
<tr>
<td>Raviotta et al (2016)</td>
<td>US $110</td>
<td></td>
<td>US $61</td>
<td>N/A</td>
</tr>
<tr>
<td>Volkova et al (2017)</td>
<td>NZ $5(^d)</td>
<td></td>
<td>NZ $4-$179</td>
<td>NZ $4</td>
</tr>
</tbody>
</table>

\(^a\)Currency exchange rates of Can $1=US $0.75, Aus $1=US $0.72, €1=US $1.17, and NZ $1=US $0.66 were applicable at the time of publication.

\(^b\)N/A: not applicable.

\(^c\)Cost per enrolled participant across all media.

\(^d\)Includes cost using Craigslist.

Discussion

Principal Findings

This scoping review examines literature describing the use of social media and traditional methods as well as other online media in clinical trial recruitment. We found that using social media resulted in the highest recruitment rates in 7 of 20 studies and the highest enrollment rate in 9 of 28 studies. We also found that social media resulted in the lowest cost per enrolled participant in 4 of 19 studies. However, the data reported about social media outcomes varied greatly across studies, obscuring our ability to evaluate if particular studies might benefit more from using social media.

Our review discovered a lack of consistency in defining and reporting recruitment and enrollment data across studies. Several studies seemed to use these terms interchangeably, and some failed to specify which data they reported (eg, when consent occurred). Furthermore, we noted inconsistencies resulting from the varied use of social media, even within a platform, and the opportunistic use of social media by several studies that started using social media only after traditional methods failed to achieve sufficient interest and enrollment. We also observed that some studies did not indicate how many participants were counted as being reached by more than one recruitment or enrollment method. Lastly, we observed inconsistencies in cost reporting, with some studies reporting itemized costs and others reporting aggregated costs. Collectively, these inconsistencies contributed to the variations in describing the outcomes of using social media and traditional methods to support clinical trial recruitment and enrollment. The inconsistencies in reporting also rendered comparison of data across the studies included in this scoping review impossible.

To address these inconsistencies, we recommend that future studies use the terms “recruitment” and “enrollment” in alignment with the definitions used by the Food and Drug Administration’s advisory committee [49]. The term “recruitment” should report on all interactions with potential study participants prior to obtaining informed consent, while the term “enrollment” should report only on the total number of individuals who provide informed consent. Studies should report recruitment using as the denominator the total number of participants reached and as numerators the number of study participants reached through each method. Enrollment rates should be calculated using as the denominator the total number of participants providing informed consent and as numerators...
the number of participants enrolled through each recruitment method. Additionally, screening that results in the exclusion of participants after they provide informed consent should be reported separately, enabling a more accurate count and cost of the individuals actively participating in the intervention. Using consistent definitions of key terms across research studies will allow researchers to improve the clarity and comparability of clinical trial management data. Establishing reporting standards will also allow researchers to adopt evidence-based recruitment strategies by choosing optimal recruitment methods to reduce cost and timelines [50].

To facilitate shared learning based on the experience of prior research, we further recommend that future studies report in detail their approaches to using each social media platform (eg, Facebook ad, Facebook page) and specify the number of participants recruited or enrolled from multiple methods, which will allow for more accurate response analyses and cost estimates. As the ability to capitalize on existing social media relationships may influence both the success of recruitment and enrollment as well as their subsequent costs, researchers should consider explicitly stating whether their social media recruitment strategies are related to a larger social media initiative.

When adding social media to existing recruitment methods, researchers should report both the incremental costs of social media and the personnel cost to develop and monitor posted content. Furthermore, researchers are encouraged to report trade-offs between cost and time when analyzing the effectiveness of each recruitment method. For example, social media may result in higher cost per enrolled participant but reduce the time to enroll participants. Although we recognize the complexity in analyzing and comparing cost in different time increments and the potential for historical trends to confound results, such reporting may provide deeper insights on different recruitment methods. Such analyses may help researchers, organizations, and corporations determine whether to build social media expertise directly into their research teams to optimize the full extent of social media capabilities or to engage social media experts as consultants. The costs associated with such arrangements should be identified and, ideally, reported.

**Comparison With Prior Work**

The mixed results on the use of social media found in this study are similar to those found in a prior scoping review [12]. While the prior scoping review attributed the different success rates to the effort researchers put into the use of social media as a recruitment method, we found that the variations in the use of social media and the inconsistencies in the way outcomes were reported prevented comparisons across studies. Having explored the ways researchers used and reported the use of social media in clinical trial recruitment, this study advances recommendations for achieving data consistency in reporting, which would facilitate comparison across results.

Similar to the findings from a systematic mapping study conducted by Frampton et al [51], we found that the use of social media to recruit participants involved a variety of diseases and health conditions. We also failed to find many studies involving minority populations (eg, African American or lesbian, gay, bisexual, transgender, and queer populations). As a result, we are unable to provide any insights on the use of social media to recruit diverse populations when compared with traditional recruitment methods.

**Limitations**

Our scoping review is limited in its examination of data from clinical trials that combined social media and traditional methods in their recruitment strategies because we cannot guarantee that the review identified all relevant studies. We also cannot claim this review is comprehensive, as research not organized or reported as a clinical trial may inform reasoning about incorporating social media into the research recruitment armamentarium. The relatively recent use of social media also renders highly speculative any conclusions drawn about its appropriateness in recruitment and enrollment methods for particular diseases and conditions. We also recognize a limitation in our ability to assess the quality of the recruitment strategy, the recruitment materials, or the enrollment process. However, we advance recommendations to improve consistency in reporting on recruitment and enrollment that we believe to be necessary precursors for comparative analysis.

**Conclusions**

The use of social media for clinical trial recruitment holds great promise. However, this scoping review identified continued inconsistency in reports on the use of social media for clinical trial recruitment and enrollment. We recommend that future studies incorporate the recommendations for collecting and reporting recruitment and enrollment data advanced here to facilitate comparison of study data and shared learning.
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Abstract

Background: People use the internet as a primary source for learning about medical procedures and their associated safety profiles and risks. Although abortion is one of the most common procedures worldwide among women in their reproductive years, it is controversial and highly politicized. Substantial scientific evidence demonstrates that abortion is safe and does not increase a woman’s future risk for depressive disorders or infertility. The extent to which information found on the internet reflects these medical facts in a trustworthy and unbiased manner is not known.

Objective: The purpose of this study was to collate and describe the trustworthiness and political slant or bias of web-based information about abortion safety and risks of depression and infertility following abortion.

Methods: We performed a cross-sectional study of internet websites using 3 search topics: (1) is abortion safe?, (2) does abortion cause depression?, and (3) does abortion cause infertility? We used the Google Adwords tool to identify the search terms most associated with those topics and Google’s search engine to generate databases of websites related to each topic. We then classified and rated each website in terms of content slant (pro-choice, neutral, anti-choice), clarity of slant (obvious, in-between, or difficult/can’t tell), trustworthiness (rating scale of 1-5, 5=most trustworthy), type (forum, feature, scholarly article, resource page, news article, blog, or video), and top-level domain (.com, .net, .org, .edu, .gov, or international domain). We compared website characteristics by search topic (safety, depression, or infertility) using bivariate tests. We summarized trustworthiness using the median and IQR, and we used box-and-whisker plots to visually compare trustworthiness by slant and domain type.

Results: Our search methods yielded a total of 111, 120, and 85 unique sites for safety, depression, and infertility, respectively. Of all the sites (n=316), 57.3% (181/316) were neutral, 35.4% (112/316) were anti-choice, and 7.3% (23/316) were pro-choice. The median trustworthiness score was 2.7 (IQR 1.7-3.7), which did not differ significantly across topics (P=.409). Anti-choice sites were less trustworthy (median score 1.3, IQR 1.0-1.7) than neutral (median score 3.3, IQR 2.7-4.0) and pro-choice (median score 3.7, IQR 3.3-4.3) sites. Anti-choice sites were also more likely to have slant clarity that was “difficult to tell” (41/112, 36.6%) compared with neutral (25/181, 13.8%) or pro-choice (4/23, 17.4%; P<.001) sites. A negative search term used for the topic of safety (eg, “risks”) produced sites with lower trustworthiness scores than search terms with the word “safety” (median score 1.7 versus 3.7, respectively; P<.001).

http://www.jmir.org/2020/10/e20619/
Conclusions: People seeking information about the safety and potential risks of abortion are likely to encounter a substantial amount of untrustworthy and slanted/biased abortion information. Anti-choice sites are prevalent, often difficult to identify as anti-choice, and less trustworthy than neutral or pro-choice sites. Web searches may lead the public to believe abortion is riskier than it is.

(J Med Internet Res 2020;22(10):e20619) doi: 10.2196/20619
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Introduction

The internet is the first source the public turns to for medical information [1-3]. At least 70% of adults who use the internet use it for health information research, with 43% of them seeking information about specific treatments or procedures [4]. Although the internet is a vast repository of searchable information, there is often incorrect, deliberately misleading, conflicting, and/or hard to understand information [5]. Furthermore, public perception and knowledge is shaped by personalized internet experience, which is delimited by technology company algorithms [6-8]. Abortion is one of the most common medical procedures in the world. According to recent estimates, over 800,000 women in the United States choose an abortion each year [9]; even more consider abortion but do not obtain one [10]. Surgical procedures for abortion are referred to as aspiration, dilation, and curettage (D&C), or dilation and evacuation (D&E) if done later in pregnancy. For abortions in the first trimester of pregnancy (up to 10 weeks), medications are used [11]. The best scientific evidence clearly demonstrates that induced abortion is safe [12,13] and that abortion does not increase a woman’s future risk for disorders such as depression, anxiety, or suicidality [14], or secondary infertility [15,16]. Only low-quality and/or discredited studies suggest otherwise [17,18]. The risks of abortion do increase with the gestational age of the pregnancy, but abortion at any gestational age is safer than childbirth [12].

Despite these facts, many antiabortion arguments rest on misinformation regarding the safety and health consequences of abortion [19]. Crisis pregnancy centers (CPCs)—organizations that try to intercept women who are considering an abortion—often describe abortion as dangerous or deadly in order to dissuade women from choosing to obtain an abortion [20]. In addition, false or misleading information on the internet about abortion continues to exert an influence on public debates and policy [21]. Previous studies have examined web-based abortion information, focusing on the quality of information available for self-referral (on CPC websites, specifically) and about D&E procedures [20,22,23]. These studies found frequent inaccuracies and a lack of comprehensive information about abortion on the internet. However, the studies were limited by small data samples [23,24] or narrow inquiries on specific websites [10]. It remains unclear exactly what a search about abortion safety or potential subsequent risks would yield in terms of websites, as well as the trustworthiness and accuracy of information contained on them. The purpose of this study was to collate and describe the web-based ecosystem about abortion in terms of the trustworthiness and bias about abortion safety and risks. We focused on websites that provided information related to three questions: (1) is abortion safe?, (2) does abortion cause depression?, and (3) does abortion cause infertility? We chose safety, infertility, and depression for our case studies because the existing medical evidence is very clear; the mainstream scientific consensus is that abortion is safe and does not cause subsequent infertility or depression [25]. However, these questions continue to be disputed in public discourse and provide an opportunity to evaluate the quality of website information.

Methods

This cross-sectional study had two phases: first, we created a database of websites from searches about abortion and safety, depression, and infertility; second, we used the ecosystem database that we created to classify websites in terms of content trustworthiness, political slant on abortion, type of site, and top-level domain.

Website Database

We utilized several steps to create our website database in order to minimize bias and most broadly capture what the general public would encounter while searching on the web (Figure 1). First, we used Google’s Adwords tool, a free Google advertising tool that allows advertisers to associate their ads with search terms based on the popularity of the term. For a given topic, the keyword tool identifies the most commonly used search terms with a topic based on historical search data [26]. We selected 5 search terms for each of our 3 keyword combinations (abortion safety, abortion depression, and abortion infertility) based on their frequency as identified by Google Adwords and relevance (Figure 2). Next, we conducted Google searches using these phrases on August 31, 2018, and compiled website results for each of our search terms. In order to remove search term personalization, each search was performed using a cookie-cleared Google Chrome (version 10.8) browser in incognito mode combined with a free virtual private network called Windscribe (version 1.82) in order to reduce locational bias as well as anonymize our internet protocol addresses. For each search phrase, we extracted the top 25 page-ranked results, noting multiple occurrences. Each link was then imported into a spreadsheet using MozBar (Moz Inc), a Chrome extension that also produced titles, brief excerpts, and a search position number for each link based on its proximity to the top of the Google page. We produced a database for each of our topics (safety, depression, infertility) based on this search methodology.
Figure 1. Workflow of website selection for the analysis.

1. Choose 3 abortion topics
2. Identify key Google search phrases
3. Perform Google searches

1. Abortion and depression
2. Abortion and infertility
3. Abortion and safety

Used Google Adwords Keyword Tool to choose 5 phrases per topic with highest average number of monthly searches

Input phrases chosen from Keyword Tool into Google one by one

25 URL search results per search phrase added to database

Seed database containing 316 websites (66 unique websites with redundancies eliminated)
Website Categorization

We next classified and rated each website in the database. We rated websites on 5 metrics: (1) slant, (2) slant clarity, (3) trustworthiness, (4) type, and (5) domain. For slant, a website was determined to have a pro-choice or anti-choice bias if either (a) information was given in a biased or dramatic fashion (e.g., an anti-choice site describing the procedure as “tearing the baby from the womb”), or (b) the website displayed an opinion regarding the provision of abortion and its legality (e.g., a pro-choice site stating that abortion should be free and legal for all women); otherwise, the website was considered neutral. We assigned a slant clarity rating based on how easy it was to discern the website’s slant (obvious, in-between, or difficult/can’t tell). We scored trustworthiness on a rating scale from 1 to 5, with 5 being most trustworthy based on factors including the content and the source of the content (e.g., creators, references, or affiliation with health care organizations or health care professionals) [27-29]. These factors were informed by existing systematic criteria developed by prior studies of media credibility and disinformation [30]. The domain was the generic top-level domain of the site (.com/.net, .edu, .gov, .org, or a domain that identified the website as international, such as .uk or .nz). Finally, investigators loosely categorized websites based on 7 descriptive “types,” including forum, feature, scholarly article, resource page, news article, blog, and video. Two investigators independently coded all of the websites. In the event of disagreement, a third researcher arbitrated the categorization. In the case of trustworthiness, the scores from investigators were averaged. All three researchers have published abortion-related research previously.
Data Analysis

First, we created a visualization of the websites and their parent search terms and topics using RAWGraphs. Next, we compared website characteristics overall and by search topic (safety, depression, or infertility) using Pearson chi-square test or Fisher exact test for all categorical classifications to compare characteristics across topics. We summarized trustworthiness, measured on a 5-point scale, using the median and IQR. For each search topic, we also assessed the distribution of websites based on the content’s slant for the 5 query terms, and then compared the trustworthiness of query term results using Kruskal-Wallis and Wilcoxon rank sum tests. We used box-and-whisker plots to visually compare trustworthiness by slant and by domain type. Finally, we tabulated websites according to their slant and slant clarity, comparing distributions using Fisher exact test, and then used a bar graph to examine website counts graphically. The study was reviewed and approved by the Oregon Health and Science University’s institutional review board and was deemed not human subjects research.

Results

After removing duplicates, our search methods yielded a total of 111, 120, and 85 unique sites for safety, depression, and infertility, respectively. Figure 2 provides a visualization of these websites and their parent search terms and topic (see Multimedia Appendix 1 for full list of sites with URLs). While the majority of sites had a neutral slant (181/316, 57.3%) overall, the slant distribution differed by topic, with a higher proportion of sites about safety and depression having an anti-choice slant (Table 1). Approximately 40% of sites about safety and depression had an anti-choice slant (safety: 44/111, 39.6%; depression: 51/120, 42.5%), compared with 15.3% (17/111) and 3.3% (4/120) of the safety and depression sites, respectively, being categorized as having a pro-choice slant. Infertility had the highest proportion of neutral sites (66/85, 77.7%). In terms of website type, we categorized the majority of websites as resource pages (158/316, 50.8%). Commercial (.com/.net) (154/316, 48.7%) and organization (.org) (101/316, 32.0%) sites accounted for the majority of domain types. While we did not specifically perform an analysis of slant by web address (URL), we noticed that many of the anti-choice sites came from generic-appearing addresses (eg, americanpregnancy.org, adviceandaid.com). One state health department site (Alaska) was rated by our researchers as being anti-choice.

We found that the median score for trustworthiness of the websites was 2.7 (IQR 1.7-3.7), which did not differ significantly across topics (safety: median score 3.0, IQR 1.7-3.7; depression: median score 2.3, IQR 1.7-3.7; infertility: median score 2.7, IQR 1.7-3.7; P=.409). Agreement in trustworthiness scores among our coders was 71.8%, 70.0%, and 80.9% for safety, depression, and infertility, respectively. Of the 316 sites in our sample, only 59 (18.7%) sites received median trustworthiness scores of 4 or more (data not shown). The trustworthiness rating of sites was different by slant and by domain type (Figure 3). Overall, anti-choice sites had lower trustworthiness scores (median score 1.3, IQR 1.0-1.7) compared with neutral (median score 3.3, IQR 2.7-4.0) and pro-choice (median score 3.7, IQR 3.3-4.3) sites. Sites that came from educational institutions (.edu) were consistently given higher trustworthiness scores (median score 4.3, IQR 3.7-4.3), while other domains received overall lower and more widely distributed trustworthiness scores, with commercial sites (.com/.net) considered to be the least trustworthy (median score 2.3, IQR 1.3-3.3).
Table 1. Website characteristics by search topic (n=316).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall</th>
<th>Safety (n=111)</th>
<th>Depression (n=120)</th>
<th>Infertility (n=85)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Slant, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pro-choice</td>
<td>23 (7.3)</td>
<td>17 (15.3)</td>
<td>4 (3.3)</td>
<td>2 (2.4)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>181 (57.3)</td>
<td>50 (45.1)</td>
<td>65 (54.2)</td>
<td>66 (77.7)</td>
<td></td>
</tr>
<tr>
<td>Anti-choice</td>
<td>112 (35.4)</td>
<td>44 (39.6)</td>
<td>51 (42.5)</td>
<td>17 (20.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Slant clarity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Obvious</td>
<td>121 (38.3)</td>
<td>41 (36.9)</td>
<td>49 (40.8)</td>
<td>31 (36.5)</td>
<td></td>
</tr>
<tr>
<td>In-between</td>
<td>125 (39.6)</td>
<td>49 (44.1)</td>
<td>33 (27.5)</td>
<td>43 (50.6)</td>
<td></td>
</tr>
<tr>
<td>Difficult/can’t tell</td>
<td>70 (22.1)</td>
<td>21 (18.9)</td>
<td>38 (31.7)</td>
<td>11 (12.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Domain, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Commercial (.com/.net)</td>
<td>154 (48.7)</td>
<td>45 (40.5)</td>
<td>60 (50.0)</td>
<td>49 (57.7)</td>
<td></td>
</tr>
<tr>
<td>International</td>
<td>42 (13.3)</td>
<td>8 (7.2)</td>
<td>17 (14.2)</td>
<td>17 (20.0)</td>
<td></td>
</tr>
<tr>
<td>Education (.edu)</td>
<td>5 (1.6)</td>
<td>2 (1.8)</td>
<td>1 (0.8)</td>
<td>2 (2.4)</td>
<td></td>
</tr>
<tr>
<td>Government (.gov)</td>
<td>14 (4.4)</td>
<td>8 (7.2)</td>
<td>4 (3.3)</td>
<td>2 (2.4)</td>
<td></td>
</tr>
<tr>
<td>Organization (.org)</td>
<td>101 (32.0)</td>
<td>48 (43.2)</td>
<td>38 (31.7)</td>
<td>15 (17.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Page type, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.007</td>
</tr>
<tr>
<td>News article</td>
<td>30 (9.7)</td>
<td>12 (11.3)</td>
<td>13 (10.8)</td>
<td>5 (5.9)</td>
<td></td>
</tr>
<tr>
<td>Forum</td>
<td>17 (5.5)</td>
<td>2 (1.9)</td>
<td>2 (1.7)</td>
<td>13 (15.3)</td>
<td></td>
</tr>
<tr>
<td>Blog</td>
<td>16 (5.1)</td>
<td>5 (4.7)</td>
<td>8 (6.7)</td>
<td>3 (3.5)</td>
<td></td>
</tr>
<tr>
<td>Feature</td>
<td>63 (20.3)</td>
<td>21 (19.8)</td>
<td>20 (16.7)</td>
<td>22 (25.9)</td>
<td></td>
</tr>
<tr>
<td>Scholarly article</td>
<td>25 (8.0)</td>
<td>9 (8.5)</td>
<td>11 (9.2)</td>
<td>5 (5.9)</td>
<td></td>
</tr>
<tr>
<td>Resource page</td>
<td>158 (50.8)</td>
<td>57 (53.8)</td>
<td>64 (53.3)</td>
<td>37 (43.5)</td>
<td></td>
</tr>
<tr>
<td>Video</td>
<td>2 (0.6)</td>
<td>0 (0)</td>
<td>2 (1.7)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Trustworthiness, median (IQR)</td>
<td>2.7 (1.7-3.7)</td>
<td>3.0 (1.7-3.7)</td>
<td>2.3 (1.7-3.7)</td>
<td>2.7 (1.7-3.7)</td>
<td>.409</td>
</tr>
</tbody>
</table>

*aFive websites in the safety category were missing data about page type.*
We also examined our results using specific search query terms and noted that for searches on safety and infertility, trustworthiness scores were significantly different across query search terms (Table 2). For searches focused on abortion safety, including the word “safe” resulted in sites with significantly higher trustworthiness scores (median score 3.7, IQR 3.3-4.3) compared with searches that included the more negative word “risks” (median 1.7, IQR 1.0-3.3; Wilcoxon rank sum P<.001). Anti-choice sites appeared more frequently with negative search terms, such as “risks of abortion” (17/23, 73.9%), compared with when the word “safe” was included in the search term, such as, “How safe is abortion?” (1/27, 3.7%) (Table 2). Finally, we found that slant clarity, or how difficult it was to discern the anti-choice, neutral, or pro-choice slant of a website, varied significantly both by topic and by slant. In regard to the topic, there were many more depression websites with a “difficult/can’t tell” slant compared with sites about safety and infertility (31.7% versus 18.9% and 12.9%, respectively; P=.002). However, all 3 topic categories contained clarity ratings of “obvious” for fewer than one-half of the sites (Table 1). In terms of slant, anti-choice sites were more likely to have slant clarity that was “difficult/can’t tell” (41/112, 36.6%) compared with neutral (25/181, 13.8%) or pro-choice (4/23, 17.4%) sites (P<.001) (Figure 4).
Table 2. Search query terms used and associated trustworthiness and website slant for each search topic.

<table>
<thead>
<tr>
<th>Topic and search query terms</th>
<th>Total, n (%)</th>
<th>Pro-choice, n (%)</th>
<th>Neutral, n (%)</th>
<th>Anti-choice, n (%)</th>
<th>Trustworthiness, median (IQR)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety (n=111)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abortion health risks</td>
<td>19 (17.1)</td>
<td>1 (5.3)</td>
<td>7 (36.8)</td>
<td>11 (57.9)</td>
<td>2.3 (1.7-3.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Effects of abortion</td>
<td>24 (21.6)</td>
<td>0 (0)</td>
<td>10 (41.7)</td>
<td>14 (58.3)</td>
<td>1.7 (1.0-3.0)</td>
<td></td>
</tr>
<tr>
<td>How safe is abortion?</td>
<td>27 (24.4)</td>
<td>5 (18.5)</td>
<td>21 (77.8)</td>
<td>1 (3.7)</td>
<td>3.7 (3.0-4.3)</td>
<td></td>
</tr>
<tr>
<td>Risks of abortion</td>
<td>23 (20.7)</td>
<td>0 (0)</td>
<td>6 (26.1)</td>
<td>17 (73.9)</td>
<td>1.3 (1.0-2.3)</td>
<td></td>
</tr>
<tr>
<td>Safe abortion</td>
<td>18 (16.2)</td>
<td>11 (61.1)</td>
<td>6 (33.3)</td>
<td>1 (5.6)</td>
<td>3.7 (3.7-4.3)</td>
<td></td>
</tr>
<tr>
<td>Depression (n=120)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.143</td>
</tr>
<tr>
<td>Abortion depression</td>
<td>28 (23.3)</td>
<td>0 (0)</td>
<td>17 (60.7)</td>
<td>11 (39.3)</td>
<td>3.2 (1.7-3.7)</td>
<td></td>
</tr>
<tr>
<td>Abortion recovery</td>
<td>29 (24.2)</td>
<td>0 (0)</td>
<td>14 (48.3)</td>
<td>15 (51.7)</td>
<td>2.3 (1.7-3.7)</td>
<td></td>
</tr>
<tr>
<td>Coping with abortion</td>
<td>26 (21.7)</td>
<td>0 (0)</td>
<td>21 (80.8)</td>
<td>5 (19.2)</td>
<td>3.2 (1.7-3.7)</td>
<td></td>
</tr>
<tr>
<td>Post-abortion depression</td>
<td>10 (8.3)</td>
<td>0 (0)</td>
<td>6 (60.0)</td>
<td>4 (40.0)</td>
<td>2.2 (1.3-3.3)</td>
<td></td>
</tr>
<tr>
<td>Post-abortion syndrome</td>
<td>27 (22.5)</td>
<td>4 (14.8)</td>
<td>7 (25.9)</td>
<td>16 (59.3)</td>
<td>1.7 (1.3-3.0)</td>
<td></td>
</tr>
<tr>
<td>Infertility (n=85)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>Abortion pill infertility</td>
<td>19 (22.4)</td>
<td>1 (5.3)</td>
<td>15 (78.9)</td>
<td>3 (15.8)</td>
<td>3.7 (2.0-4.3)</td>
<td></td>
</tr>
<tr>
<td>Can abortion cause infertility?</td>
<td>11 (12.9)</td>
<td>0 (0)</td>
<td>8 (72.7)</td>
<td>3 (27.3)</td>
<td>2.0 (1.7-3.3)</td>
<td></td>
</tr>
<tr>
<td>Can multiple abortions cause infertility?</td>
<td>15 (17.6)</td>
<td>0 (0)</td>
<td>11 (73.3)</td>
<td>4 (26.7)</td>
<td>1.7 (1.0-2.7)</td>
<td></td>
</tr>
<tr>
<td>Infertility after abortion</td>
<td>17 (20.0)</td>
<td>1 (5.9)</td>
<td>10 (58.8)</td>
<td>6 (35.3)</td>
<td>2.3 (1.0-3.3)</td>
<td></td>
</tr>
<tr>
<td>Pregnancy after abortion</td>
<td>23 (27.1)</td>
<td>0 (0)</td>
<td>22 (95.7)</td>
<td>1 (4.3)</td>
<td>3.0 (2.3-3.7)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4. Counts of online abortion resources by slant and slant clarity (n=316).

Discussion

Principal Findings

Our study of websites that provide information about safety of abortion or subsequent risks of depression or infertility found that overall, 35.4% (112/316) of sites had an anti-choice slant. Anti-choice sites were less trustworthy, and the clarity of their stance was also more difficult to determine. Our data also show that people seeking information about the safety and potential risks of abortion are likely to find substantial amounts of untrustworthy abortion information; the overall median trustworthiness score of these sites was 2.7 (on a scale of 1-5), with a wide range (IQR 1.7-3.7).

Our results are consistent with other examples of intentionally disseminated abortion disinformation. CPCs have an antiabortion agenda but use neutral language and advertising to appear as if they are a normal medical clinic [20]. In our study, almost two-thirds (71/112, 63.4%) of anti-choice sites were categorized...
as resource pages and many derived from web addresses that appeared generic and neutral. Moreover, one state health department site rated as anti-choice, which demonstrates that even official governmental sites can be biased sources of information. These findings suggest that anti-choice sites may be trying to obscure their biases or appear as neutral information brokers. Based on the high number of “difficult to tell” sites in our data sets, we need more research to understand the characteristics of anti-choice sites that create this effect.

We know that in the case of abortion, false or misleading information continues to play a role in public debates and government legislation. For example, Targeted Regulation of Abortion Providers (TRAP) laws, or costly and burdensome regulations aiming to restrict access to abortions by dictating how, by whom, and when abortions can be provided, are often based on false health claims but framed as protecting patient safety [31]. The internet is one of the most important propagators of false information. Previous research has shown that media is more influential among young people (aged 13 to 29 years) than friends, family, and health care providers when it comes to learning about abortion [32]. However, there is also evidence that exposing the public to more evidence-based information on abortion can change opinions about the provision and regulation of abortion services [33]. Thus, efforts to address the spread of false information and strengthen the presence of evidence-based information on abortion can have real impact. Our results can help inform clinicians and others who work in the abortion field about likely information gaps [34]. Moreover, health organizations that seek to disseminate evidence-based information may want to conduct regular search audits such as this in order to optimize their search positions to reach a broader audience.

Limitations

Our study results should be interpreted with the following limitations in mind. We used expert ratings to gain insight into the abortion online media ecosystem. All of our experts are engaged in abortion-related research and two-thirds of our experts are abortion providers. We recognize that non-experts may have rated and classified these same websites differently. However, our expert ratings provide a benchmark for future work that explores how non-experts perceive the information contained in these websites. We also acknowledge that trustworthiness scores could be confounded with slant and that sites with obvious anti-choice slants may have been rated with lower trustworthiness scores based on the impression of bias. However, it is difficult to blind these components from each other and we wanted to provide some kind of measure of quality for the information we encountered. We recognize that our study provides only a cross-sectional snapshot of the internet. While specific site rankings may be driven by news cycles, we believe the overall picture is unlikely to change [35]. We also acknowledge that while we took measures to anonymize the search results, individuals will receive different results based on their previous search history, and the majority will not scroll past the first page. However, our database sizes captured approximately the first 8 to 12 pages of search results for a given topic. Finally, while our focus was on websites, websites alone do not fully address the digital means through which abortion information is shared. In particular, social networking platforms are critical sources [36]. The strengths of our study include the use of a systematic and rigorous approach to create our website database, incorporation of multiple topic areas, and focus on content trustworthiness and bias.

Our results provide insight into the online abortion ecosystem. We find that anti-choice sites are prevalent, often hard to identify as anti-choice (difficult slant clarity), and less trustworthy than neutral and pro-choice sites. Additionally, the search terms a user chooses may play a substantial role in the quality and bias of websites they see. Our results help us understand how the internet may impact public perceptions and knowledge about the safety of abortion and potential risks of depression and infertility. Our findings suggest that web searches may lead people to perceive abortion procedures as more dangerous and riskier than they actually are.
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Abstract

Background: Immunizing children throughout their early years prevents the spread of communicable disease and decreases the morbidity and mortality associated with many vaccine-preventable diseases. Searching online allows individuals rapid access to health information.

Objective: The purpose of this review was to develop an understanding of the existing literature of parents’ online health information-seeking behaviors to inform their vaccination choices for their children and to identify gaps in the literature around parents’ use of online health information and their vaccination choices.

Methods: A scoping review of peer-reviewed literature from Canada and the United States was performed. The following databases were utilized to perform the search: PubMed, CINAHL, Nursing & Allied Health Database, Scopus, and PsycINFO. The purpose of this review was to examine parents’ use of online information seeking related to vaccine information and to understand how parents utilize this information to inform decisions about vaccinating their children. Of the 34 papers included in the review, 4 relevant themes and subthemes were identified: information seeking, online information resources, online vaccine content, and trust in health care providers.

Results: Examination of the literature revealed conflicting information regarding parents’ use of social media and online resources to inform decisions around vaccinating their children. There is evidence of significant misinformation regarding vaccine risks online. Parents’ digital health literacy levels are unknown and may affect their ability to appraise online vaccination information.

Conclusions: Parents are seeking vaccine information from online sources. However, the influence of online vaccine information on parental vaccine practices remains uncertain.

(J Med Internet Res 2020;22(10):e20002) doi:10.2196/20002
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Introduction

Vaccination programs are a vital contribution to public health practice in North America [1,2]. Immunizing children throughout their early years prevents the spread of communicable disease and decreases the morbidity and mortality associated with many vaccine-preventable diseases. Sustaining vaccination rates above 95% maintains community immunity and prevents outbreaks of vaccine-preventable diseases [3]. Despite ongoing public health efforts in North America, childhood vaccination rates are not meeting the established goals for effective disease prevention [4,5]. In 2019, outbreaks of measles, a highly contagious, vaccine-preventable disease, occurred in both the United States and Canada [6]. Health Canada has highlighted the importance of understanding factors...
associated with under-vaccinated and unvaccinated children, as well as vaccine hesitancy among parents and guardians, as key to improving vaccination rates in Canada [4]. Public health officials in the United States have also identified that parental delay and refusal of vaccinations threaten community immunity and identify this issue as a significant research priority [7]. The health implications for under-vaccinated children are concerning as the prevalence of communicable disease outbreaks become increasingly common. The use of digital information, including the prevalence of social media use among Canadian parents, highlights a need to understand the impact of online information on parents’ vaccine choices.

National immunization targets for Canadian children aim for 95% vaccination coverage by a child’s seventh birthday for the following diseases: diphtheria, tetanus, pertussis, polio, measles, mumps, and rubella [8]. Recently reported statistics demonstrate that vaccination rates fall short of the established immunization targets across Canada; immunization rates for 7-year-olds are 71% for diphtheria, tetanus, and pertussis; 90% for polio; and 86% for measles, mumps, and rubella [8]. American statistics also demonstrate immunization rates lower than 95%, with 83.2% of children aged 35 months having received at least 4 doses of diphtheria, tetanus, and pertussis vaccine; 92.7% having at least 3 doses of polio vaccine; and 91.5% having at least 1 dose of the measles, mumps, and rubella vaccine [9].

Vaccine hesitancy among parents or guardians is a growing public health issue reflected by the increased number of medical and nonmedical vaccine exemptions in both Canada and the United States [10]. Vaccine hesitancy is defined by the World Health Organization as the reluctance or refusal to vaccinate despite the availability of vaccines [11]. Despite continued efforts to improve childhood vaccination rates, both Canada and the United States are not meeting national goals, and nonmedical exemptions continue to proliferate [4,9].

Accessing information about the benefits and risks of childhood vaccines helps parents make informed decisions regarding vaccinating their children. Searching online via the internet allows individuals rapid access to health information. A 2016 survey of Canadians’ online activity demonstrated that 96% of Canadians aged 15-34 years and 93% of those aged 35-44 years use the internet on a daily basis [12], and as many as 79% of American internet users have searched online for health information [13]. While accessing health information online is important, digital health literacy or having the skills to seek, find, understand, and appraise online health information and then apply that knowledge to making an informed decision is critical [14]. While population-based assessments of Canadian digital health literacy levels are unknown, the health literacy of Canadians is concerning. Over 60% of Canadians have low health literacy skills that place them at higher risk of poor health [15,16]. Canadian adults’ health literacy skills were measured utilizing the International Adult Literacy and Skills Survey that assesses prose literacy, document literacy, numeracy, and problem-solving skills in different languages and cultures focused on broadly defined health content in the following areas: health promotion, health protection and accident prevention, disease prevention, and health care activities [16].

Vaccination information is available to most Canadians and Americans, although understanding and applying this information to one’s individual health can be challenging. Online digital health information has evolved from static information retrievable from online websites to include interactive and collaborative sites where there is no central authority [17]. Within the context of childhood immunization information, parents are able to retrieve information but also contribute their personal knowledge and experience through interactive online social media platforms. Given the high prevalence of online information seeking among parents [18-20], investigating what information exists online related to childhood vaccinations and how parents use this information may provide insight into vaccination decision making. This scoping review examined research regarding parents’ use of online resources regarding primary schedule vaccinations, to understand where parents are searching online and how they utilize online information to inform vaccination choices for their infants and children.

A scoping review was undertaken for 2 reasons: to grasp an understanding of the existing literature of parents’ online health information-seeking behavior to inform vaccination choices for their children and to identify gaps in the literature around parents’ use of online health information resources and their vaccination choices.

The following research questions informed this review: “What are parents’ online information-seeking patterns and behaviors related to childhood primary immunization series?” and “How did parents use online resources to inform their decision regarding vaccination of their children?”

**Methods**

A scoping review of the research literature was an appropriate method to examine this issue that is inclusive of qualitative, quantitative, and mixed methods literature to achieve a breadth of knowledge in this subject area. Researchers followed the collective guidelines of Colquhoun et al [21], Arksey and O’Malley [22], and Levac et al [23] to conduct this scoping review study. The steps involved in this review were identification of the research question; identification of relevant studies; study selection; charting the data; and collating, summarizing, and reporting the results [22].

**Identification and Study Selection**

The following databases were searched: PubMed, CINAHL, Nursing & Allied Health Database, Scopus, and PsycINFO. The following search terms were used: vaccine, vaccines, vaccination, immunization, vaccinated, vaccine hesitancy, parent, parents, mother, mothers, father, fathers, parental, social media, digital health information, facebook, twitter, pinterést, snapchat, tumblr, Instagram, linkedin, google plus, youtube, reddit, flickr, vine, quora, periscope, whatsapp, and internet. Search terms were combined using AND or OR in the database search. A research librarian was consulted to assist with the search strategy. A justification search was completed with the Allied and Alternative Medicine (AMED) database; this search revealed no further articles in the subject area. Grey literature was located by searching Proquest...
Dissertations & Theses Global. Reference lists of articles were hand searched to identify any further literature that met the inclusion criteria.

**Inclusion Criteria**

Articles published from January 1, 2010 to December 31, 2019 in the English language from Canada and the United States were included. The aim was to focus on the past decade to reflect changes in information seeking that have occurred with widespread internet access in North America. The selected literature focused solely on the primary immunization series of children, parental decision relating to childhood vaccinations, online vaccination information seeking, and social media and childhood vaccinations.

**Exclusion Criteria**

Articles published prior to January 1, 2010 were excluded as it is the authors’ intent to determine the use of current social media and internet. Articles that focused on vaccination outside of the primary childhood series such as human papillomavirus and influenza and adult and adolescent hepatitis vaccinations were excluded. Any articles that focused on general childhood development and on adolescent vaccination decision making were excluded, as the intention is to focus the topic on parents’ choices regarding vaccinations. Literature involving children who were able to consent to their own vaccines was also excluded from this review. Articles published in languages other than English were excluded, and articles where research was conducted outside of North America were excluded. Figure 1 illustrates the PRISMA selection process [24].

**Figure 1.** PRISMA process to select articles.
Analysis

A title review of all articles was conducted for subject eligibility, followed by an abstract review and finally a full article review. A second reviewer read 15% of the articles to ensure consistency in data analysis to address the research question and purpose [22,23]. Discrepancies between inclusion of articles were discussed between the authors until consensus was reached. After eligible articles were identified, each was read several times for detail and to identify relevant categories and themes. Articles were identified by a numbering system and collated in a spreadsheet identifying country of origin, methodologies, limitations, instruments, methods, and key findings from an iterative and inductive analysis of all articles. Thematic analysis allowed for identification of relevant themes grounded in the data and gaps in the literature. An iterative analysis process was utilized by the authors; themes were identified through discussion and immersion in the literature. Discrepancies were reconciled through discussion until all themes were mutually agreed upon.

Results

The eligibility criteria for inclusion in the study were met by 34 articles. The majority (28/34, 82%) of the literature is from the United States, and 18% (6/34) is from Canada. The majority (20/34, 58%) of the literature was qualitative in nature, 32% (11/34) was quantitative, and 9% (3/34) used mixed method studies. Of the mixed method studies, 2 studies were concurrent, and 1 was sequential. Literature on social media was focused on the second half of the decade, with all but one article published between 2015 and 2019. The following 4 broad themes were identified: information seeking, online information resources, online vaccination information content, and trust in health care providers. A narrative review of these themes follows.

Information Seeking

One of the most prevalent themes identified throughout the literature was one of information seeking; 50% (17/34) of articles discussed this theme [18,19,25-39]. Parents are looking online for vaccination information [18,26,27,30,31,39].

Online information seeking may have implications for the way that parents perceive the health and safety consequences of childhood vaccinations [20]. Canadian researchers investigated the impact of parental online information seeking through surveying parents and found that parents who searched the internet for childhood vaccine information (in 2011 and 2014) are more likely to perceive vaccines as less safe than those who did not search on the internet [20]. Yet, in another study also performed in 2011 that surveyed American parents, researchers found that 95% of parents of school-aged children who chose not to have their children vaccinated listed their health care provider as their main source of information, with only 34.5% reporting the internet as a source of information [25].

Mossey et al [34] evaluated Canadian parents’ experiences in making vaccination decisions. Parents identified that searching for information was an important part of their decision-making process and that locating and interpreting online information was difficult at times [34]. Reportedly, some parents looked for information online to confirm information provided by their health care provider; parents expressed concerns about their health care provider’s lack of knowledge regarding childhood vaccines [35]. There is some evidence that parents who delayed or declined vaccinating their children specifically sought information through online social media platforms, such as blogs and videos, appreciating the personal experiences from other parents found on these platforms [34]. Jones et al [18] examined the information sources of parents of school-aged children in the United States who refused at least one vaccine for their child(ren). Researchers assessed the impact of diverse information sources on vaccine attitudes, beliefs, and medical exemptions. In this study, 40% of all respondents reported that the internet was a good source of vaccine information; however, only 19.9% of all parents in this study reported using the internet as a source of vaccine information [18]. Those who reported using the internet to obtain information about vaccines were less likely to agree that their children needed or would benefit from vaccines and were more likely to have obtained a nonmedical vaccine exemption for their child [18].

Hwang and Shah [33] examined the associations between health information sources, parental perceptions of vaccine benefits, and maintenance of vaccine schedules. They evaluated magazines, newspapers, television, the internet (search engines, general websites, drug company websites, and other health websites), interpersonal communication (doctors, nurses or physician assistants, pharmacists, and friends), and social media (social networking sites, blogs or vlogs) as health information sources [33]. Parents that valued social media as a source of health information reported fewer perceived benefits (identified as vaccine benefits outweighing vaccine risks) of vaccinations [33]. Positive parental perceptions of vaccine benefits were strongly associated with the maintenance of vaccination schedules [33].

Berreth [25] assessed sources of information among parents of school-aged children in the United States. They found that 95.4% of parents sought vaccine advice from their health care provider, 51.1% from family and friends, 34.5% from the internet, 25.3% from the news, and 15.5% from television and radio. Parents who cited the internet as a source of information listed the sites they most frequently used as webmd.com (34.4%), mayoclinic.com (27.5%), and government or other medically endorsed sites (68.9%) [25]. Researchers compared information sources of parents who vaccinated their child with those who exempted their children from vaccines. While 83.3% of immunizers versus 77.8% of vaccine abstainers identified health care providers as sources of vaccine information, only 25% of parents who immunized their children utilized the internet as a source of information compared to 44.4% of parents who did not immunize [25]. Deas et al [29] interviewed parents of school-aged children in 3 counties in the US state of Oregon with low immunization rates (combined pediatric immunization rate of 65%). Researchers found that all parents, regardless of vaccine acceptance or hesitancy, dismissed social media as they found it an unreliable source of vaccine information [29].

However, when exposed to evidence-informed online information, parental attitudes regarding childhood vaccinations
researchers found that, after exposure to a vaccine information website developed by experts in the field, vaccine-hesitant parents had a more positive attitude toward vaccines compared to vaccine-hesitant parents with no exposure to the evidence-informed website [28]. Glanz et al [32] evaluated vaccine information-seeking behaviors in parents who accessed information from an online website. The website was developed and mediated by several experts (pediatrician, vaccine safety researcher, and risk communication specialist). Parents in this study preferred to engage with online experts about vaccinations rather than interacting with other parents within this online site [32].

Researchers who focused on the composition of search terms used by parents seeking online vaccine information found that parents who utilized positive search terms (eg, “vaccine benefits”) when looking for childhood vaccine information encountered few myths about vaccine safety and effectiveness [40]. In contrast, parents who used negative search terms (eg, “vaccine risks”) found 4.8 times more misinformation or myths than a person using positive terminology [40]. The nature of the search terms used to find online vaccination information can alter the results and the information made available to parents [40].

Online Information Resources
Parents searched online for vaccine information using common search engines such as Google and Yahoo, and many used popular social media sites such as Facebook, Instagram, Pinterest, Twitter, and YouTube [27,38,41-43]. One study found that the internet was listed within the top 3 most common sources for vaccine information among those who vaccinated their children, and 46% of parents who used the internet reported using search engines such as Google and Yahoo to search online for vaccine information [27].

The popularity of social media has given rise to prosumers — individuals who not only access online information but produce online content. Researchers found that websites that allow users to post online content without verification of information promoted antivaccination messages through antigovernment views, celebrities, personal stories, and naturalist arguments [43]. A Canadian assessment of online vaccine information websites (identified through searching Google, Facebook, Twitter, and YouTube) targeted to parents found that the majority of websites offered poor-quality information regarding childhood vaccination [42]. Researchers rated the websites with a communication index tool developed by the Centers for Disease Control and reported that 5% of materials (3 websites) met the standards for clear communication [42]. However, websites that monitored user-generated content and required academic references demonstrated a balance between openness and credibility [43].

Online Vaccination Information Content
Researchers assessed the content of online vaccine information, and there is evidence that content was conflicting and inconsistent [20,41,43-47].

Regarding online websites, American researchers investigating online information content generated from Google searching found that 59% of the first 100 Google sources were provaccine and 41% were antivaccine [43]. Similarly, Kata [46] sought antivaccination websites to assess their content and accuracy. Researchers utilized neutral vaccine information-seeking search terms (“vaccine,” “vaccination,” and “immunization OR immunisations”) to search American and Canadian versions of Google and found that, within the first 10 results, 24% of American and 13% of Canadian results were antivaccine [46]. A content analysis revealed that all of the assessed antivaccine websites claimed that vaccines are poisonous and cause idiopathic illnesses [46]. As well, 88% of the websites contained information that challenged the evidence about the efficacy of vaccines and whether vaccines conferred immunity, 88% endorsed alternative treatments (homeopathy, chiropractic care, naturopathy, or acupuncture) as superior to vaccination, 75% of the websites made accusations that regulatory bodies have information about vaccines that they are hiding from the public, and 75% of the websites suggested that vaccine promotion is solely motivated by profit seeking [46].

The content developers of websites advocating antivaccine messages used sophisticated strategies to communicate their perspective [48,49]. Researchers examined the content of antivaccine websites and found that these websites used persuasive tactics, attacked the credibility of vaccine advocates, expressed mistrust about scientific evidence, and used pseudoscientific evidence to support claims in favor of antivaccination [49]. Similarly, Getman et al [48] performed a network analysis of over 50,000 websites that contained vaccine-relevant content to determine the structure and influence of the online vaccine-hesitant community. They discovered effective use of hierarchical scientific language by the vaccine-hesitant community to enforce their online authority [48].

Regarding social media vaccine resources, researchers evaluated literature on vaccine information on the following social media platforms: YouTube, Twitter, Pinterest, Facebook, and various blogs. Facebook was identified as a vaccine information resource for parents in several studies [20,38,42,50]. The majority of research literature that focused on social media use among parents was published between 2015 and 2019, reflecting parents’ recent use of social media for seeking vaccine information. Parents also accessed social media sites to understand other parents’ experiences with vaccination processes; peer-to-peer information was a valued source of information accessible on social media sites [50]. Across social media platforms, there was a mix of positive and negative vaccine messaging. Our findings indicate widespread mistrust of government institutions and skepticism towards the vaccine industry across all social media platforms except for pediatrician-authored blogs [37,41,44,45,47,50-53]. Vaccine-hesitant online communities tend to leverage scientific and academic language to enforce their antivaccination narrative [48]. Consistent messaging about the dangers of vaccines was present on Twitter, Facebook, YouTube, parenting blogs, and Pinterest. The dominant message across social media was one of elevated health risks among vaccinated children — perceived as information concealed by government and industry.
Trust in Health Care Providers

The concept of trusted health care providers was prevalent in many of the reviewed studies [18,20,27,30,31,34,35,45,46,49,50]. Parents often listed their physician or health care provider as a trusted source of vaccination information [18,27,30,31]. Eller et al [30] examined the association between the level of trust a mother had with their pediatrician and vaccine information sources. Mothers who trusted their pediatrician were 2.47 times more likely to list their pediatrician as their main source of vaccine information compared to mothers who had not established a trusting relationship with their pediatrician [30]. Parents who chose to vaccinate their children reported their physician as the biggest influence in their decision to vaccinate [27].

However, parents who identified as vaccine-hesitant or those who did not vaccinate their children were less trusting of information conveyed by their health care provider [27]. Parents who chose to delay or declined vaccinating their children tended to seek information from a diverse group of health disciplines such as cardiologists, health researchers, health care students, and homeopathic practitioners [34]. Kata [46] identified mistrust in the medical system as a strong message on antivaccine websites and on an antivaccination Facebook group [46,50].

Discussion

This scoping review of 34 articles investigated parents’ use of online information to inform vaccination choices for their children. Overall, research studies were broadly focused on understanding the content of online vaccine information and parents’ online information seeking to inform their vaccine decisions. Our analysis of the current literature indicates that parents are actively looking online for vaccination information. Vaccination information was found on the social media platforms of YouTube, Twitter, Pinterest, and Facebook as well as various types of blogs. However, there is conflicting information within the published research regarding parental trust in the information found online and utilization of online information. Google was reported as the main online search engine among parents seeking vaccine information in both countries. The search terms that parents used in their online information seeking significantly impacted the disposition of the vaccine information and exposure to the number of vaccine myths retrieved online. Trust in health care providers plays an important role in information seeking. Parents who trust their health care provider tend to value them as an accurate source of vaccine information while those who do not trust their health care provider often seek information online. This is consistent with literature that demonstrates higher quality of life, more beneficial health behaviors, and higher treatment satisfaction when patients trust their health care provider [54].

The challenge for parents seeking vaccine information was the conflicting information found online. The influence of online vaccine information on parental vaccination practices (provaccination vs antivaccination) remains uncertain. A continuum of online information seeking among parents ranged from a complete dismissal of online information to regular online information access to inform their vaccine decision making. Due to the limited amount of Canadian research available, direct comparison between Canada and the United States was not plausible. Existing Canadian research findings highlight the relationship between online information seeking and parental antivaccination sentiment; parents seeking information online were more likely to perceive vaccines as less safe and be less inclined to adhere to the recommended vaccine schedule [20]. However, a greater number of studies in this area is needed to substantiate these findings. There is a need for further research performed in Canada on parents’ use of online vaccine information to determine how it informs their vaccine decisions.

Essentially absent in the published research was an understanding of parents’ digital health literacy skills. Only one of the studies in this review considered parents’ digital health literacy. The ability to interact with health information becomes more complex within the digital health context. Digital health literacy refers to the knowledge and skills inclusive of the ability to read and understand general information (traditional literacy and numeracy); effectively use digital devices, which includes awareness of data privacy, security, and ownership (computer literacy); critically understand and assess sophisticated media messages (media literacy); discern what is reliable and valid health information (scientific literacy); source information (information literacy); and navigate the health care system (health literacy) [14]. Although parents are looking online for information to inform their decision, the impact of parents’ health literacy and digital health literacy skills that support access to credible information sources and an ability to critically assess the vaccination information is a significant gap in the research literature [55,56]. In fact, research exploring parents’ information ecosystems is warranted to fully understand their information-seeking practices, preferred resources, and ability to critically evaluate vaccination-related information.

There was no research in this review that focused on parents’ use of Instagram as a source for vaccine information. Research focused on parental use of Instagram and other emerging popular social media networks as a source for vaccine information is warranted.

The influence of misinformation on parental vaccine choices is an issue that may have significant implications for maintaining community immunity. Parents encounter inaccurate and false vaccine information, vaccine conspiracy theories, and vaccine myths propagated online, especially on social media sites [42,52]. Parents, in their search for information, may be exposed to persuasive tactics that perpetuate myths and fear mongering. Persuasive tactics combined with misinformation and myths may cause parents to believe that vaccines themselves are a threat to their child’s health. Similar findings on the harms of social media rumors and misinformation surrounding COVID-19 also demonstrate the detrimental effects of online myth propagation. Improper use of pharmacological drugs and panic buying have resulted from online COVID-19 myths [57], as well as concern over the disease being spread through meat consumption and Chinese biological military laboratories [58].

Given the diversity of health information sources, health care providers along with public health organizations need to work
together with popular social media platforms to ensure information accuracy. Recently, some social media platforms have implemented measures to prevent the propagation of antivaccine messaging and misinformation. Twitter recently (2019) integrated a search tool into their platform that directs users to a sanctioned US government vaccine website [59]. Pinterest also implemented community guidelines in 2019 that limit misinformation; Pinterest now removes pins that promote antivaccine advice and redirects individuals to reputable vaccine information sources such as the World Health Organization [60]. Facebook and Instagram also implemented similar policies in 2019. Facebook suggests users visit a public health website for vaccine information, and Instagram blocks some false information posts and reports using third-party fact checkers to help reduce false information [61]. However, the prevalence of online vaccination myths including the misconception that vaccination causes autism persists [18,20,53], demonstrating that further work needs to be done to dispel unsubstantiated vaccine myths.

Given the prevalence of online antivaccine information and the use of hierarchical and authoritative language among the online vaccine-resistant community to promote the antivaccine sentiment, [48] the composition of information-seeking factors has the potential to influence the nature of information that parents are accessing. Algorithms are used by online search engines such as Google to tailor information and influence the outcome of individuals’ online information seeking [62]. The algorithms determine the information outcome based on factors such as the search terms used, country, and type of digital device [62]. One of the algorithms used by Google determines if content is reliable and demonstrates “expertise, authoritativeness, and trustworthiness” on a given topic [62]. Ruiz and Bell [40] determined that the character or disposition of a Google search for vaccine information significantly affects the outcome of the search. Parents who are concerned about and search for risk information regarding vaccines will encounter more vaccine myths than parents who use neutral search terms to search for vaccine benefits [48]. Understanding that Google is the most popular online search engine, health care providers may want to consult with parents regarding their search terms for online vaccination-related information. Further research exploring the impact of search algorithms and information-seeking behaviors regarding online vaccination information would be beneficial. It may be that clinicians not only “prescribe” evidence-informed online resources to parents but in addition will need to consider the composition of search strategies (eg, search terms or strings) to mitigate parents’ access to vaccine misinformation and myths. The use of information prescriptions has been successful in the past for online searching in the pediatric parent population [63]. Educating parents about the benefits and risks of searching online and prescribing search terms may allow parents to access evidence-informed information to facilitate informed decision making and also mitigate the potential harms of online vaccine myths. Research on the use of a search term prescription in this population is required.

**Limitations**

This review evaluated parental information seeking in those who have internet access; it did not capture parents who have limited or no access to online health information. The online environment is fluid due to its interactive user-driven features with websites and social media evolving and changing from day to day. Findings involving online information should be viewed cautiously as digital information changes rapidly. This review included English-only research reports, and research literature in languages other than English may have findings that are different than reported here.

**Conclusion and Implications**

This review identified that parents are looking online on major search engines and social media platforms for vaccine information. It was identified that locating accurate information online regarding the benefits and risks of vaccines is challenging for parents given the low number of sources that contain accurate information [42]. There was conflicting evidence about how parents utilize information found online to inform their vaccine choices. However, vaccine-hesitant parents who have access to accurate online vaccine information have significant improvement in attitudes regarding vaccination benefits and reduction in parental concerns about vaccination risks [28]. Given the plethora of misinformation perpetuated online, clinicians may want to provide “information prescriptions” to parents regarding the search terms they use and encourage parents to access websites moderated by health care experts. The interactive component to the websites would provide an opportunity for parents to ask questions of vaccination experts. Health care providers should discuss with parents the nature of online vaccine discussions. Reviewing with parents the utilization of hierarchical and scientific language utilized by some to promote antivaccine messaging. Further discussion focused on search terms and even providing parents suggestions for vaccine-positive or neutral terminology that will allow them access to a more balanced discussion of vaccine benefits and risks online.

Parents identify trust as a fundamental part of the vaccine decision-making process. This importance placed upon perceived trust in the source of information reinforces the importance of relational care practices, and a trusting relationship with a health care provider is a priority. Developing and fostering trust between primary care providers and parents may be a strategy to increase vaccine uptake by parents.
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Risk-Taking Behaviors and Adherence to HIV Pre-Exposure Prophylaxis in Users of Geosocial Networking Apps: Real-World, Multicenter Study

Abstract

Background: Over half of men who have sex with men (MSM) use geosocial networking (GSN) apps to encounter sex partners. GSN apps’ users have become a unique large subpopulation among MSM for interventions concerning HIV prevention and control. Pre-exposure prophylaxis (PrEP) is a promising measure for HIV prevention, especially for MSM, but its effectiveness largely depends on medication adherence. However, little is known about PrEP adherence among GSN apps’ users, which is critical to addressing the overall optimization of PrEP compliance outside of clinical trials in the context of large-scale implementation.

Objective: The objective of this study is to understand the correlation between GSN apps’ use and medication adherence among MSM receiving PrEP, with the aim to increase their awareness about PrEP use in order to increase adherence.

Methods: This study based on the China Real-world Oral intake of PrEP (CROPPrEP) project, a multicenter, real-world study of Chinese MSM on daily and event-driven PrEP. Eligible participants completed a detailed computer-assisted self-interview on sociodemographic, GSN apps’ use, and sexual behavior. Then participants were followed up for 12 months and assessed for various characteristics (eg, PrEP delivery, adherence assessment, PrEP coverage of sexual activities, and regimens switch). A
Men who have sex with men (MSM) are estimated to have a 20-fold higher risk of new HIV infections than the general population on average, with MSM contributing to more than half of new HIV infections in western and central Europe and North America, and 30% in Asia and the Pacific [1]. Digital technology has changed the way MSM lives and seeks sexual partners, and a meta-analysis estimated that 50%–80% of MSM reported using geosocial networking (GSN) apps for sexual encounters [2,3]. Recent studies indicate an increase in GSN app users with high-risk sexual behaviors (ie, condomless and multisex partners); however, effective interventions for HIV prevention among this group remain an underexplored topic [2-7].

Pre-exposure prophylaxis (PrEP) is a promising novel HIV prevention method, and its coverage continues to expand globally [8]. Adherence is probably the strongest determinant of effectiveness for PrEP based on evidence from existing clinical trials and real-world studies [9-12], and optimizing adherence has become a common goal across various settings globally. Recent studies have found that GSN apps may facilitate the roll out of PrEP programs [13-15], though more information is needed on the role of GSN apps in PrEP initiation and adherence. In 2017, a large-scale survey of GSN apps’ users among MSM in Europe and Central Asia reported that 10% of MSM were using PrEP in the last 3 months, and 33% were planning to start PrEP in the next 6 months [16]. A study on Grindr use among MSM from the United States found that those with recent GSN apps’ use had a higher percentage of initiating PrEP compared with nonusers (24.6% vs 14%, P<.001) [15]. The above evidence suggests that MSM with GSN apps’ use experience may comprise a sizeable proportion of PrEP users, but we do not know exactly the size and risk level they occupy among PrEP users in China. In addition, despite the importance of adherence for PrEP effectiveness based on existing clinical trials and real-world studies among the overall MSM population, there is little information on these outcomes for MSM who are using GSN apps. In 2019, the updated WHO guidelines for PrEP recommended both daily and event-driven regimens for PrEP among MSM [17], raising concerns about regimen switches. The limited available research evidence suggests that the switch between daily and event regimens is more common when 2 regimens are available [18]. Understanding adherence and regimen switch among GSN apps’ users and addressing the barriers preventing adherence will be crucial to the long-term success of PrEP interventions in the Chinese MSM population. Discontinuation of PrEP is another concern and may hinder its prevention effect [19,20]. However, research has only scarcely explored the effect of app use behavior on PrEP discontinuation. Therefore, this study aims to understand the behavioral characteristics of GSN apps’ users among PrEP users and assess their adherence, regimen conversion, and discontinuation in a real-world study in China with options for daily and event-driven PrEP regimens, to explore new directions for improving adherence.

Methods

Study Design and Participants

This study was based on the China Real-world Oral intake of PrEP (CROPPrEP) project [21], a multicenter, real-world study of daily or event-driven emtricitabine/tenofovir disoproxil fumarate (TDF/FTC) PrEP regimens among HIV-negative MSM at high risk of HIV infection in China. From December 2018 to October 2019, participants were recruited from 4 cities including Shenyang (First Affiliated Hospital of China Medical University, Beijing (Beijing You An Hospital of Capital Medical University), Shenzhen (Shenzhen Third People’s Hospital), and Chongqing (Chongqing Public Health Medical Treatment Center). Eligible participants reported GSN apps’ use and sexual characteristics at baseline and then began quarterly follow-up visits (eg, free PrEP distribution, medication adherence assessments, and computer-assisted self-interview [CASI]) over 12 months. The expected follow-up time was from...
Secondary Outcomes

Secondary outcomes included self-reported adherence, PrEP coverage of last sex events, and PrEP discontinuation. Self-reported adherence was assessed by a questionnaire on whether the medication was missed. We calculated recent sexual behavior with PrEP based on self-administered questionnaires and adjusted the data based on weekly records of pill taking and sexual practices. PrEP discontinuation excludes those who discontinue PrEP due to seroconversion to HIV positivity.

GSN Apps’ Use, Sexual Behaviors, and Other Observation Variables

The GSN app platforms mentioned in the questionnaire included Blued, Jacked, Momo, and other common gay social apps with geographical networking. Other adherence-related variables were also gathered via questionnaires. Specifically, questionnaires collected data on sociodemographics (eg, age, occupation, education), sexual behavior (ie, sexual role, number of sexual partners, type of sexual partners, condomless anal intercourse, and rectal douching), and substance use during the past 3 years. For sexual partners, casual partners were defined as one-night stands, as opposed to regular partners. Substance use was defined as the use of rush (poppers or alkyl nitrites), MDMA (3,4-methylenedioxymethamphetamine; ecstasy), ice, amphetamines, tramadol, or ketamine.

Statistical Analysis

The distribution of demographic, behavioral, and PrEP-related characteristics of GSN apps’ users and nonusers among MSM on PrEP (such as sexual behavior, substance use, and the choice of regimen) was compared using chi-square analysis or Fisher exact test, as appropriate. To clarify the determinants of PrEP adherence and regimen switches, generalized estimation equation with logistic models was used for analysis to obtain robust results by controlling for the correlation between observed variables [22,23], given that adherence, PrEP coverage of last sex events, and regimen switches were evaluated at each follow-up among GSN apps’ users and nonusers. In this model, at each follow-up, data on time-dependent variables such as sexual behavior, drug use, and psychological factors were analyzed, and only variables statistically significant at the P<.20 level were entered into the multivariate analysis with adjustment for demographic confounding factors including ethnicity, monthly income, and residence. All analyses were performed using SPSS version 24.0 (IBM). All P-values and confidence intervals were 2-sided.

Ethics Statement

This study was approved by the Institutional Review Board at the 4 research centers and research procedures were carried out strictly in accordance with relevant guidelines ([2018]2015–139-5) and the Declaration of Helsinki. Written informed consents were obtained from participants prior to starting any study procedure. This study is registered with the Chinese Clinical Trial Registry (Trial registration number ChiCTR-IIIN-17013762).
Results

Participant Demographics

Of the 1222 MSM screened, 1023 eligible participants were enrolled, including 520 MSM who chose daily PrEP and 503 MSM who chose event-driven PrEP at baseline (Figure 1). At PrEP initiation, the median age was 29 years (IQR 25-35), 81.23% (831/1023) of participants self-reported having a university degree or above, and 54.55% (558/1023) of participants self-identified as single.

Figure 1. Enrollment and follow up of the study participants. D→E: switching from daily to event-driven regimen; E→D: switching from event-driven to daily regimen; MSM: men who have sex with men.

GSN Apps’ Usage and Characteristics of GSN App Users

As much as 73.90% (756/1023) of eligible participants reported primarily using GSN apps to seek sexual partners in the past 3 months. GSN apps’ users were younger and had higher education. A detailed distribution of sociodemographic characteristics is shown in Table 1.

Participants who use GSN apps were more likely to engage in risk behaviors than those not using GSN apps. Specifically, GSN apps’ users had more male casual sexual partners (≥4: 34.9% [264/756] vs 21.7% [58/267], \(P<.001\)) and more condomless anal intercourse (CAI; 1-2: 19.6% [148/756] vs 14.2% [38/267], \(\geq 3: 42.2% [319/756] vs 39.3% [105/267], \(P=.034\)) than nonusers. However, there was no statistical difference between GSN apps’ users and nonusers in the choice of medication regimens.
Table 1. Baseline characteristics of MSM on PrEP who did and did not report mainly seeking partners through geosocial networking apps during the past 3 months (N=1023).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>GSN apps' nonuser (N=267), n (%)</th>
<th>GSN apps user (N=756), n (%)</th>
<th>$\chi^2$ (df)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>53 (19.9)</td>
<td>183 (24.2)</td>
<td>6.33 (2)</td>
<td>.042</td>
</tr>
<tr>
<td>25-34</td>
<td>128 (47.9)</td>
<td>387 (51.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-65</td>
<td>86 (32.2)</td>
<td>186 (24.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Han Ethnic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>239 (89.5)</td>
<td>680 (89.9)</td>
<td>0.04 (1)</td>
<td>.840</td>
</tr>
<tr>
<td><strong>Local residents of research centers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>249 (93.3)</td>
<td>707 (93.5)</td>
<td>0.02 (1)</td>
<td>.883</td>
</tr>
<tr>
<td><strong>Having a university degree or above</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>200 (74.9)</td>
<td>631 (83.5)</td>
<td>9.48 (1)</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Average annual income $\geq$567 (US $)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>177 (66.3)</td>
<td>510 (67.5)</td>
<td>0.12 (1)</td>
<td>.727</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/Cohabitation with a woman</td>
<td>21 (7.9)</td>
<td>46 (6.1)</td>
<td>18.06 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cohabitation with a man</td>
<td>121 (45.3)</td>
<td>251 (33.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>116 (43.4)</td>
<td>442 (58.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separated, divorced, or widowed</td>
<td>9 (3.4)</td>
<td>17 (2.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Ever received HIV PEP in the past 6 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12 (4.5)</td>
<td>53 (7.0)</td>
<td>2.10 (1)</td>
<td>.147</td>
</tr>
<tr>
<td><strong>PrEP$^d$ dosing regimens</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Event-driven regimen</td>
<td>136 (50.9)</td>
<td>384 (50.8)</td>
<td>0.00 (1)</td>
<td>.968</td>
</tr>
<tr>
<td>Daily regimen</td>
<td>131 (49.1)</td>
<td>372 (49.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Homosexual</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>198 (74.2)</td>
<td>605 (80.0)</td>
<td>4.03 (1)</td>
<td>.045</td>
</tr>
<tr>
<td><strong>Behaviors in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sexual roles with male</td>
<td></td>
<td></td>
<td>6.69 (3)</td>
<td>.082</td>
</tr>
<tr>
<td>Oral</td>
<td>1 (0.4)</td>
<td>6 (0.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top</td>
<td>81 (30.3)</td>
<td>206 (27.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bottom</td>
<td>58 (21.7)</td>
<td>223 (29.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Versatile</td>
<td>127 (47.6)</td>
<td>321 (42.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Number of male sex partners</strong></td>
<td></td>
<td></td>
<td>31.73 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>0-1</td>
<td>76 (28.5)</td>
<td>105 (13.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-3</td>
<td>86 (32.2)</td>
<td>246 (32.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq$4</td>
<td>105 (39.3)</td>
<td>405 (53.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Number of male casual sex partners</strong></td>
<td></td>
<td></td>
<td>38.70 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>0</td>
<td>130 (48.7)</td>
<td>213 (28.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-3</td>
<td>79 (29.6)</td>
<td>279 (36.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq$4</td>
<td>58 (21.7)</td>
<td>264 (34.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Number of CAI$^d$</strong></td>
<td></td>
<td></td>
<td>6.79 (2)</td>
<td>.034</td>
</tr>
<tr>
<td>0</td>
<td>124 (46.4)</td>
<td>289 (38.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>38 (14.2)</td>
<td>148 (19.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq$3</td>
<td>105 (39.3)</td>
<td>319 (42.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Substance use</td>
<td>94 (35.2)</td>
<td>389 (51.5)</td>
<td>20.90 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>STI$^e$ symptoms</td>
<td>18 (6.7)</td>
<td>69 (9.1)</td>
<td>1.41 (1)</td>
<td>.236</td>
</tr>
<tr>
<td><strong>Ever tested HIV in the past 12 months</strong></td>
<td></td>
<td></td>
<td>3.69 (1)</td>
<td>.055</td>
</tr>
</tbody>
</table>
aGSN: geosocial networking.
bPEP: postexposure prophylaxis.
cPrEP: pre-exposure prophylaxis.
dCAI: condomless anal intercourse.
eSTI: sexually transmitted infection.

**GSN Apps’ Use, Adherence, and Regimen Switches for PrEP**

By January 2020, 97.07% (993/1023) of participants completed at least one clinical visit, with a total of 2962 follow-up visits, and the median follow-up time was 0.50 person-years, equivalent to 513.07 person-years.

As shown in Figure 2, according to adherence assessments by pill count and questionnaires at each visit, the proportion of adherence greater than 90% was lower and the rate of switching from event-driven to daily regimen was higher for GSN apps’ users than nonusers. As shown in Table 2, in the multivariable analysis of generalized estimation equation with logistic regression, GSN apps’ use was also found to be a significantly independent predictor of adherence over 90% with adjusted odds ratio (aOR) of 0.8 (95% CI 0.6-1.0; \(P=0.037\)). In terms of the medication regimen, the adherence to the daily regimen was higher than that to the event-driven regimen (aOR 3.8, 95% CI 3.1-4.6). The subgroup analysis of different regimens showed that the adherence of GSN apps’ users to the event-driven PrEP was lower than that of nonusers (aOR 0.7, 95% CI 0.6-0.9). Other independent predictors of adherence included age (vs 18-24 years; 25-34: aOR 1.3, 95% CI 1.0-1.7; 35-65 years: aOR 1.4, 95% CI 1.0-1.8), college education and above (aOR 1.3, 95% CI 1.0-1.7), daily regimen (vs event-driven regimen; aOR 3.8, 95% CI 3.1-4.6), having multiple male sex partners (vs 0-1 male sex partners; 2-3: aOR 1.2, 95% CI 1.0-1.5; ≥4: aOR 1.3, 95% CI 1.1-1.7), multiple casual male sex partners (vs 0; 1-3: aOR 1.1, 95% CI 0.9-1.3; ≥4: aOR 1.3, 95% CI 1.0-1.6), number of CAI instances of 3 or more (vs no CAI; aOR 1.2, 95% CI 1.0-1.5), and substance use (vs no substance use; aOR 0.7, 95% CI 0.5-0.9; Table 2).

For self-reported adherence measures, GSN apps’ users showed a statistically marginally lower level of adherence than nonusers in the event-driven regimen (aOR 0.7, 95% CI 1.0-4.1, \(P=0.060\)). PrEP coverage of last sex events was significantly lower with GSN apps’ users than with nonusers on the event-driven regimen (aOR 0.6, 95% CI 0.4-1.0, \(P=0.038\); Table 3).

As much as 9.7% (96/993) of PrEP users switched regimens, including 82 who switched once and 14 who switched more than once. Of the 111 regimen-switching events, 67 (60.4%) were from event-driven to the daily regimen, and 44 (39.6%) were from event-driven to the daily regimen. Interestingly, based on the above multivariable analysis, GSN apps’ users were more likely to switch regimens from event-driven to daily use, compared with nonusers (aOR 1.8, 95% CI 0.9-3.3, \(P=0.084\); Table 3).

Additionally, 4.40% (45/1023) of participants discontinued PrEP and dropped out of the study, and there were no significant differences in rates of discontinuation between GSN apps’ users and nonusers (4.4% [23/520] vs 4.4% [22/503], \(P=0.796\)).
Figure 2. Pill-counting adherence and regimen switches for PrEP among GSN users and nonusers during follow-up. The difference in the rate for pill counting adherence and regimen switching between GSN users and nonusers at each follow-up visit was marked as *P<.20, **P<.05. E→D: Switching from event-driven to daily regimen; GSN: geosocial networking; PC: pill counting; PrEP: pre-exposure prophylaxis.
Table 2. Generalized estimated equation analysis of behaviors during follow-up as predictors of over 90% adherence to pre-exposure prophylaxis by pill counting (N=993).a

<table>
<thead>
<tr>
<th>Factors</th>
<th>Total, n (%)</th>
<th>Adherence &gt;90%, n (%)</th>
<th>Multivariate analysis aORb (95% CI)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>230 (23.2)</td>
<td>146 (63.5)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>25-34</td>
<td>501 (50.5)</td>
<td>333 (66.5)</td>
<td>1.3 (1.0 to 1.7)</td>
<td>.028</td>
</tr>
<tr>
<td>35-65</td>
<td>262 (26.4)</td>
<td>179 (68.3)</td>
<td>1.3 (1.0 to 1.8)</td>
<td>.036</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or below</td>
<td>175 (17.6)</td>
<td>113 (64.6)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>College and above</td>
<td>818 (82.4)</td>
<td>545 (66.6)</td>
<td>1.3 (1.0 to 1.7)</td>
<td>.037</td>
</tr>
<tr>
<td><strong>Sexual role with male</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oral</td>
<td>57 (5.7)</td>
<td>30 (52.6)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Top</td>
<td>341 (34.3)</td>
<td>233 (68.3)</td>
<td>2.0 (1.4 to 2.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bottom</td>
<td>279 (28.1)</td>
<td>193 (69.2)</td>
<td>2.1 (1.5 to 3.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Versatile</td>
<td>316 (31.8)</td>
<td>202 (63.9)</td>
<td>1.8 (1.2 to 2.6)</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Main venue to seek male sex partners</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>256 (25.8)</td>
<td>181 (70.7)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>GSN appsc</td>
<td>737 (74.2)</td>
<td>477 (64.7)</td>
<td>0.8 (0.6 to 1.0)</td>
<td>.037</td>
</tr>
<tr>
<td><strong>Sexual behaviors in past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of male sex partners</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1</td>
<td>303 (30.5)</td>
<td>188 (62.0)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>2-3</td>
<td>336 (33.8)</td>
<td>237 (70.5)</td>
<td>1.2 (1.0 to 1.5)</td>
<td>.050</td>
</tr>
<tr>
<td>≥4</td>
<td>354 (35.6)</td>
<td>233 (65.8)</td>
<td>1.3 (1.1 to 1.7)</td>
<td>.012</td>
</tr>
<tr>
<td>Number of male casual sex partners</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>474 (47.7)</td>
<td>309 (65.2)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>1-3</td>
<td>283 (28.5)</td>
<td>198 (70.0)</td>
<td>1.1 (0.9 to 1.3)</td>
<td>.289</td>
</tr>
<tr>
<td>≥4</td>
<td>236 (23.8)</td>
<td>151 (64.0)</td>
<td>1.3 (1.0 to 1.6)</td>
<td>.054</td>
</tr>
<tr>
<td>Number of CAI d</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>522 (52.6)</td>
<td>343 (65.7)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>135 (13.6)</td>
<td>85 (63.0)</td>
<td>1.0 (0.8 to 1.2)</td>
<td>.816</td>
</tr>
<tr>
<td>≥3</td>
<td>336 (33.8)</td>
<td>230 (68.5)</td>
<td>1.2 (1.0 to 1.5)</td>
<td>.041</td>
</tr>
<tr>
<td><strong>Substance use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>559 (56.3)</td>
<td>514 (91.9)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>434 (43.7)</td>
<td>401 (92.4)</td>
<td>0.7 (0.5 to 0.9)</td>
<td>.014</td>
</tr>
<tr>
<td><strong>PrEP e dosing regimens</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Event-driven regimen</td>
<td>466 (46.9)</td>
<td>245 (52.6)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Daily regimen</td>
<td>527 (53.1)</td>
<td>413 (78.4)</td>
<td>3.8 (3.1 to 4.6)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aAll estimates were from generalized estimating equation logistic models, adjusted for ethnic, local residents, and annual income.
b'aOR: adjusted odds ratio.
c'GSN: geosocial networking.
d'CAI: condomless anal intercourse.
e'PrEP: pre-exposure prophylaxis.
Medication adherence and regimen switching are important factors affecting the effectiveness of PrEP; however, there has been a lack of evidence on the effect of GSN apps’ use on the above outcome variables. Our results found that although GSN apps’ users were at a higher sexual risk than non-GSN apps’ users, they had lower level of medication adherence to PrEP, and higher rate of regimen switches during follow-up. The observed decrease in PrEP adherence among GSN apps’ users could be attributed to their higher frequent substance using behaviors than nonusers. Previous research had demonstrated that substance use with sex is strongly associated with poor adherence to HIV treatments [26]. Additionally, this study observed a potential decline in the adherence of GSN users during the 6-12-month study period, which may be explained by the higher proportion of younger MSM among GSN users compared with nonusers. Our results also found a lower PrEP coverage of sex events among GSN apps’ users compared with nonusers to further support this hypothesis. Furthermore, this study found that GSN apps’ users were prone to transition from event-driven PrEP to daily dosing regimen than nonusers, although there was no statistically significant difference between the 2 groups in the choice of regimen at initiation. Additional work is needed to address the high rate of regimen switching among GSN apps’ users, and response recommendations should be added to the WHO and country PrEP guidelines that recommend MSM currently using GSN apps to choose a more appropriate daily regimen based on their active sexual behavior. Daily dosing regimens are recommended by guidelines and some trial evidence for MSM with more frequent and irregular sexual behaviors due to the regimen’s simplicity and ease of operation [17,27,28]. Given that GSN apps’ users have a high conversion rate for medication regimens, they should be provided with timely education on new medication regimens, although there was no statistically significant difference between the GSN users and nonusers, which seems to partly explain the high level of GSN apps’ usage among MSM on PrEP [15]. Additionally, our results are similar to those from previous studies that found a higher proportion of HIV-related high-risk sexual behaviors among GSN apps’ users compared to nonusers [4,7,24,25]. GSN apps offer many advantages not available with other traditional ways of encountering a sexual partner and making it easier to locate and screen via the app itself [4,7,24,25].

Table 3. Adherence to pre-exposure prophylaxis and change of regimen among men who have sex with men that are geosocial networking app users and nonusers (N=993).a

<table>
<thead>
<tr>
<th></th>
<th>Total (GSN apps’ user vs nonuser)</th>
<th>Daily regimen (GSN apps’ user vs nonuser)</th>
<th>Event-driven regimen (GSN apps’ user vs nonuser)</th>
</tr>
</thead>
<tbody>
<tr>
<td>aOR (95% CI)</td>
<td>P-value</td>
<td>aOR (95% CI)</td>
<td>P-value</td>
</tr>
<tr>
<td>Self-report last sex events fully covered by PrEp vs No</td>
<td>0.7 (0.5 to 1.0)</td>
<td>1.1 (0.6 to 2.0)</td>
<td>.869 (0.6 to 1.0)</td>
</tr>
<tr>
<td>Self-report pills used as recommended vs No</td>
<td>0.9 (0.7 to 1.1)</td>
<td>1.0 (0.7 to 1.3)</td>
<td>.968 (0.7 to 1.0)</td>
</tr>
<tr>
<td>Pill counting ≤90%</td>
<td>0.8 (0.6 to 1.0)</td>
<td>0.8 (0.6 to 1.1)</td>
<td>.205 (0.7 to 0.9)</td>
</tr>
<tr>
<td>P-value</td>
<td>.037</td>
<td>.224</td>
<td>.019</td>
</tr>
<tr>
<td>Event-driven to daily PrEp</td>
<td>1.5 (0.9 to 2.6)</td>
<td>1.7 (0.9 to 3.3)</td>
<td>.104 (1.2 to 2.6)</td>
</tr>
<tr>
<td>Daily to event-driven PrEp</td>
<td>1.2 (0.6 to 2.6)</td>
<td>1.7 (0.9 to 3.3)</td>
<td>.104 (1.2 to 2.6)</td>
</tr>
</tbody>
</table>

aAll estimates are from generalized estimating equation logistic models, adjusted for ethnic, local residents, and annual income.

bGSN: geosocial networking.
caOR: adjusted odds ratio.
dPrEp: pre-exposure prophylaxis.

Discussion

Principal Findings

These study results represented, to our best knowledge, the first evidence on the correlation between GSN apps’ use and PrEP adherence in a real-world setting with options for daily or event-driven regimens to address bottlenecks in order to optimize PrEP adherence. Our results revealed that a high proportion of PrEP users mainly seek sexual partners through GSN apps, and GSN apps’ users are at a higher sexual risk than other PrEP users. Worryingly, GSN apps’ users had lower levels of medication adherence and higher rates of regimen switching during follow-up than GSN apps’ nonusers. These data suggest the importance of reaching MSM at high risk through GSN platforms and providing them with education and interventions to improve PrEP adherence.

In this study, nearly three-quarters of MSM on PrEP reported seeking sexual partners mainly via GSN apps at baseline, which was higher than those reported in the general MSM population (56.0%) [2]. A study on American MSM found that those using GSN apps seemed more likely to start PrEP (aOR 1.6) compared with non-GSN apps’ users, which seems to partly explain the high level of GSN apps’ usage among MSM on PrEP [15]. Additionally, our results are similar to those from previous studies that found a higher proportion of HIV-related high-risk sexual behaviors among GSN apps’ users compared to nonusers [4,7,24,25]. GSN apps offer many advantages not available with other traditional ways of encountering a sexual partner and making it easier to locate and screen via the app itself [4,7,24,25].

Medication adherence and regimen switching are important factors affecting the effectiveness of PrEP; however, there has been a lack of evidence on the effect of GSN apps’ use on the above outcome variables. Our results found that although GSN apps’ users were at a higher sexual risk than non-GSN apps’ users, they had lower level of medication adherence to PrEP, and higher rate of regimen switches during follow-up. The observed decrease in PrEP adherence among GSN apps’ users could be attributed to their higher frequent substance using behaviors than nonusers. Previous research had demonstrated that substance use with sex is strongly associated with poor adherence to HIV treatments [26]. Additionally, this study observed a potential decline in the adherence of GSN users during the 6-12-month study period, which may be explained by the higher proportion of younger MSM among GSN users compared with nonusers. Our results also found a lower PrEP coverage of sex events among GSN apps’ users compared with nonusers to further support this hypothesis. Furthermore, this study found that GSN apps’ users were prone to transition from event-driven PrEP to daily dosing regimen than nonusers, although there was no statistically significant difference between the 2 groups in the choice of regimen at initiation. Additional work is needed to address the high rate of regimen switching among GSN apps’ users, and response recommendations should be added to the WHO and country PrEP guidelines that recommend MSM currently using GSN apps to choose a more appropriate daily regimen based on their active sexual behavior. Daily dosing regimens are recommended by guidelines and some trial evidence for MSM with more frequent and irregular sexual behaviors due to the regimen’s simplicity and ease of operation [17,27,28]. Given that GSN apps’ users have a high conversion rate for medication regimens, they should be provided with timely education on new medication regimens, not only when PrEP is initiated, but also when they switch regimens. Because of the low dropout rate in this study, no significant difference was found in the termination rate of PrEP between GSN users and nonusers, and the outcome remains to be further observed and confirmed in a larger population with low cohort retention rate in the future.

Given that the GSN platforms cover most MSM using PrEP with high risk levels but low adherence, adherence intervention through eHealth on the GSN platforms may be an ideal way to
optimize adherence in the large-scale implementation of PrEP. The soaring number of dating app users offers unique opportunities to reach out to at-risk MSM for a broad range of health education and interventions [20,29]. GSN app-based advocacy has proven effective in expanding HIV testing and prevention interventions recruitment [30-35]. However, how to effectively deliver eHealth of PrEP adherence on GSN apps needs to be further explored [36]. Although banner ads in apps may be expensive [29,37,38], they can be used to effectively educate the public about PrEP and raise awareness, such as about different PrEP regimens. Pop-up ads in apps appear to be suitable for use as a just-in-time adherence intervention that can be set up on the dating apps to improve PrEP medication adherence [39]. A study conducted in the United States suggests that detailed user profiles on social platforms could help increase sexual health awareness of MSM [40]. This experience could be extended to reduce HIV high-risk behaviors of PrEP users by adding this setting to the GSN platform in China and other countries with similar HIV rates. Offline adherence support also must provide specific assistance to MSM with GSN apps’ usage by providing counseling on medication regimens and switching regimens during PrEP initiation to minimize regimen switching.

Strengths and Limitations
A major strength of this study was the assessment of adherence and regimen switches among MSM who reported using GSN apps, which increased our awareness of the correlation between GSN apps’ use and adherence to PrEP. Furthermore, this study was based on a national multicenter real-world study that simulated real-world scenarios in which participants were able to choose their regimens and to switch between daily and event-driven dosing regimens if desired. However, there were also several limitations in this study. The follow-up time was relatively short, and long-term outcomes may not be observed. Medication adherence may be overestimated to some extent due to the free availability of the PrEP and certain incentives in this demonstration study. This study did not further analyze the effect of GSN apps on HIV-prevention efficacy and drug concentration for PrEP, which future studies should examine. Although this study tries to simulate real-world scenarios as much as possible, compliance may be overestimated to some extent due to the free drug supply and the limited amount of incentive costs used to motivate PrEP use, as PrEP is not yet available in China. This study used a variety of methods to supervise the return of medicines, and pill counting remains inevitably affected by uncontrollable reasons such as forgetting to take them. Therefore, our study also uses questionnaires to comprehensively evaluate PrEP adherence from multiple perspectives. Although this study used flexible online and offline recruitment methods to reach all levels of MSM, similar to previous studies, the very high proportion of MSM with university degrees who start PrEP may not be representative of the entire MSM population in China. Therefore, further research is necessary to examine the causality between app use and the PrEP adherence of MSM.

Conclusions
This study found that GSN apps’ users who account for a large proportion of daily and event-driven oral PrEP users have lower adherence and are more likely to switch regimens despite their higher sexual risk than GSN apps’ nonusers. Based on these results, GSN platforms provide a unique opportunity to reach high-risk MSM for promoting PrEP outreach, and it is also necessary to customize medication adherence interventions for GSN apps’ users to improve the preventive effect of PrEP.
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Abstract

Background: AIDSVu is a public resource for visualizing HIV surveillance data and other population-based information relevant to HIV prevention, care, policy, and impact assessment.

Objective: The site, AIDSVu.org, aims to make data about the US HIV epidemic widely available, easily accessible, and locally relevant to inform public health decision making.

Methods: AIDSVu develops visualizations, maps, and downloadable datasets using results from HIV surveillance systems, other population-based sources of information (eg, US Census and national probability surveys), and other data developed specifically for display and dissemination through the website (eg, pre-exposure prophylaxis [PrEP] prescriptions). Other types of content are developed to translate surveillance data into summarized content for diverse audiences using infographic panels, interactive maps, local and state fact sheets, and narrative blog posts.

Results: Over 10 years, AIDSVu.org has used an expanded number of data sources and has progressively provided HIV surveillance and related data at finer geographic levels, with current data resources providing HIV prevalence data down to the census tract level in many of the largest US cities. Data are available at the county level in 48 US states and at the ZIP Code level in more than 50 US cities. In 2019, over 500,000 unique users consumed AIDSVu data and resources, and HIV-related data and insights were disseminated through nearly 4,000,000 social media posts. Since AIDSVu’s inception, at least 249 peer-reviewed publications have used AIDSVu data for analyses or referenced AIDSVu resources. Data uses have included targeting of HIV...
testing programs, identifying areas with inequitable PrEP uptake, including maps and data in academic and community grant applications, and strategically selecting locations for new HIV treatment and care facilities to serve high-need areas.

**Conclusions:** Surveillance data should be actively used to guide and evaluate public health programs; AIDSVu translates high-quality, population-based data about the US HIV epidemic and makes that information available in formats that are not consistently available in surveillance reports. Bringing public health surveillance data to an online resource is a democratization of data, and presenting information about the HIV epidemic in more visual formats allows diverse stakeholders to engage with, understand, and use these important public health data to inform public health decision making.

(J Med Internet Res 2020;22(10):e23173) doi:10.2196/23173
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**Introduction**

Public health surveillance is the basis of effective public health decision making [1], and surveillance data have been called “the conscience of an epidemic” [2]. Defined as “the ongoing, systematic collection, analysis, and interpretation of health-related data essential to planning, implementation, and evaluation of public health practice” [3], surveillance data have a critical role to play in monitoring and protecting the health of individuals and populations. More specifically, surveillance is critical to delineate patterns of disease and to evaluate population-level health data and the impact of public health interventions and policies. Dissemination of data is a critical aspect of surveillance practice: making public health data available broadly helps to raise awareness of public health threats, promotes the efficient targeting of resources and testing programs, supports evidence-based legislation to provide for prevention and care services, and enables the monitoring of progress in disease prevention and care [4]. Historically, surveillance data have been disseminated through reports, published at least annually [5], and at varying geographic levels (ie, national, state, and local) [4]. More recently, the broad availability of the internet and increasing data transfer speeds have enabled the online dissemination of reports; in many health jurisdictions, surveillance reports are now only available online.

The US case-based surveillance system for HIV is one of the largest, most well-resourced, and comprehensive infectious disease surveillance systems in the world [6]. The US Centers for Disease Control and Prevention (CDC) administers funding for the system, which is implemented by all US states and selected US cities. The CDC is responsible for processing surveillance data and deduplicating records and for producing national surveillance reports; the CDC does not report or map HIV surveillance data at geographic levels finer than at the county level. State and local health departments are responsible for producing local surveillance reports for jurisdictions smaller than counties. Surveillance reports have traditionally largely comprised tabular presentations of data [7]. Typical surveillance reports include only summary data and are not necessarily geared to lay audiences without technical backgrounds. Data visualizations are generally lacking from surveillance reporting, although more recently, some state and local health departments have incorporated choropleth maps to illustrate variations in levels of disease by smaller geographic areas within states [8] or cities [9,10]. Despite these welcome additions, the types of data released and formats of visualizations vary across states, and the methods used to develop them may also vary among states.

We describe the development, implementation, methods, governance, and impact of AIDSVu.org, a free public data source created to visualize and disseminate HIV surveillance data. Launched in 2009, the resource is a cooperative private-public-academic partnership. We also summarize the reach and utilization of AIDSVu and its service and data resources.

**Methods**

**Overview of AIDSVu and Statement of Purpose**

AIDSVu was created in 2009 as an interactive online mapping platform to visualize the impact of the HIV epidemic on communities across the United States and to improve access to surveillance data at granular geographic levels. The goals of AIDSVu are to make HIV-related data widely available, easily accessible, and locally relevant to inform public health decision making. Improved accessibility and use of HIV surveillance data promotes disease awareness among the general public, media professionals, and medical practitioners and informs data-driven public health decision making. Local relevance refers to publishing data at the finest possible geographic levels, so that public health decisions can be made with awareness of heterogeneity of needs within states or cities. The platform also promotes the wide availability of multiple types of data, including surveillance data, census data on social determinants, locations of HIV-related service providers, and data on the uptake of key HIV services (e.g., pre-exposure prophylaxis [PrEP] and HIV testing). Researchers have used AIDSVu’s data and tools to conduct analyses and evaluate public health interventions; in addition, advocates and community leaders have used AIDSVu’s maps and other tools to educate their audiences and support funding applications.

**Principles of Data Inclusion**

With assistance from an advisory committee of key stakeholders in HIV and a technical advisory group that includes HIV surveillance technical experts, AIDSVu’s scientists have established firm principles of data inclusion to guide the scope
of data to be included on the site. First, all sources must be publicly available or fully transparent to allow replication. Second, all metrics must be consistently defined and standardized to enable meaningful comparisons across geographies. Third, data presented on the site are required to be substantially population based; for example, case-based surveillance data, other data sources that represent a census of outcomes (eg, PrEP utilization data from pharmacy sources), and population-based survey data. Fourth, data must be timely; AIDSVu’s scientific team aims to provide data on the site as quickly as possible after they have been released and reviewed for data quality. Fifth, in recognition of privacy concerns and data suppression requirements set by health departments and the CDC, data are suppressed when indicated by either small numbers of cases or small populations (see Appendix 1 for details). Within these criteria, the AIDSVu team continuously aims to release finer geographic levels of data to increase relevance to prevention and care activities in local communities.

Overview of Data and Sources

AIDSVu presents HIV-related metrics from a variety of sources, including the US CDC, state and local health departments, health care claims databases, and public data such as US Census data. The elements presented on AIDSVu have expanded since the platform’s inception. AIDSVu’s first HIV surveillance map released in 2010 included only state-level data, and over time AIDSVu’s team has added additional data elements at finer geographic levels, including county- and ZIP Code–level data for selected states and jurisdictions beginning in 2011 (see Figure 1).

Figure 1. Historical progression of AIDSVu.org data presentations from 2010 to 2020. PrEP: pre-exposure prophylaxis. Hep: hepatitis C.

The HIV surveillance data presented on AIDSVu are updated annually or as the data become publicly available from the data sources. HIV surveillance maps can be viewed by demographic breakdowns and can be overlaid with three types of service locations—PrEP, HIV testing, and HIV treatment—to enable examination of these resources relative to HIV prevalence and diagnosis data at different geographic levels [11].

Infographics and city and state profile pages provide supplementary visualizations and information, and complement the data presented in the maps and existing surveillance reports. Other public data, such as US Census data on social determinants of health (ie, poverty, high school education, median household income, income inequality, health insurance, etc) can be viewed alongside interactive maps to provide context. Table 1 displays the availability of data by visualization type [12,13]. Table 2 displays the availability of data by geographic level.
Table 1. Availability of data by visualization type from the AIDSVu Project, July 2020.

<table>
<thead>
<tr>
<th>Geographic level</th>
<th>Profiles</th>
<th>Prevalence</th>
<th>Diagnoses</th>
<th>Mortality</th>
<th>PrEP&lt;sup&gt;a&lt;/sup&gt; use</th>
<th>PrEP-to-need ratio</th>
<th>SDH&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Continuum</th>
<th>Data sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>National</td>
<td>X&lt;sup&gt;c&lt;/sup&gt;</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>CDC&lt;sup&gt;d&lt;/sup&gt; and Symphony Health</td>
</tr>
<tr>
<td>Regional</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>CDC</td>
</tr>
<tr>
<td>State</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Select states</td>
<td>CDC</td>
</tr>
<tr>
<td>County</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Select counties</td>
<td>CDC</td>
</tr>
<tr>
<td>ZIP Code</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Select cities</td>
<td>City and state health departments</td>
</tr>
<tr>
<td>3-digit ZIP Code</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Select cities</td>
<td>Symphony Health</td>
</tr>
<tr>
<td>Census tract, neighborhood, and community area</td>
<td>Select cities</td>
<td>Select cities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>PrEP: pre-exposure prophylaxis.

<sup>b</sup>SDH: social determinants of health.

<sup>c</sup>X: Data are presented on AIDSVu. Empty cells: data are not presented on AIDSVu.

<sup>d</sup>CDC: Centers for Disease Control and Prevention.

Table 2. Availability of data by geographic level from the AIDSVu Project, July 2020.

<table>
<thead>
<tr>
<th>Available data</th>
<th>State</th>
<th>Region</th>
<th>County</th>
<th>City</th>
<th>ZIP Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV prevalence</td>
<td>X&lt;sup&gt;a&lt;/sup&gt;</td>
<td>X</td>
<td>X</td>
<td>Select cities</td>
<td>Select cities</td>
</tr>
<tr>
<td>HIV diagnoses</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Select cities</td>
<td>Select cities</td>
</tr>
<tr>
<td>PrEP&lt;sup&gt;b&lt;/sup&gt; use</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PrEP-to-need ratio</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mortality</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Select cities</td>
<td></td>
</tr>
<tr>
<td>Social determinants of health</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Select cities</td>
<td></td>
</tr>
<tr>
<td>Testing</td>
<td>X</td>
<td></td>
<td>Select counties</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Late diagnoses</td>
<td>X</td>
<td>X</td>
<td>Select cities</td>
<td>Select cities</td>
<td></td>
</tr>
<tr>
<td>Linkage to care</td>
<td>X</td>
<td></td>
<td>Select cities</td>
<td>Select cities</td>
<td></td>
</tr>
<tr>
<td>Viral suppression</td>
<td>X</td>
<td></td>
<td>Select cities</td>
<td>Select cities</td>
<td></td>
</tr>
<tr>
<td>Receipt of care</td>
<td>X</td>
<td></td>
<td>Select cities</td>
<td>Select cities</td>
<td></td>
</tr>
<tr>
<td>Federal funding</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sexually transmitted diseases</td>
<td>X</td>
<td>X</td>
<td>Select counties</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>X: Data are presented on AIDSVu. Empty cells: data are not presented on AIDSVu.

<sup>b</sup>PrEP: pre-exposure prophylaxis.

AIDSVu currently maps HIV prevalence and new diagnoses data at state and county levels in addition to the ZIP Code level for 50 cities and community areas and wards, and maps them at the census tract level for a subset of three of those cities. At the county level, AIDSVu maps data on prevalence (see Figure 2) and new diagnoses plus PrEP use [12] and PrEP-to-need ratio [13]; at the state level, AIDSVu maps all of the prior indicators plus HIV mortality data and HIV testing data (see Table 1). For US cities, data are available at the ZIP Code level for HIV prevalence and 5-year risk of HIV diagnosis for 45 cities; data are available for the HIV continuum (eg, late diagnosis, prompt entry to care, retention in care, and viral suppression) for 35 cities.
Regarding the intended audiences, AIDSVu’s content was developed to meet the needs of several types of users: high-interest users (e.g., health department staff, academic researchers, advocacy organizations, and community-based organizations), medical providers (e.g., practicing clinicians and clinic staff), policy makers, the media, and the public. Different areas of the site are targeted primarily at different combinations of user audiences; for example, state profile pages might be relevant for both high-interest users and the public, data downloads are of most relevance to researchers, and infographic panels are of high relevance to all groups.

Governance and Organizational Structure

AIDSVu is the result of a unique partnership between the academic community; governmental organizations, including federal, state, and local health agencies; and private industry. AIDSVu is led by Emory University’s Rollins School of Public Health in partnership with Gilead Sciences, Inc, and the Center for AIDS Research at Emory University. The leadership team of AIDSVu is composed of the Advisory Committee, the Technical Advisory Group (TAG), and the Prevention and Treatment Advisory Committee (PTAC), as well as a core team of staff who manage daily activities. The Advisory Committee meets annually and consists of key stakeholders who provide oversight and guidance for the project, including members from federal government agencies such as the US Department of Health and Human Services and the CDC, as well as state departments of health, academic research institutions, health-focused not-for-profit organizations, and industry. AIDSVu’s technical advisory teams (i.e., TAG and PTAC) consist of HIV surveillance experts who provide input regarding data and other technical issues and HIV prevention professionals who advise AIDSVu’s team on how the tool can be utilized in HIV prevention efforts. TAG and PTAC members meet at least annually and include representatives from federal government agencies, state and city departments of health, and health-focused not-for-profit organizations. This shared responsibility of AIDSVu among public, private, and academic institutions improves ongoing sustainability, agility, and relevance to various audiences.

Other Content Types

AIDSVu data are presented to optimize utility for the intended audiences. To do this, AIDSVu’s team provides a variety of content and visualizations, including infographics to support HIV awareness days, blog posts, downloadable map images, HIV service and clinic locators, side-by-side maps of social determinants of health data, state and local profile pages, and downloadable datasets. These have been used to support user presentations [14], research [15,16], grant applications [17], and the development of educational and advocacy materials that have been presented to stakeholders at conferences, such as the American Public Health Association, the US Conference on AIDS, the Texas HIV Prevention Conference, Fast-Track Cities, Adherence, and the International AIDS Conference.

Awareness Day Infographics

Annually, in observance of national HIV awareness days, AIDSVu releases a series of infographics highlighting key statistics for various populations, including gay men, women and girls, Black people, Asian and Pacific Islander populations, Native people, Latinx people, Youth, and Transgender people. These are made available to the public via Facebook, Twitter, and AIDSVu.org. The data that inform these graphics are calculated from data available on AIDSVu and from the CDC (see Figure 3).
Blog Posts
Throughout the course of the year, AIDSVu develops and publishes blogs posts on various topics, including HIV awareness days, the release of new data or a manuscript, a question-and-answer session on a particular issue (eg, Medicaid expansion and health inequities in the South), and years in review. Since 2010, AIDSVu has published over 160 blog posts to the website, many of which have featured some of the leading experts in HIV surveillance, research, and advocacy (see Figure 4).

Figure 3. Examples of infographics for national HIV awareness days.

Figure 4. Examples of AIDSVu question-and-answer (Q&A) posts.
Service and Clinic Locators

AIDSVu provides users with service locators for HIV prevention, testing, and care. Data for testing, PrEP [18], and care services are obtained from the National Prevention Information Network through an application programming interface, so these data are as current as possible. In addition, for the nine states in the Deep South, users can locate services for stigma reduction, overdose prevention and reversal, harm reduction, and trauma-informed care (see Figure 5).

Figure 5. Example of HIV testing service locator for Miami Dade County.

Overlays

Users are also able to overlay service provider locations directly onto AIDSVu’s maps to illustrate how services are distributed in relation to the burden of HIV. The services available for overlay include HIV testing sites, PrEP services, Ryan White HIV/AIDS Program medical care providers, the Housing Opportunities for Persons with AIDS program, National Institutes of Health (NIH)-funded HIV Prevention Trials Network sites, NIH-funded HIV Vaccine Trials Network sites, and NIH-funded HIV treatment trial sites (see Figure 6).

Social determinants of health can be displayed side by side on a secondary map to visualize the relationships between HIV and social determinants. The five social determinants included in AIDSVu are drawn from the US Census and are as follows: (1) poverty (percent of population living in poverty), (2) high school education (percent of population with a high school degree or equivalent), (3) median household income, (4) income inequality (measured by the Gini coefficient, a measure of income inequality where 0 reflects complete equality and 1 reflects complete inequality), and (5) people without health insurance (percent of population lacking health insurance) (see Figure 7).
Profile Pages
The site has unique pages with profiles for over 40 US cities and 48 counties prioritized for Phase 1 of the Ending the HIV Epidemic: A Plan for America initiative [19]; 50 states; Washington, DC; Puerto Rico; four regions; and the nation, offering easy-to-understand, printable snapshots that summarize the impact of HIV in each of these jurisdictions. The pages
enhance the maps and display data and infographics for HIV prevalence, HIV prevalence rate ratios, new HIV diagnoses, new HIV diagnoses by transmission category, HIV mortality, AIDS diagnoses, the total population, and sexually transmitted diseases data. In some cases, AIDSVu serves as a public face for data that are routinely reported by the CDC for all jurisdictions; for example, in 2018 some cities began reporting diagnosed HIV cases in male-to-female and female-to-male transgender people (see Figure 8).

**Figure 8.** A portion of the Atlanta city profile page in AIDSVu, 2020.

**Downloadable Data and Printable Maps**

Data for the overall national level, along with those at regional, state, and county levels, are available for download. Select cities also provide their data for download. The latest national, regional, state, and county data are available for HIV new diagnoses, prevalence, and mortality; social determinants of health; PrEP utilization; and PrEP-to-need ratio. PrEP data are notable because they are a resource that was developed specifically for mapping and dissemination, to meet an urgent public health need [12,20]. Users can freely download these datasets for a number of years (2008-2018) to conduct their own analyses for use in reports, publications, grant applications, etc. Users do not need to submit a data request or obtain permission to use the available data.

Similarly, users are able to download printable maps. These maps can be customized to display a toggled area, titles, and legends, and at different resolutions and transparency levels.

**Results**

AIDSVu’s scientific team collects metrics to evaluate utilization over time by key audiences, including data on number of users, social media reach, and academic publications that reference AIDSVu. All data below are as of the end of 2019 unless otherwise noted.

**Website Sessions and Users**

Since 2010 (ie, the first full year of data reporting), the number of unique website users increased from 1852 in 2010 to 501,527 in 2019 (see Figure 9). Most users (96.8%) originated in the United States, and users from five states—Georgia, Texas,
Florida, California, and New York—accounted for 43.8% of all sessions in 2019; these states represented 36% of the US population in 2019.

**Figure 9.** Total number of AIDSVu users by year, 2010-2019.

---

**Social Media Reach**

AIDSVu’s team also uses various social media platforms to reach key audiences. Key metrics include impressions, defined as the number of times content has been displayed on a screen, and engagements, defined as the number of actions that users take involving posts or tweets. In 2019, AIDSVu generated 3,955,972 impressions on social media—1,928,029 on Facebook and 2,027,943 on Twitter—and 113,444 engagements—48,614 on Facebook and 64,830 on Twitter. Moreover, AIDSVu’s Facebook page was followed by 10,440 users, and AIDSVu’s Twitter page was followed by 4751 users. Based on organizational types derived from IP addresses, many AIDSVu users are *high-interest* audiences (eg, health department staff, government workers, and academics). For 2019, the distribution of user types included 22,710 academic users, 5274 government users, and 6511 nonprofit users.

---

**Academic Publications**

Given that one of AIDSVu’s major objectives is to increase the availability of HIV surveillance data and related information for research purposes, the number of academic papers that cite AIDSVu is a critical metric for evaluation. As of August 22, 2020, 249 peer-reviewed journal articles, 27 academic dissertations or theses, and 6 book chapters had used AIDSVu data or cited AIDSVu’s resources. Among uses of AIDSVu in these scholarly products, common uses included use of maps or visual products (136 uses), downloading and using AIDSVu data for analyses (115 uses), citation as a public health tool (46 uses), and use of locator data for research or program purposes (3 uses). Uses of AIDSVu in academic products increased steadily from 2012 through mid-2020 (see Figure 10).
Public Health Applications and Use Cases

Examples of how the data on AIDSVu.org are used in public health practice have been recently reviewed [11]. AIDSVu maps have been used to develop targeting for door-to-door testing campaigns, identify areas of high need for telemedicine HIV care facilities [21], and identify service gaps for HIV prevention services [11]. Funders, such as the Elton John AIDS Foundation and the Gilead COMPASS initiative, have used data on the burden of HIV diagnoses to prioritize highly impacted areas for grant funding [22]. Academic researchers have used AIDSVu data to justify the selection of study sites in grant proposals [17].

Discussion

The US HIV surveillance system is the most comprehensive and well-funded, country-specific surveillance system for any infectious disease in the world, and the quality of the data generated by the system is unparalleled in public health surveillance activities [6]. The data have been used over the course of decades of response to the US HIV epidemic to document health disparities, to argue for resources for care, for treatment and prevention, to serve as the basis for equitable resource allocation, and to identify specific cities and facilities in need of additional resources to provide services.

Although the HIV surveillance system and quality of its data are longstanding, the development and uptake of AIDSVu is a reflection of a growing culture of access to digital data, improved computing capacity and data bandwidth to deliver dynamic content, and an emerging appetite for consuming data through visualization and interaction, in addition to, or in preference to, tabular formats. The platform builds on a substantial and well-justified public investment in surveillance data and increases the use of those data by presenting data in a way that may be more accessible to some users. This idea—the democratization of data—drives our efforts to make data on the US HIV epidemic widely available and understandable to different types of users.

One of the major enabling factors for the development and growth of AIDSVu has been the collaboration of public health colleagues at all levels of government, as detailed in the Methods section. These advisors promote appropriate uses and interpretations of data, provide advice about the best ways to display data, identify potential weaknesses in data elements or caveats to the interpretation of data, suggest emerging needs that could be met by surveillance data, and prioritize the types of information and formats that would be most useful to the public that they serve. Where possible, AIDSVu attempts to develop resources (e.g., local profiles, data overlays, and map views) that reflect questions commonly asked of surveillance programs, so that routine inquiries to these programs can be referred to the website. Surveillance programs for most cities mapped by AIDSVu have agreed to release aggregated datasets for public use, fueling academic analyses and publications by facilitating ready access to data. One of the major lessons learned is that a broad collaboration of data providers and community partners has resulted in broad trust and in having data from many local health departments that are calculated using common definitions and codes and are, therefore, directly comparable to each other.

We acknowledge that surveillance data are available through multiple channels and believe that it is important that these critical data be available in many formats and through different types of partnerships. In 2012, the CDC launched the NCHHSTP
which is more efficient than having individual health resources such as ZIP Code–level HIV continuum estimates, AIDSVu staff can develop and share code to generate local resources cannot be done centrally by the federal government. Conversely, AIDSVu offers some features, like ZIP Code–level mapping, HIV care continuum mapping, infographics and messaging, blog posts to facilitate data interpretation, and service provider overlays, which NCHHSTP AtlasPlus does not offer. Different platforms for presenting and facilitating the understanding of public health surveillance data are needed to serve the broad range of people who can use the data for research, program, policy, and care-planning purposes.

One of the major lessons learned in the development of AIDSVu has been the progression to displaying data at increasingly finer levels of geographic resolution. At the time of AIDSVu’s launch of county-level data in 2011, national maps of HIV case counts and prevalence were only available at the state level. The first consolidated depiction of county-level data (see Figure 2) revealed the striking heterogeneity of the impact of HIV within states, and the regional patterns of highly impacted counties in the South. The understanding of the geographic concentration within, and heterogeneity between, counties brought focus to the HIV epidemic in the US South and anticipated the national Ending the HIV Epidemic plan’s focus on highly impacted urban counties [19]. With the launch of ZIP Code–level data and maps on AIDSVu, geographic disparities within highly impacted cities were apparent. Some cities have agreed to map HIV prevalence data at the census tract level, providing even more precision to inform targeting of prevention and care needs.

AIDSVu has also moved to develop data sources where there was not an existing public data resource that met AIDSVu’s strict criteria for inclusion on the site. For example, AIDSVu supported the use of commercial data to develop systematic estimates of PrEP use at the state level in 2019 and accompanied the development of the data with online mapping and public-use datasets for PrEP use at the state level [12]. In 2020, AIDSVu developed and published methods to allow for county-level estimates of PrEP use, in response to the Ending the HIV Epidemic initiative’s programmatic focus on highly impacted counties [19,20]. This allowed for the assessment of county-level progress toward earlier goals of PrEP uptake developed under the National HIV/AIDS Strategy [24]. Further, the city-level data on AIDSVu are compiled with standardized methods and are publicly available only on AIDSVu.

The AIDSVu platform has several strengths. The strengths include the ability of the platform to provide a common platform to allow cities to display their own surveillance data. Many health departments do not have resources to build and maintain online data visualization platforms, so it makes sense to have a shared resource. Jurisdictions do not report data on ZIP Codes of reported HIV infections to the CDC, so producing city-level resources cannot be done centrally by the federal government. AIDSVu staff can develop and share code to generate local resources such as ZIP Code–level HIV continuum estimates, which is more efficient than having individual health departments develop such code. This also means that all city-level data presentations are prepared with the same methods so that data are directly comparable across cities. At the time that AIDSVu first displayed county-level data, these data were not publicly available in a single repository, but many states published their own county-level data, sometimes using different methods and assumptions. AIDSVu advanced the field in this area by making county-level estimates public that were directly comparable across state lines. AIDSVu also provides a platform to provide tools that can help interpret, visualize, and translate data to promote public health decision making (eg, map overlays to show areas in need of additional PrEP providers). Finally, AIDSVu has been a robust platform to make population-based data other than surveillance data available to researchers for academic purposes [12,25].

There are also challenges with the AIDSVu platform. The reporting of surveillance data typically lags 12–18 months between the end of a reporting period and the availability of state- and county-level data. Processing for these data includes deduplication of reports across states. In cases where health departments provide data directly to AIDSVu for city-level data displays, the cycle time is faster and data can be made available within 6-9 months, albeit without interstate deduplication and without complete ascertainment of deaths. AIDSVu has been supported for 10 years by a public-private-academic partnership, in which monetary resources are provided by Gilead Sciences and Emory University’s Center for AIDS Research; staff effort and data reporting are contributed by public health organizations. Thus, the maintenance of the website, updating of data, and development of new resources are supported with annual commitments, and are not assured in the long term.

Looking forward, AIDSVu will continue to be guided by input on the data needs and priorities of local health programs. We expect to continue moving to display more data at the most granular levels, including expansion to more US cities. Data at the city and ZIP Code level are unique data resources and will be prioritized. Similarly, we will continue to explore ways to make data on PrEP use available with more stratifications where possible, including expanding the stratification of PrEP data to include race and ethnicity. Considering other data platforms like NCHHSTP AtlasPlus, we will continue to reassess the features of AIDSVu that are value added and prioritize the development of new data resources and presentations at finer geographic levels. The AIDSVu platform, which has already been extended to map hepatitis C data [26] and SARS-CoV-2 data [27], may also be used for visualization of other diseases in the future.

Over the past decade, AIDSVu has moved to make HIV surveillance data more accessible and easy to use through innovative visualizations and tabular displays, finer levels of geography, a broad array of indicators (eg, continuum indicators and PrEP use data), and targeted dissemination for multiple stakeholders. Its impact is seen in the utilization of data resources and the growing use of AIDSVu data to support academic research and to inform policy, programmatic, and educational efforts. Surveillance data are intended to inform local responses and are most powerful when they are available for use at the city and county level.
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Abstract

Background: The COVID-19 outbreak was designated a global pandemic on March 11, 2020. The relationship between vaping and contracting COVID-19 is unclear, and information on the internet is conflicting. There is some scientific evidence that vaping cannabidiol (CBD), an active ingredient in cannabis that is obtained from the hemp plant, or other substances is associated with more severe manifestations of COVID-19. However, there is also inaccurate information that vaping can aid COVID-19 treatment, as well as expert opinion that CBD, possibly administered through vaping, can mitigate COVID-19 symptoms. Thus, it is necessary to study the spread of inaccurate information to better understand how to promote scientific knowledge and curb inaccurate information, which is critical to the health of vapers. Inaccurate information about vaping and COVID-19 may affect COVID-19 treatment outcomes.

Objective: Using structural topic modeling, we aimed to map temporal trends in the web-based vaping narrative (a large data set comprising web-based vaping chatter from several sources) to indicate how the narrative changed from before to during the COVID-19 pandemic.

Methods: We obtained data using a textual query that scanned a data pool of approximately 200,000 different domains (4,027,172 documents and 361,100,284 words) such as public internet forums, blogs, and social media, from August 1, 2019, to April 21, 2020. We then used structural topic modeling to understand changes in word prevalence and semantic structures within topics around vaping before and after December 31, 2019, when COVID-19 was reported to the World Health Organization.

Results: Broadly, the web-based vaping narrative can be organized into the following groups or archetypes: harms from vaping; Vaping Regulation; Vaping as Harm Reduction or Treatment; and Vaping Lifestyle. Three archetypes were observed prior to the emergence of COVID-19; however, four archetypes were identified post–COVID-19 (Vaping as Harm Reduction or Treatment was the additional archetype). A topic related to CBD product preference emerged after COVID-19 was first reported, which may be related to the use of CBD by vapers as a COVID-19 treatment.

Conclusions: Our main finding is the emergence of a vape-administered CBD treatment narrative around COVID-19 when comparing the web-based vaping narratives before and during the COVID-19 pandemic. These results are key to understanding how vapers respond to inaccurate information about COVID-19, optimizing treatment of vapers who contract COVID-19, and possibly minimizing instances of inaccurate information. The findings have implications for the management of COVID-19.
among vapers and the monitoring of web-based content pertinent to tobacco to develop targeted interventions to manage COVID-19 among vapers.

*J Med Internet Res 2020;22(10):e21743*  doi:10.2196/21743
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**Introduction**

COVID-19 is spreading rapidly and has been declared a global pandemic [1]. COVID-19 was first reported in Wuhan, China, in December 2019 [2], and it was declared a pandemic by the World Health Organization (WHO) on March 11, 2020 [3]. With the pandemic currently in progress, research on the determinants of disease progression and communities that may be more vulnerable to COVID-19 is of key importance [4].

There is some scientific knowledge that vaping cannabidiol (CBD) or other substances may be associated with more severe manifestations of COVID-19 [5,6]. Use of electronic cigarettes (e-cigarettes) has been associated with a reduction in the ability of the lungs to respond to infection [5,6]; thus, people who use e-cigarettes may be at increased risk of contracting COVID-19 [4-7]. Several studies have indicated that smokers, including vapers, are more vulnerable to COVID-19 infections or more likely to develop serious complications after contracting SARS-CoV-2, the virus that causes COVID-19 [8-10]. Vaping devices may also be possible sites of COVID-19 transmission [9]. However, inaccurate information that vaping can aid COVID-19 treatment is also circulating [9], and experts have expressed the opinion that CBD, which can be administered through vaping, can mitigate COVID-19 symptoms [11,12].

For example, some Twitter posts around vaping indicated that e-cigarette devices may increase lung humidity and prevent COVID-19, and other posts stated that these devices can be used to administer COVID-19 medication to the lungs and possibly destroy the virus [9]. It has also been suggested that CBD products, often delivered through vaping, can be used to treat COVID-19, perhaps by augmenting the immune system [11,12]. Much of the information around vaping and other tobacco products is disseminated through the internet [13,14] and can affect health outcomes [15,16]. For example, vapers who develop COVID-19 may mistakenly believe that vaping CBD or other substances can alleviate COVID-19 symptoms; however, it may instead create additional disease complications. Thus, it is necessary to study the spread of inaccurate information to better understand how to promote scientific knowledge and curb misinformation, which may be critical to vapers’ health [17].

A previous study analyzed Twitter content around COVID-19 and vaping [9]. The indicated study surveilled vaping tweets and detailed conversations around COVID-19 and vaping. The web-based conversations centered on the possibly heightened risk of COVID-19 for vapers and how vaping could potentially protect against COVID-19 [9]. However, past work did not use web-based vaping-related data from a range of sources or detailed data from before the COVID-19 pandemic and through its progression. Detailing a large scope of sources is necessary to document the broad range of web-based vaping conversations, and collecting data from both before and during the COVID-19 pandemic is key to understanding the narrative prior to the emergence of COVID-19 and how it is changing as the pandemic progresses. Our study builds on previous work by using a large data set to represent the web-based vaping narrative (August 1, 2019, to April 21, 2020) that combines analysis of a multitude of sources, such as blogs, forums, and social media posts; also, we used novel computational techniques to examine how the vaping narrative has changed from before to during the COVID-19 pandemic.

Using the novel computational technique of structural topic modeling (STM), we mapped temporal trends in the web-based vaping narrative (a large data set comprising web-based vaping chatter from several sources) to show how discourse differed before versus during the COVID-19 pandemic. Topic modeling is a computer-aided content analysis technique where texts are organized into themes known as topics. These topics are not provided to the machine prior to modeling but emerge inductively as the algorithm learns patterns within the texts. The model assumes a relational theory of meaning by identifying structures of co-occurrence of words in individual texts and across all the texts. The model thus provides content analysis of text data sets that are too large to code by hand. Topic models use machine learning to uncover patterns and relationships that may be omitted by hand coding or traditional content analysis. Unsupervised machine learning methods have performed similarly to human coders on identical documents [18]. Unsupervised machine learning is a variant of machine learning that looks for new patterns in a data set without pre-existing labels and with limited human supervision. We used an approach to topic modeling known as STM [19,20]. STM enables discovery of topics and their prevalence based on document metadata, such as dates, or other important attributes, such as the number of new COVID-19 cases worldwide per day. Adding this metadata is useful, as the data are obtained over several months (August 2019 to April 2020), and the web-based vaping narrative may be susceptible to thematic change based on the progression of the COVID-19 pandemic. STM has been used to address several social scientific research questions around areas such as climate change [21,22] and web-based drug marketplaces [23]. As vapers may be at greater risk for contracting SARS-CoV-2 and COVID-19 disease progression [8-10], and CBD, which is often administered through vaping, may have interactions with COVID-19 treatment outcomes, we hope to provide insight on how vapers are responding to the pandemic. This may help improve the treatment outcomes of vapers who develop COVID-19.
Methods

Ethics Statement
Approval and informed consent were not needed because the data were collected using publicly available textual query techniques. All data are publicly available and can be accessed by anyone. The data were provided to the research team with all identifiers removed.

Data Acquisition and Processing
Data were obtained using a textual query that scanned a data pool of approximately 200,000 different domains, such as public forum posts, blogs, news articles, message boards, health care provider forums, and social media (see Multimedia Appendix 1 for the full list of sources). Textual queries were used to automatically search the indicated sources for text fragments related to keywords such as vape, vaping, and e-cigarette. The data that comprised vaping-related text fragments were collected from August 1, 2019, to April 21, 2020. As the data set represents a multitude of sources for web-based chatter related to vaping, our data set is likely representative of the web-based vaping narrative during the indicated period. The start date for the COVID-19 pandemic was denoted as December 31, 2019, when the Chinese government disclosed the existence of COVID-19 to the World Health Organization (WHO) [3]. Although the date of the first COVID-19 case is prior to December 31, 2019 [2], COVID-19 is unlikely to have influenced vaping-related discourse in the United States prior to December 31, 2019, due to low global awareness. The time period of August 1, 2019, to April 21, 2020, was chosen to provide sufficient data to detail the vaping narrative prior to the COVID-19 pandemic. Given that the date demarcating pre– and post–COVID-19 is December 31, 2019, our time period allowed for approximately four months before and approximately the same period after the first report of COVID-19 to the WHO.

Word Prevalence and Topic Modeling
To prepare the data for word prevalence and topic modeling analysis, English stop words such as “the,” “a,” and “an” were removed, along with abbreviations, and terms were stemmed using Porter’s stemming algorithm [24]. Stemming converts words with the same “stem” or root (eg, “innovative” and “innovator”) to a single word type (eg, “innovate”). As our study centered on the intersection of vaping and COVID-19, it was expected that words such as “cigarette,” “vape,” and “coronavirus” would dominate our findings. However, these terms may crowd out other words, perhaps causing us to miss key topics occurring in the text. For example, if we were interested in understanding different cooking techniques such as roasting and frying, and we sourced data from web-based forums frequented by amateur chefs, the most frequent words in the data might be “cook” and “recipe.” However, these words might obscure information around the cooking techniques we were interested in. Thus, in some cases, such as our study, it may be necessary to remove frequently occurring words to detail underlying themes in the data. All data were first processed to remove mentions of COVID-19, tobacco, and vaping. These data were used to generate word clouds by word prevalence. As we will later detail, the word clouds generated by word prevalence contained significant mentions of CBD after the emergence of COVID-19. When conducting topic modeling, mentions of CBD may crowd out other words and reduce our ability to identify salient topics. As such, we further processed the data set for topic modeling by removing mentions of cannabis, inclusive of CBD.

We first generated word clouds based on the top 200 terms ranked by prevalence before and after COVID-19 was reported to the WHO. In a word cloud, a larger font size indicates a greater prevalence of a single word. Word clouds thus provide a relative yardstick of the importance of a word in a particular time period. This visualization enabled us to qualitatively assess words by importance. Documents were processed (words removed) for mentions of cannabis, COVID-19, tobacco, and vaping. References to cannabis were determined using these search terms: [bud OR cannabis OR cannabidiol OR cbd OR ganja OR hash OR hashish OR hemp OR indica OR joint OR marijuana OR mary jane OR ruderals OR pot OR sativa OR weed OR THC]. References to COVID-19 were determined using these search terms: [(COVID-19 OR covid 19 OR novel coronavirus OR coronavirus OR sars cov-2 OR SARS cov 2 OR SARS cov-2 OR n-cov OR cov OR covid)]. References to tobacco were determined using these search terms: [baccy OR bid OR cig OR cigar OR cigarillo OR cigarette OR ciggy OR fog OR hookah OR pipe OR shag OR sheesha OR shisha OR snuff OR snus OR tobacco]. References to vaping were determined using these search terms: [e-cig OR electronic cigarette OR vape OR vapor OR vaporing OR vapelife OR vapist OR vapin OR vaplyfe].

We then used topic modeling to understand changes in word prevalence within topics around vaping and COVID-19. Topic modeling is a computer-aided content analysis technique in which texts are organized into themes known as topics [25,26]. In topic modeling, a topic is a distribution over a vocabulary of words that represent semantically interpretable themes [19]. For example, in a topic denoted “vape,” the terms “smoke” and “device” are more likely to occur than the words “peanut” and “tomato.” “Smoke” may appear in both “vape” and “cooking” topics with different contextual meanings. Given that the topic is a distribution, “smoke” may appear with other high-probability terms such as “roast” and “fry” in the “cooking” topic but may appear with terms such as “nicotine” and “device” in the “vape” topic. Thus, topics can be understood by considering that a person who was talking about the topic of “cooking” would tend to use some words more frequently than others compared to if they were talking about the topic of “vape.” Topic models are suitable for analyzing large quantities of textual data via an automated technique for providing context.

We used an approach to topic modeling known as STM [18,20]. STM [18,20] enables the generation of topics regarding document metadata such as date and source as well as other covariates relevant to the research question, such as new COVID-19 cases. This is vital to understanding how the narrative and topic proportions change over time. This enabled a robust quantitative analysis of how the COVID-19 pandemic has shaped the web-based narrative on vaping [19]. The key innovation of STM is that it can incorporate metadata or information about each document. This allows metadata covariates, such as new COVID-19 cases per day, to influence
topic discovery. Metadata can affect both the prevalence and content of a topic. Metadata covariates for topical prevalence allow the metadata to affect topic frequency. Similarly, covariates in topical content allow the metadata to affect the word rate within a topic or how a topic is discussed [20]. The STM process will output documents and vocabulary for analysis [20]. This output can be investigated in a range of ways, such as detailing words associated with topics or the relationships between metadata and topics. Model output can be used to conduct hypothesis testing around these relationships. STM [18,20] was applied to the whole data set (August 1, 2019, to April 21, 2020); the data prior to the reporting of COVID-19 to the WHO only (August 1 to December 31, 2019); and the data after COVID-19 was reported to the WHO only (January 1 to April 21, 2020). We subsetted the data to see if the vaping narratives were different before and after COVID-19 was reported to the WHO. We used the following metadata covariates for the STM models. For the full data set, the covariates were the binary variable for before and after COVID-19 was reported to the WHO. COVID-19 content covariate (variable to control for COVID-19–related content), date (the first day was denoted as 1, and the days were numbered sequentially after), source (0=social media, 1=news), new COVID-19 cases per day worldwide, and new COVID-19 deaths per day worldwide. For the pre–COVID-19 data set, the covariates were the date and source. For the post–COVID-19 data set, the covariates were the date, source, new COVID-19 cases per day worldwide, and new COVID-19 deaths per day worldwide.

Because STM is an unsupervised approach, the number of topics to estimate (k) is key to the analysis. We first estimated several models ranging from 5 to 200 topics. These models were then evaluated qualitatively by their ability to produce coherent topics and capture topics regarding vaping and COVID-19 [27]. The number of topics was based on our understanding of the data set and how other researchers interpreted STM results [27,28]. The choice of the number of topics was also influenced by postestimation validation outcomes and past work [27]. As per standard content analysis [29], topic model validation also requires qualitative review, where researchers assess the interpretability and relative efficacy of models based on their subject matter expertise and data context. Our final models (k=15 for the whole data set; k=20 for the pre–COVID-19 report data set; k=20 for the post–COVID-19 report data set) provided the greatest external validity and the most semantically coherent output of distinctive topics. When the number of topics was greater than indicated above, there were diminishing returns for solutions, as the substantive meaning and coherence of categories started to break down [21]. When the number of topics was lower, variation decreased and specific topics were placed into more generic categories. Validating a topic model is not the same as evaluating a statistical model regarding a population sample [30]. The goal is to identify the framework that best describes the data, not to estimate population parameters [30].

We conducted qualitative analysis to determine the number of topics based on past social science studies in which topic modeling was used to extract meaning from large text samples. These studies [21,31] determined topics by qualitative coding based on word prevalence and researchers’ topic expertise. We applied similar techniques in this study. Methods such as interrater reliability ratings may guard against subjective bias based on subject matter expertise and data context [32]. Adding interrater reliability to the qualitative component of topic modeling may improve data quality. However, we sought to use topic modeling to answer a specific research question, not to improve on methodological techniques. Thus, we used best practices implemented in previous studies regarding topic interpretation but did not advance these methods.

Topic interpretation was influenced by prior knowledge about why texts were written and what they sought to accomplish. Most of the text was produced and consumed by people who engaged in vaping and other forms of tobacco use, and this lens was used to interpret the presence or absence of topics and words. Most of the topic labels were straightforward and did not require much interpretation. To characterize topics in the vaping narrative, we qualitatively coded each topic by investigating word clouds based on each topic and reviewing exemplar documents which detailed high proportions of each topic [19]. The topic we classified as “tobacco company merger called off” had the following most frequently occurring words: “sue,” “analyst,” “halt,” “1st,” “imperial,” “judge,” “backlash;” “advisor;” “merger;” “stake;” “acquire;” “outbreak;” “carolina;” “confirm;” and “mint.” Exemplar documents that exhibited high proportions of this topic indicated a preoccupation with these words. This detailed a topical preoccupation with a tobacco firm merger being called off. Thus, the interpretation of the topic was clear, given the genre of the narrative and the reliance on research regarding prominent topics around vaping. Two authors assigned the topics, and a third author resolved disagreements when they arose.

Topic validation is key to assessing whether the substantive meaning of the topic and its words are parallel with the qualitative meaning of the text, and we used methodological guidance from past research for this purpose [19,26]. Past work advocated the use of sample documents to validate the substantive meaning of each topic. Determining the number of sample documents to use is based on the amount of resolution needed by a social scientist to answer the research question using topic modeling methods [33]. Thus, determining the number of sample documents is a largely qualitative process that is dependent on the research question at hand. To determine the appropriate number of documents to sample, we searched the social science literature for studies that used topic modeling based on whether they asked similar research questions to our study, addressed similar topic areas to our study, and drew their study data from similar sources to those used in our study. We searched databases such as Web of Science Core Collection, Embase, PsycINFO, MEDLINE, and Sociological Abstracts. We used keywords such as contrarian, polarized, and topic modeling. The 2016 paper by Farrell [21] was determined to be the most similar to our study based on the assessed characteristics. Farrell explored ideological polarization in climate change and used a broad range of sources, such as press releases, published papers, and website articles. Based on the nature of the research question and large range of sources,
Farrell determined that a sample of 50 documents was sufficient to validate the substantive meaning of the topic output. Given the similarities between Farrell’s 2016 study and ours in a range of characteristics, we similarly determined that a sample of 50 documents was adequate to validate the topics. We used findThoughts and plotQuote within the STM package to examine the top 50 associated documents for each topic to validate a topic’s substantive meaning. Determination of the top 50 documents was based on ranking topics by the maximum a posteriori estimate of the topic’s theta value, which represents the modal estimate of the proportion of word tokens assigned to the topic with the model. These top 50 documents were read by two of the authors to determine validity. A third author resolved disagreements where necessary. As indicated above, interrater reliability was not determined; however, we believe our methods were sufficiently robust.

Finally, word clouds were again generated, this time to visualize topics with the top 100 words ranked by STM-generated weights per topic, for the models representing the full data set and the data sets from before and after COVID-19 was reported to the WHO. In these word clouds, a larger font size indicated a greater weight, with word clouds indicating the importance of a word within a topic. We then grouped topics and their associated word clouds into larger categories or archetypes based on shared concepts across topics [34]. All analysis was conducted using R with the following packages: dplyr, quanteda, textclean, tm, and stm [20,24,35-37].

Results

Data
We collected 4,027,172 documents (361,100,284 words) comprised of text from blogs (86.01%, N=310,546,244), news articles (11.02%, N=39,721,031), forums (3.01%, N=10,833,008), comments (<1%), professional reviews and Facebook posts (both <1%).

Word Prevalence
The most frequently observed words in the data set were “ban” (216,735/361,100,284 words, 0.06%, rank 1), “product” (135,607/361,100,284 words, 0.04%, rank 2), and “make” (115,413/361,100,284 words, 0.03%, rank 3).

Figure 1 shows a word cloud displaying the 200 most frequently featured words in the data sets divided by time period. The words are colored, sized, and positioned radially based on frequency of appearance, with larger, more central words appearing most frequently. In the period before COVID-19 was reported to the WHO (prior to December 31, 2019), commonly featured words included “ban,” “lung,” and “quit.” Over the next four months, mentions of “CBD” and “oil” increased, along with positive words such as “good” and “best.” There was a clear shift in word prevalence before COVID-19 was reported to the WHO compared to after the COVID-19 report. Word prevalence shifted from words related to the vaping ban to positive words and words associated with CBD. The vaping ban was a move by the US government on September 11, 2019, to remove all flavored vaping products from the market [38].
Figure 1. Word clouds showing the 200 most frequently occurring words in the examined documents over time. Month 1 refers to the first month after COVID-19 was reported to the WHO, Month 2 refers to the second month, etc. WHO: World Health Organization.

Topic Modeling

Figure 2 (all observations), Figure 3 (before COVID-19 was reported to the WHO), and Figure 4 (after COVID-19 was reported to the WHO) detailed results of the topic modeling analysis. Topics not directly relevant to our analysis were not indicated in the figures, such as the Australian bushfires and COVID-19 vaccine development. As detailed in the Methods section, we set the number of topics (k) as follows: whole data set (k=15); data prior to the report of COVID-19 to the WHO (k=20); and data after COVID-19 was reported to the WHO (k=20). We found that the models tended to reflect the same thematic structures of topics and differed only in granularity or level of detail.
Figure 2. Major archetypes of vaping-related topics with example topics per archetype obtained by structural topic modeling for all observations (August 1, 2019, to April 21, 2020). The word clouds are generated from the weights of the top 100 terms within a topic. Terms with larger weights are depicted in larger font sizes. Terms with approximately the same weight are depicted in the same color.

1a. Toxic chemicals in vape products
2a. Vaping health crisis
3a. Vitamin E acetate responsible for vaping illnesses
4a. Vaping-related chest pains
5a. Minimum age for sale raised
6a. Walmart ending e-cigarette sales
7a. Flavored vape ban enforced
8a. Disposable vape devices not covered by flavor ban
9a. Vaping lung disease
10a. Lung injury outbreak linked to vaping
Figure 3. Major archetypes of vaping-related topics with example topics per archetype obtained by structural topic modeling before COVID-19 was reported to the WHO (August 1 to December 31, 2019). The word clouds are generated from the weights of the top 100 terms within a topic. Terms with larger weights are depicted in larger font sizes. Terms with approximately the same weight are depicted in the same color.

- **Harms from vaping**
  - 1b. Illness from black market vape products
  - 2b. Toxic chemicals in cannabis vape products
  - 3b. What do you inhale when vaping?
  - 4b. Vaping and lung damage
  - 5b. Apple removes vape apps from app store
  - 6b. Massachusetts restricting flavored vape products
  - 7b. Walmart stops e-cigarette sales

- **Vaping lifestyle**
  - 8b. Enough
  - 9b. Younger
  - 10b. Vaping in the workplace
Figure 4. Major archetypes of vaping-related topics with example topics per archetype obtained by structural topic modeling after COVID-19 was reported to the WHO (January 1 to April 21, 2020). The word clouds are generated from the weights of the top 100 terms within a topic. Terms with larger weights are depicted in larger font sizes. Terms with approximately the same weight are depicted in the same color.

Topic modeling captured significant events in the vaping environment, such as the vaping health crisis and Walmart stopping e-cigarette sales. The vaping health crisis referred to the 2019 emergence of vaping-associated pulmonary injury (VAPI) in the United States [39]. Walmart stopping e-cigarette sales denoted the September 2019 termination of vape sales at Walmart after the advent of VAPI [40]. These were likely significant events in the vaping narrative, as they emphasized the possible harms of vaping and were highly prominent in US media. Accordingly, these events were identified as individual topics. We organized the topics into the following groups or archetypes: Harms from Vaping; Vaping Regulation; Vaping as Harm Reduction or Treatment; and Vaping Lifestyle. We generated word clouds from the weights of the top 100 terms within each topic, and Figures 2–4 show sample word clouds for each of the three archetypes. Broadly, across the whole time period (Figure 2), the web-based vaping narrative was centered around harms from vaping and vaping regulation. Archetypes pre-COVID-19 (Figure 3) versus during COVID-19 (Figure 4) were largely similar, except that three archetypes were identified pre–COVID-19 (Harms From Vaping; Vaping Regulation; Vaping Lifestyle) but four archetypes were identified post–COVID-19 (Harms From Vaping; Vaping Regulation; Vaping as Harm Reduction or Treatment; Vaping Lifestyle). This suggests that the emergence of COVID-19 is related to the appearance of topics around vaping as a form of harm reduction.
or treatment. There was also variation in the topics within an archetype. For example, pre–COVID-19, the Harms From Vaping archetype included topics such as “illness from black market vape products” and “toxic chemicals in cannabis vape products.” After COVID-19 was reported to the WHO, example topics in the same archetype were “vaping and dental health” and “vaping and lung damage.” This suggests that while underlying themes in the vaping narrative are largely stagnant, specific topics in an archetype may vary over time. In line with the difference in archetypes before and during the COVID-19 pandemic, there were also different event-based topics before and during COVID-19. Before COVID-19, several topics represented events significant to vapers in that time period, such as “Walmart stops e-cigarette sales” and “Thanksgiving vape device sales.” These event-related topics were not present after COVID-19 was reported to the WHO. Instead, we noticed new event-based topics, such as “Rush Limbaugh supports vaping” and “disposable vape devices not covered by ban.” After COVID-19 was reported to the WHO, we noticed the emergence of topics specific to COVID-19 that were not present pre–COVID-19. These topics were “vape stores as essential service” (vape stores not being designated as essential services when COVID-19 lockdowns occurred in the United States) and “sharing vapes in COVID-19” (vape devices being possible sites of SARS-CoV-2 transmission). Similarly, a “CBD product preference” topic emerged after the COVID-19 report (Figure 4, word cloud 8c) under the Vaping as Harm Reduction or Treatment archetype that may be related to the advent of the pandemic. As indicated in the Methods section, we removed words around cannabis to provide for more nuanced analysis; accordingly, CBD and other related terms did not appear in the topic-based word clouds. This CBD topic was not present pre–COVID-19. The appearance of the “CBD product preference” topic may be related to vapers using CBD as a treatment for COVID-19. As a validity check, we examined the top 50 associated documents for the “CBD product preference” topic to validate the substantive meaning of the topic. Convenience sampling was not used to sample the top 50 topics; instead, we used the theta values of the topics, as detailed earlier. The number of top-ranked documents to be sampled was based on the methodology outlined earlier. There were 114,622 documents in total for the “CBD product preference” topic. These documents were read by two of the authors to determine validity. A third author resolved disagreements where necessary. As indicated above, interrater reliability was not used. We found that a majority of these top 50 documents (31, 62%) detailed CBD administered through vaping as a possible COVID-19 cure or protective agent. Example text fragments regarding how vaping CBD can prevent or treat COVID-19:

**Pot smoke is the best expectorant I’ve ever used and fresh cbd oil or weed brownies are verrrrrrry healing, promotes good sleep and good healing. If you are a non-smoker, tobacco smoke should help you clear out your lungs if you have nothing else. [March 10, 2020]**

**COVID-19 deaths invariably involve a “cytokine storm,” an excessive, un-checked immune system response. Cannabinoids from cannabis, cbd in particular, can lower cytokine production naturally. research needed asap! [March 25, 2020]**

Example text fragments regarding websites marketing CBD for COVID-19 prevention or treatment:

**Why hemp cbd flowers and a vaporizer are the best COVID-19 coronavirus prepping tools. [February 18, 2020]**

**REDACTED COMPANY NAME applauds the use of cbd during the coronavirus outbreak [March 30, 2020]**

**Toronto-based cannabis seller testing cbd’s effectiveness on reducing symptoms of coronavirus. [April 1, 2020]**

**Discussion**

**Principal Findings**

Our main finding was the emergence of discourse around vape-administered CBD treatment for COVID-19 when comparing web-based vaping narratives before and after the outbreak of COVID-19. Recent work suggested that CBD use may increase COVID-19 risks [41]. Other studies indicated that CBD may aid COVID-19 treatment outcomes [12,42]. Vaping CBD products as a treatment for COVID-19 is still largely unsubstantiated. Beliefs around CBD as a COVID-19 treatment, bolstered by marketing campaigns and early-stage research [11,12,42], may be responsible for the emergence of discussion around CBD.

There is limited empirical research on the intersection of the vaping narrative and COVID-19, especially around the emergence of CBD-related COVID-19 treatments and comparing the narratives before and during the COVID-19 pandemic. The role of web-based narratives in tobacco control, especially within social media, is a growing field of study [43]. We expand on past work that used novel computational approaches to examine trends in digital media to understand how these web-based behaviors may influence health behaviors [44,45]; our results indicate that the web-based environment is key to comprehending vaping and related health outcomes, especially in response to public health events. Previous research suggested the need to monitor social media content around tobacco to protect youth and mitigate tobacco use [43]. We expand on these studies, bolstering the need to surveil web-based tobacco content given our findings around increased discussion of inaccurate COVID-19 vape-administered treatments that are not evidence-based and may worsen health outcomes. A recent review detailed the role of misinformation in public health outcomes [17], and we expand on past work by providing evidence of how large-scale events may create misinformation in the health sphere. The strength of this study is our use of innovative computational methods to explore the content of the vaping narrative and how it is affected by COVID-19, comparing narrative content before the COVID-19 outbreak and after the pandemic took shape. This outcome measurement is key to understanding how vapers respond to COVID-19, enabling optimized treatment of vapers who develop COVID-19, and possibly minimizing instances of inaccurate information.
Our findings around the use of CBD as a non–evidence-based and possibly injurious COVID-19 treatment, likely administered through vaping, are indicative of the earlier discussed point. Inaccurate information on the internet may create complications in COVID-19 treatment. Vapers who develop COVID-19 may use vape-administered CBD treatments; meanwhile, CBD is associated with reduced immune system functioning [41] and may heighten the disease progression of COVID-19. It is possible that upon contracting COVID-19, people may use vape devices to administer medication to themselves. Given the possibility of device malfunction [46,47], some individuals may further harm their health if they develop COVID-19 symptoms. As levels of misinformation around devices as a means to administer purported COVID-19 treatments increases, more people may share these modified devices; this creates possible sites of transmission [9,48] and may further increase SARS-CoV-2 transmission rates.

If health care professionals are aware that vapers with COVID-19 may use CBD as a treatment based on inaccurate information, these professionals may be better able to respond to vapers with COVID-19 who demonstrate CBD-related complications. Professionals can provide accurate information regarding COVID-19 to vapers who seek health care. Misinformation can also be combated with trusted information. Public health authorities can include COVID-19–specific information in targeted vaping-related messaging, perhaps mitigating consumption of inaccurate web-based information. Information-based campaigns can target inaccurate information in line with the topics identified by our results, such as vaping CBD as a COVID-19 treatment. There are several experimental interventions around reducing levels of inaccurate information [49,50], with some centering specifically on COVID-19 [51] and other health issues [17]. Interventions that harness similar techniques, such as asking respondents to judge information accuracy, may nudge individuals toward obtaining accurate information around COVID-19 and vaping. Interventions can also center on vaping-related health literacy in various media outlets, which may reduce misinformation about the topic [52]. Thus, our results may improve COVID-19 treatment for individuals who may have received inaccurate information around COVID-19 and vaping; they may also provide insight on reducing levels of misinformation among vapers during the pandemic.

Our findings have several implications. From a policy standpoint, we suggest that vaping forums be mandated to provide accurate data around the interactions between vaping and COVID-19. These efforts may reduce levels of inaccurate information around COVID-19 and vaping and may minimize any COVID-19 complications associated with vaping. Future research can identify changes in the vaping narrative as the pandemic progresses further, allowing public health authorities to adjust treatment provision for vapers at risk of contracting COVID-19. Future work can also address how inaccurate information on the internet can be mitigated, especially as the pandemic progresses.

Limitations
Our results depended on the validity of the data collected through our textual query. We searched a wide range of web-based media and identified key themes that validated our results (eg, Walmart stops e-cigarette sales, Vitamin E acetate and vaping illness), and we are thus confident in the comprehensiveness of our data. We may have overlooked some slang terms for vaping and thus underestimated the web-based narrative. We did not obtain location data for individual text fragments; thus, we were not able to determine how COVID-19 cases in certain areas affected the narrative. Our data were drawn from August 1, 2019, to April 21, 2020, and we were not able to determine changes in the narrative after April. We were not able to collect all web-based vaping chatter and may have missed some themes. In future research, we will collect qualitative and survey data from vapers to enhance the current findings. We did not use interrater reliability for our qualitative analysis, and we will use such methods in future research.

Conclusions
We demonstrated the advent of discourse around vape-administered CBD treatment for COVID-19 by comparing the web-based vaping narratives before and during the COVID-19 pandemic. The increase in CBD-related discussion within the vaping narrative may be due to the marketing of CBD products consumed through vaping as a COVID-19 treatment [11]. Our findings have implications for the management of COVID-19 among vapers and for monitoring of web-based content pertinent to tobacco.
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Abstract

Background: One of the key mandates of the World Health Organization (WHO) is to develop guidelines, defined as “a document containing recommendations for clinical practice or public health policy.” Guidelines represent the global standard for information sources shaping clinical practice and public health policies. Despite the rigorous development process and the value of guidelines for setting standards, implementing such standards within local contexts and at the point of care is a well-documented challenge. Digital technologies enable agile information management and may facilitate the adaptation of guidelines to diverse settings of health services delivery.

Objective: The objective of this paper is to detail the systematic and iterative process involved in transforming the WHO Antenatal Care (ANC) guidelines into a digital decision-support and patient-record application for routine use in primary health care settings, known as the WHO digital ANC module.

Methods: The WHO convened a team of clinical and digital health experts to develop the WHO digital ANC module as a tool to assist health care professionals in the implementation of WHO evidence-based recommendations for pregnant women. The WHO digital ANC module’s creation included the following steps: defining a minimum viable product (MVP), developing clinical workflows and algorithms, algorithm testing, developing a data dictionary, and the creation of a user interface or application development. The overall process of development took approximately 1 year to reach a stable prototype and to finalize the underlying content requirements of the data dictionary and decision support algorithms.
Results: The first output is a reference software reflecting the generic WHO ANC guideline content, known as the WHO digital ANC module. Within it, all actionable ANC recommendations have related data fields and algorithms to confirm whether the associated task was performed. WHO recommendations that are not carried out by the health care worker are saved as pending tasks on a woman’s health record, and those that are adequately fulfilled trigger messages with positive reinforcement. The second output consists of the structured documentation of the different components which contributed to the development of the WHO digital ANC module, such as the data dictionary and clinical decision support workflows.

Conclusions: This is a novel approach to facilitate the adoption and adaptation of recommendations through digital systems at the health service delivery level. It is expected that the WHO digital ANC module will support the implementation of evidence-based practices and provide information for monitoring and surveillance; however, further evidence is needed to understand how the WHO digital ANC module impacts the implementation of WHO recommendations. Further, the module’s implementation will inform the WHO’s ongoing efforts to create a pathway to adaptive and integrated (Smart) Guidelines in Digital Systems to improve health system quality, coverage, and accountability.

(J Med Internet Res 2020;22(10):e16355) doi:10.2196/16355
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Introduction

One of the key mandates of the World Health Organization (WHO) is to develop guidelines, defined as “a document containing recommendations for clinical practice or public health policy” [1]. These recommendations aim to assist policymakers and clinicians in making an informed decision on whether to undertake specific interventions based on an assessment of the anticipated impact, values and preferences, and use of resources [1]. For WHO and other institutions, such as the Institute of Medicine (IOM) and the National Institute for Health and Care Excellence (NICE), the development of guidelines entails a structured process and an underlying evidence base to support the formulation of recommendations [1,2]. As such, guidelines often represent a global standard and credible information sources for shaping clinical practice and public health policies. Despite the rigorous development process and the value of guidelines for setting standards, applying global recommendations within local contexts and at the point of care is a well-documented challenge [2-9]. These challenges arise from both systemic issues (such as a lack of supplies, poor staff training, excessive workload, high staff turnover, lack of quality data collection, and difficulty monitoring clinical practice [7]) and barriers in accessing and interpreting recommendations during routine clinical and public health practice. Furthermore, a guideline alone is not sufficient for changing entrenched practices and often requires a combination of implementation strategies, including educational and training materials, convening conferences and meetings, auditing and providing feedback, encouraging the participation of opinion leaders, and other approaches [10]. Lastly, the variability and complexity of local conditions require significant adaptations of global guidelines, thus driving a push towards more agile, adaptive, and efficient approaches enabled by digital technologies to implement guidelines at local levels.

A complementary approach to overcoming some of the constraints associated with diffusing and incorporating static guideline recommendations into the delivery of health services is to utilize digital technologies. In particular, digital decision-support systems have emerged as an innovative mechanism to facilitate the uptake of guideline recommendations and reinforce adherence to clinical practices at the point of care [3,11-13]. Digital decision support consists of digitized job aids that can combine an individual’s health information with the health worker’s knowledge and clinical protocols to assist health workers in making diagnosis and treatment decisions [11,14,15]. Different forms of digital decision support include prompts and alerts based on a clinical algorithm, checklists according to a clinical protocol, and screening tools to identify risk and prioritize patients. Increasingly, digital decision support tools are being integrated with patient record systems to promote continuity of care and provide a more comprehensive history of the patient to bolster clinical decision-making. Despite the increasing availability of decision support systems, the accuracy of the underlying health content and adherence to the WHO (or other national bodies) guideline recommendations cannot always be verified. As such, WHO’s role in monitoring the adaptation of guidelines in digital form is a necessity.

In November 2016, the WHO published the first evidence-based guideline on antenatal care (ANC), entitled “WHO Recommendations on Antenatal Care for a Positive Pregnancy Experience” [16]. This guideline is a comprehensive document with 49 recommendations, encompassing nutritional interventions, maternal and fetal assessment, preventative interventions, common physiological symptoms, and health system interventions [17]. The recommendations ensure quality care throughout pregnancy and are based on a holistic consideration of comparative effects, values, resources, equity, acceptability, and feasibility [17].

While this guideline serves as the global standard for managing routine ANC, the guideline development team recognized that its adoption and uptake would be limited without effective implementation strategies. Considering the increasing ubiquity of mobile devices [18] and emerging uses of decision support tools, the guideline development team embarked on developing a digital decision support and health record module, which would contain the recommendations for routine use at the point of care. However, the structure of the ANC guideline, as with many other guidelines, did not readily lend itself for directly
encoding into a digital system and therefore required an additional year-long process to extract the recommendations for use in a point-of-care digital system [3,6].

This paper details the systematic and iterative process involved in translating the WHO ANC guidelines into a digital decision-support and patient-record software intended for routine use in primary health care settings, hereafter referred to as the WHO digital ANC module. By describing the methods and outputs, this paper aims to offer a replicable model for distilling and optimizing guideline content for digital systems.

**Methods**

**The Process**

The distillation of the ANC guideline content for a digital decision-support and client-record tool required a multidisciplinary team and a series of sequential but iterative steps. These steps, detailed below, include defining a minimum viable product (MVP), developing clinical workflows and algorithms, algorithm testing, developing a data dictionary, and the creation of a user interface or application development. The overall process of development took approximately 11 months to reach a stable prototype and finalize the underlying content requirements of the data dictionary and decision support algorithms.

**Establishing Fundamental Principles**

The WHO convened a team of clinical and digital health experts (henceforth called “the team”) to lead the process of developing the WHO digital ANC module. In addition to WHO staff representing maternal health and digital health expertise, the team comprised obstetrician/gynecologists from the Brazilian Center for Research in Reproductive Health of Campinas (CEMICAMP, the University of Campinas’ research arm), digital and public health–implementation experts from the SUMMIT Institute for Development, and a technology social enterprise, Ona, which is the lead technology partner developing Open Smart Register Platform (OpenSRP) open-source software. The team worked mostly virtually and held 2 in-person meetings (in November 2017 and February 2018) throughout the development process.

The team’s aim was to develop a tool that assists health care professionals in implementing WHO evidence-based recommendations when providing quality medical care to pregnant women. Initially, the team established fundamental requirements for the digital tool, which would provide decision support and a longitudinal patient record of ANC based on WHO’s evidence-based recommendations. These overarching requirements included being user-friendly and applying human-centered design principles, adaptability to a wide range of contexts (ie, based on the availability of supplies, equipment, and human resources), and the ability to monitor pregnancy progression. Further, the team sought to create a comprehensive digital tool that would be able to link with existing health and logistical management information systems (Health Management Information Systems and Logistics Management Information Systems) and local electronic medical records (EMRs). Additionally, the tool would need to generate information and monitor the health care process during the pregnancy of all women.

**Defining the Minimum Viable Product (MVP)**

To set the parameters for the software’s MVP, the first iteration is designed for the primary health care (PHC) level to generate individual patient information (simple EMR) and to monitor the health care process as services are provided to all women during pregnancy. In line with the WHO recommendations for optimizing health worker roles for maternal and newborn health through task shifting, the ANC module was designed for the health worker cadre at the PHC level, namely, auxiliary nurse midwives, nurses, and midwives [19]. Future iterations, however, will be comprised of interlinked modules for community-level service provision and a patient version for women, allowing for management, feedback, and information exchange.

The first MVP provides decision support through prompts and alerts, checklists, and risk screening by health status based on WHO guidelines and clinical protocols. The WHO digital ANC module is a generic digital tool broadly applicable across all 49 ANC WHO recommendations, focusing on routine ANC (including screening and referral but not treatment for complications). Furthermore, the software documents whether required measures were implemented, and if they were not, then why not, which is important for decision-making, real-time feedback, and quality control. It is, however, customizable to diverse country contexts.

In addition to providing decision support (2.3 of WHO’s Classification of Digital Health Interventions), the module will help PHC workers identify, register, and longitudinally track pregnant women’s health status and services (2.1 & 2.2), as well as support their activity planning, scheduling (2.7), and referral coordination (2.6) [15]. Additionally, in planning for the future, the tool would be established in a way that could eventually employ machine learning algorithms, in anticipation of subsequent incorporation of artificial intelligence and predictive analytics.

**Developing Clinical Workflows and Algorithms**

To better understand the standard patient and health worker’s actions during routine ANC contacts, the team developed relevant business processes and workflows (Figure 1) conducted by the PHC worker during ANC service delivery. The WHO’s Pregnancy, Childbirth, Postpartum, and Newborn Care Guideline: A Guide for Essential Practice served as a basis for this process, as it describes which procedures should be performed in clinical sequence [20]. While it is expected that each countries’ ANC workflows will vary from this generic idea, the team applied the Pareto principle, in which 80% of the content applies to all settings and 20% must be modified to local needs. Additionally, the workflows and the contact schedule (Figure 2) served as a framework for the module’s content and design.

Initially, for algorithm development, the WHO ANC recommendations were analyzed by 2 independent reviewers (SMH and RTS). Recommendations were identified, extracted, and split into spreadsheets according to their respective areas:
nutritional interventions, maternal and fetal assessment, preventive measures, common physiological symptoms, and health care system interventions. Recommendations were classified in line with the ANC guideline’s categorizations: “universal” when they could be implemented in any scenario; “context-specific” when characteristics of the population were necessary to trigger the actions; “context-specific research” when further studies were needed to formalize the recommendation; and “not recommended” when the action should be avoided due to a lack of a sufficient scientific basis to support its performance.

Upon further review, the team removed the “context-specific research” recommendations from the MVP.

**Figure 1.** The antenatal care (ANC) contact business process. ANC: Antenatal care, SRH: sexual and reproductive health.

Other official WHO guidelines were consulted for clarification or for additional recommendations considered important for routine ANC (ie, influenza vaccination, pre-eclampsia screening, and hepatitis B and C testing [21-24]). When necessary, some adaptations were made to align with the clinical logic of the ANC service delivery process. These suggestions were assessed and agreed upon by the team. Decision trees were then created for each of the ANC and additional recommendations, considering parameters that trigger action during an ANC contact (for example, calcium supplementation after 20 weeks gestation in women at high-risk for pre-eclampsia). Decision trees were also shaped by population-level characteristics (eg, folic acid and elemental iron supplementation according to the prevalence of anemia in the population), the local availability of health care equipment (eg, type of urine or syphilis tests depending on the laboratory facilities), and individual-level variables (eg, hepatitis C testing, if injectable drug user). Thus, a single algorithm structure or decision tree was developed to take all of these elements into consideration (Figure 3).
Figure 2. Antenatal care (ANC) 8-contact delivery schedule.

<table>
<thead>
<tr>
<th>Contact</th>
<th>Delivery</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>41</td>
</tr>
<tr>
<td>5</td>
<td>41</td>
</tr>
<tr>
<td>6</td>
<td>41</td>
</tr>
<tr>
<td>7</td>
<td>41</td>
</tr>
<tr>
<td>8</td>
<td>41</td>
</tr>
<tr>
<td>9</td>
<td>41</td>
</tr>
<tr>
<td>10</td>
<td>41</td>
</tr>
<tr>
<td>11</td>
<td>41</td>
</tr>
<tr>
<td>12</td>
<td>41</td>
</tr>
<tr>
<td>13</td>
<td>41</td>
</tr>
<tr>
<td>14</td>
<td>41</td>
</tr>
<tr>
<td>15</td>
<td>41</td>
</tr>
<tr>
<td>16</td>
<td>41</td>
</tr>
<tr>
<td>17</td>
<td>41</td>
</tr>
<tr>
<td>18</td>
<td>41</td>
</tr>
<tr>
<td>19</td>
<td>41</td>
</tr>
<tr>
<td>20</td>
<td>41</td>
</tr>
<tr>
<td>21</td>
<td>41</td>
</tr>
<tr>
<td>22</td>
<td>41</td>
</tr>
<tr>
<td>23</td>
<td>41</td>
</tr>
<tr>
<td>24</td>
<td>41</td>
</tr>
<tr>
<td>25</td>
<td>41</td>
</tr>
<tr>
<td>26</td>
<td>41</td>
</tr>
<tr>
<td>27</td>
<td>41</td>
</tr>
<tr>
<td>28</td>
<td>41</td>
</tr>
<tr>
<td>29</td>
<td>41</td>
</tr>
<tr>
<td>30</td>
<td>41</td>
</tr>
<tr>
<td>31</td>
<td>41</td>
</tr>
<tr>
<td>32</td>
<td>41</td>
</tr>
<tr>
<td>33</td>
<td>41</td>
</tr>
<tr>
<td>34</td>
<td>41</td>
</tr>
<tr>
<td>35</td>
<td>41</td>
</tr>
<tr>
<td>36</td>
<td>41</td>
</tr>
<tr>
<td>37</td>
<td>41</td>
</tr>
<tr>
<td>38</td>
<td>41</td>
</tr>
<tr>
<td>39</td>
<td>41</td>
</tr>
<tr>
<td>40</td>
<td>41</td>
</tr>
<tr>
<td>41</td>
<td>41</td>
</tr>
</tbody>
</table>

Key:
- cells that deviate from the norm because of Rule 7
- doesn’t count as a contact, delivery only
Algorithm Testing
Prior to the software’s development, a test version was constructed (by SMH) using Excel resources that included diverse functions linking variables across different worksheets. The first version of the system design was outlined in the Excel testing form, creating an interactive spreadsheet (Figure 4). The testing form displayed real-time clinical diagnoses, the ANC recommendations, and additional guidance on the health care process, all automatically elaborated by the system during data entry and guided by the logic underlying the clinical algorithms. Initial tests were performed using fabricated patient cases that explored data relative to all algorithms, probing all decision trees. The logic of the algorithm was thus reviewed and corrected, where necessary. Furthermore, the Excel prototype was helpful to visualize how the system could interact with the user in real time as a tool for support in clinical decisions in ANC.

Figure 3. Example of the clinical algorithm: calcium supplementation recommendation.
Development of the Data Dictionary

After a detailed review of the algorithms, the data elements which comprised them were separated into sections, including population and local setting characteristics, socio-demographic data, information on current pregnancy, medical (including immunization) and obstetric history, lifestyle and habits, physiological symptoms of pregnancy, physical examination and laboratory tests, counseling, and treatment. Initially, only data elements required to trigger recommendation-related algorithms were included in the data entry forms. As an example, basic variables for the early identification of sexually transmitted infections (STIs) were included, without further development of the complete algorithm for the differential diagnosis and management of these conditions (except syphilis and HIV, which are included in the ANC guidelines). For STIs as well as other issues, algorithms allow for the health worker to identify risk and subsequently support referral for further investigation or treatment.

From these efforts, the team constructed the data dictionary, which is a shared Google spreadsheet that contains all the clinical content and decision-support logic to be used to create the data entry forms and decision-support workflows in the WHO digital ANC module (Figure 5). At this stage, the team also incorporated additional content in the data dictionary for the complete provision of routine ANC (eg, fetal heart rate, vaginal examination, maternal pulse, blood pressure, and temperature measurement), which are assumed standard clinical practices and therefore are not part of the ANC guidelines. The data dictionary served as the primary technical requirement for the software developers to build the MVP.

Additionally, all the variables in the data dictionary were mapped to standardized medical terminology codes, such as the International Classification of Diseases (ICD), Logical Observation Identifiers Names and Codes (LOINC), and Systematized Nomenclature of Medicine (SNOMED). Thus, the team also sought to standardize terminologies to ensure interoperability and ease of data aggregation for future integration with databases. For clinical care, terminologies are structured vocabularies covering health related concepts, such as diseases, diagnoses, laboratory tests, and treatments, to enable the storage, analysis, and exchange of data in a consistent and standard way [25,26].
Creation of User Interface and Application Development

As content was being developed in the data dictionary, the team also began creating mockups of the module’s user interfaces, which allowed team members to collaboratively discuss, iterate on, and come to a consensus on the design and workflows required for the MVP. As the data dictionary content was completed over time, the team was able to enrich the interface designs with plausible clinical content, which further allowed for testing the designs with additional collaborators, including medically trained colleagues at the WHO and the Center for Research in Reproductive Health of Campinas (CEMICAMP), to elicit better feedback. During this iterative process, mockups were shared and discussed on Marvel [27]. After several rounds of feedback and iteration, the data dictionary and mockups were approved, which allowed the software development of the module to begin building it.

Results

Outputs

The methods described above resulted in 2 outputs. The first output is a reference software reflecting the generic WHO ANC guideline content, known as the WHO digital ANC module. The second output consists of the structured documentation of the different components which contributed to the development of the WHO digital ANC module, such as the data dictionary, clinical decision-support workflows, and mockups.

WHO Digital ANC Module

The current version (1.0) of the WHO digital ANC module allows health workers to manage their patients’ records as well as filter for women diagnosed with certain conditions, view attention flags, easily identify women overdue for contacts, and sort entries for gestational age, due date, and first and last name (Figure 6A). Health workers can also see a summary of a woman’s prior contacts and any attention flags; prompts noting conditions for close follow-up (eg, advanced maternal age, twin pregnancy) are highlighted in red (Figure 6B). For further details, all the information from the woman’s prior contacts can also be accessed in the profile overview.

During a contact, the health worker can access the landing page (Figure 6C), which groups data entry forms based on the major clinical workflows that were identified during the design phase: Quick Check, Profile, Symptoms & Follow Up, Physical Exam, Tests, and Counselling & Treatment. Within these “containers,” all ANC recommendations have a related question to record whether the health worker has performed the associated task. WHO recommendations that are not carried out are placed on a pending list of tasks, and those that are adequately fulfilled prompt a message with positive reinforcement. Other highlighted features include the following:

- Alerts to remind the health worker of a recommended action (eg, “An ultrasound is recommended for all women before 24-weeks gestation or even after if deemed necessary, to identify the number of fetuses, fetal presentation, or placenta location”), to provide positive reinforcement (eg, “Woman is fully immunized against tetanus!”), or to flag a risk (eg, “Pre-eclampsia risk counseling: the use of aspirin after 12 weeks gestation is recommended as well as calcium if low dietary intake area. Please also provide counseling”)
- A task list of summarized actions to allow the health worker to identify potentially missed opportunities at the end of the contact, or to be reminded of pending actions (eg, test results that need to be recorded)
- Sparklines depicting trends in certain data elements (eg, weight, blood pressure, symphysis fundal height) (Figure 6D)
- Additional informative materials for health workers regarding nutrition counseling
In addition, the MVP of the module also contains an interface for the manager at the health facility to set population levels (such as HIV prevalence) and site infrastructure parameters (such as the availability of ultrasound machines). For communication with the pregnant women, the MVP allows for the sending of SMS text messages (if the pregnant woman consents), and in a future version, there would be a complete interface sharing information as well as a virtual “pregnant woman card.” Finally, the MVP seeks to increase the use of data for accountability to drive quality service provision through the automated aggregation of key indicators and to increase the availability of dashboards for use by different stakeholders such as program managers.

Test Cases
In order to assess the module’s components, 2 researchers (SMH and RS) elaborated 67 clinical test cases. The cases were designed to encompass the largest number of possible scenarios, testing all clinical algorithms. An online database was created using Google Forms, incorporating variables from the data dictionary. The team tested these cases to check the decision-support logic in the module and worked with the software developer to correct any issues discovered.

Structured Documentation
Throughout the WHO digital ANC module’s development, the team meticulously documented the process for its creation. Firstly, during the definition of the MVP, targeted user personas were defined (PHC workers) and user stories were created (role-play of a typical ANC contact). Secondly, the aforementioned business processes, workflows, and contact schedule set the parameters for the module’s content (Figures 1 and 2). Next, the data dictionary aided in creating the core data elements needed for the ANC service provision (Multimedia Appendix 1). The data elements linked together through the algorithms (based on the decision trees) and were also elaborated further in decision-support tables (Figure 7).

Finally, the module provides a link between an individual’s data elements to the components (numerator and denominators), which constitute established ANC indicators to simplify the data aggregation process.

Beyond making the WHO digital ANC module available as a digital decision-support and client-record tool within OpenSRP, WHO is also making the structured documentation publicly available as digital accelerator kits [28]. This structured documentation is independent of the OpenSRP software and intended to accompany the WHO digital ANC module to assist countries in understanding the underlying data elements and algorithms to facilitate the customization of the ANC module to their context. Additionally, countries that may already have digital systems in place will be able to use the structured documentation (eg, the data dictionary and decision tables) to ensure that the content is aligned with the WHO guidelines, or at least to have a starting point from which they can design the digital system if they choose to use a separate software platform.

These different components of the structured documentation were derived from standardized methodologies in health informatics, most notably, business process mapping notation (BPMN) for the workflows, development of the data dictionary (which is itself a derivative of the XLS form standard), and decision model notation (DMN) for the decision logic. The formulation of the kits’ components was documented by the team, and the process of releasing structured documentation for digital systems is also being replicated across other health domains (eg, family planning, HIV).
Discussion

There is a growing recognition of the multitude of software applications targeted at health workers [29,30]; however, the WHO digital ANC module reflects a systematic effort to ensure that the latest WHO clinical guidelines are available in digital form for routine use. As such, the distinguishing factor of the WHO digital ANC module is not necessarily the digital functionalities but rather the availability of the 2016 WHO ANC guideline content encoded in a format that countries can readily adapt and incorporate into service delivery [3].

Challenges in translating clinical guideline content to digital systems include potential misinterpretations that may result from not having the precise logic and data elements within the guideline itself [3,31]. Furthermore, software development companies building digital decision support tools are often required to start from scratch in translating guideline content to digital workflows. With the creation of the WHO digital ANC module and accompanying structured documentation, the challenges associated with misinterpretation of the guideline content or unnecessary replication in distilling the recommendations are thus minimized. In settings where there are no digital systems for routine ANC in place, countries can leverage the WHO digital ANC module as an out-of-the-box generic digital system that can then be easily adapted to their local contexts instead of starting from scratch. Alternatively, in settings where electronic medical records and other digital systems already exist, the structured documentation in the WHO’s forthcoming digital accelerator kits can be used to...
inform the content within the digital system. Additionally, the ANC digital accelerator kit (upon which the module is based) aims to simplify and standardize individual-level and aggregate data collection, a key component to tracking guideline implementation at national and global levels.

The development of the WHO digital ANC module also resonates with an established approach developed by Boxawala et al [3] to manage the translation of narrative guideline recommendations to digital decision support tools. This framework consists of 4 sequential knowledge layers: the unstructured narrative recommendation as written in the guideline (Layer 1); a semi-structured derivative of the guideline recommendation in the form of decision trees, flowcharts, and data logic (Layer 2); a computable form of the recommendation represented in software code (Layer 3); and an executable digital decision-support tool that can be used directly by health workers (Layer 4) [3]. In our application of this framework, the WHO ANC recommendations represent Layer 1, the structured documentation of the digital accelerator kit corresponds to Layer 2, and the ANC module consists of Layer 3. Currently, Layer 4 is under development and seeks to translate the ANC recommendations into a computable and coded format that can be directly ingested by a digital decision-support system. This includes Fast Healthcare Interoperability Resources (FHIR), which will be embedded into the ANC module. This will facilitate the export of data in a standardized way for analysis by CQL and other methods optimized for FHIR, increasing interoperability.

Following the completion of the module, the team conducted user testing of the module with nurses and midwives in Indonesia and physicians in Brazil. These professionals were not part of the previous stages of the module’s creation. A standardized protocol was developed to train health workers to use the module and elicit feedback from these health workers through focus group discussions and in-depth interviews. From these experiences, feedback was compiled, and the team made changes where deemed necessary prior to the generic version 1.0’s release. The WHO digital ANC module (version 1.0) and underlying standardized documentation will be released for global use to support countries and health care providers to adapt and adopt the WHO ANC recommendations.

We believe that this first version of the WHO digital ANC module is robust; however, future efforts are currently underway to support its implementation in various countries. As part of this process, the team is developing training materials (videos, handbooks, presentations, etc) for health workers at primary health centers. Additionally, a framework and indicators for monitoring, evaluating, and supervising the module’s implementation and its impact on health worker performance will be created [32-34]. It is expected that the WHO digital ANC module will support the implementation of evidence-based practices and provide information for monitoring and surveillance; however, further evidence is needed to understand how the ANC module impacts the implementation of the WHO recommendations. The WHO is developing an implementation research study to assess whether the use of the module improves the fidelity to WHO ANC recommendations in various countries.

Ultimately, prescriptive and rigid recommendations are not appropriate or optimal, and over time, the WHO has moved toward context-specific recommendations and has developed tools that allow for the design of health care services based on local settings [35]. However, at the same time, doing so has also changed the complexity of interpreting and implementing recommendations. Digital tools have the potential to facilitate and accelerate the implementation of such guidelines on the ground. The WHO digital ANC module is a pioneering effort to create a roadmap for that process, which will inevitably be needed for policies across other health domains. The adaptive processes required for the implementation of the WHO ANC recommendations were enhanced at each step in the development of the WHO digital ANC module. This is a novel approach to facilitating the adoption and adaptation of guidelines through digital systems at the health delivery service level. The WHO will release the module for countries’ adaptation and use. Further, the module’s implementation will inform the WHO’s ongoing efforts to create a pathway to adaptive and integrated (Smart) Guidelines in Digital Systems to improve health system quality, coverage, and accountability.
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Abstract

Background: Antimicrobial resistance is an important global health issue. In Germany, the national agenda supports various interventions to convert habits of antibiotic use. In the CHANGE-3 (Converting Habits of Antibiotic Use for Respiratory Tract Infections in German Primary Care) study, digital tools were applied for information delivery: tablet computers in primary care practices, e-learning platforms for medical professionals, and a public website to promote awareness and health literacy among primary care physicians, their teams, and their patients.

Objective: This study is embedded in the process evaluation of the CHANGE-3 study. The aim of this study was to evaluate the acceptance and uptake of digital devices for the delivery of health-related information to enhance awareness and change habits of antibiotic use in primary care in Germany.

Methods: This study used a convergent-parallel mixed-methods design. Audio-recorded semistructured telephone interviews were conducted with physicians, nonphysician health professionals, and patients in the CHANGE-3 program. Pseudonymized verbatim transcripts were coded using thematic analysis. In-depth analysis was performed based on the inductive category of information provision via digital information tools. Identified themes were related to the main postulates of Diffusion of Innovations theory (DIT) to provide an explanatory frame. In addition, data generated through a structured survey with physicians and nonphysician health professionals in the program were analyzed descriptively and integrated with the qualitative data to explore the complementarity of the findings.

Results: Findings regarding the acceptance and uptake of digital devices were related to three postulates of DIT: innovation characteristics, communication channels, and unanticipated consequences. Participants considered the provided digital educative solutions to be supportive for promoting health literacy regarding conversion of habits of antibiotic use. However, health care professionals found it challenging to integrate these solutions into existing routines in primary care and to align them with their professional values. Low technology affinity was a major barrier to the use of digital information in primary care. Patients welcomed the general idea of introducing health-related information in digital formats; however, they expressed concerns about device-related hygiene and the appropriateness of the digital tools for older patients.

Conclusions: Patients and medical professionals in German primary care are reluctant to use digital devices for information and education. Using a Diffusion of Innovations approach can support assessment of existing barriers and provide information about setting-specific preconditions that are necessary for future tailoring of implementation strategies.

Trial Registration: International Standard Randomized Controlled Trial Number (ISRCTN) 15061174; http://www.isrctn.com/ISRCTN15061174.

(J Med Internet Res 2020;22(10):e18200) doi:10.2196/18200)
Introduction

Background

Inappropriate use and prescribing of antibiotics are among the key contributing factors to antimicrobial resistance, which remains an important global health issue. Even after decades of scientific research and a range of improvement programs on the rational use of antibiotics, substantial room for improvement remains in promoting awareness and inducing necessary changes. In recent years, health services research worldwide has focused on interventions aimed at promoting the rational use of antibiotics, usually by providing information and education to health care workers, patients, and the public [1].

Thus, an evidence base has been established regarding the effects of educational interventions targeted at physicians that use internet-based training [2], reflection on habits and behaviors and peer exchange of information [3], changes in provider-patient communication toward participatory decision making [4,5], and involvement of the complete practice team to optimize organizational processes and to ease stress and strain on individuals [6]. Previous studies showed significant effects on decreasing rehospitalization rates and increasing patient empowerment by providing health literacy via tablet computers [7-9]. A recent review concluded that educating patients through smartphone or tablet apps improves treatment adherence and clinical outcomes and has positive effects on health care economics [10]. These studies were conducted in inpatient care settings and primarily aimed to deliver information to patients with postoperative conditions; meanwhile, factors that influence the acceptance and uptake of digital information delivery for promoting awareness and health literacy regarding the rational use of antibiotics in primary care remain less well researched.

In Germany, the national agenda has reinforced policies to restrain the prescription of antibiotics [11]. As in many other countries, approximately 90% of antibiotics are prescribed in ambulatory care, mainly by general practitioners (GPs) [12] and most commonly during 41% of consultations for acute respiratory tract infections (ARTIs), of which only 52% were in accordance with guideline recommendations [13]. In this context, the CHANGE-3 study (Converting Habits of Antibiotic Use for Respiratory Tract Infections in German Primary Care, 2017-2020) applied a set of educative intervention components, of which several were delivered in digital formats: tablet computers in primary care practices, e-learning platforms for medical professionals, and a public website to promote awareness and health literacy among primary care physicians, their teams, and their patients (see Multimedia Appendix 1 for screenshots). A process evaluation carried out alongside the trial investigated the uptake and diffusion of these interventions, which were novel to the targeted physicians and practices. Figures 1 and 2 show examples of the topics covered on the study-specific website.

The diffusion of many innovations starts slowly and then accelerates before slowing again [14]. Diffusion of Innovations theory (DIT) describes the process through which innovations diffuse and become adopted through social networks in populations [14,15]. DIT can support research and program development in assessing and understanding processes that lead to the desired translation of new ideas and technologies into widespread practice [16]. This classic middle-range theory offers concepts and approaches that can explain receptivity of health care practices and policies by individuals and organizations [17]. At the same time, the diffusion approach may help connect "research-based innovations with their potential users in a knowledge-utilization process [14]."

To evaluate the uptake and acceptance of implemented digital information delivery solutions used in the CHANGE-3 study by physicians, care teams, and patients in primary care in Germany, this study integrated an approach based on DIT that addresses three major diffusion postulates: (1) specific characteristics of innovations influence their diffusion (Relative advantage, Complexity, Compatibility, Trialability, Observability), (2) communication channels and key individuals embedded in social networks play an important role, and (3) consequences of the uptake of innovations can be unanticipated. The study primarily focused on the digital information delivery components, as these comprise a new approach to promote awareness and health literacy in primary care in Germany with regard to converting habits of antibiotic use for ARTI.

KEYWORDS
antimicrobial resistance; educative digital solutions; health literacy; diffusion of innovations
Figure 1. Screenshot of the study-specific website in German ("Fewer antibiotics…more health literacy").

Figure 2. Screenshot of the study-specific website in German ("Fewer antibiotics…more hygiene").
Objectives
The aim of this mixed-methods study was to assess the acceptance and uptake of digital interventions for education and information delivery to patients, physicians, and care teams with regard to converting habits of antibiotic use for noncomplicated ARTIs in primary care.

Methods

Study Design
This study is part of the process evaluation of the CHANGE-3 study, which was embedded in a two-armed cluster-randomized controlled trial with 57 practices randomized into each group (N=114). Randomization for the trial was stratified by rate of antibiotic prescriptions for ARTIs at baseline per practice and was performed by the Institute of Medical Biometrics and Informatics at the University Hospital Heidelberg [18]. Within the process evaluation and for this study, a mix of quantitative and qualitative methods was used in a convergent-parallel design [19-21] to gain insights into the working mechanisms of the intervention program, which aimed to convert habits of antibiotic use and strengthen health literacy competencies. Complementary interview guides and survey questionnaires were developed and used. Mixed-methods research combines qualitative and quantitative research elements with the aim of expanding and strengthening the conclusion and validity of a study [22]. By applying this design, a broad thematic spectrum could be analyzed to assess and understand factors relevant to the acceptance of digital information delivery with regard to converting habits of antibiotic use in primary care in Germany. The intervention components focused in this study comprised tablet devices with educational contents for patients, an e-learning platform for medical professionals which offered a communication skills training, and the study-specific website on rational usage of antibiotics for both groups (see Multimedia Appendix 1). The content provided via the tablet presented guideline-based educational videos and information and was adapted from the study-specific website [18,23] and from a similar application developed for a different study [24].

Context
The comprehensive implementation program composed for the CHANGE-3 study (ISRCTN 15061174) was based on published research and experience in quality improvement programs [25,26], and it was tested in primary care settings. The overall aim of the CHANGE-3 study was to sustainably hinder the progress of antimicrobial resistance by promoting the conversion of antibiotic use habits and to increase health literacy in practice teams, patients, and the general public. To achieve this, a regional public campaign with multimedia approaches was used to encourage the general public’s engagement with rational antibiotic use and their active participation in a participatory decision-making process. In addition, an educational practice team intervention targeted internal process optimization in practices using educational intervention components, including digital information devices, individual feedback on prescribing habits, and outreach visits. The process evaluation conducted alongside the implementation program was embedded in the cluster-randomized trial, and we were particularly interested in documenting the uptake of interventions and understanding the mechanisms and impacts of the intervention components. The study was approved by the Ethics Committee of the University of Heidelberg (reference number S-349/2018). Participants in the process evaluation all gave written informed consent. Confidentiality and anonymity were ensured throughout the study. The planned outcome evaluation, which is not part of the process evaluation, will provide information about effects of the interventions on the prescribing of antibiotics for patients with respiratory symptoms. As the CHANGE-3 study only recently concluded, analyses referring to the outcome evaluation have not yet been completed.

Survey
After the start of the intervention, all GPs (n=132) and a sample of nonphysician health professionals (n=208), comparable to medical assistants (MAs) in the United States [27], were invited to engage in a survey (T1) in May 2019. The participation of the MAs was restricted to a maximum of 2 per practice with the intention to limit imbalance in the sample and to ensure that the reimbursement budget would not be overdrawn. To be eligible for inclusion, the GPs and MAs were required to be participants in the intervention or control group in the CHANGE-3 study and to have mastered the German language. Based on constructs of the Theoretical Domains Framework (TDF) [28], a study-specific questionnaire was developed and used. It included tailored items to facilitate investigation and understanding of the mechanisms and impact of the intervention components as well as the contextual factors. No patients were invited to participate in this survey, as it focused on the practice teams’ perspectives on the applied intervention components. The questionnaire also included items referring to socio-demographic aspects and characteristics of the work environment. Email reminders were sent out after 4 weeks to increase the response rate. In March 2020, all participants who had returned T1 questionnaires were invited to participate in the follow-up survey (T2). No reminder was sent out.

Interviews
Open-ended, semistructured, guide-based telephone interviews with the GPs and MAs participating in the CHANGE-3 study and a sample of their patients were conducted to explore their perspectives on the applied intervention components in general and the digital information delivery in particular. The interprofessional team of researchers (Health Services Research, Public Health, General Practice) developed study-specific interview guides for the three groups of interviewees (see Multimedia Appendices 2-4 for translated versions). Interview guides were based on constructs of the TDF [28], a literature review, and predefined research questions. All recruits were required to be at least 18 years of age, legally fully competent, and in fluent command of German. The potential recruits considered were GPs and MAs who were participating in the CHANGE-3 intervention group and were working in a primary care practice in the German federal state of Baden-Wuerttemberg or Mecklenburg–Western Pomerania. Invitations to participate in an interview were sent out via the aQua Institute, Goettingen, Germany. Patients who sought treatment for an ARTI during the intervention period at one of the intervention or control
group practices were also eligible to participate in an interview. Using an opt-in approach, selected participating practices could support and initiate patient recruitment by addressing eligible patients. Support material was provided to care teams in these practices and facilitated a structured patient recruitment process.

All interested parties meeting the inclusion criteria received printed material as well as a telephone call from the research team at the Department of General Practice and Health Services Research, University Hospital Heidelberg, Germany, to provide further information. Participants were required to return a signed letter of intent to be included in the process evaluation and participate in the interview. In addition, the interviewees completed a one-time sociodemographic survey. All interviewees and care teams who supported patient recruitment received a small reimbursement fee. The first interview in each group served as a pilot. After that, minor adjustments were included where considered appropriate by the research team. No targeted sample size was set for the interviews, and data were collected until saturation of information was reached.

**Data Collection and Analysis**

All T1 and T2 survey questionnaires returned to the Department of General Practice and Health Services Research at the University Hospital Heidelberg by June 2019 and April 20, 2020, respectively, were registered and pseudonymized by an experienced study nurse (T1) and the research team (T2). Support staff recorded all questionnaire data electronically in SPSS version 25 (IBM Corporation). Data were checked for plausibility by two study team members (RPD and LK), and typos were corrected where applicable. Subsequently, the data were analyzed descriptively in SPSS by the same two researchers. For this study, survey data referencing digital information delivery and sociodemographic characteristics were extracted from sets of items of both survey questionnaires (T1, T2) and included for analysis (see Multimedia Appendices 5 and 6 for the translated questionnaire items). Survey data were interpreted within the frame of applicable DIT postulates.

Applying a purposive strategy with regard to equal distribution of sex and region, all GPs and MAs in the intervention group served as a pilot. After that, minor adjustments were included where considered appropriate by the research team. No targeted sample size was set for the interviews, and data were collected until saturation of information was reached.

**Results**

**Principal Findings**

Findings derived from both quantitative and qualitative data are presented with a focus on digital information provision via the intervention components “tablet,” “e-learning platform,” and “website” and are categorized in accordance with three mirrored DIT postulates: (1) innovation characteristics, (2) communication channels, and (3) unanticipated consequences. All qualitative data generated from the interviews with the GPs, MAs, and patients, the field notes, and the sociodemographic survey were included for analysis. Quantitative and qualitative data were first analyzed separately and then brought together to complement each other.

The theorizing analytical approach of the analysis is shown in Figure 3.

Key themes derived from the TDF provided the framework for the survey questionnaires and interview guides. Relevant contextual factors were identified from the survey data and qualitative data. During the qualitative analysis, the inductive domain “information provision via digital information tools” was added. All data were categorized according to the key themes and subsequently mirrored in the three DIT postulates where applicable to facilitate an explanatory framework for the findings.
Sociodemographic Characteristics
A total of 80 GPs and 105 MAs returned the T1 questionnaire (N=185), and 63 GPs and 64 MAs returned the T2 questionnaire (N=127). In the intervention group, the mean age of the GPs was 53.2 years (SD 9.13) in T1 and 54.0 years in T2 (SD 9.70); in the control group, the mean age was 52.7 years (SD 9.6) in T1 and 56.5 years in T2 (SD 8.6). The mean age of the MAs was 40.9 years (SD 11.75) in both T1 and T2 in the intervention group; in the control group, the mean age was 42.0 years (SD 12.1) in T1 and 40.7 years in T2 (SD 11.4). The majority of the participating GPs in T1 were male (24/41, 59.8%, in the intervention group and 25/39, 64%, in the control group), and the MAs were almost exclusively female (50/55, 100%, in the intervention group and 54/55, 98% in the control group). For T1, 28/41 (68%) of the GPs in the intervention group and 34/39 (82%) in the control group were reported to have implemented changes in their practice routines in the last two years. Additionally, 15/41 (37%) of GPs in the intervention group and 19/39 (49%) in the control group stated that they had participated in previous antibiotics studies. Table 1 describes the characteristics of the participants in the intervention group and control group.

Table 1. Sociodemographic characteristics of the survey participants (T1) in this study (N=185).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>GPs(^a) (n=80)</th>
<th>Control group (n=55)</th>
<th>MAs(^b) (n=105)</th>
<th>Control group (n=55)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention group (n=41)</td>
<td>Control group (n=39)</td>
<td>Intervention group (n=50)</td>
<td>Control group (n=55)</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>53.2 (9.13)</td>
<td>52.7 (9.6)</td>
<td>40.9 (11.75)</td>
<td>42.0 (12.1)</td>
</tr>
<tr>
<td>Female sex, n (%)</td>
<td>17 (42.0)</td>
<td>14 (36.0)</td>
<td>50 (100.0)</td>
<td>54 (98.0)</td>
</tr>
<tr>
<td>Experience (years), mean (SD)</td>
<td>24.7 (9.6)</td>
<td>23.3 (9.2)</td>
<td>16.5 (11)</td>
<td>17.2 (11.2)</td>
</tr>
<tr>
<td>Implemented changes in the last 2 years, n (%)</td>
<td>28 (68)</td>
<td>34 (82)</td>
<td>34 (75)</td>
<td>38 (70)</td>
</tr>
<tr>
<td>Participated in another project to improve antibiotic prescribing, n (%)</td>
<td>15 (37)</td>
<td>19 (49)</td>
<td>14 (28)</td>
<td>32 (62)</td>
</tr>
</tbody>
</table>

\(^a\)GPs: general practitioners.
\(^b\)MAs: medical assistants.

Table 2 describes the sociodemographic characteristics of the interview participants (N=39). The mean age of the GPs was 53 years (SD 8.29), with a mean of 24 years of expertise (SD 8.2). Of the 16 interviewed physicians, 13 (81%) had a background in general practice, 2 (13%) had a background in internal medicine, and 1 (6%) was still undergoing Specialty training. All the MAs were female (7/7, 100%). The mean age of the MAs was 48 years (SD 11.8), with a mean of 22 years of expertise (SD 11.8). The average years of employment in the GP practice in which they currently worked was 16.7 (SD 6.1). The mean size of the practice teams was 3 colleagues, GPs excluded. The mean age of the interviewed patients was 36 years (SD 12.2). On average, patients had been consulting their GP for eight years (SD 8). Of the 16 patients, 9 (56%) had ten years of school education.
Table 2. Sociodemographic characteristics of the interview participants in this study (N=39).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>GPs&lt;sup&gt;a&lt;/sup&gt; (n=16)</th>
<th>MA&lt;sup&gt;b&lt;/sup&gt; (n=7)</th>
<th>Patients (n=16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>53 (8.29)</td>
<td>48 (11.8)</td>
<td>36 (12.2)</td>
</tr>
<tr>
<td>Female sex, n (%)</td>
<td>9 (56)</td>
<td>7 (100)</td>
<td>10 (62.5)</td>
</tr>
<tr>
<td>Years of expertise, mean (SD)</td>
<td>24 (8.2)</td>
<td>22 (11.8)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Years with current employer, mean (SD)</td>
<td>N/A</td>
<td>16.7 (6.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Years of consulting this GP, mean (SD)</td>
<td>N/A</td>
<td>N/A</td>
<td>8 (8)</td>
</tr>
</tbody>
</table>

<sup>a</sup>GPs: general practitioners.
<sup>b</sup>MA<sub>s</sub>: medical assistants.
<sup>c</sup>N/A: not applicable.

Integration and Uptake of Digital Components Into Daily Practice

**Survey Data**

In the intervention group, T1 survey questionnaires were completed and returned by 41 GPs and 50 MA<sub>s</sub>. In the control group, 39 GPs and 55 MA<sub>s</sub> returned completed questionnaires. In total, 80/132 (60.6%) of GPs and 105/208 (50.5%) of MA<sub>s</sub> responded.

The uptake of the digital interventions was mixed and was overall limited. In the intervention group, 33/41 GPs (81%) and 36/50 MA<sub>s</sub> (72%) reported that they had not used the e-learning platform. Of the GPs who had used it, 7/41 (17%) felt motivated to prescribe antibiotics according to clinical guidelines. It was found that 9/41 GPs (22%) and 16/50 MA<sub>s</sub> (32%) found the tablet to be a helpful device in addressing patients’ expectations; meanwhile, 20/41 GPs (49%) and 19/50 MA<sub>s</sub> (38%) reported that they did not use the supplied tablets at all. When the tablets were offered to patients, 5/41 GPs (12%) and 13/50 MA<sub>s</sub> (26%) received the impression that patients actually used them and browsed the provided information. Of the 41 GPs, the study-specific website motivated 15 (37%) to engage in guideline-oriented antibiotic prescribing, helped 19 (46%) address patient expectations, and supported 16 (39%) in their therapy decisions. Some GPs also reported that using the website influenced therapy decisions (12/41, 29%) and led to a reduction in prescriptions (11/41, 27%).

The T2 survey questionnaires were returned by 32 GPs and 32 MA<sub>s</sub> in the intervention group and by 31 GPs and 32 MA<sub>s</sub> in the control group. In total, 63/80 (79%) of eligible GPs and 64/105 (61%) of eligible MA<sub>s</sub> responded. With regard to the e-learning platform, 10/32 GPs (31%) and 2/32 MA<sub>s</sub> (6%) reported using it. The website was visited by 14/32 GPs (44%) and 13/32 MA<sub>s</sub> (41%). Tablet devices were used by 15/32 GPs (47%) and 20/32 MA<sub>s</sub> (63%). Regarding the uptake of the devices, the T2 data confirm the T1 findings.

Table 3 provides information on the uptake of the three digital components as derived from the survey data. Table 4 and Table 5 provide information about the participants’ subjective assessment of the intervention components.

Table 3. Uptake of digital components in the intervention group of the study, n (%).

<table>
<thead>
<tr>
<th>Digital device</th>
<th>T1 survey</th>
<th>T2 survey</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GPs&lt;sup&gt;a&lt;/sup&gt; (n=41)</td>
<td>MA&lt;sup&gt;b&lt;/sup&gt; (n=50)</td>
</tr>
<tr>
<td>Visited website</td>
<td>21 (51)</td>
<td>22 (44)</td>
</tr>
<tr>
<td>Used e-learning</td>
<td>8 (20)</td>
<td>14 (28)</td>
</tr>
<tr>
<td>Used tablet</td>
<td>21 (51)</td>
<td>31 (62)</td>
</tr>
</tbody>
</table>

<sup>a</sup>GPs: general practitioners.
<sup>b</sup>MA<sub>s</sub>: medical assistants.

Table 4. Perceptions of the intervention component characteristics by the general practitioners, n (%).

<table>
<thead>
<tr>
<th>Digital device</th>
<th>T1 survey (n=41)</th>
<th>T2 survey (n=32)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Website provides impulses for new behaviors, n (%)</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>17 (56)</td>
</tr>
<tr>
<td>E-learning platform provides benefits in addressing patients’ expectations, n (%)</td>
<td>7 (17)</td>
<td>11 (34)</td>
</tr>
<tr>
<td>Tablet provides benefits in addressing patients’ expectations, n (%)</td>
<td>9 (22)</td>
<td>5 (16)</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not available.
Table 5. Perceptions of the intervention component characteristics by the medical assistants, n (%).

<table>
<thead>
<tr>
<th>Digital device</th>
<th>T1 survey (n=50)</th>
<th>T2 survey (n=32)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Website is supportive for patient communication, n (%)</td>
<td>22 (44)</td>
<td>19 (59)</td>
</tr>
<tr>
<td>Website motivates me to support the GP(^b) more intensely, n (%)</td>
<td>17 (34)</td>
<td>19 (59)</td>
</tr>
<tr>
<td>E-learning platform motivates me to support the GP in treating ARTI(^b) infections, n (%)</td>
<td>11 (22)</td>
<td>6 (19)</td>
</tr>
<tr>
<td>Tablet is supportive of my daily routine, n (%)</td>
<td>18 (36)</td>
<td>16 (50)</td>
</tr>
</tbody>
</table>

\(^a\)GP: general practitioner.
\(^b\)ARTI: acute respiratory tract infection.

**Interview Data**

In the qualitative study conducted as part of the process evaluation of the CHANGE-3 study, a total of 39 telephone-based interviews were carried out with GPs (n=16), MAs (n=7) and patients (n=16). The average interview duration was 22.1 minutes (SD 6.21). Selected quotes supporting key statements are provided below with indications of the participant group and transcript position. Additional quotes are provided in Appendix 7.

**Uptake of Digital Components in Daily Practice**

During the analysis of the interview data and the identified key themes, reluctance toward integrating the tablet intervention component into daily practice became apparent. In relation to DIT Postulate 1, “innovation characteristics,” the following section links this reluctance to use tablet devices with the five innovation characteristics from DIT.

The GPs raised concerns regarding the compatibility of their professional values with the digital devices. Of the 16 GPs interviewed, 6 (38%) articulated a conscious decision not to use the digital information tools. They saw their medical practice as a place of tranquility, where patients have the opportunity to calm down during times when they are constantly flooded with information. Moreover, 4/16 GPs (25%) raised additional concerns regarding the usage of the tablets, as they perceived themselves as the prior channel of information for patients and strongly saw themselves in the role of an adviser. They assumed that even younger patients would prefer advice from human beings, which may reflect an unclear relative advantage of the tablets.

The MAs shared these opinions; however, they also addressed aspects referring to the quality of generally available information that is obtainable via digital sources. The patients suggested that using a television screen could be more appropriate for waiting areas. A subjectively perceived want of observability appeared to also foster reluctance toward using the devices. The required comprehension skills, one GP raised complexity concerns of potentially excluding older patients by using tablets; this GP mentioned that with the aim of equal treatment, tablets should not be used regularly for information delivery in primary care until a complete generation change has been accomplished. Trialability considerations did not seem to be relevant. In summary, the GPs expressed that the tablets did not play a major role in their approach to patient-centered information delivery.

I think people already are getting bombarded enough with this stuff. I don’t want that in the practice here. We actually also have a ban on mobile phones here. So, of course you can play around on your mobile phone, but you must not talk on the phone [...] I believe that this is also quite good for the patients if they come to rest for a few minutes in the waiting area. In this respect, I don’t see a place for it in my practice now. [GP 14, #64]

And I also don’t want my older patients in particular to have the impression that “This is something that I can’t go along with anymore[…]” [GP 09, #21]

In my opinion, we already have enough gadgets like computer, tablets and so forth where patients can inform themselves, and some of them show up here with preconceived opinions about their conditions and how to treat them. You have to be a little careful there. [MA 03, #46]

I believe, it rather makes sense to offer a TV or something bigger where information is permanently running, because otherwise, just one person at a time is able to use it [tablet], which does not make a lot of sense then, or a constantly changing display of information everybody can follow would make more sense. A tablet doesn’t change much, I guess. [Patient 02, #32]

**Use and Perception of Digital Intervention Components**

Although the provision of the digital information tools was communicated to all participating GPs and MAs, their recollection of this was limited. The following section reflects statements from interviewed GPs and MAs who were aware of the presence of the digital information tools. We also include hypothetical statements from participants who did not encounter the intervention components. All these statements provide insight into the beliefs of the study participants about the appraisal of digital devices and the dissemination of information about these devices.

Awareness of the provided e-learning module was limited. Only 2 of the 16 interviewed GPs (13%) described in-depth use of the provided e-learning platform and considered it to be helpful in counselling situations. The communicative elements were seen to be helpful in dealing with patients’ potentially unwarranted expectations. Only one GP categorized the illustrated situations as unrealistic; however, they still considered
them to be helpful to highlight specific situations. The MAs did not describe using the e-learning module at all.

Yes, very staged scene, but to make it clear to you, I thought it was good. [GP 06, #42]

Ah yes, so you just say, let’s say, not affront the patient somehow and so you just indirectly say that people who have certain expectations or who want to think an antibiotic now would just lead faster to their goal to get well again, so these communication-related aspects were very helpful. [GP 02, #18]

The website was visited by only a few of the interviewees. Time constraints and a lack of awareness of the existence of the website were mentioned as the main reasons for not using it, pointing to potentially insufficient introduction and communication. However, the design of the website was described as visually appealing, yet overloaded with information. All the participants considered an educational website providing clear and relevant health-related information to be an asset; however, they assumed that age-related preferences were in place.

Yes, I am aware of it, but I did not visit it [website] yet. [MA 01, #78]

No, somehow that [website] went right past me. [GP 18, #54]

You could click on different topics, short and concise, attractively constructed, but I would have arranged it in a little less cluttered way, less information then. Yes, but overall it is attractively interesting, you readily want to engage with it. Well, “Oh, what’s this,” have a brief look. [GP 09, #9]

Patients who had not yet had the opportunity to use the tablets were asked how they would envision provision of health-related information to patients in general practices. Of the 16 patients, 7 (44%) named tablet applications as potential information tools and demonstrated an open-minded attitude toward the digital provision of health-related information. Four of the 16 patients (25%) did not share their opinion, and 6 (38%) demonstrated a broad range of assumptions and beliefs about the tablets’ influences on their own knowledge gain. This extended from the feeling of “no influence at all” to the feeling of having “increased confidence” regarding the usage of antibiotics. GPs saw changes in their communicative interactions with patients and considered their participation in the CHANGE-3 study to have led to notably more forthright debates about the relevance of antibiotics. They reported that they had started to address patients’ perceptions regarding the prescription of antibiotics more directly. Patients only hypothetically contemplated the potential effects of the digital provision of health-related information in primary care practices.

Well, you actually ask the patients more often, right? “Do you expect an antibiotic?”, you also say right away “viruses are not antibiotics accessible!”, you discuss that simply more offensively, right? You also assume somehow that it is clear, but to most people it is not clear at all, perhaps one is too much in one’s own world and perception, right? - you simply integrate this more obviously in the conversation. [GP 01, #22]

So, I think definitely better than before. I think you can always learn something and I definitely feel confident and literate [enough] in this topic to be able to also give the best possible advice to the patients. [MA 05, #34]

By the help of information leaflet, right. It has to be printed on them so people can find the website. That’s a possibility that spontaneously popped into my head. [Patient 12, #73]

In addition, another patient pointed out the difficulty of staying in line with the received information if a GP acts contrary to the recommendations. When in doubt about the treatment, standing up against a physician and refusing an antibiotics prescription was considered to be difficult, especially in situations where no laboratory results were available. In this scenario, to be on the reputed “safe side,” the patient would prefer to go along with the GP’s decision.

Because you go to the doctor and when he says: “Ah, well antibiotics are necessary,” then you say: “Yes, well, then I will take them.” So, I just have to come back to the ENT especially, because he hasn’t taken a smear or anything else, for example, he just determined that: Chronic sinuses: antibiotics. And yes, it didn’t do anything either. [Patient 03, #42]
Concerns and Perceived Consequences

Unanticipated concerns and consequences which had not been considered beforehand emerged from the data and appeared to have a major impact on the participants’ reluctance to use digital information tools. To begin with, the influencing factors were organizational in nature and addressed daily routines in general practices; hygiene issues were mentioned as a major factor that obstructed the use of tablets. GPs as well as patients articulated concerns about using tablets in a public waiting area with regard to keeping them clean and disinfected. While patients’ concerns referred to the potential risk of infection, the GPs also contemplated the proper provision of disinfection wipes next to the devices. A noticeably low technology affinity led to reduced use of the tablets, the e-learning module, and the study-specific website. The e-learning platform provided video-based situations to all GPs in the intervention group to illustrate potential difficulties in provider-patient communication and in addressing patients’ expectations; however, it was only used by a small number of participants. The GPs and MAs did not extensively familiarize themselves with the study-specific website. Thus, it was referred to only on occasion, and patients were not systematically made aware of it.

Yes, I would ask myself: “How many people touched it before me?” I wouldn’t touch that honestly. Well, and I don’t know how often [...] it might get disinfected once a day, but if there are five people alone with a flu virus somehow and then it’s not the same strain, yes, well [...] well, I do not support it. [Patient 11, #54]

So, on the one hand I find it problematic, also because everyone is tapping on it and also from the hygienic aspect I should actually put disinfectant wipes next to it [...] [GP 09, #21]

Another unanticipated aspect was the perception of intensified time constraints in the usage of tablets. The MAs felt pressured to find time to incorporate the tablets into their daily routines. For them, the intervention component represented an additional task for which they felt responsible. The GPs and MAs both contemplated whether the amount of time a patient spends in the waiting area was sufficient for proper knowledge transfer. From their perspective, the value of tablets as an information tool did not justifiably invest the scarce resource of time into efforts to brief patients about the proper usage of the devices.

Well, that would tie up far too much time at the front desk, if a MA first has to explain what to do with the tablet, then she has to collect a deposit for it and then return it, disinfect it, that would tie up far too much MA working time, so we didn't use it. [GP 04, #22]

[...] at our place, patients often don't have much time in the waiting area to deal with it [tablet] because they don't sit [and wait] that long [...] [MA 07, #30]

One further unanticipated organizational aspect stemmed from a general concern of the GPs and MAs about the potential theft of the tablets. One MA recalled a moment when even a painting had been stolen from a wall in their practice. Under such circumstances, a tablet, as an object of higher value, was not considered to be the right information tool to distribute to patients in a medical practice. As a consequence, due to hygiene issues, a perception of intensified time constraints, and concerns about potential theft, the tablets were rarely used as intended or were not offered to patients at all.

Yes, and something has been stolen before, somehow a painting even from the wall, and we just didn't want to induce this stress with this tablet now. [...] we had this conversation in the practice […] [MA 01, #22]

Discussion

Overview

The findings of this study in German primary care provide insights into the uptake of digital devices, medical professionals’ beliefs about digital educational interventions, and how these may have collided with the professionals’ understanding of their professional roles. The implementation met with challenges and hesitation, with the main barriers being perceived incompatibility with existing routines, low technology affinity, and concerns regarding the complexity of digital tools.

Active use of digital devices for health-related purposes appears to be more common in other high-income countries in Europe, such as Denmark and the Netherlands, where web-based platforms for patient education and e-learning for GPs have been established. Based on research evidence and prior experiences, the tablet application, the e-learning platform, and the website were implemented to strengthen health literacy, encourage guideline fidelity, and provide a subsequent change in antibiotic use habits for ARTI in German primary care. Prior studies used tablet computers to specifically disseminate health literacy in adults [30-32], for self-management programs for chronic diseases [33], diagnostics [34,35], interventions for parents and children [36-40], coping strategies after diverse surgeries [8,41], or as tracking functions for aims of weight reduction [42] and general fitness [43,44]. However, the findings of this study demonstrate a variety of challenges and a reluctance toward using digital information tools in German primary care practices for both patients and health professionals. This may be due to incompatibility of the digital devices with practice routines, patient expectations, and the perceptions of GPs and MAs about their medical practice and professional values. The GPs emphasized that they wanted to create a safe harbor for patients in a complex technological world, and they still saw themselves as the primary source of valid information for patients. As this attitude may stem from professional self-conception and may even be intensified by the age factor, future implementation programs should take these factors into account. MAs attempted to incorporate the digital information provision but considered it to be of little importance. Thus, not all study participants came into contact with the digital intervention components, which may also be explained by the choice of communication channels used in the public campaign and the practice team intervention for the distribution of the innovation. Patients considered the provision of health-related information via a trustworthy website to be a good option for younger patients and named options for creating awareness of such a website. They also saw waiting area televisions, which were not offered in the participating practices, as a better
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alternative to tablet devices. Adopters and nonadopters of the innovations voiced concerns about the applicability and adequacy of the digital components. In the next section, the findings will be discussed in relation to the selected DIT postulates to provide potential explanations for the findings.

**Postulate 1: Innovation Characteristics**

Participants in this study found it challenging to implement the use of tablets into their organizational routines in primary care. The perceived lack of compatibility of this new intervention component with existing routines as well as the simple and convenient option to withdraw them appeared to be a major factor contributing to the absence of success. More importantly, a limited technology affinity and willingness to use digital solutions in the practice setting remained a major barrier. A qualitative study by Lyles et al [45] investigated tablets as a waiting room tool, where they were used as visit planners that focused on specific patient needs and were perceived as a “safe place” by patients to bring up sensitive topics. This supports our findings regarding the opportunity to avoid uncomfortable situations with GPs during consultations. Therefore, to disperse compatibility concerns, it may be beneficial to highlight the potential of tablet devices to maintain and support the desired “safe harbor” for patients.

Complexity concerns were also raised regarding the confrontation of older patients with modern technical devices. This is in line with the findings of a mixed-methods study by Patel et al [46] in which interviewed health care providers raised concerns about confronting older people with health literacy devices based on digital platforms. They surveyed 84 patients in a community health center waiting area in Massachusetts and identified a high level of interest in tablet-based health literacy solutions. Likewise, Stribling and Richardson [47] used tablets to provide educative health-related information in clinical waiting areas and surveyed patients afterward regarding their satisfaction with this method of digital information delivery. On average, the patients were satisfied with the usability and the educative input via the devices. However, in our study, complexity concerns for older people were primarily mentioned by health care providers or younger patients, not by the older people themselves. Future research should investigate perceptions of older patients more closely to evaluate if digital solutions are a reasonable intervention to strengthen their health literacy competencies.

The general possibility to observe the trialability effects of the new intervention [14] was not postulated sufficiently. It was assumed that the GPs would recognize the potential influence of the intervention on the health literacy competencies of patients. However, in light of known time constraints in primary care, it can be assumed that the GPs did not extensively evaluate the potential effects on patient health literacy and were not sufficiently aware of the inherent relative advantages. This leads to the assumption that there was no clear understanding of how the digital solutions could have been integrated into daily care routines and of the type of added value that could be expected. Instead, perceptions about innovation characteristics were more dominant, leading to a preference for more familiar and traditional solutions. Prior studies also used multimedia approaches to provide information in a digitally enhanced manner and offered printed information, videos, or individualized risk assessments [31,32]. In contrast to our findings, those studies showed significant effects of the use of tablets as educational devices for patients. It can be assumed that in the absence of significant impediments, broader adoption and use of the technology-mediated information delivery approaches could have been possible.

**Postulate 2: Communication Channels**

The value of a new innovation must be defined and communicated. With Postulate 2, DIT suggests promoting new interventions with the help of personal approaches and the use of gatekeepers and opinion leaders. Rogers [14] stated that people make decisions based not only on rational considerations, but even more on their personal beliefs. Thus, in the primary care setting, it could have been more effective to demonstrate the value of the digital information tools using peer support instead of providing informative material that was based on rational facts alone. Also, peer patient coaching efforts could have been considered, as a lack of knowledge about antibiotic resistance may affect patients’ ability to understand the importance of the topic. Klingenberg et al [48] identified that less than 60% of patients in German primary care practices were aware of the possibility of being infected by resistant bacteria or the fact that antibiotics have no effects on viruses. To sufficiently transport knowledge and demonstrate the effectiveness and value of digital devices in achieving this transport, a more personal information delivery approach appears to be a relevant choice. However, with the exception of the offered outreach visits, such approaches remained largely unconsidered in the CHANGE-3 study, and gatekeepers were of no relevance.

**Postulate 3: Unanticipated Outcomes**

The analysis of the qualitative data facilitated the identification of a number of unanticipated outcomes. Time constraints, insecurities, unclear procedures, hygienical aspects, and maintenance responsibilities were identified as barriers to sustainable application of the tablets in daily care. Reduced technology affinity greatly influenced the will and ability to use the digital information devices, the e-learning module, and the study-specific website. The e-learning platform was provided to all GPs in the intervention group. It consisted of video-based situations illustrating potential communicative difficulties between GPs and patients. The main focus was on addressing patients’ expectations, especially if they wished to receive antibiotic-based treatment without indication. Although this situation is often claimed to occur frequently, the e-learning module was only used by a small number of participants.

Schreweis et al [49] conducted a systematic review in which they aimed to identify barriers to and facilitators of the implementation of e-health devices. The main barriers were found to be concerns about theft, absence of motivation, added workload, and general issues in adopting eHealth devices into organizational routines. Facilitators were found in the ease of use, staff motivation, involvement of all stakeholders, and the availability of resources. The findings in our study seem to match these results.
The reduction of antibiotic resistance is a goal that is preventive in nature. Noncompliant usage or prescription of antibiotics appears to have no directly perceived influence on individuals. Thus, this subjectively perceived lack of observability can lead to slower adoption of innovations. The effects of a desired behavior change become visibly lagged in time, which increases the difficulty of achieving satisfactory adoption of new intervention components with preventive characteristics. Therefore, the relative advantage of preventive innovations must be prioritized in communication [16]. Under such circumstances, it is even more important to point out the relevance of new and, here, digital intervention components, as awareness and responsibility help ensure a desired rate of implementation [50]. However, although the adoption of digital information devices was slow in this study, our findings show that the GPs and MAs noticed changes in communication and interaction with patients, and they attributed these changes to participation in the study and the use of its components.

Rogers [14] defined five adopter categories (innovators, early adopters, early majority, late majority, and laggards) that describe types of individuals and their willingness to adopt innovations. The criterion for building these categories was the degree of innovativeness at which an individual feels ready to implement an innovation into their professional routine. For sufficient contrast, a closer look at the characteristics of innovators and laggards is worthwhile. While innovators are defined by a more encouraged attitude toward change, laggards are driven by traditional values and suspicion. Laggards and late majority adopters require the removal of uncertainties about new ideas to decrease their skepticism and help them feel safe to adopt those ideas. According to the findings of this study, MAs and GPs who considered unanticipated consequences and compatibility concerns may have been driven by uncertainties or tradition and, thus, can potentially be categorized as laggards. According to Rogers, uncertainties should be addressed by individualized messages and involvement of opinion leaders. Because innovators are crucial to reach a critical mass and to accelerate the adoption of new ideas, it may also be a purposive approach to identify innovators and early adopters beforehand and let them act as role models in their social network of peers [14]. However, opinion leaders were not involved or identified in this study, and early adopters were not used to accelerate the adoption of the digital information devices.

This mixed-methods study aimed to assess the acceptance and impact of educative digital information delivery to patients, physicians, and care teams. The intention was to promote and facilitate a conversion of habits of antibiotic use for uncomplicated acute respiratory tract infections in German primary care. However, identified barriers impeded a broader use of digital solutions, thus pointing to a need to tailor and strengthen future implementation strategies in the field. This can minimize potential perceptions of burden on care teams and enable increased use, as potential barriers would be identified prior to implementation.

**Strengths and Limitations**

The purposed sample of interview participants facilitated a detailed exploration and understanding of the central themes and underlying perceptions of the three participant groups. Structural variance in the qualitative data was ensured through age, gender, and years of working experience. Qualitative interviews are an important research tool to enable and foster understanding of perspectives of targeted groups. Telephone interviews can be seen as a valuable method of collecting information on sensitive topics [51]. All participants felt comfortable with the chosen method, as it accommodated their busy schedules. No participant opted for a face-to-face interview. Rapport was built without effort and was supported by frequent vocalized acknowledgments during the interviews. The participant-centered approach enabled consideration of verbal prompts, follow-up questions, and note-taking without distracting or influencing the interviewees. Applying this method resulted in rich data. Notably, DIT was developed before internet and digitalization efforts gained momentum in daily life and work, providing countless options for rapid dissemination of innovations. This may indicate a need to reassess the current applicability of DIT. However, applying DIT provided a useful exploratory frame for the hesitant integration of digital educational devices. Analysis of all data was guided by adequate methodological strategies aiming to minimize research bias and reduce the risk of losing relevant content. Typicality of the observations was shown by providing simple counts where their support of the findings can be expected. This also addresses potential issues of anecdotalism and exoticism. Reporting of the qualitative findings followed the recommendations of the COREQ (COnsolidated criteria for REporting Qualitative research) checklist [52].

Some limitations must be reported. Some members of the study population participated in a similar study that ran almost concurrently. This may have contributed to a stronger awareness of the topic but also to a clouded perception that impeded stronger engagement with the digital solutions, which were used by only a small number of participants. Social desirability of answers in the data cannot be excluded, although it can be considered to be less probable in light of the presented findings.

Health literacy interventions have a preventive purpose, which may reduce fidelity rates. All presented findings must be interpreted with caution in terms of their representativeness.

**Conclusion**

Patients and medical professionals in primary care can be reluctant to use digital devices for information and education that aim to strengthen the rational use of antibiotics in ARTIs. To encourage a higher rate of intervention fidelity, future studies should consider identified barriers and facilitators in a detailed manner, and more tailored interventions should be developed accordingly. Interventions that are in line with professionals’ perceptions will be crucial for success.
Acknowledgments
The authors would like to thank all participating interview partners of this study and the aQua Institute, which gave overall support to conducting the CHANGE-3 study and the recruitment of the participating physicians and medical assistants. We also thank the staff at the Department of General Practice and Health Services Research at the University Hospital, Heidelberg, who were involved in transcribing the qualitative data and digitalizing the survey data.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Screenshots of the tablet app, e-learning, and website.
[DOCX File, 1743 KB - jmir_v22i10e18200_app1.docx]

Multimedia Appendix 2
Translated interview guide for GPs.
[DOCX File, 15 KB - jmir_v22i10e18200_app2.docx]

Multimedia Appendix 3
Translated interview guide for MAs.
[DOCX File, 14 KB - jmir_v22i10e18200_app3.docx]

Multimedia Appendix 4
Translated interview guide for patients.
[DOCX File, 14 KB - jmir_v22i10e18200_app4.docx]

Multimedia Appendix 5
Translated survey questionnaires for GPs.
[DOCX File, 69 KB - jmir_v22i10e18200_app5.docx]

Multimedia Appendix 6
Translated survey manuscripts for MAs.
[DOCX File, 73 KB - jmir_v22i10e18200_app6.docx]

Multimedia Appendix 7
Additional quotations.
[DOCX File, 16 KB - jmir_v22i10e18200_app7.docx]

References


34. Fujita K, Watanabe T, Kuroiwa T, Sasaki T, Nimura A, Sugiyama Y. A Tablet-Based App for Carpal Tunnel Syndrome Screening: Diagnostic Case-Control Study. JMIR mHealth uHealth 2019 Sep 13;7(9):e14172 [FREE Full text] [doi: 10.2196/14172] [Medline: 31586365]


Abbreviations

ARTI: acute respiratory tract infection
CHANGE-3: Converting Habits of Antibiotic Use for Respiratory Tract Infections in German Primary Care Facilities
COREQ: COnsolidated criteria for REporting Qualitative research
DIT: Diffusion of Innovations theory
GP: general practitioner
MA: medical assistant
TDF: Theoretical Domains Framework
Help-Seeking Behaviors of Transition-Aged Youth for Mental Health Concerns: Qualitative Study

Chelsea Stunden1,2, BSc, MPH; Julie Zasada2,3, BHSc, MPH; Nicole VanHeerwaarden2,4, BSc, MHI; Elisa Hollenberg2, MSW; Alexxa Abi-Jaoudé2, MPH; Gloria Chaim5,6, MSW, RSW; Kristin Cleverley5,6,7, RN, PhD; Joanna Henderson5,6, PhD; Andrew Johnson7, BA; Andrea Levinson6,8, MD; Brian Lo2,4,9, BHSc, MHI; Janine Robb8, BScN, MSc; Jenny Shi2, BSc, MPH; Aristotle Voinoskos6,10, PhD, MD; David Wiljer2,4,6,11, PhD

1School of Population and Public Health, Simon Fraser University, Burnaby, BC, Canada
2Office of Education, Centre for Addiction and Mental Health, Toronto, ON, Canada
3Schulich School of Medicine & Dentistry, Western University, London, ON, Canada
4Institute of Health Policy, Management & Evaluation, University of Toronto, Toronto, ON, Canada
5Margaret and Wallace McCain Centre for Child, Youth & Family Mental Health, Centre for Addiction and Mental Health, Toronto, ON, Canada
6Department of Psychiatry, University of Toronto, Toronto, ON, Canada
7Lawrence S. Bloomberg Faculty of Nursing, University of Toronto, Toronto, ON, Canada
8Health and Wellness, University of Toronto, Toronto, ON, Canada
9Information Management Group, Centre for Addiction and Mental Health, Toronto, ON, Canada
10Slaight Family Centre for Youth in Transition, Centre for Addiction and Mental Health, Toronto, ON, Canada
11Education, Technology & Innovation, University Health Network, Toronto, ON, Canada

Corresponding Author:
David Wiljer, PhD
Education, Technology & Innovation
University Health Network
R. Fraser Elliot Building RFE 3E-411
190 Elizabet Street
Toronto, ON, M5G 2C4
Canada
Phone: 1 416 340 4800 ext 6322
Email: David.Wiljer@uhn.ca

Abstract

Background: Transition-aged youth are particularly vulnerable to mental health problems, yet they are one of the least likely demographic groups to seek help.

Objective: The aim of this study is to explore the influences on and patterns in help-seeking for mental health concerns among transition-aged youth who attend postsecondary schools in Canada.

Methods: A qualitative research design was used, involving 12 semistructured focus groups with transition-aged youth (17-29 years) who attended postsecondary schools in Canada. A thematic analysis was conducted to code the transcripts and develop themes.

Results: Four main themes and subthemes regarding the process and experience of help-seeking were generated: (1) the influence of formal service providers (accessibility and experiences), (2) the influence of social factors (system navigation and stigma), (3) the influence of health literacy (symptom recognition, acting on symptoms, digital tools and the internet, and mental health awareness campaigns), and (4) the influence of low-intensity sources of support, namely, self-help.

Conclusions: Transition-aged youth seek help for mental health problems in different ways. Despite efforts to improve access to mental health services, transition-aged youth continue to face barriers to accessing these services, especially formal sources of support. The factors identified in this study that either hinder or facilitate help-seeking have pragmatic implications for developing help-seeking interventions and delivering mental health services for this population. In addition to other facilitators, family physicians are an important resource in the help-seeking process. Furthermore, digital help-seeking tools have unique characteristics that may make them an important source of support for transition-aged youth.
The nature of mental health problems can also be a barrier to seeking help. As these problems may have symptoms that are not easily recognized and often have a gradual onset, they might not be identified as issues that require medical attention; rather, the decision to consult a health care provider is influenced more by a voluntary help-seeking process [13]. Symptom recognition can be a factor in determining when to seek help.

Facilitators to Help-Seeking
Although barriers to help-seeking for transition-aged youth have been well established in the literature, little is known about what facilitates help-seeking in this population [12,18]. Facilitators who have been identified include people having positive past experiences with formal and informal help-seeking as well as encouragement from others to connect with mental health services [12,19].

Conceptual Help-Seeking Frameworks
In this paper, we use the conceptual framework by Rickwood and Thomas [13], which suggests that help-seeking is an adaptive coping process used to obtain external support to address a mental health concern. Within this framework, formal help is diverse and comes in the form of professional advice, support, and treatment delivered by professionals whose role it is to provide mental health care [13]. Semiformal help is offered by service providers who do not have a specified role in mental health care, such as teachers, coaches, and some community workers [13]. The third type of help, informal sources of support, such as friends and family, is also outlined in the framework and has been found to be important in encouraging youths to seek help [2,13,17,20,21]. Health Canada found that 27% of youth (aged 15-24 years) with mental, emotional, or substance use problems consulted informal sources compared with only 12% who consulted formal health professionals [20]. Self-help resources are a fourth type of support that includes sources such as self-help books and unguided website use. The framework also invites researchers to identify the stage within the process of help-seeking, the time frame, the type of help sought, and the importance of findings across studies and to better inform policy and practice decisions [13].

Confidentiality, trust, and positive relationships are important factors that encourage youths to pursue help from both formal and informal support groups [12]. Emotional competence (the ability to identify, describe, and manage emotions) can also predict help-seeking [17,22]. A survey of 300 undergraduate students found that those with low emotional competence were less willing to seek professional help and less likely to have positive experiences with mental health professionals [22]. More research is required to understand what factors promote help-seeking in transition-aged youth [8,9,23].
Study Purpose
This study is part of a larger study that aims to evaluate and optimize a web-based and mobile health intervention called Thought Spot [24]. This crowdsourced digital platform enables transition-aged youth in postsecondary settings to look for and access mental health and wellness services. The app is a student-led project that prioritizes inclusion through steering committees, working groups, and focus groups. Thought Spot invites students to share their knowledge about services, discover wellness options on the web and in their geographical area, and post and read service reviews [24-26]. Although efforts have been made to improve access to mental health care for transition-aged youth, evidence suggests that barriers to care still exist [8]. The objective of this part of the larger study is to explore influences on and patterns in the help-seeking behaviors of transition-aged youth.

Methods
Setting and Participants
As part of the Thought Spot study [24], this paper reports the qualitative investigation of help-seeking behaviors that were generated through focus groups conducted throughout the study. A total of 17 focus groups were conducted on various topics as part of a participatory design research process to optimize the Thought Spot app. A subset of 12 focus groups that addressed help-seeking were examined for this paper. Participants were recruited using convenience sampling through web and offline methods that included posters, postsecondary school recruitment presentations, word of mouth, and social media posts (Facebook, Twitter, Instagram, and Slack). English-speaking youth aged 17 years or older who were enrolled in full- or part-time studies at a Canadian university or college were eligible to participate.

Data Collection Procedures
Recruitment for this study took place over 3 years (July 2016-August 2018). Participants were enrolled on a first-come, first-served basis, with up to 10 participants per focus group. Priority was given to individuals who had not yet participated in the study. However, if there were fewer than 10 participants in a group, participants who had already attended another group were permitted to participate again if they requested to do so in response to study recruitment advertisements for subsequent groups. Participants were allowed to engage in more than one focus group, as each focus group was structured with different activities and modified help-seeking questions (Multimedia Appendix 1) [26]. In addition, we attempted to build engagement and capacity in the participatory design research process by having students participate and contribute more than once. Contributions of repeat participants were therefore expected to vary from group to group.

All participants signed informed consent forms and filled out a demographic form when they arrived for each focus group. A unique identifier was created based on participant demographics. Those who participated in multiple focus groups filled out a new demographic form for each group to avoid breaking confidentiality about having attended a previous group. Repeat participants were expected to use the same unique identifier each time. Participants received Can $40 (US $31) and bus tokens as remuneration.

A semistructured interview guide (Multimedia Appendix 1) was developed for the overall study, with questions focusing on seeking help and health information.

Interviews were conducted in English and audio-recorded. Nine master’s-level practicum students co-designed and facilitated the focus groups with the study team. There were 3 practicum student facilitators per group—1 acting as a note-taker, 1 as a flipchart assistant, and 1 as the main facilitator. These students included the authors (BL, CS, JS, JZ, and NV) and 4 students listed in the Acknowledgments section of this paper (AK, PD, SS, and VT). A staff research coordinator (AA or GF) and research analyst (EH) also attended the focus groups to provide general oversight and guide facilitation. Choosing to use practicum students to co-design and facilitate the groups reflected the decision to have transition-aged youth co-design the broader project. The focus group questions were broad and allowed participants to describe and discuss their experiences in as little or as much detail as they wanted.

Data Analysis
Data collection continued until researchers determined that information saturation had been reached, as outlined in the published protocol [24]. Audio-recordings were transcribed verbatim, and data were entered into NVivo 12 (QSR International Pty Ltd) software after anonymizing and quality-checking transcripts for accuracy. Data were then coded using the 6 phases of thematic analysis by Braun and Clarke [27]. Phase 1 began with 1 researcher (JZ) reviewing the data and noting ideas as preliminary codes. In phase 2, 2 researchers (JZ and CS) generated initial codes based on all the transcripts and organized data relevant to each code. These codes included attributes of resources, types of service delivery, recommendations for future services, facilitators to use, barriers to use, outcomes of help-seeking, and help-seeking processes. In phase 3, 2 researchers (JZ and CS) organized data into potential themes based on the researchers’ understanding of the data and in relation to any categories that may apply from the conceptual framework by Rickwood and Thomas on help-seeking [13]. The themes were reviewed with a wider research team for input and feedback around grouping and conceptualizing the codes into themes. Updates to the themes included further refinements of the types of facilitators (eg, internal or external) and barriers to help-seeking (eg, concern with health care providers, costs, lack of social support, stigma, system navigation, time). The themes were then reviewed in phase 4 by 1 researcher (CS) to ensure that they worked in relation to the coded extracts, and the researcher also defined the final themes. The themes were reviewed and verified by the second researcher (JZ) in phase 5. Phase 6 involved finalizing the selection of quotes for analysis (CS) and relating the analysis back to the research question and then reviewing and confirming the analysis (JZ). The study received Research Ethics Board approval by the ethics boards at the Centre for Addiction and Mental Health, University of Toronto, Ryerson University, and George Brown College.
**Results**

**Demographics**

Participants were male and female aged 17 to 29 years who attended postsecondary schools in Canada. A total of 110 requests were received from students to attend the 12 focus groups examined for this paper (some students requested taking part in more than 1 focus group). Of these requests, 24 did not result in focus group attendance for various reasons. In 13 requests, participants signed up for a group but then canceled their subscription, 5 (39%) were ineligible, 3 (23%) were not available on the dates of the groups, 2 (15%) could not participate as the groups were full, and 1 (8%) did not respond after initial contact. The remaining requests resulted in 86 focus group attendees and 69 unique participants, based on our attendance data. A total of 10 participants attended more than 1 focus group, 2 attended 4 focus groups, 3 attended 3 focus groups, and 5 attended 2 focus groups. There was an average of 7 participants per focus group (range 4-9).

We were unable to remove 4 misidentified duplicate demographic surveys from our data. Therefore, although there were only 69 unique participants in the focus groups, we report the demographics of 73 respondents in Tables 1 and 2. The demographics of the focus group participants are listed in Table 1.

| Table 1. The demographics of the focus group participants (N=73). |
|---------------------------------|-----------------|
| **Demographics**                | **Values, n (%)** |
| **Gender**                      |                 |
| Male                            | 20 (27)         |
| Female                          | 53 (73)         |
| Nonbinary                       | 0 (0)           |
| **Age (years)**                 |                 |
| 17-21                           | 27 (37)         |
| 22-24                           | 32 (44)         |
| 25-29                           | 14 (19)         |
| **Highest level of education achieved** |              |
| Some university but no university degree | 27 (37)       |
| College diploma                 | 6 (8)           |
| Bachelor’s degree               | 23 (31)         |
| Some graduate school but no graduate degree | 6 (8)       |
| Master’s degree                 | 4 (5)           |
| Other education or no response  | 7 (10)          |
| **Ethnicity**
  (eg, First Nations, Métis, Inuit); Arab or Middle-Eastern; and Black (eg, origins include Canadian, American, Caribbean, African) | 7 (9)         |
| East and Southeast Asian (eg, Vietnamese, Cambodian, Korean) | 4 (5)         |
| Chinese                         | 19 (24)         |
| South Asian (eg, East Indian, Sri Lankan) | 18 (23)       |
| White or European               | 27 (34)         |
| Don’t know; other group         | 4 (5)           |
| **Experience with mental health and substance use problems** | |
| Yes                             | 38 (52)         |
| No                              | 26 (36)         |
| Don’t know or no response       | 9 (12)          |

*a*Some respondents answered in more than one category.
Accessibility of Formal Service Providers

The ability of participants to access a formal service provider when they needed one was a common topic among the participants. Several participants reported contacting multiple formal service providers while help-seeking. They had difficulty accessing this type of support for various reasons. Participants often expressed concern about the instrumental costs (money and time) of seeking help from formal service providers. They also indicated that it was important during initial contact for service providers to create an empathetic and trusting environment. Establishing this connection made young people more willing to share their mental health concerns during subsequent encounters and seek treatment, services, or pathways to support in the future.

Wait Times Affect Access to Formal Services

Long wait times to be seen by formal service providers frustrated many participants and influenced their help-seeking behavior. One participant stated:

"The wait times for getting any support are ridiculous no matter where you go. Oh, a year, two years, six months. I'm already in crisis right now and I want it right now or like a week from now, not a year from now." [Focus Group 1]

Participants were also discouraged by the reality of having to consult multiple service providers to address specific aspects of their mental health concerns, a fragmentation that precludes holistic support and increases wait times. One student told us:

"Everywhere you go...they want to only help you with one issue, it's just not helpful." [Focus Group 1]

When the desired treatment or support was not available in a timely way, participants sought alternative types of assistance, such as crisis services. One participant spoke about a friend:

"If they were going through a crisis but they were waiting for the next appointment...they would always just go to the emergency department." [Focus Group 7]

Financial Burdens Affect Access to Formal Services

Participants often described the financial burden associated with formal service providers (eg, psychologists, psychotherapists, counselors) in the community as a barrier to accessing help and pursuing optimal mental health. Some participants noted that although mental health services at postsecondary schools were generally more affordable than services in the community, these services sometimes made referrals to specialists in the community for students with serious mental health problems. Participants identified private psychotherapy as being inaccessible as it is expensive. They perceived pharmacological treatments to be more affordable. Accessibility was also limited by some health plans in Canada that did not cover participants’ preferred treatments. One student told us:

"You often have to pay. And if you have no money or minimal money, there are not a lot of places that do scaling or they don't inform you that they do scaling. So, if you want to see a social worker or a psychologist or psychiatrist, it's often you need to pay $150 an hour." [Focus Group 3]

Ease of Access Affects Access to Formal Services

The ease of access supported participants’ help-seeking efforts. Factors that increased access included convenient locations and timing, anonymity and confidentiality, affordability, appointment booking, clearly displayed eligibility criteria, and short wait times. One participant stated:

Participants were able to indicate more than one answer.

All participants were identified as either male or female on the demographic form. "Trans" and "other" were also listed as gender options; however, no participants chose either of them. A subset (39/73, 53%) of participants elaborated on the types of mental health concerns they had (Table 2). To protect confidentiality and anonymity, if there were less than 4 responses for any of the categories in the demographics form, the responses were combined with other categories for the same question that also had less than 4 responses (Tables 1 and 2). This approach resulted in combined responses for some ethnicity categories and some types of mental health concerns.

Four main themes related to help-seeking were generated through transcript analysis and coding: formal services and providers influence help-seeking, social factors influence help-seeking, health literacy influences help-seeking, and self-help–low-intensity sources of support influence help-seeking. These themes and subthemes are listed in Multimedia Appendix 2.

**Formal Services and Providers Influence Help-Seeking**

Formal sources of support are service providers with a specific professional role in delivering mental health (including addiction) care, such as family physicians, psychiatrists, and psychologists [12,13]. Participants discussed 2 main influences on seeking help from formal service providers: accessibility and empathy and trust.

**Accessibility of Formal Service Providers**

The ease of access supported participants’ help-seeking efforts. Factors that increased access included convenient locations and timing, anonymity and confidentiality, affordability, appointment booking, clearly displayed eligibility criteria, and short wait times. One participant stated:

"Everywhere you go...they want to only help you with one issue, it's just not helpful." [Focus Group 1]

When the desired treatment or support was not available in a timely way, participants sought alternative types of assistance, such as crisis services. One participant spoke about a friend:

"If they were going through a crisis but they were waiting for the next appointment...they would always just go to the emergency department." [Focus Group 7]

Financial Burdens Affect Access to Formal Services

Participants often described the financial burden associated with formal service providers (eg, psychologists, psychotherapists, counselors) in the community as a barrier to accessing help and pursuing optimal mental health. Some participants noted that although mental health services at postsecondary schools were generally more affordable than services in the community, these services sometimes make referrals to specialists in the community for students with serious mental health problems. Participants identified private psychotherapy as being inaccessible as it is expensive. They perceived pharmacological treatments to be more affordable. Accessibility was also limited by some health plans in Canada that did not cover participants’ preferred treatments. One student told us:

"You often have to pay. And if you have no money or minimal money, there are not a lot of places that do scaling or they don’t inform you that they do scaling. So, if you want to see a social worker or a psychologist or psychiatrist, it's often you need to pay $150 an hour." [Focus Group 3]

Ease of Access Affects Access to Formal Services

The ease of access supported participants’ help-seeking efforts. Factors that increased access included convenient locations and timing, anonymity and confidentiality, affordability, appointment booking, clearly displayed eligibility criteria, and short wait times. One participant stated:

"Everywhere you go...they want to only help you with one issue, it's just not helpful." [Focus Group 1]
I felt too anxious to really talk about things, so it really helped that they had an email address and I didn’t have to call in to make appointments, I could just schedule them over email. [Focus Group 7]

Services and resources that provided a variety of options simplified the help-seeking process. Participants spoke highly of services that offered various entry points, multiple services, and several ways to learn about mental health. Some participants described their frustration with receiving siloed treatment for comorbid conditions and liked having services colocated in one place. One participant told us:

Agencies are becoming hubs now, so most places have everything on-site, so people don’t have to travel everywhere to get what they need. [Focus Group 5]

Many participants identified family physicians as an important initial contact in the help-seeking process. Physicians helped them to navigate the mental health system and gave them information about other services or provided referrals to them. Family physicians typically made referrals to specialized mental health services. One student told us:

*I think the easiest way is probably to go through a doctor or some sort of professional.* [Focus Group 3]

Experiences With Formal Service Providers: Empathy and Trust

Participants discussed both positive and negative experiences with formal service providers that influenced their help-seeking behaviors. Negative experiences with health care providers and fear of similar experiences in the future deterred help-seeking. Many participants described a lack of empathy or understanding from health care professionals or had heard about others’ bad experiences, which made them hesitant to connect with these service providers. For several participants, the lack of connection made it difficult to talk about their problems. A student told us:

*I don’t feel like I can trust another doctor. . . [They tell you] “It’s temporary. It will pass. It’s part of your life. You went through a crisis. It will go away. Don’t worry about it.” Or, “I don’t believe you. Maybe come in a week and you’ll feel different.” That type of stuff. There’s a lot of, oh, oh. And if you do have mental illness, oh, maybe you’re lying. Maybe you actually don’t know what you’re talking about. So there’s that sometimes as well.* [Focus Group 1]

Negative past encounters decreased motivation to pursue help. Participants who had tried many times without success to access mental health support were skeptical about getting the help they needed or wanted. Some also lacked confidence in their current health care provider’s abilities or were dissatisfied with their care. Participants described feeling hopeless in these situations and being unable to seek help elsewhere because of long wait times or high costs. One student mentioned:

*It’s hard to start over because if you lose the person you have, you’re going to have to start all over in the line. They’re not going to just give you someone else. You’re going to have to accept whatever you’ve got, and good luck trying to find someone else, because it took six months to a year to find whoever you got in the first place.* [Focus Group 1]

Participants also mentioned the importance of receiving feedback from peers before taking action. They wanted to hear about the experiences of others with a particular support before they invested their own time and resources. One participant said:

*It kind of motivates you ... If someone else did this and found it helpful, I’m going to do the same thing as well.* [Focus Group 3]

Social Factors Influence Help-Seeking

Social factors influenced help-seeking in both positive and negative ways. Participants discussed how informal supports (eg, friends, partners, parents) and semiformal supports (eg, teachers, work supervisors, academic supervisors, youth workers, coaches) could either facilitate or hinder help-seeking. Moreover, social stigma made it difficult for participants to speak about their mental health concerns and needs in their social networks.

Social Support Affects System Navigation

Social support networks were critical during help-seeking. Participants felt empowered when they received social support or encouragement or when they saw someone else succeed in getting help. One student mentioned:

*I find a lot of times when someone describes an experience that they’ve had, I find that much more trustworthy than just looking at the idealized version of what it’s supposed to be.* [Focus Group 3]

Participants identified different chosen social support networks, and how useful they found these different support networks also varied. Some participants felt that they had limited support from friends or family. Some attributed this lack of support to attending school far from home. Others mentioned that social isolation was connected to experiencing more severe symptoms of mental illness. Both situations hindered help-seeking. Complying with treatment was particularly difficult for participants who did not have family support. One participant told us:

*Sometimes...you ask for help and your family says we’re not going to help you with that...Your prescribed medication and...your parents won’t give you the money you need to buy them. But then your counselors are also like, “Well, you can’t not take the medication.”* [Focus Group 7]

Other participants had friends or family who were able to recognize and respond constructively to their mental health problems and facilitated the help-seeking process on their behalf. One participant said:

*So, normally in high school...at least in my experience, if you’re struggling with mental health issues, your parents will kind of handle it. Like, your parents will make your doctor’s appointments and find referrals and find you a psychologist or a psychiatrist. And by [post-secondary school], you have cycled through the system enough times that...
you’re fairly familiar and you know what to seek out. However, I know a lot of people who started university and, in their first year, developed some mental health issues. A lot of friends of mine would ask me, because they knew that I had experience with that, and they just feel lost. [Focus Group 8]

For some, informal social supports were the first step to finding help. These people helped participants navigate the process and shared their own experiences. A student told us:

We went online, but we found the online help to not be very specific or applicable and [we] had to take it one step further and consult either a friend or somebody who has been through it to get more of the personal touch. [Focus Group 7]

Semiformal supports who do not have a specified role in mental health care (eg, coaches, residence fellows, professors) also helped participants navigate the system and check in with them to see whether they had followed through on their intended action. One student told us:

I’ve seen pros facilitate with counselors, making sure that the student is able to find someone or know where to go. . .If you tell someone and they’re able to help you through the process and just support you through it, then makes it a lot easier. [Focus Group 1]

Stigma Affects Help-Seeking

Stigma was reported as a deterrent to seeking help from formal and informal supports. Not all participants had social networks that offered support around seeking help for mental health concerns. One participant mentioned:

Within my group of friends. . .we don’t talk about mental health that much, if at all. [Focus Group 3]

Participants discussed the stigma of mental health problems and their fear of discrimination if they disclosed their mental health concerns. Internalized stigma, feelings of shame and embarrassment, and being in denial about their situation were common experiences. One participant said:

I think sometimes seeking help can also be like a sign of weakness and that kind of stops you from going to seek help. Like, you feel like you should be able to deal with these things by yourself. [Focus Group 9]

Participants were often afraid of being judged by friends, peers, and family. One student told us:

Being involved in a group of friends that actually make fun of mental health problems, you can’t even talk about it. [Focus Group 7]

Another student said:

Before, I had to go through my parent’s insurance plans and they would know what I was taking all the time and it would make me feel uncomfortable and judged. [Focus Group 7]

Participants also feared discrimination by their professors and peers and the potential consequences of disclosure for their career or academic ambitions. One participant said:

I’m not sure if telling my personal or health issue to my prof will actually. . .what if I need a recommendation letter from this person later? Will this color their opinion of me and my work abilities? [Focus Group 1]

One participant described how the stigma attached to pharmacological treatment made a friend hesitant to seek help:

It’s not just the side effects that he was worried about. He was also worried about the stigma associated with having to take medications for his depression. [Focus Group 1]

Participants who were trained to be mental health service providers (eg, social workers, medical students, residents) also spoke about the unique stigma associated with help-seeking as a mental health care provider. One student in social work told us:

I’m in social work. You’re supposed to be able to help people. You’re not supposed to be the sick one too...You’re not supposed to be your clients...even though maybe those that need the help are those that are providing the help as well. And it’s sometimes fearful for those that are providers just because they are told that they’re not supposed to [seek help from formal health service providers] . . . because then they won’t want to hire you. [Focus Group 3]

As a result of these concerns, many participants wanted to keep their mental health problems private and seek help on their own. One participant said:

I think it’s still taboo to talk about getting help for mental health or addictions. There’s more access now, but I think. . .people don’t like asking for help. [Focus Group 1]

Although societal and internalized stigma made some participants reluctant to seek support from their social networks, several participants spoke about the importance of finding people they could relate to. One student told us about a friend’s experience:

After she was diagnosed and everything, she told one friend about it and from there it just started a chain reaction, and one by one, everybody started saying, . . .“Oh, we have that problem too, but we were too scared to tell anybody about it because it’s such taboo with our parents.” [Focus Group 1]

Health Literacy Influences Help-Seeking

Participants discussed factors related to health literacy that could influence help-seeking. Mental health literacy is an awareness and maintenance of one’s own mental health needs, becoming knowledgeable about formal diagnoses, treatments, and the effect of stigma, and being able to effectively seek help when needed [28]. In this study, steps toward health literacy by participants included recognizing symptoms, acting on symptoms, learning about mental health through web-based sources or awareness campaigns, and finding out what services are available. Participants used multiple entry points to learn
about mental health problems and the types of services they could access.

**Health Literacy Affects Symptom Recognition**

Participants described difficulty in identifying mental health concerns and attaining and maintaining positive mental health. They noted that they needed first to be self-aware and recognize that their psychological state was out of the ordinary before they would access services. One participant said:

> I think a big thing was...self-awareness and this realization that maybe...this is not how you should be feeling every single day. That's like a very big turning point where you realize that...it's not normal to feel this way every day and you shouldn't have to feel this way every day. [Focus Group 3]

Lacking this insight or not understanding how to find help, which includes getting a diagnosis, made it difficult to search for appropriate services. One participant told us:

> The very first step is to get a diagnosis. However, it's very difficult for people to take that step. Like, I genuinely do not know what services or programs are available for people who are just kind of experiencing symptoms but don't have a diagnosis...because...a lot of places...only provide these programs and services for people who already have a proper diagnosis. [Focus Group 8]

Several participants also explained that youths might not know what types of assistance are available and need help to find appropriate resources or support. One participant said:

> Yes, it's hard to define what mental health help actually is. And so people tend to [run] in circles, avoid conversation around it because they don't really know how to describe what it is. [Focus Group 2]

Some participants described not always being able to articulate their mental health history and symptoms, which made it difficult to solicit support from their networks. One participant said:

> I feel like maybe sometimes you're sitting at the doctor's office and you're probably experiencing some...mental health problems that you also want to talk about, [but] you don't know how to talk about it, and then time's up and the doctor needs to move on to the next patient, and then it kind of falls through the cracks. [Focus Group 1]

**Symptom Recognition Does Not Always Lead to Help-Seeking**

Although recognizing symptoms was the first step in seeking help, self-awareness did not always lead to action. Some participants described being aware of their distress but downplaying it or not knowing when to seek help. One participant told us:

> I find I always do this thing where I end up looking at someone that's worse off and I'm like, I can probably handle it or I can probably deal with it. [Focus Group 9]

Another participant said:

> Participants also described lacking the motivation to pursue help, because of the symptoms of their mental health problem and “feeling so hopeless that you don’t even want to seek [help].” [Focus Group 2]

Participants who recognized that something was wrong described weighing the pros and cons of getting help. Some participants eventually accessed services as certain stressors made them feel that their situation had evolved into something more serious and they could no longer avoid getting help. One participant said:

> I’ll never be feeling fine and thinking, “Oh, I should probably worry about my mental health right now.”

> It's usually when I’m already at that low point, where I’m just desperately seeking mental health services. [Focus Group 7]

**Health Literacy Is Affected by Digital Health Tools and the Internet**

Accessing digital health resources on the web increased participants’ mental health literacy. Participants often sought information through web-based media to validate their feelings and identify what kind of help was available for their particular concerns. One student told us:

> I'd go on [website]...it's not a diagnosis, but it can help you seek out one. I found that what I got was essentially what the doctor told me. [Focus Group 8]

Using mental health resources effectively required being able to match information or services to identified needs and then feeling comfortable and confident reaching out to these supports. Participants often described web-based resources as an important entry point to help-seeking. One student said:

> I feel like the internet can be a good stepping stone. It's not really somewhere that you find conclusive answers, but it's a good starting point. [Focus Group 7]

Participants often described using the internet and social networking websites or mobile apps (Facebook, Instagram, and YouTube) to look for support and mental health information. One participant said:

> There’s a lot of Facebook group communities that sometimes are available. Not really services, but, like, groups of people that are like, “Yeah, I have the same problems.” [Focus Group 8]

Participants spoke about learning from the experiences of others. One participant said:

> I’ve also seen different videos, where a lot of YouTubers that I used to watch or I sort of watch, they’ve also gone through mental health issues. So a lot of them post about their experiences...Seeing someone open up about an experience and maybe you can relate, then it really takes off a lot of stress. [Focus Group 9]
However, web-based information about mental health could be confusing, so participants sometimes reached their own conclusions. One student told us:

*A lot of different mental illnesses have the same symptoms...You end up self-diagnosing yourself with a bunch of different illnesses, which you might not have all or any of them.* [Focus Group 9]

Participants who sought support or resources on the web also described the information as ambiguous and the amount of information as overwhelming. One student said:

*It definitely looks like there’s a lot of resources out there for a variety of needs and lots of stressors people might be feeling, but...first being able to find and decide upon which one you actually want to pursue takes a lot of time. Then, when you actually try to access it, it seems really difficult and daunting.* [Focus Group 9]

Despite the issues that participants highlighted about using web-based resources, digital media was a popular source of help-seeking.

**Health Literacy Is Affected by Mental Health Campaigns**

Participants reported that mental health campaigns improved their mental health literacy. Social marketing and other mental health campaigns increased motivation to seek help. Participants described feeling empowered by hearing other people’s stories about finding support. One student told us:

*Bell Let’s Talk Day comes around, and [people] start posting all over Facebook...being like, “I started out on this and got more comfortable with it, and now I’m better and I want to help other people get better.”* [Focus Group 7]

Other participants recalled learning about support through promotional events, guest speakers, emails, posters, and pamphlets in high school. One student said:

*We had a social worker in high school that would come to all of the classrooms, so you were getting to see a social worker regardless.* [Focus Group 4]

Some participants recalled learning about mental health services before they personally experienced mental health symptoms. They became aware of these services through information sessions, word of mouth, emails, posters in university common rooms, pamphlets at community centers or health offices, advertisements on websites, or in-course syllabi offering advice or support for mental health and wellness. Many participants mentioned a phone helpline that was advertised on cereal boxes. Knowing about mental health resources before they were even needed supported navigation by providing a good starting point.

One student told us:

*Even before I had to use the service, I was aware of what it was. Even before I had an inkling that I would ever need to call, I just knew what it was.* [Focus Group 4]

### Self-Help: Low-Intensity Sources of Support Influence Help-Seeking

Participants reported trying to take care of their mental health concerns on their own and discussed the importance of resources that enable self-management. They described self-help and wellness activities for managing mental health concerns as generally low-cost, self-guided, and immediately available. Participants who were not comfortable accessing crisis or formal services found self-help particularly useful.

Participants often experimented with making small changes in their lives through self-help apps that do not involve live support (eg, e-learning, web searching, computer-mediated therapy, mindfulness sessions). One student said:

*On YouTube...it’s not actually going to see someone for cognitive behavioral therapy, but there’s resources online of learning some of the techniques that they use and maybe they can implement, even if they don’t actually go seek help formally.* [Focus Group 4]

Another student mentioned:

*They had these online Instagram things where every day of the week it was a day of self-care.* [Focus Group 2]

Participants also accessed various digital mental health resources, such as Headspace [29], Meditation Studio App [30], 7 Cups [31], Buddify [32], and Virtual Hope Box [33]. Participants used these apps to manage their mental health every day, track patterns in their mood, or chat anonymously with people about their mental health concerns. One participant said:

*People who are in situations that don’t have a lot of time – students, mature students, parents, etcetera – use online stuff like 7 Cups.* [Focus Group 5]

Unlike participants with more urgent mental health care needs, those who had only mild or moderate symptoms felt that crisis-based services were not a good fit for their needs, although they seemed to be the most readily available and accessible. One participant said:

*When I think of a hotline, I think of like an emergency or dire situation. It’s not something that comes as a first resource for me.* [Focus Group 9]

Instead, participants with less urgent concerns tried to meet their needs through other accessible and affordable support for overall health and wellness (eg, fitness, meditation and mindfulness, journaling, nature walks, playing music, listening to music, playing with pets). One participant told us:

*I do hobbies that require a lot of concentration. If you play a musical instrument, you’re forced to focus on the instrument and the music, and then your mind just completely forgets what it was stressed about at the time, so it kind of takes your mind off that, and when you come back to that situation, you kind of see things in a new perspective.* [Focus Group 3]

Other wellness resources were also common. Some participants temporarily distracted themselves from stress and unpleasant tasks with *guilty pleasures,* such as watching YouTube or...
Netflix, or playing video games to clear their minds. However, they recognize that these activities provided only a temporary reprieve. One participant explained that Netflix sometimes reduced productivity as it was easy to spend a lot of time on it and neglect important tasks. One student said:

Netflix is a common thing now. I think everyone watches a lot of TV. . But, if you’re obsessive, like watching massive amounts of TV, then it can really make things worse by procrastination of everything. [Focus Group 3]

Although participants identified many low-intensity sources of support, they recognized that some activities that youths use to cope with difficult feelings or situations may not be healthy. One participant said:

Professionals, they’re not really going to recommend going out for drinks, but sometimes going out for drinks just helps you deal with it. [Focus Group 8]

Other participants pursued wellness by accessing low- or no-cost community- or school-based mental health resources. Alternatives to crisis services or professional support are listed in Multimedia Appendix 3.

Discussion

Principal Findings

Despite the high prevalence of mental health problems that develop in adolescence and early adulthood, many young people still do not seek help [10,34-36]. This study identified many of the barriers to and facilitators of help-seeking that previous research has found, such as accessibility of sources of support, experiences, system navigation, stigma, symptom recognition, and behavioral intention. It also offers new insights for developing strategies and services to meet the mental health needs of transition-aged youth by discussing the role of digital resources in the help-seeking pathway and the types of self-help resources that young people look for during this process. We found that help-seeking differs significantly among transition-aged youth in terms of the types and forms of support they prefer. Many use a combination of support, which can be categorized into formal, informal, and self-help support, using the conceptual framework by Rickwood and Thomas [13]. Our study contributes to the existing literature by identifying a range of self-help options beyond websites that were accessed by youth. We added a new category for digital self-help apps that offer peer support, therapeutic techniques, or other forms of self-help (Multimedia Appendix 3) because they represent a fairly recent distinctive self-help category not included in previous classifications. Identifying these types of support and categorizing them according to a conceptual framework is an area for ongoing development within the help-seeking literature, in which most types of assistance are not adequately described or classified [13].

Frequent Use of Low-Intensity Services During Help-Seeking

Our study suggests the frequent use of low-intensity services, such as the web or mobile apps, among transition-aged youth. These digital services were noted as particularly helpful because of their ease of access. Our findings support other research that identifies web-based mental health resources as a primary source of support for transition-aged youth [13]. Many participants in our study reported using educational websites about therapeutic techniques, peer-to-peer active listening services, interactive self-help mobile apps, and social media (eg, Facebook, Instagram, Yik Yak). Recreational activities, accessed through websites such as Groupon and Meetup were also mentioned as ways to support mental health and overall wellness. The range of digital self-help apps that the youth in our study accessed are listed in Multimedia Appendix 3. Our findings add to the current literature by suggesting that popular digital mental health and wellness apps may be unique access points for reaching young help-seekers. Improving and expanding these resources should become a priority, particularly where traditional offline mental health services are difficult to access [37]. More research is needed to determine the effectiveness of these emerging types of support.

Web-Based Health Information May Hinder Help-Seeking

Self-directed efforts to increase health literacy also influenced the help-seeking process. Digital health solutions and the internet can facilitate access to information about mental health problems and services and increase mental health literacy. However, participants in our study cautioned that web-based self-help resources can also be counterproductive if users are unable to decide which resources match their needs. We reiterate other researchers’ cautions that the web can cause information overload and increase the potential for harm (such as incorrect self-diagnoses) when help-seekers lack the skills and experience to evaluate the information they find on the web [12,38,39]. New coordinated public health initiatives should focus on teaching transition-aged youth how to evaluate the quality and credibility of web-based health information.

Although seeking help on the web was common, it was not always helpful, and the credibility of sources was sometimes uncertain. Youth also accessed emotional support on the web where they could anonymously engage with a community of peers who offered support by sharing points of view and helped them decide what help to pursue. Web-based help-seekers read testimonials and web-based reviews about what to expect from each service provider.

Social Marketing Campaigns and Educational Outreach May Catalyze the Help-Seeking Process

In addition to actively pursuing help, transition-aged youth are also learning about mental health supports through social marketing campaigns and educational outreach. Research has found that youth who are exposed to social marketing or educational outreach around mental health are more likely to reach out for help and get treatment [40,41]. Our research adds to these findings, suggesting that early educational intervention has long-term positive effects on help-seeking in young people. More research is needed to determine the most effective way to encourage transition-aged youth to seek help for mental health problems.
Instrumental Barriers to Help-Seeking
The findings of our study are also consistent with research that shows that general mental health care is largely inaccessible because of instrumental barriers that include distance, cost, and wait lists [42,43]. Although on-campus services at postsecondary schools in Canada can mitigate some of these barriers, for example, they are usually supported by tuition and ancillary fees or are covered by student insurance, these services also often have long wait times. Additionally, walk-in appointments and drop-in sessions are not always offered. Despite the advantages of campus-based services, our findings suggest that barriers remain for transition-aged youth who seek services on and off campus.

The extensive wait times reported in the literature were echoed in our findings. Only about 8.6% of agencies in Canada do not have a wait list for child and adolescent programs or services. However, timely access to treatment is critical because long wait times not only prolong psychological and physiological discomfort but can also increase attrition rates, reduce motivation to seek help, and decrease expectations and positive treatment outcomes [44,45]. Barriers to accessing care are compounded by other barriers, such as service fragmentation, poor health literacy, low motivation to change, and lack of social supports. Together, these barriers lead to underused or inappropriate services, poor follow-up rates, decreased service quality, and high health care costs.

Mental Health Service Providers Influence Help-Seeking
Previous experiences with formal service providers were either deterrents or facilitators to help-seeking, particularly given the challenges of navigating the fragmented mental health care system. Past help-seeking experiences that were empathetic and instilled trust encouraged future help-seeking. Similarly, negative, stigmatizing experiences discouraged help-seeking. Our findings contribute to existing evidence that positive experiences with formal health providers, which focus on building a trusting relationship, are important to youth [12].

Family physicians are increasingly being recognized for their role in the mental health help-seeking process by supporting transitions between youth and adulthood [46], providing treatment [47], and making referrals to specialists [17]. Transition-aged youth in our study primarily viewed family physicians as gatekeepers for referrals to mental health specialists. Other studies have also found family physicians to be the first point of contact and to be responsible for making referrals, despite facing numerous barriers themselves (eg, lack of time, knowledge, resources, training) [47-50]. Our findings reiterate the unique role of family physicians in help-seeking and point to the need to train and support family physicians in guiding young patients through system navigation and treatment. Significant benefits could result from developing supports for family physicians to manage and diagnose young people with mental health concerns by offering timely access and continuity of care.

Help-Seeking for Mental Health Providers in Training
Transition-aged youth in our study who were undergoing training to become formal mental health service providers, such as social workers or physicians, described a unique barrier to help-seeking in the form of stigma. As future professionals whose responsibility is to help others, they feared that disclosing their own mental health problems would damage their reputation and career prospects. However, mental health problems among health care professionals are well-documented and include depression, anxiety, substance abuse, and suicide risk [51-55]. Other research suggests that emotional distress during training (eg, medical residency) can persist into professional practice and lead to burnout [56]. To our knowledge, no research has been conducted on the help-seeking behaviors of this population; however, our findings underscore the importance of offering formal mental health supports tailored to the needs of mental health care providers in training and point to the need for further research in this area.

Limitations
The qualitative approach of this study enriches our understanding and insights into the mental health help-seeking behaviors of transition-aged youth; however, the findings may not be generalizable beyond the Greater Toronto Area, where the study took place. Help-seeking behaviors likely differ across postsecondary and cultural contexts, particularly at postsecondary schools that do not have access to on-campus support services. In this study, it was not possible to determine the effects of location, sex, gender, or culture on help-seeking behavior. Our findings are useful for health care providers who are creating digital mental health programs and services to improve access to care. Using focus groups provided an opportunity for participants to express their personal experiences while navigating the help-seeking process. However, a limitation of focus groups is the potential toward normative discourse, especially in the context of mental health where people may not be comfortable talking about certain issues in a group setting. Another limitation was that certain groups were underrepresented in this study: depression and anxiety were the mental health problems reported by the vast majority of participants, and most participants were female. Youths with serious mental health problems (eg, psychotic disorders) and transition-aged males are known to be less likely to access any sort of health care or to participate in research [57]. These groups may be better engaged in their help-seeking behaviors through other channels, such as technology, health clinics, schools, and social media [58].

Multiple focus group attendance by participants who requested it was another possible limitation in this study (10 participants attended more than 1 group) as it has the potential to amplify some themes in relation to others. The rationale for agreeing to these requests was to increase participants’ overall, sustained engagement with the participatory design research process throughout the study. As described in the Methods section, because of the differences between focus group topics, the contribution of participants was expected to be different from group to group. Another limitation related to repeat participants, who filled out a demographics form each time they attended a
focus group, was that we were unable to remove 4 misidentified duplicate demographic surveys from our data. This resulted in reporting on demographics for 73 participants, although only 69 unique participants were involved.

**Conclusions**

Transition-aged youth are influenced by various barriers and facilitators when they seek information and support for mental health problems. Future investments should focus on reducing barriers associated with accessibility, system navigation, stigma, and symptom recognition. This study also identified digital health tools, the internet, and low-intensity sources of support as important parameters in the help-seeking process. Family physicians were found to be important gatekeepers to other mental health services. Digital and web-based technologies and the additional supports or features they offer may also be powerful tools for promoting help-seeking. Young people who are trained to become mental health care providers may experience a unique barrier to help-seeking in the form of stigma, an area that warrants future research. There is also a need for research on the effectiveness and unique features of low-intensity supports in seeking help for mental health problems.
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Abstract

Background: Engagement emerges as a predictor for the effectiveness of digital health interventions. However, a shared understanding of engagement is missing. Therefore, a new scale has been developed that proposes a clear definition and creates a tool to measure it. The TWente Engagement with Ehealth Technologies Scale (TWEETS) is based on a systematic review and interviews with engaged health app users. It defines engagement as a combination of behavior, cognition, and affect.

Objective: This paper aims to evaluate the psychometric properties of the TWEETS. In addition, a comparison is made with the experiential part of the Digital Behavior Change Intervention Engagement Scale (DBCI-ES-Ex), a scale that showed some issues in previous psychometric analyses.

Methods: In this study, 288 participants were asked to use any step counter app on their smartphones for 2 weeks. They completed online questionnaires at 4 time points: T0=baseline, T1=after 1 day, T2=1 week, and T3=2 weeks. At T0, demographics and personality (conscientiousness and intellect/imagination) were assessed; at T1-T3, engagement, involvement, enjoyment, subjective usage, and perceived behavior change were included as measures that are theoretically related to our definition of engagement. Analyses focused on internal consistency, reliability, and the convergent, divergent, and predictive validity of both engagement scales. Convergent validity was assessed by correlating the engagement scales with involvement, enjoyment, and subjective usage; divergent validity was assessed by correlating the engagement scales with personality; and predictive validity was assessed by regression analyses using engagement to predict perceived behavior change at later time points.

Results: The Cronbach alpha values of the TWEETS were .86, .86, and .87 on T1, T2, and T3, respectively. Exploratory factor analyses indicated that a 1-factor structure best fits the data. The TWEETS is moderately to strongly correlated with involvement and enjoyment (theoretically related to cognitive and affective engagement, respectively; \(P<.001\)). Correlations between the TWEETS and frequency of use were nonsignificant or small, and differences between adherers and nonadherers on the TWEETS were significant \((P<.001)\). Correlations between personality and the TWEETS were nonsignificant. The TWEETS at T1 was predictive of perceived behavior change at T3, with an explained variance of 16%. The psychometric properties of the TWEETS and the DBCI-ES-Ex seemed comparable in some aspects (eg, internal consistency), and in other aspects, the TWEETS seemed somewhat superior (divergent and predictive validity).

Conclusions: The TWEETS performs quite well as an engagement measure with high internal consistency, reasonable test-retest reliability and convergent validity, good divergent validity, and reasonable predictive validity. As the psychometric quality of a scale is a reflection of how closely a scale matches the conceptualization of a concept, this paper is also an attempt to conceptualize and define engagement as a unique concept, providing a first step toward an acceptable standard of defining and measuring engagement.
Introduction

In eHealth, the use of technology to support health and wellbeing (a well-documented issue) is nonadherence. Especially within digital health interventions (DHIs), users often do not use the offered technology the way that the developers of the technology intended, which is referred to as nonadherence [1,2]. Examples are participants not completing all lessons within a mental health intervention, not using a step counter app on a daily basis, or not using all functions within a diabetes management system. Developers and researchers often assume that there is a dose-response relationship: for people who use a technology more and who adhere to the technology, the positive effects are greater. There is some evidence to support this assumption [3], but many DHIs do not show this relationship [4]. It has been argued that this has to do with the way adherence is conceptualized and measured (eg, with just the number of logins) [4,5]. However, more importantly, it has also been posited that the reasons why people use a technology might be more important in predicting effectiveness than the frequency or duration of use. Research shows that when people use DHIs because they feel involved or are able to identify themselves with the intervention, these DHIs are more likely to be effective for these people [6,7].

When looking at the reasons behind DHI use, the concept of engagement often emerges as a predictor for effectiveness [8-10]. In a broad sense, engagement is often seen as how involved or occupied someone is with something, and as something that is related to a positive outcome, such as effectiveness. For example, in health care, patient engagement has been shown to be related to better health outcomes [11], and in organizations, work engagement is related to better performance [12]. In relation to DHIs, engagement has also been posited as related to better outcomes in terms of more effective interventions [9,13,14].

It is important to note the conceptual difference between adherence and engagement. Adherence only says something about the objective usage of a DHI and indicates whether or not a participant uses the DHI as was intended by the developers [5]. In some, but not all, conceptualizations of engagement, the usage of a DHI is part of engagement [8]. Moreover, in all conceptualizations of engagement, it encompasses other aspects as well, which refer more to the reasons behind using a DHI. This implies that a participant might be engaged but not adherent. For example, someone believes that using an app is very helpful to reach one’s goals (highly engaged) but feels that using the app once a week rather than the intended usage of once a day already helps to reach those goals (nonadherent). A participant may also be adherent but not engaged when, for example, using an app as intended because a researcher or therapist has asked them to, rather than due to a feeling that the app is personally beneficial. While the conceptual differences between engagement and adherence might be understood, within the context of DHIs, a shared understanding and definition of engagement is missing.

In order to gain more insight into how engagement can be defined and conceptualized within the context of DHIs, a recent review looked at the definitions and components of engagement in various domains such as students, health, and digital engagement [8]. This review concluded that engagement contains emotional, behavioral, and cognitive components. Until now, this is not fully reflected in the definitions for DHI engagement, where in many cases, engagement is defined as only a behavioral component (for example, only as the usage of a DHI). This problem of a very narrow definition of engagement that does not encompass the full breadth of the concept is acknowledged by others. For example, a review on engagement in DHIs concluded that engagement should be characterized as the extent of usage and a subjective experience characterized by attention, interest, and affect [9]. However, that review also found that the majority of articles included only viewed engagement in behavioral terms, that is, as usage. Yet the definition chosen in that review also does not seem to fully encompass the emotional, behavioral, and cognitive components of engagement. The field of engagement to DHIs still needs a “clear, tailored, and domain-specific definition of the construct, which captures the associated emotional, behavioral, and cognitive components present within the given context” [8].

In order to gain insight into the content of these components, we interviewed self-proclaimed engaged users of health apps to study what they view as being engaged [13,15]. Behavioral engagement seemed to focus more on having a routine in using the technology and making it a part of daily life than about the frequency of using it. In this case, the quality of the behavior (being a routine and costing little effort) was more important than the frequency of the behavior (usage), which also shows the difference between adherence and engagement. Cognitive engagement with a DHI was found to be prominently related to the goals of the users. People have to think that the technology is useful for them and that it increases their ability to achieve their own goals. This is related to the importance of personal relevance for engagement, as stated in earlier studies on DHIs [6,7,16], and is also similar to the “attention and interest” part of the definition of engagement of Perski et al [9]. Lastly, the study found that affective engagement played a role for every participant but was less salient in most cases. Interestingly, affect was not only focused on feelings towards the technology itself but also on achieving goals, differing from the concept of user engagement [17]. Furthermore, although most participants mentioned positive affect when achieving goals, negative affect also seemed to play a role. Participants experienced frustration when not achieving their goals, and for some, this may enhance their motivation to go on. Finally, identity seemed to play a role in affective engagement: users need to be able to identify in some way with the technology and what it stands for.
A recent systematic review has identified various ways to assess (a form of) engagement to DHIs, such as using qualitative methods, self-report scales, ecological momentary assessments, and system usage data [14]. However, most of these methods assess only a specific form or component of engagement. The study posited that self-report scales might be the most accessible way to gain a more nuanced view of engagement in larger samples, especially when attempting to include the subjective experience. However, most existing self-report scales are created for measuring user engagement with technologies such as e-commerce websites or video games [14]. In these contexts, the goals of users are different than in DHIs. Engagement with DHIs seems to be needed at 2 levels: engagement with the technology itself, and engagement with the health behavior the technology aims to improve [10]. This is in contrast to, for example, user engagement with a shopping website, which involves only engagement with the technology and not with another offline behavior. This makes these existing scales less applicable to eHealth technologies such as DHIs. Another issue with many existing user-engagement scales is that they often include attributes that predict engagement but are not, in itself, part of engagement; this applies, for example, to aesthetic appeal or usability, which raises validity concerns [14].

Within the aforementioned systematic review paper on measuring engagement, 2 scales specifically targeted at engagement with eHealth technologies such as DHIs were identified [14]. The first scale, the eHealth engagement scale, showed adequate internal reliability and predictive validity on, amongst other things, retention of information and intentions to change [18]. However, conceptually, this scale seems to be more focused on engagement with health-related information than acting on that information, and thus on behavior change, as is our focus [9,13,14]. Moreover, this scale is an example of a scale that includes attributes that might predict engagement but are not part of the engagement itself. For example, the scale includes an assessment of the credibility of the technology, which may be a predictor of engagement but is not something that is seen as part of engagement itself. The second scale, the Digital Behavior Change Intervention Engagement Scale (DBCI-ES), was developed based on a broader definition of engagement, including both behavior and a subjective experience that might encompass cognitive and affective components of engagement. However, 2 validation studies showed that the psychometric properties of this scale are somewhat problematic [19,20]. The main issues seem to lie in the combination of the subjective and objective engagement measure, and in the discriminant and criterion validity. The experiential part of the scale (DBCI-ES-Ex) did show predictive validity, but this was not assessed on outcomes (such as changed drinking behavior) but on subsequent login. If engagement is seen as important for effectiveness, even more so than usage and adherence, then it should predict outcomes and not usage.

Based on our previous work on defining the concept of engagement, we developed another scale: the Twente Engagement with Ehealth and Technologies Scale (TWEETS) [15]. This scale was developed based on the interview study with engaged health app users that was discussed earlier [13], and on the systematic review of the concept of engagement in different domains [8]. The scale employs a definition of engagement that incorporates behavior, cognition, and affect, as is common in other fields of research where engagement is used [8,21]. In the TWEETS, engaged behavior includes the existence of a routine in which individuals use the technology, low effort required to use the technology, and technology usage that is not fixed but may fluctuate to fit with the needs of the current moment. Cognitive engagement is related to the technology being able to support and motivate people in reaching their goals, such as the goal of improving one’s wellbeing. Moreover, it entails that engaged users are willing to spend mental effort in using a DHI because it helps them achieve their goals, and they are intrinsically motivated. Affective engagement is related to emotions that people feel when seeing their progress in the DHI, or a lack thereof, and related to emotions such as enjoyment felt when using the technology itself. Lastly, it entails identity: engaged users seem to identify themselves in some way with the technology or with the goal of the technology.

In order for this new scale to be of use, its internal consistency and reliability should be examined. Moreover, assessment is needed for whether the scale measures a unique concept and is sufficiently different from other concepts such as involvement and adherence. As engagement is a relatively new concept without an existing gold-standard assessment, there is no criterion to relate it to, contrary to how the validation of the DBCI-ES was set up [19,20]. In that study, usage was seen as a criterion; however, since engagement is more than just usage [9,10,14,15], we feel that this does not do justice to the full concept of engagement. At the same time, there are concepts that, while different, are related and should correlate with a measure of engagement, and there are concepts that should reflect something different than engagement, and therefore should not be correlated. Specifically, engagement is conceptually related to concepts like involvement (how meaningful a product is for an individual) and enjoyment (the action or state of deriving gratification from an object) [7,22,23]. Therefore, it is expected that engagement correlates with these aspects, but that this correlation is moderate.

Another question that bears discussion is whether engagement is, and should be, related to the usage of a system. Based on the conceptualization of engagement as employed in the TWEETS, it is expected that engagement is not strongly related to the number of times individuals use a DHI. This is similar to what was found in the psychometric evaluation of the DBCI-ES [20]. Furthermore, engagement should reflect a more goal-oriented or intrinsically motivating reason for using a DHI, instead of, for example, using something because you are inclined to do so due to your personality [9,13]. Therefore, engagement should not be correlated to personality traits as conscientiousness and intellect/imagination. Lastly, it is important to assess whether the measure of engagement predicts future outcomes such as behavior change and clinical measures, as it is theorized that engagement influences outcomes and not the mere usage of a system.

The current study was carried out in the context of students using step counter apps. The main goal is to evaluate the psychometric properties of the TWEETS (internal consistency
and reliability; and convergent, divergent, and predictive validity). As a secondary exploratory objective, the psychometric properties of the TWEETS were compared to those of the experiential part of the DBCI-ES (DBC-I-ES-Ex). We chose not to include the behavioral subscale due to the finding that this behavioral subscale may not be a valid indicator of (behavioral) engagement [20].

Methods

Design

For this study, participants were asked to use any step counter app on their smartphones for 2 weeks. Because the study aims at exploring the psychometric properties of the TWEETS and not, for example, how engaging a specific DHI is, the focus on students and a step counter app was deemed feasible and appropriate. Furthermore, we aimed at studying the TWEETS in an ecologically valid way and, therefore, opted to use existing step counter apps instead of, for example, a dedicated research app. Participants were asked to fill out an online questionnaire at 4 time points: T0=baseline, T1=after 1 day, T2=1 week, and T3=2 weeks. This study was approved by the ethical committee of the University of Twente (application number 18881).

At T0, demographics (gender, age, nationality, and employment status) and personality were assessed; at the other 3 time points, aspects related to the use of the step counter app were measured (engagement, involvement, enjoyment, usage, and perceived behavior change). This allowed us to perform the analyses needed to assess the internal consistency and reliability, and the convergent, divergent, and predictive validity of the engagement scales. Convergent validity refers to the degree to which measures of constructs that theoretically should be related, are related. To assess convergent validity, we chose to correlate the engagement scales to measures that are deemed to be related to behavioral, cognitive, and affective engagement. For behavioral engagement, we decided to use frequency of use and adherence as theoretically related concepts, as these are often posited as part of, or related to, engagement [9,14]. For cognitive engagement, involvement was chosen as the theoretically related concept, as involvement captures the personal relevance of an object (in this case, a DHI), which is often seen as an important part of engagement [6,7,9,16]. For affective engagement, enjoyment was chosen as the theoretically related concept because affective engagement is often seen as a reflection on how much users enjoy using the DHI [22,24].

Divergent validity refers to whether concepts that should theoretically not be related are not related. As engagement should reflect the position of an individual toward a DHI (and not a general trait or an individual), we chose to use personality traits as the concepts for divergent validity. Specifically, the personality traits of conscientiousness and intellect/imagination were used because they might reflect a somewhat similar disposition as engagement but are still theoretically unrelated. Conscientiousness, or being diligent, might lead participants to take the task of using the DHI very seriously and to, therefore, possibly use a DHI more [25]. However, this is a different reason for using a DHI and should thus not be related to engagement. Intellect/imagination—a person’s preference for imaginative, artistic, and intellectual activities [26]—could also lead to participants using a DHI more, as many DHIs also involve some degree of intellectual activity. However, as a personality trait, it should, theoretically, not be related to engagement with a specific DHI.

Predictive validity refers to the extent to which a score on a scale (in this case, engagement) predicts a score on a criterion measure in the future. As it is theorized that engagement influences outcomes like behavior change and clinical measures, we used the effectiveness of the DHI as this criterion measure.

Participants

Participants were eligible for the study if they were willing to use a step counter app on their smartphones for 2 weeks. Recruitment took place via the participant pool of the University of Twente, where students receive credit for participating in research, and through the personal networks of the researchers. A total of 313 participants completed the baseline survey from December 2019 to April 2019; of the 313 participants, 288 filled out T1, 279 filled out T2, and 269 filled out T3. The 288 participants who filled out the TWEETS at least once (at T1, T2, or T3) were included in this study. Few data were missing of the included participants: T0 of all participants was complete; at T1, the number of participants that completed each measure ranged from 285 and 286 on the different measures (for example, 285 participants filled out the adherence measure while 286 filled out the TWEETS measure); at T2, the number of participants ranged from 270 to 274; and at T3, participants ranged from 259 and 265. Of the 288 included participants, most were female (228/288, 79%) and students (253/288, 88%). Most participants were German (202/288, 70%); 16% (46/288) were Dutch and 5% (14/288) were South African. In total, participants of 19 different nationalities were included. The mean age of participants was 22 (SD 7.1; range 18-70) years.

Procedure

After participants signed up for the study and gave informed consent, they filled out the online T0 questionnaire with demographic information. After completing this questionnaire, they were asked to choose a step counter app to use for the following 2 weeks. While some apps were suggested (such as pre-installed step counter apps), participants were allowed to use any app that they preferred or already used. They were asked to open the app at least once a day, but it was suggested that it might be helpful to use the app more often, for example, during the day to check whether or not they were on track to reach their goal and then again at the end of the day to see how they did. Furthermore, participants were informed that they would receive 3 online follow-up surveys: after the first day, after a week, and after 2 weeks. It was explained that these surveys would cover their experience with using the step counter app. To gain credits for their education, participants had to complete all surveys.

Materials

The following describes the different constructs—engagement, personality, involvement, enjoyment, usage, and perceived behavior change—that were measured in the questionnaires.
Engagement

Engagement was assessed with the newly developed TWente Engagement with Ehealth Technologies Scale (TWEETS; Table 1) [15]. The TWEETS consists of 9 items on a 5-point Likert scale (strongly disagree=0, disagree=1, neutral=2, agree=3, strongly agree=4). Of the 9 items, 3 are aimed at assessing behavioral engagement, 3 on cognitive engagement, and 3 on affective engagement. The full scale is presented in Table 1.

The scale was adapted for each time point: after one day of usage, items were posed as expectations (for example, “I think using this app can become part of my daily routine”); after 1 and 2 weeks, items were posed as looking back at using the app. Furthermore, the scale allows for adaption to the studied technology by adding the technology, the goal, and the behavior relating to the goal. For the current study, this was implemented as “this app” and “increasing the number of steps I take each day.”

<table>
<thead>
<tr>
<th>Item</th>
<th>Thinking about using [the technology] the last week, I feel that:</th>
<th>Construct</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[this technology] is part of my daily routine</td>
<td>Behavior</td>
</tr>
<tr>
<td>2</td>
<td>[this technology] is easy to use a</td>
<td>Behavior</td>
</tr>
<tr>
<td>3</td>
<td>I'm able to use [this technology] as often as needed (to achieve my goals)</td>
<td>Behavior</td>
</tr>
<tr>
<td>4</td>
<td>[this technology] makes it easier for me to work on [my goal]</td>
<td>Cognition</td>
</tr>
<tr>
<td>5</td>
<td>[this technology] motivates me to [reach my goal]</td>
<td>Cognition</td>
</tr>
<tr>
<td>6</td>
<td>[this technology] helps me to get more insight into [my behavior relating to the goal]</td>
<td>Cognition</td>
</tr>
<tr>
<td>7</td>
<td>I enjoy using [this technology]</td>
<td>Affect</td>
</tr>
<tr>
<td>8</td>
<td>I enjoy seeing the progress I make in [this technology]</td>
<td>Affect</td>
</tr>
<tr>
<td>9</td>
<td>[This technology] fits me as a person</td>
<td>Affect</td>
</tr>
</tbody>
</table>

aBased on the outcomes of this study, this item was later changed to “[this technology] takes me little effort to use.”

As a second measure of engagement, the experiential subscale of the DBCI-ES (DBCI-ES-Ex) was used, consisting of 8 items on a 7-point answering scale with anchored end and middle points: not at all=1, moderately=3, extremely=7 [20]. The items were set up in the following manner: “Please answer the following questions with regard to your most recent use of the step counter app. How strongly did you experience the following?” The items were (1) Interest, (2) Intrigue, (3) Focus, (4) Inattention, (5) Distraction, (6) Enjoyment, (7) Annoyance, and (8) Pleasure, with items 4, 5, and 7 reverse-scored. In this study, Cronbach alpha values were .72, .80, and .84 on T1, T2, and T3, respectively.

Personality

The personality of participants was assessed with the Mini–International Personality Item Pool (Mini-IPIP), a 20-item short form of the 50-item International Personality Item Pool–5-Factor Model measure [27]. For this study, the subscales on conscientiousness and intellect/imagination were used (both consisting of 10 items with a 7-point answering scale), which have been shown to have good psychometric properties [26]. In this study, personality was assessed at T0. The Cronbach alpha value was .78 for conscientiousness and .77 for intellect/imagination.

Involvement

Involvement was assessed using the short version of the Personal Involvement Inventory (10 items, mean score 1-7; a higher score means more involvement), which has been shown to have good psychometric properties [23]. In this study, Cronbach alpha values were .90, .93, and .94 at T1, T2, and T3, respectively.

Enjoyment

Enjoyment was assessed using the enjoyment subscale of the Intrinsic Motivation Inventory (IMI, 7 items, mean score 1-7; a higher mean score means more enjoyment), which has been shown to have good psychometric properties [28]. The Cronbach alpha values in this study were .87, .91, and .92 at T1, T2, and T3, respectively.

Usage

As participants were allowed to use any step counter app for reasons of feasibility and ecological validity, it was not possible to gather objective usage data. Therefore, subjective usage was assessed by asking participants whether or not they opened the app at least once a day, as was advised (yes=adherent; no=nonadherent), and how often they opened the app on a regular day that they opened it (frequency). In this case, the frequency of use and adherence are largely independent of each other because the frequency relates to a regular day when they adhered (ie, opened the app at least once). Only when a user did not use the app on any given day would the user be both nonadherent and have a use frequency of 0.

Perceived Behavior Change

At T2 and T3, as an indication for the effectiveness of the app, we assessed whether the participants perceived behavior change due to using the step counter app. This was assessed using 1 item (“Do you feel that you have changed your behavior because of using the step counter app?”), with 3 answer options (yes, “maybe,” and “no”).

Data Analyses

Analyses were performed using SPSS Statistics (version 25; IBM Corp). Analyses were conducted with the data of the
participants who completed the measures that were used in each specific analysis. Due to the limited amount of missing data, no imputation of missing values was required. Engagement measured by the TWEETS and by the DBCI-ES-Ex violated the assumption of normality at all time points by being left-skewed. However, due to the relatively large sample size and the robustness of analyses such as Pearson correlations and analyses of variance (ANOVs), parametric tests were used [29-31]. Furthermore, we performed exploratory nonparametric analyses on our data to see whether the results from these analyses would lead to different conclusions. This was not the case, and therefore, we report only the parametric analyses in this paper.

Internal consistency of the TWEETS and the DBCI-ES-Ex was assessed using the Cronbach alpha value of each scale at T1, T2, and T3. A value of .7 was seen as the absolute minimum, while .8-.9 was seen as good internal consistency [32,33]. Exploratory factor analysis for the TWEETS was performed using SPSS’ Maximum Likelihood (ML) method with oblique rotation (SPSS’ direct oblimin) for all time points separately [34]. The Scree test (by examining the scree plots) combined with an assessment of eigenvalues was used to determine the number of factors [34]. Test-retest reliability for the TWEETS and DBCI-ES-Ex were assessed by examining Pearson correlations between the TWEETS scores on T1, T2, and T3, and by examining Pearson correlations of the DCBI-E scores on T1, T2, and T3. Although no standards exist for a minimum acceptable value for a test-retest reliability estimate [35], a correlation coefficient does provide information on the stability or variation of a scale over time. Convergent validity was assessed by calculating Pearson correlations between the TWEETS, DBCI-ES-Ex, involvement, enjoyment, and use frequency at T1, T2, and T3. Moreover, differences in the TWEETS and DBCI-ES-Ex between participants that adhered and did not adhere to the app were calculated using a one-way ANOVA. Divergent validity was assessed by calculating Pearson correlations between the TWEETS and the DBCI-ES-Ex at different time points. The Cronbach alpha values of the TWEETS were .86, .86, and .87 on T1, T2, and T3, respectively, indicating good internal consistency. Exploratory factor analyses of the TWEETS indicated that a 1-factor structure best fits the data and explained 41.4% of the variance, based on observed data on T1. Data from T2 and T3 also indicated a 1-factor structure with similarly explained variance at T2 (42.2%) and somewhat less explained variance at T3 (30.1%). Of the 9 items, 8 items loaded strongly (> 0.5) on the 1 factor. The other item (“this technology is easy to use”) loaded 0.35 - 0.39 on the factor on the different time points. This is still seen as acceptable to retain an item in a scale, as it is above the minimum threshold of 0.32 [30]. Furthermore, the Cronbach alpha values with this item removed showed minimal differences in internal consistency (.86, .87, and .88 on T1, T2, and T3, respectively). Pearson correlations of the TWEETS at different time points were all significant (P<.001), with values of 0.58 (T1-T2), 0.61 (T1-T3), and 0.74 (T2-T3), showing moderate test-retest reliability. Pearson correlations of the DBCI-ES-Ex at different time points were all significant (P<.001), with values of 0.70 (T1-T2), 0.67 (T1-T3), and 0.78 (T2-T3), showing relative stability over time.

### Convergent Validity

Pearson correlations between the TWEETS, DBCI-ES-Ex, involvement, enjoyment, and use frequency at the different time points are shown in Table 3. The 2 engagement scales showed moderate to strong correlations with each other. Both the TWEETS and DBCI-ES-Ex showed significant moderate to strong correlations with involvement and enjoyment, which become stronger at later time points. The DBCI-ES-Ex scale consistently showed stronger correlations than the TWEETS with both involvement and enjoyment, with particularly strong correlations with enjoyment. Both scales show no or weak correlations with reported use frequency.
Table 3. Pearson correlations between the TWente Engagement with Ehealth Technologies Scale (TWEETS), the experiential subscale of the Digital Behavior Change Intervention Engagement Scale (DBCI-ES-Ex), involvement, enjoyment, and use frequency.

<table>
<thead>
<tr>
<th>Scale &amp; time point</th>
<th>Involvement</th>
<th>Enjoyment</th>
<th>Use frequency</th>
<th>DBCI-ES-Ex</th>
</tr>
</thead>
<tbody>
<tr>
<td>TWEETS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>0.57(^a)</td>
<td>0.60(^a)</td>
<td>0.08</td>
<td>0.57(^a)</td>
</tr>
<tr>
<td>T2</td>
<td>0.61(^a)</td>
<td>0.70(^a)</td>
<td>0.24(^a)</td>
<td>0.73(^a)</td>
</tr>
<tr>
<td>T3</td>
<td>0.67(^a)</td>
<td>0.77(^a)</td>
<td>0.04</td>
<td>0.80(^a)</td>
</tr>
<tr>
<td>DBCI-ES-Ex</td>
<td>N/A</td>
<td>0.02(^b)</td>
<td>0.03</td>
<td>N/A(^b)</td>
</tr>
</tbody>
</table>

\(^a\)Significant with \(P<.001\).
\(^b\)N/A: not applicable.

Lastly, mean scores on the TWEETS between participants that adhered to the app (using it at least once a day) and those that did not adhere significantly differed at all time points (\(P<.001\)), with adherers scoring higher than nonadherers (Figure 1). The same was true for the DBCI-ES-Ex scale, with \(P=.028\) at T1 and \(P<.001\) at T2 and T3. However, the number of nonadherers was low, especially at T1 (T1: 2/285; T2: 36/270; T3: 46/262).

Figure 1. Engagement scores of adherers and nonadherers at the different time points. DBCI-ES-Ex: the experiential subscale of the Digital Behavior Change Intervention Engagement Scale; T: time point; TWEETS: TWente Engagement with Ehealth Technologies Scale.

Divergent Validity
Pearson correlations between conscientiousness and the TWEETS at the different time points were nonsignificant. The same was true for intellect/imagination. For the DBCI-ES-Ex, the Pearson correlation with conscientiousness at T1 was weak but significant (0.17, \(P<.01\)). Pearson correlations at the other time points and with intellect/imagination were nonsignificant.

Predictive Validity
Results of the linear regression analyses using the TWEETS and DBCI-ES-Ex to predict perceived behavior change are shown in Table 4. These results show that both the TWEETS and DBCI-ES-Ex demonstrate predictive validity. As can be expected, the shorter the time between the measurement of engagement and the measurement of perceived behavior change, the more predictive engagement is, with engagement at T2 explaining around 24% of the variance of perceived behavior change.
change at T3, and engagement at T1 explaining 12-14% of the variance of perceived behavior change at T2. However, engagement measured at T1 was also predictive of perceived behavior change at T3, with an explained variance of 16% when using the TWEETS and 9% using the DBCI-ES-Ex.

Table 4. Regression analyses with the TWente Engagement with Ehealth Technologies Scale (TWEETS) and the experiential subscale of the Digital Behavior Change Intervention Engagement Scale (DBCI-ES-Ex) to predict perceived behavior change.

<table>
<thead>
<tr>
<th>Scale &amp; time point</th>
<th>Perceived behavior change T2</th>
<th>Perceived behavior change T3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta</td>
<td>R²</td>
</tr>
<tr>
<td>TWEETS T1</td>
<td>-.38</td>
<td>0.144</td>
</tr>
<tr>
<td>TWEETS T2</td>
<td>N/A b</td>
<td>N/A b</td>
</tr>
<tr>
<td>DBCI-ES-Ex T1</td>
<td>-.35</td>
<td>0.120</td>
</tr>
<tr>
<td>DBCI-ES-Ex T2</td>
<td>N/A b</td>
<td>N/A b</td>
</tr>
</tbody>
</table>

aP < .001
bN/A: not applicable.

Discussion

Principal Findings

This study set out to evaluate the psychometric properties of the new TWEETS. A secondary exploratory objective was to compare these psychometric properties to those of the experiential subscale of the DBCI-ES.

For the TWEETS, internal consistency was high, indicating that the different items of the scale all measure the same construct. In line with this, exploratory factor analyses showed the scale consists of 1 factor; we did not find the 3-factor structure that we expected, resulting from the behavioral, cognitive, and affective engagement components and their respective items in the scale. An explanation could be that engagement as a concept comprises only 1 component and not the proposed 3 components. However, because of the theoretical background of the concept, we would be hesitant to accept this explanation without further research. A more likely explanation might be that there is a theoretical overlap between the component; for example, enjoying seeing the progress that you make through an app (affective engagement) might also influence the extent to which you feel that the app motivates you to reach your goals (cognitive engagement). Also, behavioral engagement might be more of a consequence of cognitive and affective engagement (for example, because people feel that the technology helps them achieve their goals and is fun, they might establish a routine of using it), rather than being on the same level as these components. However, an explanation might also lie in the small number of items in the scale; 5 or more strong loading items per factor are seen as desirable [34], which indicates that we should have at least 15 items that would be retained in the scale, indicating an even higher number of a priori items. However, data showed that the 1-factor structure that was observed in the data was solid, with 8 items loading strongly and the last one above the minimum to retain an item in a factor [34]. Future research could explore whether the components can be measured as separate constructs, for example, by adding more items and examining whether this is desirable, as it would also increase the length of the scale and, therefore, its participant burden. Another option may be to retain the TWEETS as a short-form engagement measure and develop separate measures for the components to be able to investigate more detailed patterns of engagement when in-depth analyses are needed, for example, to explore whether different people have, or different technologies induce, a different distribution of engagement over the components. What the 1-factor structure of the TWEETS does show is that the different components of engagement are indeed related and measure the same construct. This strengthens the assumption that engagement is a combination of behavior, cognition, and affect, and more than just usage behavior.

Test-retest reliability analyses showed moderate positive correlations between the first and later time points, and a strong positive correlation between the later time points. Although this may be interpreted as low test-retest reliability when looking at this first time point, this might not be surprising, as engagement after 1 day of usage might be initial engagement, which may be different from longer-term engagement. This is also reflected in different models on the process of engagement in which engagement may vary over time [8,17]. It seems reasonable to expect engagement to change after getting more acquainted with the app, and when actually trying to use the app for a longer period in daily life. As integrating technology in daily life is often one of the largest struggles in eHealth and specifically DHIs [36], being able to do so or not might be an obvious reason for a change in engagement. Taking these factors into account, it may be even more remarkable to see that participants’ initial engagement, based on only 1 day of using a DHI, is still as related to engagement at a later stage. Additionally, this change in the level of engagement over time might also explain the somewhat differing findings on convergent and divergent validity of the engagement scales at different time points. As is seen in other studies, different aspects might be more important and more related to engagement in the different stages of the process of engagement [17].

Related to this, the TWEETS showed predictive validity: engagement at an earlier time point was able to predict perceived behavior change at a later time. Even the engagement measure after the first day of using a technology showed this capability, which opens up many interesting possibilities [13]; when we are able to assess early on in an intervention whether or not we
expect it is going to be effective for an individual, we may be able to direct more support to those for whom it might not be effective. This can be, for example, in the form of personalized feedback or the suggestion of using a different intervention.

Analyses of divergent validity showed that the TWEETS was not correlated with personality factors. This strengthens the assumption that engagement is a separate construct and that this is reflected in this new scale. Analyses of convergent validity showed that the TWEETS is moderately strongly correlated with involvement (which is seen as theoretically related to cognitive engagement) and enjoyment (which is seen as theoretically related to affective engagement) [24]. The strength of the correlations indicate that the concepts are related but should be viewed as separate. For behavioral engagement, we choose to relate the TWEETS to adherence and frequency of use, as these are aspects that are often seen as related to engagement [9,14,24], or even used to assess criterion validity [19]. Correlations between the engagement measure and frequency of use were nonsignificant or small, while differences between adherers and nonadherers on engagement were significant but small. This might indicate that engagement is related to usage, but much less so than is often assumed, again strengthening the multiple component definition of engagement. However, it should be noted that our usage measure was subjective, which sheds some doubt on the robustness of this measure. This could provide an alternative explanation of the weak correlation between frequency of use and engagement. Future research could investigate whether objectively measured frequency of use should be seen as a measure of convergent validity or whether it could be more appropriate to see it as a measure to assess divergent validity.

The exploratory comparison of the psychometric properties of both engagement scales—the TWEETS and the DBCI-ES-Ex—revealed that both scales show similar properties. As could be expected, the scales are significantly correlated to each other. Interestingly, this correlation is moderate at the first time point but strong at the last time point. This might indicate that they vary on how much they take the first impression that a DHI makes into account. A few notable differences between both scales are that the DBCI-ES-Ex shows quite a strong correlation to enjoyment, a bit stronger than the TWEETS, and that DBCI-ES-Ex did not fully reflect divergent validity. This might indicate that the DBCI-ES-Ex captures engagement not as a unique concept but more like enjoyment. Additionally, the TWEETS shows more predictive validity between the first and the last time point compared to the DBCI-ES-Ex. Overall, the TWEETS seems to reflect engagement better as a multifaceted and unique concept that has predictive value for the outcomes of an intervention.

Limitations
This study has a few limitations that need to be discussed. First, the study was done mostly with students who received credits for participating in the study and thus for using the step counter app, which might have influenced their usage and engagement. However, as we were interested in the relationships between engagement and other measures, and not the level of engagement or usage, we feel that studying this target group was an appropriate first step. Furthermore, we needed data on a broad spectrum of engagement, including low engagement. Therefore, including a target group that might not be completely intrinsically motivated to use a DHI was seen as appropriate. Future research should focus on measuring engagement in different populations and settings, for example, with lower educated participants or within the context of regular (mental) health care. It would be interesting to see whether different populations show different styles of engagement, such as whether lower educated participants might be more often affectively engaged, and whether this impacts the factor analysis of the scale.

Second, we used self-reported usage data and our variable for predictive validation was perceived behavior change and not actual behavior change. It would have been preferable to use objective usage data and actual behavior change data, but this was deemed infeasible for this exploratory study because participants could use any step counter app for reasons of ecological validity and feasibility. Therefore, it was not possible to objectively collect the usage data of all these different apps or the number of steps participants took every day. Also, to be able to measure actual behavior change in the average number of steps per day, a larger data collection period would have been necessary, which was beyond the scope of this study. However, as this was an exploratory study that provides a first step towards establishing whether the TWEETS is a useful measure of engagement in DHIs, this approach was deemed appropriate. Based on the promising findings of this study that engagement was able to predict perceived behavior change, the next step is to validate this finding in future studies using engagement to predict actual behavior change and other intervention outcomes. Also, the direction of change was not explicitly stated in the question. However, at multiple points in the study, it was stated that the goal of the app was to increase the number of steps taken per day. Moreover, participants could indicate in what way they changed their behavior. All participants that filled out the question indicated that they took more steps per day and not less steps. Therefore, we feel that the impact of not explicitly stating the direction of change was negligible.

A final limitation is that 1 item of the scale performed a bit less well than the others, although still above the minimum threshold to retain an item in a scale: the item “this technology is easy to use” should be revised in a way that better reflects the behavioral component of engagement and is less related to usability, which can be seen as a predictor of engagement. A different way to state the item that better reflects the quality of engagement behavior from our definition could be “this technology takes me little effort to use.” Nonetheless, the scale performed quite well on most criteria, indicating the potential of this new instrument.

Conclusion
Overall, the TWEETS seemed to perform quite well as a 1-factor engagement measure: the scale showed high internal consistency, reasonable test-retest reliability and convergent validity, good divergent validity, and reasonable predictive validity. These properties seem comparable to—and, on some aspects, somewhat superior to—those of the experiential
subscales of the DBCI-ES. Further research is needed to replicate these findings in other target groups and eHealth technologies; however, the TWEETS seems to be a valuable addition to the toolbox of eHealth researchers, allowing them, amongst others, to be able to better investigate the relationship between engagement and effectiveness.

Lastly, the psychometric quality of a scale is, of course, a reflection of how closely a scale matches the conceptualization of the concept. Therefore, this paper can also be seen as an attempt to conceptualize and define engagement as a unique concept, different from, for example, adherence and user experience. We have argued for a definition of engagement that entails behavioral, cognitive, and affective components and, through the analyses in the paper, have provided arguments in favor of this definition. This paper provides a first step toward an acceptable standard of defining and measuring engagement.
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Abstract

Background: User dropout is a widespread concern in the delivery and evaluation of digital (ie, web and mobile apps) health interventions. Researchers have yet to fully realize the potential of the large amount of data generated by these technology-based programs. Of particular interest is the ability to predict who will drop out of an intervention. This may be possible through the analysis of user journey data—self-reported as well as system-generated data—produced by the path (or journey) an individual takes to navigate through a digital health intervention.

Objective: The purpose of this study is to provide a step-by-step process for the analysis of user journey data and eventually to predict dropout in the context of digital health interventions. The process is applied to data from an internet-based program (Sleep Healthy Using the Internet) that delivers cognitive behavioral therapy for insomnia. Logistic regression with L1 and L2 regularization, support vector machines, and boosted decision trees were used and evaluated based on their predictive performance.

Methods: Steps of user journey analysis, including data transformation, feature engineering, and statistical model analysis and evaluation, are presented. Dropouts were predicted based on data from 151 participants from a fully automated web-based program (Sleep Healthy Using the Internet) that delivers cognitive behavioral therapy for insomnia. Logistic regression with L1 and L2 regularization, support vector machines, and boosted decision trees were used and evaluated based on their predictive performance. Relevant features from the data are reported that predict user dropout.

Results: Accuracy of predicting dropout (area under the curve [AUC] values) varied depending on the program core and the machine learning technique. After model evaluation, boosted decision trees achieved AUC values ranging between 0.6 and 0.9. Additional handcrafted features, including time to complete certain steps of the intervention, time to get out of bed, and days since the last interaction with the system, contributed to the prediction performance.

Conclusions: The results support the feasibility and potential of analyzing user journey data to predict dropout. Theory-driven handcrafted features increased the prediction performance. The ability to predict dropout at an individual level could be used to enhance decision making for researchers and clinicians as well as inform dynamic intervention regimens.

(J Med Internet Res 2020;22(10):e17738) doi: 10.2196/17738
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Introduction

The efficacy of digital (ie, internet, web, and mobile) behavioral interventions to improve a range of health-related outcomes has been well documented [1-3]. However, adherence to these interventions is a significant issue [4]. Intervention dropout, defined as a participant prematurely discontinuing a program, from internet-based treatments for psychological disorders typically varies between 30% and 50% [4-6]. However, the reason for such high dropout rates is still unclear [5], whereas longer treatment duration and user engagement appear to be associated with improved treatment outcomes and greater effectiveness of the digital intervention [7-10]. Furthermore, in a research setting, high dropout rates and, consequently, low exposure to digital content might affect the reported effects of a digital intervention and the validity of the results [11,12]. Although researchers have highlighted the need for a science of user attrition [13], there have been few advances in predicting dropout through advanced quantitative approaches in eHealth interventions [14]. In particular, previous work has identified hypothetical factors influencing attrition in eHealth programs, such as ease of leaving the intervention, unrealistic expectations on behalf of users, usability and interface issues, and amount of workload required to benefit from an intervention [13]. Such factors are likely to impact how a user ultimately engages with a program and could provide indicators for predictive factors but do little to advance predictive modeling of dropout when not applied in data-driven studies. Research suggests that an increased completion of modules in digital therapeutics increases treatment outcomes [15]. Identifying those patients that are likely to drop out of treatment and addressing the related issues can, thus, improve treatment outcomes and can be the basis of the development of micro interventions that target these high-risk participants to reengage them to complete the program [16]. Thus, predicting dropout on a participant level supports the decision making of experts in the target field and consequently leads to more personalized treatment strategies. In addition, inferential results can increase insight into the causes of attrition by revealing data-driven indicators. Participant-specific factors can help to identify individuals who benefit more from digital therapies compared with individuals for whom face-to-face treatment might be a better approach. To evaluate the possibility of predicting dropout in digital interventions and to shed light on some indicators of dropout, the aim of this study is to propose a process for user journey analysis to predict dropout from a digital intervention.

A wealth of data can be collected through the use of digital interventions. They often feature content that is administered over time as users complete tasks or components of the intervention, typically over several weeks or months [17-20]. Digital interventions also track and log different types of user interactions (eg, frequency of log-ins). These data provide a nuanced understanding of the usage behavior of participants over the course of an intervention [21]. Combined with self-reported data, passively collected user data could be captured and used to provide deeper insight into how likely users are to drop out of an intervention on an individual level and lead to increased prediction performance.

A user journey is a sequence of interactions as an individual uses a digital intervention (ie, the path an individual takes to navigate through a program). Although user journeys are well known and established in the field of web-based marketing, to the best of our knowledge, its direct application to digital health interventions has not yet been examined. Web-based marketers leverage user journeys to collect information about an individual’s behavior [22], often referred to as clickstream data analysis [23,24]. This increases the understanding of users’ behavior by recognizing patterns in their sequence of actions. Thus, user journey analysis can reveal insight into an individual’s behavior by enabling an analysis of data (eg, Ecological Momentary Assessment [EMA] or log data) that is not frequently used in the eHealth sphere [25].

There are several possible reasons why analysis of user journeys has not achieved prominence in digital health interventions. One obstacle lies in the analysis of large amounts of raw data. Analysis of user journeys often requires transformation of raw data, feature engineering, and the application of machine learning techniques, which can be a burdensome process [26] and is not a typical skill set of eHealth behavior researchers. Although user journeys have been used to predict different psychological factors such as mood, stress levels, or treatment outcomes and costs [25,27-31], to our knowledge, no work has provided steps to be taken to analyze raw user journey data and, at the same time, predict user dropout from a digital health intervention.

The overarching goal of this study is to establish and provide a step-by-step process that describes how to leverage user journeys to predict various behaviors (eg, dropout). This process involves several steps, including creating the basic data structure for handling user journeys, creating features that can add additional information to the existing raw data, and ultimately providing a framework for the statistical analysis. A technical implementation (R package) [32,33] of this process is provided for the research community. To demonstrate the application and potential utility of this process, we use it to predict user dropout in a randomized controlled trial of a fully automated cognitive behavior therapy intervention for insomnia (Sleep Healthy Using the Internet [SHUTi]) [34].

Methods

User Journey Process

The overarching steps of the user journey process are outlined in Figure 1. This process applies machine learning algorithms, specifically supervised learning, which is used when both input (eg, log-ins and mood symptoms) and output data (eg, dropout status) exist in the data set [35].
It is important for researchers to clearly define the outcome variable of interest. As dependent variables can take on different measurement scales (e.g., discrete or continuous), defining the target variable has consequences for the choice of statistical models. When predicting discrete outcomes (i.e., consisting of at least two discrete categories or labels), classification is often the appropriate approach. However, when predicting continuous outcome variables, the learning task is regression.

**Step One: Data Transformation**

The first step in analyzing user journey data is to transform the raw data into a wide format, as can be seen in Figure 2. Thus, the transformed data are structured such that each row corresponds to a unique observation in *Time* for a particular user (*ID*).

When transforming the raw data, it is important to specify the time window defining the time interval for which individual touch points are aggregated. The choice of the time window depends on the density of the observations in the raw data. For example, if a raw data set is composed of a few touch points over the course of a day, choosing a time window on a scale of days avoids sparseness of the transformed data matrix. In contrast, when predicting purchases in web-based marketing, for example, a large number of observations exist for each user on short timescales. Here, choosing a small window (e.g., an hour) could be beneficial, as the resulting matrix will not be sparse and information loss is minimal. In an internet-based intervention, however, it is not unusual for self-reported data to be collected as little as once a day, with a user logging into the system only a few times a day. In this case, it would not make sense to choose an hour-long window because the resulting matrix would be very sparse. Thus, choosing a time window on a scale of days would be a better choice.

If multiple observations of the same type occur within a time window, one must decide how to aggregate these values. For some variables, such as diary entries, taking an average may be desirable; for other variables, such as log-ins, the sum is a more appropriate aggregation. The provided technical framework supports the data transformation procedure. In addition, missing values often exist in the data. There are various procedures that can handle missing values. One might remove all rows that include missing values; however, this can lead to a reduction in observations. Other possibilities include imputation procedures such as using aggregated values of these features or...
developing statistical models that predict the missing values based on other features. For more information on missing values, we refer to the study by Batista and Monard [36].

**Step Two: Feature Engineering**

Feature engineering can be described as the process of including additional variables into the data with the intention of achieving increased predictive performance. As statistical learning relies heavily on the input data, this step is important for improving the accuracy of prediction [37]. There are 2 approaches to feature engineering: handcrafted or automated. Handcrafted feature engineering is a challenging task and requires human effort and domain knowledge. Therefore, it is appropriate for researchers with expertise in the domain that is represented by the data (eg, sleep) to be highly involved in the process [38-40]. A clear understanding of the problem to be solved is necessary to derive meaningful features [40]. Handcrafted feature engineering often involves a trial and error phase to experiment with different features [37]. Automated feature engineering involves the generation of candidate features that are evaluated based on their predictive performance. Tools exist for the application of automated feature engineering in different domains, such as natural language processing or machine vision [38,41,42].

Interaction terms, that is, the product of 2 original features, can lead to additional knowledge about their relationships and increased predictive accuracy. The provided technical framework supports generating them. In case of a large number of original features, however, including interaction terms results in many additional features.

In addition, time window–based aggregation methods can be beneficial in terms of predictive performance in the context of digital health interventions [31]. Here, based on a user-specified time window $w$, various types of aggregations are performed on the original features. Figure 3 represents the process of this task through the exemplification of self-reported EMA data. The Mood level is reported by an individual at different points in time (Time steps). For the creation of the aggregated features, a time window of $w=3$ is specified in this example. Various statistical measures, such as the sum (Mood_sum), mean (Mood_mean), minimum, maximum, and SD (not shown in figure), are calculated for 3 consecutive measurements of the mood level ($w=3$) and included as additional features in the data set. It should be noted that the creation of features can limit one’s ability to reproduce study results if the feature engineering process is not well documented or if the data set changes over time. For the case study in this paper, we created various theory-driven features based on expert knowledge, which will be introduced in Feature Engineering.

**Step Three: Statistical Analysis and Model Validation**

The next step in analyzing user journey data is the application of machine learning techniques to predict the outcome variable. Figure 4 depicts this procedure. First, the data set can be split into a training set for fitting the data and learning patterns and a test (or holdout) set. This test set is usually created if sufficient data are available. It is subsequently used to test the final model performance of the selected algorithm. It is difficult, however, to quantify sufficient data as it depends strongly on the field of research, applied models, and structure of the data.

---

**Figure 3.** Example of creating aggregated time window–based features for $w=3$. [Diagram]

<table>
<thead>
<tr>
<th>Time steps</th>
<th>Mood</th>
<th>Mood_sum</th>
<th>Mood_mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>14</td>
<td>4.6</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>13</td>
<td>4.3</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
</tbody>
</table>

**Figure 4.** Illustration of the procedure for applying machine learning techniques to predict the outcome variable. [Diagram]
Depending on the task to be analyzed, the data can be further split based on particular points in time. If the aim of the analysis, for example, is the prediction of the outcome of an intervention, it might be useful to evaluate at what point in time the predictive accuracy is at its peak. The longer the time window, the higher the predictive accuracy can be assumed because more data are available. Thus, using time windows and basing the amount of usable data on these windows (interval cut off) can be useful in evaluating the feasibility of prediction.

There are a large number of machine learning techniques that can be applied to user journey data; some models can be applied to both learning tasks (classification or regression), such as support vector machines or decision trees, whereas others fit better for a specific task (ie, logistic regression for classification). Researchers may wish to compare their predictive performance to justify the model selection. Cross-validation is often applied to gauge the predictive performance of a specified model. Here, the data are divided into k chunks, where k-1 chunks are used for training the machine learning techniques and the remaining data chunk is used for predicting the target variable. This procedure is repeated k times until each chunk has been used as a validation set. Ultimately, the model with the best performance is selected for the specified learning task. Cross-validation should generally be executed on the validation set for each iteration of the cross-validation procedure (cross-validated prediction error) to select the best model and, subsequently, on an independent test set that was set aside earlier (test prediction error). In some cases, especially when sufficient data are not available, no independent test set is put aside and only the cross-validated error is reported, which can lead to an optimistic estimation of the error [44].

Deciding on the method of model validation also depends on the learning task. For regression, criteria such as the root mean square error or mean absolute error are often appropriate. For the classification task, confusion matrices and receiver operating characteristic (ROC) graphs are often used as performance indicators. More information about these validation procedures and their application can be found elsewhere [45].

In the provided technical framework, logistic regression, linear regression, support vector machines, boosted decision trees, and regularization techniques are implemented. As overfitting can occur when utilizing a large number of features [37] and some types of statistical procedures (eg, linear regression) cannot be applied when the number of features is greater than the number of observations, alternative techniques such as regularization and feature selection may need to be used [46]. A thorough review of these techniques is outside the scope of this paper, and readers are strongly encouraged to learn more about each of these techniques and how they pertain to their data and aims.

**Case Study**

To illustrate the user journey analysis process, data were extracted from a trial of a web-based program (SHUTi) [47].
SHUTi is a fully automated web-delivered program that is tailored to individual users [47] and informed by the model for internet interventions [17]. SHUTi is based on the primary principles of face-to-face cognitive behavioral therapy for insomnia (CBT-I), including sleep restriction, stimulus control, cognitive restructurining, sleep hygiene, and relapse prevention. SHUTi contains 7 cores that are dispensed over time, the first core being a tutorial on how to use the program, with new cores becoming available 7 days after completion of a previous core. This format was meant to mirror traditional CBT-I delivery procedures using a weekly session format. SHUTi has been found to be more efficacious than web-based patient education in changing primary sleep outcomes (insomnia severity, sleep onset latency [SOL], and wake after sleep onset [WASO]), with the majority of SHUTi users achieving insomnia remission status 1 year later [48]. A mobile app version of SHUTi, Somryst, with equivalent content and mechanisms of action was recently cleared by Food and Drug Administration as the first prescription digital therapeutic for treating patients with chronic insomnia. Thus, the efficacy of SHUTi is well established. However, similar to other digital interventions, predicting user dropout is an important yet unaddressed issue. Thus, the primary aim of this case study is to demonstrate the feasibility of predicting user dropout from data generated by a digital health intervention.

The sample for this study was drawn from a trial consisting of 303 participants (218/303, 71.9% female) aged between 21 and 65 years (mean 43.3 years, SD 11.6). They were 83.8% (254/303) White, 6.9% (21/303) Black, 4.0% (12/303) Asian, and 5.3% (16/303) other. Participants were randomly assigned (using a random number generator) to receive SHUTi or web-based patient education (control condition). The study was approved by the local university’s institutional review board, and the project was registered on clinicaltrials.gov (NCT01438697). Inclusionary and exclusionary criteria as well as outcomes are reported in detail elsewhere [48].

Data from 151 participants who were assigned to SHUTi were used in this study. Both self-reported and system-generated types of data are available. Participants completed a battery of self-report measures at baseline and post intervention. A list and detailed description of the measures have been published previously [48]. Sleep diaries were also collected throughout the intervention period, along with information about bedtime, length of sleep onset, number and duration of awakenings, perceived sleep quality, and rising time. Data were collected prospectively for 10 days (during a 2-week period) at each of the 4 assessment periods (pre- and postintervention and 6- and 12-month follow-ups). Sleep diary questions mirrored those from the consensus sleep diary [49]. Values for SOL and WASO were averaged across the 10 days of diary collection at each assessment period. The system-generated data included individual log-ins and automated emails sent by the system as well as trigger events logged in the system. All data were used to predict user dropout, defined as not completing all 7 SHUTi cores (core 0 through core 6). Thus, users were classified as having dropped out or not. As noted elsewhere [48], 60.3% (91/151) participants completed all 7 cores in the SHUTi program.

Results

The primary aim was to predict whether users prematurely dropped out of SHUTi (dropped out by core 6/completed core 6). Therefore, the learning problem is a binary classification (drop out/did not drop out). To verify the point at which the machine learning techniques were capable of predicting dropout, separate analyses were executed after the completion of each core (Figure 5) and only included data up to the core in question. The number of participants included in each analysis was 146, 141, 133, 116, 102, and 101 for cores 0 to 5, respectively.

Data Transformation

As a first step, the raw data were transformed into a rectangular data matrix (wide format), which led to 981 basic features. Basic features are those features that were already included in the raw data. As an example, see column Type in Figure 2. In addition, 25 handcrafted and theory-driven features that were derived from the raw data were implemented. These features are introduced in the next section Feature Engineering. In total, 1006 features were used for the analyses. Whenever the same question (ie, in the case of diary data) was administered multiple times a day, the mean of the reported values was chosen for numeric data and the mode for categorical data. To reduce the sparseness of the resulting data matrix, reported values for questionnaires such as the Insomnia Severity Index were repeated for each participant until the next occurrence of the questionnaire (this questionnaire was administered before each core). To address the issue of missing data, features were deleted based on the quantity of missing data. To evaluate how the deletion affects the predictive performance of the models, features were deleted that contained more than 5%, 10%, 15%, and 20% of missing values. This procedure reduced the number
of features tremendously. In addition, categorical variables that had only one level or category were removed. Less data are available for the analysis at time point core 0 compared with time point core 5. Thus, the number of features for each level of missing data was 83, 263, 299, and 401 features.

As the aim of this study was to predict dropout at core 6, each participant only had exactly one outcome value—they could either complete core 6 or not. Users that dropped out between cores 1 to 5 would be classified as having dropped out at core 6. Therefore, the user journey data must be aggregated for each user. For most of the variables, the mean and mode were used as the aggregation method. However, for some variables, such as log-in information or number of days since the last contact, the sum is more appropriate. Table 1 illustrates the different aggregation procedures and the corresponding features. Features that are not listed were aggregated by mean and mode. The rest of the missing data were imputed using the median for numeric variables and mode for categorical features. In addition, an imputation based on the k-nearest neighbor (KNN) algorithm was applied (k=5). Both approaches were used to reveal which of them led to a better prediction performance.

### Table 1. Aggregation of theory-determined features.

<table>
<thead>
<tr>
<th>Feature aggregation method</th>
<th>Handcrafted features</th>
<th>Existing clinically important features</th>
</tr>
</thead>
</table>
| Sum: The sum of all observations of a specific feature for an individual | • Days since the last contact (any interaction)  
• If sleeping duration is decreasing from core to core  
• If sleep window duration is 5 or 8 hours | • If the participant had an alcoholic drink that day  
• If the participant took a nap  
• If the system recorded a triggered event that day  
• If the participant logged in that day  
• If the system sent an email that day |
| Last: The last observation of a specific feature for an individual | • Difference between preferred arising time in core 2 and core 3  
• If preferred arising time is greater than 8 AM in core 2  
• Average time in days to complete a core among all cores that have been available  
• Time needed in days to complete a core in days (6 features for core 0-5) | • If the participant finished homework in core 2  
• Number of days where no diaries have been completed in the period of analysis  
• Precipitating factor includes major life event or health/psychological life event or health/psychological |
| Mean: Mean of the observations of a specific feature for an individual | • Difference between awake and arise time  
• Difference between preferred arise time and actual arise time (AM/PM)  
• Difference between preferred arise time and actual arise time (minutes)  
• Difference between preferred bedtime and actual bedtime | • Naptime in minutes |

### Feature Engineering

A total of 25 theory-driven features were implemented for this case study. Some of these features, shown in Table 1, were handcrafted and some were already existing in the data set. Specifically, the handcrafted features were computed from the raw data and were deemed useful for model prediction. Few of these features are study-specific (eg, if the participant finished homework in core 2), whereas others could be used in any type of digital intervention (eg, if the participant logged in). As the number of features generated from the study data was already large, none of the generic feature generation methods were used. These 25 features were not deleted based on the missing value ratio (mentioned above) because there was a clinical or theory-driven rationale that they would influence prediction performance.

### Statistical Analysis and Model Validation

For the learning task, a set of machine learning techniques was used to select the model with the best prediction performance. Specifically, support vector machines, boosted decision trees, and logistic regression with L1 and L2 regularization were applied. The optimal parameters were determined using a grid-based search and cross-validation. In addition, stratified 10-fold cross-validation was used for each analysis. To choose an appropriate statistical model, a heat map was created to illustrate the average area under the curve (AUC) across all core analyses for each model, imputation procedure, and threshold for percentage of missing values (Figure 6). As can be seen, the method of imputing the missing values did not have a strong influence on the performance of the applied statistical model. Increasing the percentage threshold negatively influenced L1 regularization and the support vector machine, whereas L2 regularization and boosted decision trees seemed not to be influenced tremendously. The best average AUC value (0.719) was achieved by applying boosted decision trees, deleting each feature that contained more than 15% of missing values, and imputing the rest of the missing values by KNN.
Figure 6. Heat map of average area under the curve values across core analyses for each model, imputation procedure, and threshold for percentage of missing values. AUC: area under the curve; KNN: k-nearest neighbor; LASSO: least absolute shrinkage and selection operator; SVM: support vector machine.

Figure 7. Receiver operating characteristic for each core analysis based on boosted decision trees (15% missing value deletion, k-nearest neighbor imputation). AUC: area under the curve; FPR: false-positive rate; TPR: true-positive rate.

Boosted decision trees were used to identify important features. Here, Shapley Additive exPlanation (SHAP) values were used [50]. SHAP values are a relatively new concept in the field of machine learning and essentially represent the importance of each feature and their contribution to the prediction by comparing the prediction of the model with and without a specified feature value depending on the order of their introduction to the model. In addition to the importance of each feature, SHAP values quantify how features contribute to the prediction of the model.

Figures 8-13 include the 5 most important features according to the boosted decision trees for each core analysis. In each graph, the x-axis represents the values for each feature and the y-axis represents the SHAP values (ie, the effect each feature
has on predicting the completion of core 6 of the intervention). In the core 0 analysis, for example, finishing core 0 within 3 days (x-axis) has a positive influence on dropout, as can be seen on the y-axis above zero. However, taking more time to complete core 0 (where x-axis is greater than 3) influences dropout prediction negatively as the graph approaches values under zero.

Figure 8. Five most important features for each core analysis according to boosted decision trees (15% deletion of missing values, and k-nearest neighbor imputation). The x-axis represents the values for each feature, and the y-axis represents the SHAP values. SHAP: SHapley Additive exPlanation; SOL: sleep onset latency; WASO: wake after sleep onset.
Figure 9. Five most important features for each core analysis according to boosted decision trees (15% deletion of missing values, KNN imputation, and Core 1 analysis). SHAP: SHapley Additive exPlanation; WASO: wake after sleep onset.
Figure 10. Five most important features for each core analysis according to boosted decision trees (15% deletion of missing values, KNN imputation, and Core 2 analysis). SHAP: SHapley Additive exPlanation.
Figure 11. Five most important features for each core analysis according to boosted decision trees (15% deletion of missing values, KNN imputation, and Core 3 analysis). SHAP: SHapley Additive exPlanation.
Figure 12. Five most important features for each core analysis according to boosted decision trees (15% deletion of missing values, KNN imputation, and Core 4 analysis). SHAP: SHapley Additive exPlanation.
In general, 7 out of the strongest 22 features were handcrafted and theory driven. Table 2 summarizes all the features. Taking more time to complete the cores appeared to influence dropout. The time to complete core 0 predicted whether a participant eventually dropped out (core 0 and core 1 analysis). In addition, usual arise time and the time needed to get out of bed (from awake to arise) affected the prediction of dropout early on in the intervention. Participants who got up earlier than 4:30 AM and later than 6:45 AM, and participants who needed less than 9 min or more than 66 min to get up, negatively influenced the prediction of completing core 6 of the intervention (x-axis of the feature usual arise time and time to get up for core 0). Furthermore, a greater WASO also appeared to influence the prediction of dropout status. These variables could, therefore, be an early indicator of dropout in this particular intervention.

In addition, if triggers were logged on for more than 18 days or participants received emails for more than 30 days, dropping out was more likely (core 3 analysis). Furthermore, if there was no interaction between the system and the participants for more than 67 days, the individuals were more likely to drop out.
Table 2. Summary of the unique top 5 most important features across analyses.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Analysis at each point in time</th>
<th>Core 0</th>
<th>Core 1</th>
<th>Core 2</th>
<th>Core 3</th>
<th>Core 4</th>
<th>Core 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time to complete core 0 in days</td>
<td></td>
<td>+(^b)</td>
<td></td>
<td>N/A(^c)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Time to complete core 4 in days</td>
<td></td>
<td>N/A</td>
<td>+</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Time to complete core 4 in days</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Pre stpi 24 dep(^d,e)</td>
<td>How low the user feels at baseline</td>
<td>N/A</td>
<td>N/A</td>
<td>+</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Pre se gen 3(^f)</td>
<td>How well the user feels things have been going</td>
<td>N/A</td>
<td>N/A</td>
<td>+</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Bedtime</td>
<td>If a participant went to bed in the AM or PM (before or after 12 AM)</td>
<td>N/A</td>
<td>N/A</td>
<td>+</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Email sent(^a)</td>
<td>If the system sent an email that day</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>+</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Pre stpi 26 cur(^g)</td>
<td>How stimulated the user feels at baseline</td>
<td>N/A</td>
<td>N/A</td>
<td>+</td>
<td>+</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Trigger event logged(^a)</td>
<td>If the system logged a trigger event that day</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>+</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Pre teach stress 6</td>
<td>User feels he or she can solve most problems if necessary effort is put in</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>+</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Pre stpi 18 cur(^h)</td>
<td>How eager the user feels at baseline</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>+</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Core 4 completion date—core 4 start date(^a)</td>
<td>Time to complete core 4 in days</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>+</td>
<td>+</td>
<td>N/A</td>
</tr>
<tr>
<td>Pre stpi 29 anx(^i)</td>
<td>How much self-confidence the user feels at baseline</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>+</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Days since the last information(^b)</td>
<td>Days since the last contact (any interaction)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>+</td>
</tr>
<tr>
<td>Pre CESD(^j)</td>
<td>How lonely the user feels at baseline</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>+</td>
<td>N/A</td>
</tr>
<tr>
<td>Pre retro sleep length of sleep prob</td>
<td>Number of months the user reports having had sleep difficulties at baseline</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>+</td>
</tr>
</tbody>
</table>

\(^a\)Handcrafted/theory-driven features.
\(^b\) + indicates appearance of feature in corresponding core analysis.
\(^c\) N/A: not applicable.
\(^d\) STPI: state-trait personality inventory.
\(^e\) Pre stpi 24 dep: baseline STPI measure item #24 depression subscale.
\(^f\) Pre se gen 3: baseline Perceived Stress Scale item #5.
\(^g\) Pre stpi 26 cur: baseline STPI measure item #26 curiosity subscale.
\(^h\) Pre stpi 18 cur: baseline STPI measure item #18 curiosity subscale.
\(^i\) Pre stpi 29 anx: baseline STPI measure item #29 anxiety subscale.
\(^j\) Center for Epidemiologic Studies Depression Scale.

\(^k\) Pre CESD 14: baseline CESD measure item #14.
Discussion

Principal Findings

Considering the increasing use of digital health interventions and the tremendous amount of data gathered in such interventions, a variety of methods can be used for the analysis of various data types and structures. In this study, a process for the analysis of user journey data in this context was proposed, and a step-by-step guide and technical framework for the analysis as an R package was provided. Challenges of data analysis based on user journeys, such as data transformation, feature engineering, and statistical model application and evaluation, were discussed. The analysis of user journeys can be a powerful tool for the prediction of various factors on an individual participant level. Here, it has been applied to real-world data to predict dropout from an internet-based intervention.

The application of the proposed process and evaluation of statistical models indicated the feasibility of dropout prediction by using this process. AUC values ranged between 0.6 and 0.9 for the selected machine learning algorithm (boosted decision trees). Most importantly, it was shown that the prediction of user dropout was possible early in the intervention, which could be helpful to clinicians and policy makers as treatment decisions are made and adjusted. In addition, this study indicated the importance of expert knowledge and subsequent implementation of handcrafted features. Not all existing statistical models necessarily require handcrafted features because automated feature engineering can already provide crucial insight; however, handcrafted features can increase prediction performance and lead to increased interpretability. In this study, handcrafted features appeared to be among the most important features according to the boosted decision trees, perhaps given the more nuanced understanding necessary for treating insomnia. It is important to keep in mind, though, that the analysis presented here was meant as a demonstration of the power of this approach. A much larger data set is needed to draw more firm and generalizable conclusions.

With this caveat, a number of interesting results emerged related to features and impact on dropout prediction. For example, as participants took longer to complete earlier steps of the intervention, they were less likely to complete the final step of the intervention. Thus, a discussion about how users can be motivated to complete early steps in the intervention may be very beneficial. In addition, the findings suggest that the time participants get out of bed in the morning and how much time they actually needed to get up might be an important factor for completing the sleep intervention. Participants who get out of bed between 4:30 AM and 6:45 AM and do not need more than 66 min to get out of bed were more likely to complete the final step of the intervention. In addition, trigger events might only have a positive effect in the short term, as the appearance of triggers more often than 18 days appeared to increase the likelihood of dropping out. However, it could be possible that finding only accounts for participants who would not have completed the final step of the intervention. Assuming this, these participants were, therefore, not influenced by trigger events. It is also important to emphasize that these results are based on a bottom-up, data-driven learning approach. Therefore, it is up to researchers to interpret the results and cross-validate them in other samples. Predictions in this context based on user journey data and the resulting knowledge about factors that influence these predictions, especially on an individual level, could lead to the implementation of strategies that seek to improve the utilization and efficacy of digital health interventions.

Limitations

There are a number of limitations of this study that should be considered when interpreting the results. One limitation is the relatively limited number of participants included in the analysis and the large feature space. The predictive performance of the applied models is satisfactory, especially early on in the intervention. The process and models described in this study are technically feasible, although the reliability of the ensuing results may be impacted by limitations to sample size. Owing to the limited number of participants, the results of this study should be replicated in a larger sample. Furthermore, the amount of missing values impacts the analyses and can lead to bias. Obtaining more complete data can further increase the interpretability and predictive accuracy of the models. In addition to time window–based features and time-dependent variables, the demonstrated steps and this study in general do not include time-dependent feature engineering, such as the relation between features and observations across time. Researchers should examine the data set they are planning to analyze to determine whether time-dynamic features could be used in their projects. Another limitation is the fact that the data are heterogeneous at an individual participant level; thus, the application of models that consider heterogeneous parameters might provide deeper and more individualized information about the participants. However, considering the number of participants in the data, heterogeneous models have not yet been investigated. The results are, nevertheless, promising and can lead to increased knowledge about users and how dropout from digital health interventions is affected by various factors. Studies using larger data sets are necessary to improve model performance and confirm findings.

Conclusions

This study proposes a step-by-step process for the analysis of user journey data in the context of digital health interventions and provides a technical framework. Furthermore, the proposed framework was applied to data from an internet-based intervention for insomnia to predict dropout of participants. These participants needed to complete 7 cores to finish the program. Importantly, our process was able to predict user dropout at each core better than chance. The predictive performance also varied by core; although the AUC was approximately 0.6 for cores 0 and 1, it was noticeably higher for the latter cores. This indicates that the user journey process can be used to predict dropout early in the intervention and prediction accuracy increases over the course of the intervention. This may allow researchers to preemptively address dropout before it occurs by providing support to users that may be struggling to engage. Among the machine learning techniques
we evaluated, boosted decision trees provided the greatest accuracy while deleting features that contained more than 15% missing values. In addition, a varying set of features was revealed that contributed to the prediction performance of dropout in this context. Replicating the results of this study in a larger sample is needed to further validate the process outlined in this paper. Researchers may also wish to develop methods that predict the likelihood of user dropout over the duration of an intervention, which could enable researchers to devote resources to those at the highest risk of dropping out.
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Abstract

Background: Social anxiety disorder (SAD) is characterized by excessive fear of negative evaluation and humiliation in social interactions and situations. Virtual reality (VR) treatment is a promising intervention option for SAD.

Objective: The purpose of this study was to create a participatory and interactive VR intervention for SAD. Treatment progress, including the severity of symptoms and the cognitive and emotional aspects of SAD, was analyzed to evaluate the effectiveness of the intervention.

Methods: In total, 32 individuals with SAD and 34 healthy control participants were enrolled in the study through advertisements for online bulletin boards at universities. A VR intervention was designed consisting of three stages (introduction, core, and finishing) and three difficulty levels (easy, medium, and hard) that could be selected by the participants. The core stage was the exposure intervention in which participants engaged in social situations. The effectiveness of treatment was assessed through Beck Anxiety inventory (BAI), State - Trait Anxiety Inventory (STAI), Internalized Shame Scale (ISS), Post-Event Rumination Scale (PERS), Social Phobia Scale (SPS), Social Interaction Anxiety Scale (SIAS), Brief-Fear of Negative Evaluation Scale (BFNE), and Liebowitz Social Anxiety Scale (LSAS).

Results: In the SAD group, scores on the BAI ($F=4.616$, $P=.009$), STAI-Trait ($F=4.670$, $P=.004$), ISS ($F=6.924$, $P=.001$), PERS-negative ($F=1.008$, $P<.001$), SPS ($F=8.456$, $P<.001$), BFNE ($F=6.117$, $P=.004$), KSAD ($F=13.259$, $P<.001$), and LSAS ($F=4.103$, $P=.009$) significantly improved over the treatment process. Compared with the healthy control group before treatment, the SAD group showed significantly higher scores on all scales ($P<.001$), and these significant differences persisted even after treatment ($P<.001$). In the comparison between the VR treatment responder and nonresponder subgroups, there was no significant difference across the course of the VR session.
Conclusions: These findings indicated that a participatory and interactive VR intervention had a significant effect on alleviation of the clinical symptoms of SAD, confirming the usefulness of VR for the treatment of SAD. VR treatment is expected to be one of various beneficial therapeutic approaches in the future.

Trial Registration: Clinical Research Information Service (CRIS) KCT0003854; https://cris.nih.go.kr/cris/search/search_result_st01.jsp?seq=13508

(J Med Internet Res 2020;22(10):e23024) doi: 10.2196/23024
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Introduction

Social anxiety disorder (SAD) is characterized by excessive fear of negative evaluation and humiliation in social interactions (eg, meeting unfamiliar people) and situations (eg, being observed while eating or drinking, and performing in front of others) [1]. Individuals with SAD avoid expressing opinions, talking to people, and forming friendships with colleagues. People with high social anxiety tend to negatively interpret ambiguous social information [2]. Therefore, individuals with SAD show negative interpersonal behavior, including conflict and emotional avoidance. This weakens interpersonal relationships and ultimately leads to social isolation [3]. In particular, SAD can impair work, research, and social life [4,5], as well as reduce well-being [6].

Contemporary theories of SAD emphasize the role of cognitive processes in maintenance of the disorder [7]. Individuals with SAD feel fear and anxiety about being embarrassed in social situations. Cognitive aspects of social anxiety include recalling past experiences of failure and having postevent negative ruminations, both of which exacerbate anxiety by negatively predicting future social events [8]. In addition, individuals with SAD are very sensitive to negative evaluation and social rejection [1]. People with internalized shame are likely to experience anxiety in interpersonal relationships, as this is based on awareness of negative evaluations from others [9].

Cognitive behavior therapy (CBT) is an effective treatment that targets the characteristics of SAD. CBT supposes that when people who experience social anxiety are exposed to socially threatening situations, negative thoughts are automatically evoked, triggering unstable behaviors, emotions, and physical reactions [10,11]. CBT helps identify the unhealthy core beliefs and rigid personal rules that contribute to social anxiety, and then provides various skills and strategies to test and weaken unhealthy attitudes, and to develop and strengthen alternatives. However, people with social anxiety symptoms have high barriers to seeking help from experts due to fear of the stigma surrounding mental health [12]. Additionally, patients with SAD are often not treated as the cost of treatment is high, and it is difficult to access information about professional treatments and services available to individuals. Moreover, the waiting time for treatment is long and the treatment barrier is high due to limited access to specialized services [13]. Therefore, the accessibility of CBT via mobile and desktop computers has been increasing [14], and the scope of treatment through virtual reality (VR) has been expanding recently [15].

VR creates a virtual environment that is blocked from the outside, providing the feeling of being in a new life-sized, computer-generated environment in which one can be immersed. Stereo audio, hand controllers, and eye trackers can be used to create a much more immersive experience. Safety, cost effectiveness, and convenience are advantages to using VR in psychiatric settings. VR can provide exposure treatment to individuals in a safer way than actual exposure, allowing for a quick response and change of stimulus factors if patients experience difficulty. It also reduces the time and costs involved in real exposure treatment [15].

Research has demonstrated the effectiveness of VR for several psychiatric conditions such as anxiety disorder, eating disorder, posttraumatic stress disorder, fear of misconduct, and arachnophobia [16]. VR therapy has an advantage of alleviating the burden of exposure treatment as it is difficult to configure specific, appropriate in vivo exposure conditions for people with SAD [17]. The effectiveness of the therapy can be enhanced through participatory VR because the patients can participate directly with the controllers.

In recent VR treatment research, an environment such as a virtual street, bus, or cafe was created. The results of the research demonstrated less anxiety and paranoia about social encounters in everyday life. In addition, patients reported social interaction anxiety, reduced depressive symptoms, and improved quality of life after VR treatment [18]. In a VR treatment study that presented scenarios such as speaking in front of an audience in a conference room, interviewing, self-introduction, and talking with relatives in an apartment, this intervention was effective in alleviating symptoms of social anxiety [19]. Interactive and participatory VR therapies have the advantage of providing high-immersion situations for participants. The incorporation of interactive virtual scenarios into VR therapy might more adequately target the idiosyncratic fears of participants with SAD.

The purpose of this study was to create a participatory and interactive VR intervention for the treatment of SAD and to evaluate the effectiveness of the intervention as the treatment progressed. Most VR treatments offer a variety of scenarios to individuals with SAD, but each scenario has limitations in that they are not tailored to the patient. In this study, the VR intervention consisted of scenarios in which the participant makes a presentation and the response of others varied according to the level of difficulty. This scenario allows for the provision of patient-specific VR treatment, and is configured to be more immersive and participatory. The VR scenarios were created
considering patients with SAD as the target audience. The intervention was assessed in young adults with SAD, specifically comparing the characteristic features of SAD from baseline to after several intervention sessions.

**Methods**

**Participants**

We recruited individuals for the SAD and healthy control groups through advertisements for online bulletin boards at universities. The inclusion criteria for the SAD group were as follows: (1) Korean-speaking men or women between the ages of 19 and 31 years, (2) met the Diagnostic and Statistical Manual of Mental Disorders-IV criteria for SAD assessed by Mini-International Neuropsychiatric Interview [20], (3) individuals who were psychotropic medication-naïve without a psychiatric comorbidity (excluding depressive disorder and panic disorder), (4) not currently receiving psychotherapy, (5) no current medical or neurological diagnoses, (6) no history of psychotic symptoms vulnerable to a VR experience, and (7) not vulnerable to visual stimuli such as epilepsy. Exclusion criteria were as follows: (1) previous history of intellectual disability or organic brain damage, (2) experienced psychotic symptoms vulnerable to VR experiences, (3) vulnerable to visual stimuli such as epilepsy, and (4) unsuitable for participation in magnetic resonance imaging research. Healthy control participants had no other neurological or psychiatric diagnoses. To determine whether the intervention had a clear, positive effect on individuals with SAD, only participants who had a score of 82 or higher on the Korean Social Avoidance and Distress Scale (KSAD) were enrolled [21]. The KSAD is a measure of the degree of experiencing anxiety in social situations and the tendency to avoid, and consists of 28 items assessed on a 5-point scale. Potential participants completed the KSAD online before enrollment. After the enrollment of participants who had a score of 82 or higher on the KSAD, we were able to collect data from a more homogeneous group of individuals with SAD who clearly had social anxiety.

A total of 40 patients with SAD and 34 healthy participants were enrolled in the study. Of these, 8 patients with SAD and 1 healthy control participant dropped out for personal reasons (eg, time constraints). Thus, a total of 32 patients with SAD and 33 healthy control participants completed this study. This study was part of a larger project that was conducted to evaluate the effects of interactive and participatory VR solutions using psychological scales, functional near-infrared spectroscopy, functional magnetic resonance imaging, and several physiological signals. An overview of the entire study is presented in Figure 1, and among these, only the psychological scale results were analyzed for this study to reduce distraction and clarify the subject. Other results will be presented in subsequent articles.
The study was approved by the Korea University Anam Hospital Institutional Review Board and was conducted in accordance with the Declaration of Helsinki. All participants provided informed written consent after explanation of the study procedures.

**Participatory and Interactive VR Intervention for SAD**

**Composition and Content of the VR Intervention**

The participatory and interactive VR intervention for the control of social anxiety symptoms consisted of three stages (introduction, core, and finishing stages) and was divided into three levels (easy, medium, and hard) according to the difficulty of the core stage content. The VIVE (HTC Corporation, Taiwan)
VR headset was used for the intervention, and the heart rate, skin tension, and eye movement of the participant during the VR experience were measured.

In the introduction stage, participants were invited to select their own avatar and learn how to use the VR interface. To help participants adapt to VR and calm their mind, they partook in a meditation-based warm-up session. The core stage was the exposure intervention in which participants engaged in social situations. The situation was to enter a room where they were going to meet several other college students who were to introduce themselves to each other. In the virtual situation, 7 to 8 nonplaying characters appeared and introduced themselves (Figure 2). Once they finished their introductions, the participant with SAD pressed the record button on the screen to introduce themselves. The nonplaying characters in the scenario listened to the participant’s introduction, and the level of difficulty (easy, medium, and hard) was determined according to the nonplaying characters’ attitude and degree of reaction to the participant. As the level of difficulty increased, the attitudes of the nonplaying characters who listened to the participant’s introduction changed, in that they became more distracted and made small talk among themselves. At the hard level, one of the nonplaying characters challenged the participant when they were introducing himself/herself by saying, “Please introduce yourself properly.” The finishing stage presented general cognitive and behavioral safety guidelines for SAD in both voice and text form in VR [22].

Figure 2. Screenshots of participatory and interactive virtual reality (VR) treatment in patients with social anxiety disorder, shown from the first- and third-person views [22].

Number of VR Sessions and Procedure
The VR intervention was designed for participants to perform a total of 6 sessions. Participants were allowed to perform 2 sessions in a row in a single visit, and the first session was started at an easy level. During the second session, participants could select and proceed to their desired level. It was explained that participants could stop at any time during the VR experience. Researchers were present throughout the VR experience to deal with any unexpected situations.

Participants completed a battery of assessments to evaluate the psychological state before and after the therapeutic VR sessions. Participants answered the self-reported psychological scales four times: at baseline (before the VR experience), after the second VR session, after the fourth session, and after termination (ie, after the sixth session).

Assessments

Beck Anxiety Inventory
The Beck Anxiety Inventory (BAI) [23] measures the occurrence and severity of anxiety symptoms. The BAI consists of 21 items and each answer is scored on a scale of 0 (not at all) to 3 (severely). Higher total scores indicate more severe anxiety symptoms. We used the Korean version of the BAI (K-BAI) [24].

State-Trait Anxiety Inventory
The State-Trait Anxiety Inventory (STAI) [25] was designed to measure state and trait anxiety in research and clinical practice. State anxiety is defined as a transient, momentary emotional status that results from situational stress, whereas trait anxiety represents a predisposition to react with anxiety in stressful situations [25]. The STAI consists of two subscales for measuring the intensity of anxiety as an emotional state (20 items) and individual differences in anxiety proneness as a personality trait (20 items). Each answer is scored on a scale of 1 (not at all) to 4 (almost always/very much so). We used a Korean version of the STAI (K-STAI) [26].

Social Phobia Scale
The Social Phobia Scale (SPS) [27] was designed to measure the level of anxiety and fear in various social performance situations. The SPS consists of 20 items and each answer is scored on a scale of 0 (not at all) to 4 (extremely). We used the Korean version of the SPS (K-SPS) [28].

Social Interaction Anxiety Scale
The Social Interaction Anxiety Scale (SIAS) [27] was designed to measure fear of social interaction situations such as meeting and talking with other people. Each question is presented in the form of a self-describing statement that describes cognitive, emotional, and behavioral responses in various social interaction situations. We used the Korean-Social Interaction Anxiety Scale.
(K-SIAS) [28,29]. The K-SIAS consists of 20 items and each answer is scored on a scale of 0 (not at all) to 4 (extremely).

**Brief-Fear of Negative Evaluation Scale**

The Brief-Fear of Negative Evaluation Scale (BFNE) measures the fear of being negatively evaluated by other people. The original, longer scale was developed by Watson and Friend [30], while the short-form version selected only items that had a correlation of 0.50 or more with the overall score. The Korean version (K-BFNE) developed by Lee and Choi [21] was used in this study. The K-BFNE consists of 12 items and each answer is scored on a scale of 1 (strongly disagree) to 5 (strongly agree).

**Internalized Shame Scale**

The Internalized Shame Scale (ISS) [31] assesses shame proneness and internalized shame. The ISS has 30 items that consist of two basic scales for shame (24 items) and self-esteem (6 items). Shame-related questions evaluate the extent of shame that becomes magnified and internalized. We used the Korean version of the ISS (K-ISS) [32]. A factor analysis of the K-ISS identified a 4-factor structure: inadequacy (10 items), emptiness (5 items), self-punishment (5 items), and fear of mistakes (4 items).

**Post-Event Rumination Scale**

The Post-Event Rumination Scale (PERS) [33,34] was designed to measure the frequency of postevent ruminations in social situations. The PERS comprises two scales including negative rumination (15 items) and positive rumination (9 items). Each answer is scored on a scale of 0 (never) to 4 (very often); higher scores indicate more frequent rumination. We used the Korean version of the PERS (K-PERS) [35].

**Liebowitz Social Anxiety Scale**

The Liebowitz Social Anxiety Scale (LSAS) [36] assesses the degree of anxiety and avoidance in several typical social and performance situations. The LSAS consists of 24 items, which are answered for the degree of fear or anxiety (0, none to 3, severe) and avoidance (0, never to 3, usually). Higher total scores indicate more severe social anxiety symptoms. We used the Korean version of the LSAS (K-LSAS) [37].

**Statistical Analysis**

To examine the difference in categorical and continuous variables between the 2 groups (SAD and healthy control groups), we used the $\chi^2$ test and the independent $t$ test, respectively. To compare differences in the scores on the psychological scales between the SAD group and healthy control group at baseline and after termination, $t$ tests were conducted. Repeated-measures analysis of variance (ANOVA) was conducted to investigate changes in the scores of the psychological scales in participants with SAD over the course of the VR intervention. All statistical analyses were performed using SPSS software version 24.0 (IBM Corp, Armonk, NY, USA). The significance level was set at $P<.05$ (two-tailed).

**Results**

Demographic information showed that the mean age of the SAD (n=32) and healthy control (n=33) participants was 23.12 (SD 3.12) and 23.55 (SD 3.38) years, respectively, with no significant difference ($P=.60$). There was also no significant intergroup difference in gender distribution ($P=.16$), with 11 males (34%) and 21 females (66%) in the SAD group, and 17 males (52%) and 16 females (49%) in the healthy control group. The mean education duration of the SAD group was 14.59 years (SD 1.37) and that of the healthy control group was 14.94 years (SD 1.77), which was not significantly different ($P=.38$). The psychological scales related to SAD were classified into several categories: general anxiety symptoms (BAI, STAI), SAD symptoms (SPS, SIAS, BFNE, KSAD, and LSAS), shame (ISS), and rumination (PERS). The comparison of scores on the psychological scales between the healthy control and SAD groups at baseline is shown in Table 1. For each scale, scores were significantly higher in the SAD group compared with those of the healthy control group (all $P<.001$).
Table 1. Comparison of psychological states between the social anxiety disorder (SAD) and healthy control (HC) groups at baseline.

<table>
<thead>
<tr>
<th>Measures</th>
<th>SAD group (n=32), mean (SD)</th>
<th>HC group (n=33), mean (SD)</th>
<th>t</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAI(^a)</td>
<td>15.03 (10.46)</td>
<td>3.39 (3.89)</td>
<td>6.16</td>
<td>63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>STAI-S(^b)</td>
<td>48.72 (9.78)</td>
<td>35.42 (7.50)</td>
<td>8.45</td>
<td>63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>STAI-T(^c)</td>
<td>52.28 (10.50)</td>
<td>33.49 (7.16)</td>
<td>9.82</td>
<td>47.1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SPS(^d)</td>
<td>30.63 (13.69)</td>
<td>5.76 (5.50)</td>
<td>9.71</td>
<td>48.25</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SIAS(^e)</td>
<td>42.81 (12.51)</td>
<td>18.30 (6.98)</td>
<td>7.76</td>
<td>63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BFNE(^f)</td>
<td>43.63 (8.99)</td>
<td>27.94 (7.25)</td>
<td>14.71</td>
<td>61.85</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>KSAD(^g)</td>
<td>107.34 (14.60)</td>
<td>49.03 (17.29)</td>
<td>8.73</td>
<td>63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>LSAS(^h)</td>
<td>72.34 (23.54)</td>
<td>21.85 (15.58)</td>
<td>9.96</td>
<td>53.56</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ISS(^i)</td>
<td>Total</td>
<td>50.09 (17.30)</td>
<td>16.15 (9.26)</td>
<td>7.84</td>
<td>41.82</td>
</tr>
<tr>
<td></td>
<td>Inadequacy</td>
<td>16.34 (7.98)</td>
<td>4.33 (3.43)</td>
<td>7.32</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>Emptiness</td>
<td>10.88 (4.81)</td>
<td>3.30 (3.34)</td>
<td>8.27</td>
<td>38.78</td>
</tr>
<tr>
<td></td>
<td>Self-punishment</td>
<td>10.09 (5.10)</td>
<td>2.18 (1.84)</td>
<td>9.99</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>Fear of mistake</td>
<td>12.78 (2.24)</td>
<td>6.33 (2.91)</td>
<td>4.69</td>
<td>63</td>
</tr>
<tr>
<td>PERS(^j)</td>
<td>Negative rumination</td>
<td>31.38 (10.88)</td>
<td>9.52 (7.37)</td>
<td>4.87</td>
<td>53.23</td>
</tr>
<tr>
<td></td>
<td>Positive rumination</td>
<td>15.06 (6.28)</td>
<td>25.33 (10.29)</td>
<td>9.55</td>
<td>40.50</td>
</tr>
</tbody>
</table>

\(^a\)BAI: Beck Anxiety Inventory.  
\(^b\)STAI-S: State-Trait Anxiety Inventory–State.  
\(^c\)STAI-T: State-Trait Anxiety Inventory–Trait.  
\(^d\)SPS: Social Phobia Scale.  
\(^e\)SIAS: Social Interaction Anxiety Scale.  
\(^f\)BFNE: Brief-Fear of Negative Evaluation Scale.  
\(^g\)KSAD: Korean Social Avoidance and Distress Scale.  
\(^h\)LSAS: Liebowitz Social Anxiety Scale.  
\(^i\)ISS: Internalized Shame Scale.  
\(^j\)PERS: Post-Event Rumination Scale.

Changes in Social Anxiety

Repeated-measures ANOVA was conducted to assess changes in scores from baseline on the psychological scales in the participants with SAD after 2, 4, and 6 VR sessions. As shown in Table 2, general anxiety symptoms as measured by the BAI and STAI-T significantly improved after treatment, whereas the STAI-S did not improve significantly. SPS, SIAS, KSAD, BFNE, and LSAS, which are measures to evaluate the symptoms of SAD, all showed significant improvement after VR. The ISS showed significant improvement on the overall scale, and on the emptiness, self-punishment, and fear of mistakes subscales. There was no significant difference in inadequacy. Negative rumination, which is a subscale of the PERS, showed a significant improvement after the VR treatment, but positive rumination did not (Multimedia Appendix 1, Table 2).
Table 2. Changes in psychological states of participants with social anxiety disorder.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Baseline, mean (SD)</th>
<th>Session 2, mean (SD)</th>
<th>Session 4, mean (SD)</th>
<th>Session 6, mean (SD)</th>
<th>F statistic (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAI(^a)</td>
<td>15.03 (10.46)</td>
<td>11.97 (9.33)</td>
<td>12.94 (11.29)</td>
<td>9.94 (9.58)</td>
<td>4.616 (2.348)</td>
<td>.009</td>
</tr>
<tr>
<td>STAI-S(^b)</td>
<td>48.72 (9.78)</td>
<td>48.25 (10.14)</td>
<td>49.44 (11.97)</td>
<td>46.25 (9.96)</td>
<td>1.264 (2.684)</td>
<td>.29</td>
</tr>
<tr>
<td>STAI-T(^c)</td>
<td>52.28 (10.50)</td>
<td>49.88 (11.02)</td>
<td>51.81 (10.97)</td>
<td>47.56 (11.57)</td>
<td>4.670 (2.556)</td>
<td>.004</td>
</tr>
<tr>
<td>SPS(^d)</td>
<td>30.63 (13.69)</td>
<td>27.16 (13.61)</td>
<td>25.22 (13.70)</td>
<td>23.00 (13.03)</td>
<td>8.456 (2.400)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SIAS(^e)</td>
<td>42.81 (12.51)</td>
<td>41.06 (11.86)</td>
<td>37.44 (12.34)</td>
<td>35.47 (12.83)</td>
<td>13.155 (2.734)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BFNE(^f)</td>
<td>43.63 (8.99)</td>
<td>39.31 (11.00)</td>
<td>38.75 (7.72)</td>
<td>37.59 (7.29)</td>
<td>6.117 (2.027)</td>
<td>.004</td>
</tr>
<tr>
<td>KSAD(^g)</td>
<td>107.34 (14.60)</td>
<td>104.16 (14.28)</td>
<td>99.66 (13.37)</td>
<td>97.69 (12.55)</td>
<td>13.259 (2.369)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>LSAS(^h)</td>
<td>71.34 (4.16)</td>
<td>74.03 (4.77)</td>
<td>68.28 (4.13)</td>
<td>64.00 (4.11)</td>
<td>4.103 (2.503)</td>
<td>.009</td>
</tr>
</tbody>
</table>

ISS\(^i\)

- Overall: 50.09 (17.30) 43.91 (17.40) 43.13 (18.34) 38.78 (16.85) 6.924 (2.372) .001
- Inadequacy: 16.34 (7.98) 14.75 (8.38) 14.72 (8.22) 13.44 (7.81) 2.604 (2.719) .06
- Emptiness: 10.88 (4.81) 8.81 (5.52) 8.81 (5.03) 7.69 (4.47) 5.152 (2.769) .002
- Self-punishment: 10.09 (5.09) 9.16 (4.68) 8.41 (4.76) 7.50 (4.33) 5.528 (2.194) .005
- Fear of mistake: 12.78 (2.24) 11.19 (2.42) 11.25 (3.20) 10.16 (3.05) 10.891 (2.662) <.001

PERS\(^j\)

- Negative rumination: 31.38 (10.88) 27.03 (10.97) 25.81 (10.78) 23.41 (11.10) 6.974 (2.730) <.001
- Positive rumination: 15.06 (6.29) 13.13 (5.84) 14.47 (6.73) 13.56 (6.83) 1.008 (2.812) .39

Posthoc analyses for pairwise comparisons between baseline to sessions 2, 4, and 6 were performed by the Bonferroni method. The scales of BAI (P=.003), and overall (P=.01), emptiness (P=.001), and self-punishment (P=.001) of the ISS showed significant differences between baseline and session 6. The scales of PERS (P=.01), SPS (P=.005), SIAS (P<.001), BFNE (P=.01), and KSAD (P<.001) showed significant differences between baseline and session 4. The fear mistake subscale of the ISS (P=.005) showed a significant difference between baseline and session 2 (Multimedia Appendix 1).

Changes in Psychological States Between Responder and Nonresponder Subgroups After VR Treatment

In general, the response to treatment is defined as a reduction of 50% or more from the baseline psychological scale. We conducted a repeated-measures ANOVA for comparative analysis by dividing the participants into subgroups: those with a 50% or more reduction of the BAI scale value compared to the baseline were defined as the treatment responder group, and those with a less than 50% reduction were classified as the nonresponder group.

As presented in Table 3, all psychological scale values except for STAI-S, positive subscale of the PERS, and inappropriate subscale of the ISS showed significant changes across the VR treatment session in both subgroups. A significant session-by-group interaction was found for the BAI value; however, no session-by-group interaction was observed for the other psychological scales.

---

\(^a\)BAI: Beck Anxiety Inventory.

\(^b\)STAI-S: State-Trait Anxiety Inventory–State.

\(^c\)STAI-T: State-Trait Anxiety Inventory–Trait.

\(^d\)SPS: Social Phobia Scale.

\(^e\)SIAS: Social Interaction Anxiety Scale.

\(^f\)BFNE: Brief-Fear of Negative Evaluation Scale.

\(^g\)KSAD: Korean Social Avoidance and Distress Scale.

\(^h\)LSAS: Liebowitz Social Anxiety Scale.

\(^i\)ISS: Internalized Shame Scale.

\(^j\)PERS: Post-Event Rumination Scale.
Table 3. Changes in psychological states between responder and nonresponder subgroups according to virtual reality treatment.*

<table>
<thead>
<tr>
<th>Measures</th>
<th>Responders (n=14), mean (SD)</th>
<th>Nonresponders (n=18), mean (SD)</th>
<th>Main effect of session</th>
<th>Session-by-group interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>F (df)</td>
<td>P value</td>
</tr>
<tr>
<td>BAI</td>
<td></td>
<td></td>
<td>6.021 (2.446)</td>
<td>.002</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>12.93 (10.28)</td>
<td>16.68 (10.60)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 2</td>
<td>8.71 (7.79)</td>
<td>14.50 (9.84)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 4</td>
<td>6.57 (6.05)</td>
<td>17.89 (12.04)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 6</td>
<td>3.21 (4.04)</td>
<td>15.17 (9.41)</td>
<td></td>
</tr>
<tr>
<td>STAI-S</td>
<td></td>
<td></td>
<td>1.178 (2.737)</td>
<td>.32</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>45.64 (8.39)</td>
<td>51.11 (10.32)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 2</td>
<td>44.79 (8.53)</td>
<td>50.94 (10.70)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 4</td>
<td>43.14 (6.21)</td>
<td>54.33 (13.18)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 6</td>
<td>41.93 (6.22)</td>
<td>49.61 (11.14)</td>
<td></td>
</tr>
<tr>
<td>STAI-T</td>
<td></td>
<td></td>
<td>4.875 (2.515)</td>
<td>.006</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>47.00 (10.06)</td>
<td>56.39 (9.10)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 2</td>
<td>46.00 (10.68)</td>
<td>52.89 (10.58)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 4</td>
<td>57.06 (9.04)</td>
<td>57.06 (9.50)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 6</td>
<td>40.57 (8.93)</td>
<td>53.00 (10.56)</td>
<td></td>
</tr>
<tr>
<td>SPS</td>
<td></td>
<td></td>
<td>8.849 (2.407)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>26.00 (15.65)</td>
<td>34.22 (11.11)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 2</td>
<td>23.14 (15.75)</td>
<td>30.28 (11.16)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 4</td>
<td>18.64 (13.18)</td>
<td>30.33 (12.18)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 6</td>
<td>16.71 (12.39)</td>
<td>27.89 (11.58)</td>
<td></td>
</tr>
<tr>
<td>SIAS</td>
<td></td>
<td></td>
<td>13.819 (2.659)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>37.21 (12.21)</td>
<td>47.17 (11.21)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 2</td>
<td>36.43 (11.79)</td>
<td>44.67 (10.91)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 4</td>
<td>29.86 (11.55)</td>
<td>43.33 (9.56)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 6</td>
<td>29.21 (10.37)</td>
<td>40.33 (12.67)</td>
<td></td>
</tr>
<tr>
<td>BFNE</td>
<td></td>
<td></td>
<td>5.976 (2.052)</td>
<td>.004</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>41.93 (9.56)</td>
<td>44.94 (8.56)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 2</td>
<td>39.36 (9.96)</td>
<td>39.28 (12.04)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 4</td>
<td>36.64 (7.89)</td>
<td>40.39 (7.39)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 6</td>
<td>35.64 (6.71)</td>
<td>39.11 (7.55)</td>
<td></td>
</tr>
<tr>
<td>KSAD</td>
<td></td>
<td></td>
<td>12.854 (2.359)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>102.36 (13.68)</td>
<td>111.22 (14.46)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 2</td>
<td>97.93 (8.57)</td>
<td>109.00 (16.09)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 4</td>
<td>94.29 (12.30)</td>
<td>103.83 (12.95)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 6</td>
<td>91.71 (5.89)</td>
<td>102.33 (14.44)</td>
<td></td>
</tr>
<tr>
<td>LSAS</td>
<td></td>
<td></td>
<td>3.024 (2.471)</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>33.50 (12.73)</td>
<td>42.67 (11.51)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 2</td>
<td>36.29 (15.51)</td>
<td>43.11 (10.42)</td>
<td></td>
</tr>
<tr>
<td>Measures</td>
<td>Responders (n=14), mean (SD)</td>
<td>Nonresponders (n=18), mean (SD)</td>
<td>Main effect of session</td>
<td>Session-by-group interaction</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------------------</td>
<td>---------------------------------</td>
<td>------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$F$ (df)</td>
<td>$P$ value</td>
</tr>
<tr>
<td><strong>ISS Overall</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>45.79 (18.97)</td>
<td>53.44 (15.60)</td>
<td>6.835 (2.345)</td>
<td>.001</td>
</tr>
<tr>
<td>Session 2</td>
<td>40.86 (18.22)</td>
<td>46.28 (16.87)</td>
<td>6.835 (2.345)</td>
<td>.001</td>
</tr>
<tr>
<td>Session 4</td>
<td>39.07 (18.12)</td>
<td>46.28 (18.38)</td>
<td>6.835 (2.345)</td>
<td>.001</td>
</tr>
<tr>
<td>Session 6</td>
<td>33.00 (15.49)</td>
<td>43.28 (16.89)</td>
<td>6.835 (2.345)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>ISS Inadequacy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>14.36 (8.42)</td>
<td>17.89 (7.50)</td>
<td>2.574 (2.698)</td>
<td>.07</td>
</tr>
<tr>
<td>Session 2</td>
<td>13.57 (8.65)</td>
<td>15.67 (8.29)</td>
<td>2.574 (2.698)</td>
<td>.07</td>
</tr>
<tr>
<td>Session 4</td>
<td>12.86 (8.03)</td>
<td>16.17 (8.30)</td>
<td>2.574 (2.698)</td>
<td>.07</td>
</tr>
<tr>
<td>Session 6</td>
<td>11.07 (6.96)</td>
<td>15.28 (8.12)</td>
<td>2.574 (2.698)</td>
<td>.07</td>
</tr>
<tr>
<td><strong>ISS Emptiness</strong></td>
<td></td>
<td></td>
<td>2.574 (2.698)</td>
<td>.07</td>
</tr>
<tr>
<td>Baseline</td>
<td>9.86 (5.11)</td>
<td>11.67 (4.55)</td>
<td>5.090 (2.761)</td>
<td>.004</td>
</tr>
<tr>
<td>Session 2</td>
<td>8.14 (4.96)</td>
<td>9.33 (6.01)</td>
<td>5.090 (2.761)</td>
<td>.004</td>
</tr>
<tr>
<td>Session 4</td>
<td>8.07 (5.03)</td>
<td>9.39 (5.09)</td>
<td>5.090 (2.761)</td>
<td>.004</td>
</tr>
<tr>
<td>Session 6</td>
<td>6.14 (3.44)</td>
<td>8.89 (4.89)</td>
<td>5.090 (2.761)</td>
<td>.004</td>
</tr>
<tr>
<td><strong>ISS - Self-punishment</strong></td>
<td></td>
<td></td>
<td>5.486 (2.198)</td>
<td>.005</td>
</tr>
<tr>
<td>Baseline</td>
<td>9.43 (5.12)</td>
<td>10.61 (5.16)</td>
<td>5.486 (2.198)</td>
<td>.005</td>
</tr>
<tr>
<td>Session 2</td>
<td>8.21 (4.71)</td>
<td>9.89 (4.65)</td>
<td>5.486 (2.198)</td>
<td>.005</td>
</tr>
<tr>
<td>Session 4</td>
<td>7.29 (4.43)</td>
<td>9.28 (4.96)</td>
<td>5.486 (2.198)</td>
<td>.005</td>
</tr>
<tr>
<td>Session 6</td>
<td>6.43 (4.43)</td>
<td>8.33 (4.17)</td>
<td>5.486 (2.198)</td>
<td>.005</td>
</tr>
<tr>
<td><strong>ISS Fear of mistake</strong></td>
<td></td>
<td></td>
<td>10.598 (2.645)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Baseline</td>
<td>12.14 (2.45)</td>
<td>13.28 (1.99)</td>
<td>10.598 (2.645)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Session 2</td>
<td>10.93 (2.76)</td>
<td>11.39 (2.17)</td>
<td>10.598 (2.645)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Session 4</td>
<td>10.86 (2.93)</td>
<td>11.56 (3.45)</td>
<td>10.598 (2.645)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Session 6</td>
<td>9.36 (3.32)</td>
<td>10.78 (2.76)</td>
<td>10.598 (2.645)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>PERS Negative rumination</strong></td>
<td></td>
<td></td>
<td>6.931 (2.720)</td>
<td>.001</td>
</tr>
<tr>
<td>Baseline</td>
<td>28.14 (10.31)</td>
<td>33.89 (10.93)</td>
<td>6.931 (2.720)</td>
<td>.001</td>
</tr>
<tr>
<td>Session 2</td>
<td>24.71 (12.64)</td>
<td>28.83 (9.45)</td>
<td>6.931 (2.720)</td>
<td>.001</td>
</tr>
<tr>
<td>Session 4</td>
<td>22.29 (12.00)</td>
<td>28.56 (9.14)</td>
<td>6.931 (2.720)</td>
<td>.001</td>
</tr>
<tr>
<td>Session 6</td>
<td>19.00 (8.69)</td>
<td>26.83 (11.77)</td>
<td>6.931 (2.720)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>PERS Positive rumination</strong></td>
<td></td>
<td></td>
<td>0.855 (2.822)</td>
<td>.46</td>
</tr>
<tr>
<td>Baseline</td>
<td>15.29 (5.01)</td>
<td>14.89 (7.27)</td>
<td>0.855 (2.822)</td>
<td>.46</td>
</tr>
<tr>
<td>Session 2</td>
<td>14.43 (5.69)</td>
<td>12.11 (5.90)</td>
<td>0.855 (2.822)</td>
<td>.46</td>
</tr>
<tr>
<td>Session 4</td>
<td>15.64 (6.46)</td>
<td>13.56 (6.97)</td>
<td>0.855 (2.822)</td>
<td>.46</td>
</tr>
</tbody>
</table>
Session-by-group interaction

<table>
<thead>
<tr>
<th>Measures</th>
<th>Responders (n=14), mean (SD)</th>
<th>Nonresponders (n=18), mean (SD)</th>
<th>Main effect of session</th>
<th>Session-by-group interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F (df)</td>
<td>P value</td>
<td>F (df)</td>
<td>P value</td>
</tr>
<tr>
<td>Session 6</td>
<td>15.21 (6.80)</td>
<td>12.28 (6.76)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Treatment responder and nonresponder subgroups were divided according to the reduction of the BAI scale value by 50% or more compared to the baseline value.*

*BAI: Beck Anxiety Inventory.*

*STAI-S: State-Trait Anxiety Inventory–State.*

*STAI-T: Sate-Trait Anxiety Inventory–Trait.*

*SPS: Social Phobia Scale.*

*SIAS: Social Interaction Anxiety Scale.*

*BFNE: Brief-Fear of Negative Evaluation Scale.*

*KSAD: Korean Social Avoidance and Distress Scale.*

*LSAS: Liebowitz Social Anxiety Scale.*

*ISS: Internalized Shame Scale.*

*PERS: Post-Event Rumination Scale.*

**Comparison of SAD and Control Groups After VR Treatment**

We analyzed whether the scores on the psychological scales differed in the SAD group compared with those of the healthy control group after 6 VR treatment sessions. Results from independent *t* tests showed that even after completing the VR sessions, the SAD group continued to have significantly higher scores than the healthy control group on all psychological scales (Table 4).
Table 4. Comparison of psychological states between the social anxiety disorder (SAD) and healthy control (HC) groups after virtual reality treatment.

<table>
<thead>
<tr>
<th>Measures</th>
<th>SAD group (n=32), mean (SD)</th>
<th>HC group&lt;sup&gt;a&lt;/sup&gt; (n=33), mean (SD)</th>
<th>t</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAI&lt;sup&gt;b&lt;/sup&gt;</td>
<td>9.94 (9.58)</td>
<td>3.39 (3.89)</td>
<td>3.59</td>
<td>40.70</td>
<td>.001</td>
</tr>
<tr>
<td>STAI-S&lt;sup&gt;c&lt;/sup&gt;</td>
<td>46.25 (46.25)</td>
<td>35.42 (35.42)</td>
<td>4.96</td>
<td>63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>STAI-T&lt;sup&gt;d&lt;/sup&gt;</td>
<td>47.56 (11.57)</td>
<td>33.49 (7.16)</td>
<td>5.92</td>
<td>63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SPS&lt;sup&gt;e&lt;/sup&gt;</td>
<td>23.00 (13.03)</td>
<td>5.76 (5.50)</td>
<td>6.91</td>
<td>41.45</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SIAS&lt;sup&gt;f&lt;/sup&gt;</td>
<td>35.47 (12.83)</td>
<td>18.30 (6.98)</td>
<td>6.67</td>
<td>47.54</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BFNE&lt;sup&gt;g&lt;/sup&gt;</td>
<td>37.59 (7.29)</td>
<td>27.94 (7.25)</td>
<td>5.35</td>
<td>63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>KSAD&lt;sup&gt;h&lt;/sup&gt;</td>
<td>97.69 (12.55)</td>
<td>49.03 (17.29)</td>
<td>13.01</td>
<td>58.43</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>LSAS&lt;sup&gt;i&lt;/sup&gt;</td>
<td>64.00 (23.22)</td>
<td>21.85 (15.58)</td>
<td>8.62</td>
<td>63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ISS&lt;sup&gt;j&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>38.78 (16.85)</td>
<td>16.15 (9.26)</td>
<td>6.69</td>
<td>47.85</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Inadequacy</td>
<td>13.43 (7.81)</td>
<td>4.33 (3.43)</td>
<td>6.05</td>
<td>42.28</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Emptiness</td>
<td>7.69 (4.47)</td>
<td>3.30 (3.43)</td>
<td>4.45</td>
<td>63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-punishment</td>
<td>7.50 (4.33)</td>
<td>2.18 (1.84)</td>
<td>6.41</td>
<td>41.65</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fear of mistake</td>
<td>10.16 (3.05)</td>
<td>6.33 (2.91)</td>
<td>5.17</td>
<td>63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PERS&lt;sup&gt;k&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative rumination</td>
<td>23.41 (11.10)</td>
<td>9.52 (7.37)</td>
<td>5.92</td>
<td>53.66</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Positive rumination</td>
<td>13.56 (6.82)</td>
<td>25.33 (10.29)</td>
<td>-5.45</td>
<td>55.76</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Since the control group did not receive the virtual reality treatment, psychological states of the healthy control group were measured only at baseline.

<sup>b</sup>BAI: Beck Anxiety Inventory.

<sup>c</sup>STAI-S: State-Trait Anxiety Inventory–State.

<sup>d</sup>STAI-T: State-Trait Anxiety Inventory–Trait.

<sup>e</sup>SPS: Social Phobia Scale.

<sup>f</sup>SIAS: Social Interaction Anxiety Scale.

<sup>g</sup>BFNE: Brief-Fear of Negative Evaluation Scale.

<sup>h</sup>KSAD: Korean Social Avoidance and Distress Scale.

<sup>i</sup>LSAS: Liebowitz Social Anxiety Scale.

<sup>j</sup>ISS: Internalized Shame Scale.

<sup>k</sup>PERS: Post-Event Rumination Scale.

**Discussion**

**Principal Findings**

The aim of this study was to analyze the effectiveness of a newly developed participatory and interactive VR intervention for individuals with SAD. In particular, using psychological tests related to SAD, we evaluated whether the VR intervention was effective in improving various symptoms.

General anxiety symptoms, measured by the BAI and STAI-T, were significantly improved compared with those measured before treatment, whereas state anxiety (ie, STAI-S) was not. State anxiety increases the threat value assigned to a stimulus or situation, and trait anxiety gives rise to a tendency to constantly direct attention toward the source of threat [38]. Any trait that does not change easily over a lifetime is a distinguishing feature of a person’s character, and anxiety-related traits are among the most important risk factors of anxiety disorder [39].

The scales that directly assess the symptoms of SAD showed significant improvement compared with those measured before treatment. SAD can be divided into symptoms that appear in specific situations and general social interactions [27], which were assessed with the SPS and SIAS, both of which showed significant improvement after VR. Scores on the LSAS and KSAD were significantly reduced after treatment. However, the LSAS score increased after session 2, and then decreased in the subsequent two time points (session 4 and session 6). BAI scores decreased in session 2, and then increased in session 4 before decreasing again in session 6. Similarly, the STAI (both state and trait scales) showed a decrease from baseline to session 2, followed by an increase after session 4 and then a decrease after session 6. Although this is only a pattern, it could be speculated that the tendency of anxiety to increase during a VR session is probably due to exposure to a VR session at a stage
in the middle of the intervention process before finally showing a significant therapeutic effect. This is an important consideration, because increased anxiety during a VR session may lead to a problem of dropping out of treatment due to poor treatment adherence after the initial treatment session. Treatment compliance is important in CBT because it requires a certain period of treatment, and exposure techniques can exacerbate symptoms in some cases [40]. In general, VR treatment is considered to have higher compliance than conventional treatment [41], but it is necessary to pay attention to changes in compliance during the treatment sessions.

Cognitive and emotional components are known to be involved in the development of SAD [42]. Scores on the ISS, which is used to evaluate internalized shame, improved significantly as VR treatment progressed, including a significant decrease on almost every ISS subscale (ie, emptiness, self-punishment, and fear of mistakes). Shame is an emotional component related to social anxiety that is based on a negative evaluation of the awareness of others, suggesting a positive relationship between social anxiety and shame [43-45]. A key part of cognitive models of social anxiety is that individuals perceive a negative evaluation by others [7]. In this study, negative rumination significantly improved after treatment, whereas positive rumination was not significantly different. Past studies of rumination have shown a relationship between negative rumination and social anxiety, but the relationship between social anxiety and positive rumination has been inconsistent or was not significant [33,46]. The improvement of negative rumination suggests that this can affect the cognitive structure of SAD.

Posthoc analysis to compare baseline scores to each session time point showed that VR had a significant effect on the fear of mistake subscale of the ISS at the initial point of treatment (after session 2). In comparison, BAI and the overall, emptiness, and self-punishment subscales of the ISS changed significantly only at the end of treatment (after session 6), and PERS, SPS, SIAS, BFNE, and KSAD scales showed significant changes around the middle point of VR treatment (after session 4). We could speculate that the improvement patterns of psychological symptoms may differ across the process of the VR treatment sessions. Since prolonging or shortening the number of VR treatment sessions might affect the therapeutic outcome on each psychological state, future studies are needed to determine how and when psychological symptoms change according to the VR treatment process and to establish the optimal number for VR treatment sessions.

Although we found significant improvements in SAD symptoms after treatment, these symptoms were still significantly different compared with those of the control group. This result shows that the VR intervention had a significant effect in the SAD group, but that the participants with SAD still exhibited prominent symptoms after VR treatment sessions. This suggests that the treatment effect of VR alone might not be sufficient to draw out the treatment response or remission. A meta-analysis of VR treatment focused on anxiety disorders found a small effect size [47]. Therefore, it is necessary to consider changes in treatment methods such as the combination of various treatment techniques, including conventional psychiatric treatment or more repeated VR trials, to achieve a sufficient therapeutic effect in the real world.

We did not find any significant session-by-group interaction in the majority of the psychological scales except for BAI between the two subgroups of responders and nonresponders (according to changes in the BAI scale). This result can be presumed to be due to the limitation of the methodology in which the SAD group was divided into responder and nonresponder groups according to a single psychological scale. It is challenging to determine a clear cutoff as to what scale or criteria to use for distinguishing responders. Moreover, since this study attempted to collect data from a more homogeneous sample of individuals with social anxiety symptoms (KSAD ≥82), subgroup differences might not be expected. We hope to be able to derive meaningful results through further studies by comparison between subgroups according to the degree of severity based on the scores of different psychological scales, or by a comparative study according to whether or not the individual is also under medication for anxiety.

The results of this study indicated improvements in almost all elements of social anxiety measured, including general anxiety, social anxiety symptoms, and cognitive and emotional aspects of social anxiety, in the SAD group after treatment. Previous studies related to VR treatment for social anxiety have also shown an improvement in symptoms [47-49]; however, this study demonstrated an effect not only on social anxiety symptoms but also on a wide range of related factors, including general anxiety symptoms and cognitive and emotional characteristics.

Limitations and Strengths

Our results should be interpreted within the context of the study’s limitations. First, this study did not have a sham or waitlist control group, which limits interpretation of the results. Second, this study employed self-rated scales that could be confounded by bias (eg, participant motivation). Nonetheless, a comprehensive evaluation related to social anxiety disorder was attempted in analyzing the effectiveness of treatment, including changes during treatment sessions. This study enrolled participants in the patient group who met strict diagnostic criteria and had not received any other treatments, including psychiatric drugs. Given these strengths, the therapeutic effect of a VR intervention could be evaluated more accurately.

Conclusion

This study investigated the effectiveness of a newly developed participatory and interactive VR intervention in patients with SAD. The results show that a VR intervention can be an effective treatment for various dimensions of SAD. Technology-based treatment in psychiatry is more cost-effective, easier to handle, and more manageable for both the therapist and client. VR treatment is a promising tool in the field of psychiatry, which can simulate situations for patients with anxiety in a safe, controllable, and reproducible way [15,50,51]. Future research should focus on ensuring that the effectiveness of these immersive VR treatments persist after treatment, and that treatments are made more effective through different treatment combinations or changes in techniques.
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Abstract

Background: Information provided in an interactive way is believed to be engaging because users can actively explore the information. Yet empirical findings often contradict this assumption. Consequently, there is still little known about whether and how interactivity affects communication outcomes such as recall.

Objective: The aim of this study was to investigate mechanisms through which interactivity affects recall of online health information. We tested whether and how cognitive involvement, perceived active control, and cognitive load mediate the effects of interactivity on recall. In addition, we examined need for cognition and health literacy as potential moderators of the mediation effects. Given the increasing popularity of dietary supplement use, our health website focused on this topic.

Methods: In an online between-subjects experiment (n=983), participants were randomly assigned to control condition (no interactive features), moderate interactivity (dropdown menus), and high interactivity (dropdown menus and responsive infographics). Two weeks before the experiment, background characteristics and moderating variables were measured. During website visit, data on users’ online behavior were collected. Recall was measured postexposure.

Results: Participants recalled significantly less information in the moderate (mean 3.48 [SD 2.71]) and high (mean 3.52 [SD 2.64]) interactivity conditions compared with the control condition (mean 5.63 [SD 2.18]). In the mediation analysis, we found direct, negative effects of moderate (b=–2.25, 95% CI –2.59 to –1.90) and high (b=–2.16, 95% CI –2.51 to –1.81) levels of interactivity on recall as well. In the relationship between interactivity and recall, cognitive involvement had a partial negative mediation effect (moderate interactivity: b=–.20; 95% CI –0.31 to –0.10; high interactivity: b=–.21, 95% CI –0.33 to –0.10) and perceived active control had a partial positive mediation effect (moderate interactivity: b=.28, 95% CI 0.18 to 0.40; high interactivity: b=.27, 95% CI 0.16 to 0.40).

Conclusions: Interactivity decreased recall. In addition, through interactivity participants were less involved with the content of the information, yet they felt they had more control over the information. These effects were stronger in the high need for cognition and high health literate groups compared with their counterparts.

(J Med Internet Res 2020;22(10):e14783) doi:10.2196/14783
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Introduction

Relevance and Aim
One of the unique features of internet-delivered health information is that it can be provided in an interactive way. Interactive features are thought to create more engagement and involvement with the information, as visitors can actively interact with the information [1]. However, clear guidelines are lacking on how interactivity could be used in health communication [2]. Moreover, previous research has resulted in inconclusive findings regarding how interactive features affect communication outcomes. Interactive features may enhance user enjoyment, positive attitudes, and desirable behavioral intentions but they do not necessarily improve cognitive elaboration or information recall [3]. The aim of this study is to investigate whether and how interactivity can be used for improving recall of online health information. Given the increasing popularity of dietary supplement use and the complexity of the behavior [4,5], our study focuses on this topic.

Theoretical Background

Conceptualization of Interactivity
In interactivity research, three approaches are distinguished: structural, experiential, and message exchange. In the structural approach, interactivity is conceptualized in terms of the technical attributes of the medium [6]. Such technical attributes include on-screen interactive features such as menus that allow user-to-system or user-to-user interactions [7]. According to the experiential approach, interactivity is the user’s subjective perception of the level of the medium’s interactivity [8]. The message exchange approach regards interactivity as an ongoing communication process in which (semantic) meanings between two or more communicators are exchanged [9]. We conceptualize interactivity according to the structural approach, since in terms of causality a media stimulus that is manipulated precedes users’ responses to that stimulus [6]. Yet the structural approach often has been criticized for focusing only on direct relations between a media stimulus and the dependent measures omitting the possibility of third variable effects [6]. Therefore, in the conceptual model of this study, four types of variables were included: interactivity (manipulated independent variable), possible mediators, possible moderators, and a dependent variable.

Moderated Mediation Model of Interactivity Effects
In our conceptual model, we will test whether cognitive involvement, perceived active control, and cognitive load mediate the relationship between interactivity and recall. In addition, we will look at whether the need for cognition and health literacy moderate the proposed mediation effects.

Dual process models, such as the elaboration likelihood model (ELM), propose that information elaborated via the central route is likely to produce greater and more permanent changes in communication outcomes [10]. Individuals tend to get (more) motivated to process the information systematically, which involves effortful thinking, if the information is perceived as personally relevant to them [10]. It is proposed that individuals generate (more) cognitive responses (ie, the number of content-related thoughts generated during exposure to the stimuli) to the information content if they process the information systematically [11]. Interactive environments may stimulate cognitive responses since they enable nonlinear, cognitively flexible information use (cognitive flexibility theory) [12]. For instance, navigation through hypertext might be beneficial for knowledge since hypertexts mimic the associative network of human memory [13]. If individuals are afforded the possibility to adapt their information use to their own preferences and cognitive needs, they may get more involved and more motivated to process the information more deeply and elaborate better on the content [14,15]. Therefore, we propose that interactivity improves recall through higher levels of cognitive involvement.

Research has shown that individuals’ perceptions about interactivity are closely related to communicational outcomes such as attitudes [16,17]. From the different dimensions of perceived interactivity distinguished by Liu and Shrum [18], the control dimension, which refers to the autonomy individuals have in controlling the information flow, has been most often associated with cognitive elements of information processing [19]. Active control is characterized by voluntary and instrumental actions through which users are able to customize the information flow [18]. This entails navigational choices based on the user’s own goals and wills [18]. We assume that if users are afforded the possibility to make conscious choices about the information flow based on their needs, they might be more motivated to process the information. Therefore, we propose that interactivity may improve recall through higher levels of perceived active control.

Interactivity may challenge individuals’ information processing capacities by putting an extra burden on users. Tremayne and Dunwoody [20] found evidence that when users visited a more (vs less) interactive website, much cognitive effort was spent in navigation and orientation which had a detrimental effect on recall. In interactive environments, individuals must complete different tasks performed concurrently (eg, reading, navigating). Every task generates a cognitive cost on the working memory in terms of cognitive load. Moreover, tasks may interfere with each other since they compete for the same limited cognitive resources [21,22]. Consequently, there are fewer capacities left for information processing (ie, encoding, storage, retrieval). Indeed, research has shown that individuals retain less information when performing more than one task at the same time because multitasking inhibits the transfer of information into the short- and long-term memory [23,24]. Therefore, we assume that cognitive load increases with higher levels of interactivity, which may lead to decreased levels of recall.

Moderators: Need for Cognition and Health Literacy
In addition to the mediation effects described above, we aim to explore whether individual difference variables moderate the proposed mechanisms. Information processing is influenced by individuals’ ability and/or motivation to process information [10,22]. Need for cognition reflects the tendency to engage in and enjoy effortful cognitive endeavors [25,26]. It is considered a stable trait that may be influenced by situational factors such as interactivity [27]. Evidence suggests that interactivity...
improves information processing, especially among low need for cognition individuals [28]. This may be related to the fact that individuals with low need for cognition prefer interactive websites more than their high need for cognition counterparts [29]. In situations with low personal relevance, individuals with low need for cognition are more attracted by peripheral cues which are attributes that are not inherent to the strength of arguments in the message [30]. In contrast, individuals with high need for cognition concentrate more on the real attributes of the information, such as the strength of arguments. Therefore, they rely less on the way information is presented [28]. However, high need for cognition individuals are more cognitively immersed when engaging in interactive websites than low need for cognition individuals [28,31]. According to the findings of Sicilia et al [28], in both low and high need for cognition individuals, the flow experience increases when they visit an interactive (vs noninteractive) website, but this increase is higher among individuals with high need for cognition.

Individuals may also differ in their ability and skills to understand and use health information. Health literacy entails “the motivation, knowledge, and competencies to access, understand, appraise and apply health information in order to make judgments and take decisions...concerning health care, disease prevention, etc” [32]. In general, low health literate individuals engage less in health information seeking and have greater difficulties with reading and searching for health information on the internet [33,34]. Moreover, interactivity may challenge users with limited literacy skills since they have difficulties with recognizing graphic links (ie, pictures that function as hyperlinks), using navigational tools, and understanding graphics that respond to mouse movements [35]. In addition, sufficient levels of metacognitive skills are needed to make mindful navigational selections and build meaningful sequences of information, for instance, in a hypermedia environment [36]. However, it should be noted that research has shown that interactive features designed specifically for individuals with low health literacy (eg, low text difficulty) are beneficial for online health information processing [37]. We summarized our conceptual model in Figure 1.

**Figure 1.** Conceptual model of moderated mediation effects of interactivity.

In sum, we aim to answer the following research questions: through which mechanisms does interactivity affect recall of health information? Do these mechanisms differ according to individuals’ level of need for cognition and health literacy?

**Methods**

**Design**

A between-subjects experiment with three levels of interactivity (no interactivity, moderate interactivity, high interactivity) was conducted to investigate the effects of interactivity on cognitive involvement, perceived active control, cognitive load, and recall. Two weeks prior to the experiment, background characteristics and moderator variables were measured. During the experiment, pre- and postexposure measures were performed.

**Participants**

A priori power analysis with G*Power indicated that at least 776 participants were needed to detect small effects (ie, \( f^2 = .02 \)) with an alpha level of .05, .90 statistical power, and 4 predictors. Participants were recruited from 26,000 active panel members of I&O Research, an ISO 26362–certified research bureau for access panels in market, opinion, and social research [38]. I&O Research recruits its panel members offline (eg, from municipal registers) and self-registration is not allowed in order to prevent selection biases such as the overrepresentation of frequent internet users [38]. A random sample consisting of 4000 participating panel members was selected.
individuals was drawn from the panel, of which 33.50% (1340/4000) responded to the invitation to participate in the first part of the study (see Figure 2). This response rate was comparable to the average response rate of this panel (ie, 35%) [38]. The final sample consisted of 983 (73.4%) individuals who participated in both parts of the study and completed the pre- and postexposure questionnaires. Among these participants, 50 €10 gift cards for an internet warehouse were raffled. Due to technical issues, data of 15 respondents were lost in the preexposure measurement. Therefore, these participants were excluded from the moderated mediation analyses.

Figure 2. Flowchart of the stratification and random allocation procedure.

Procedure
An invitation with the subject line “Consumer information on food and dietary supplements” was sent by email to participants on March 21, 2017. The email contained a short description of the study, an explanation of the procedure, and contact details of the researcher. Upon agreeing to participate in the study and giving informed consent, individuals were asked to complete a short questionnaire about health literacy, need for cognition, and educational level. Based on individuals’ educational level, the sample was divided into three strata: low, medium, and high educational level. On April 25, 2017, participants were invited to take part in the actual experiment. Prior to visiting the website, individuals completed a preexposure measurement about their knowledge of the research topic and dietary supplement use. Then, within each stratum, participants were randomly assigned to one of the three versions of a website about vitamin B6 and dietary supplements. The random allocation was programmed by the website developer, Done Digital Kft. In order to make the browsing task similar to a real-life online health information search, participants had the freedom to decide what information and in which order they wanted to explore and no specific instructions or time limits were given. Participants were allowed to view the website only once. In order to prevent any preexposure to the stimulus material, the website was not publicly accessible. Once participants were finished browsing on the website, they were directed to the postmeasurement questionnaire.
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Stimulus Material
In all three conditions, the information presented was identical and aimed to provide complete information about vitamin B6, its physiological effects, how it relates to food, and the risks and benefits of supplementation with vitamin B6. The goal was to offer information that is well balanced in terms of describing advantages and disadvantages of vitamin B6 and improves individuals’ understanding of whether and to whom supplementation with vitamin B6 may be reasonable. The recommendations of the Ottawa Decision Support Tutorial were used [39].

In addition to the textual information, the website included four educative infographics that contained information about the Recommended Dietary Allowance of vitamin B6 by age category and gender, the vitamin B6 content of different food products, scientific evidence of possible health effects of vitamin B6, and safe and unsafe doses of vitamin B6 dietary supplements. Further details about the content and structure of the website are presented in Multimedia Appendix 1.

Experimental Stimuli
Three versions of a website were developed sharing the same content, layout, and pictures but differing in terms of levels of interactivity. In our study, interactivity refers to the technical attributes of the medium [6]. In line with previous research that falls into the structural approach of interactivity [1,40], we manipulated levels of interactivity in terms of the amount of interactive tools available on the website interface (eg, menus) for accessing and interacting with the content of the website. Accordingly, in the control condition no interactive features were presented. Participants navigated by scrolling up or down on the webpage and the infographics did not respond to users’ mouse movements. In the moderate interactivity condition, a dropdown menu consisting of nine submenus was the only interactive tool presented on the website. The infographics shown in the moderate interactivity condition were static. In the high interactivity condition, two types of interactive features were presented: a dropdown menu and responsive infographics. Three rounds of pilot tests were conducted before the websites were finalized. In Figure 3, the differences in the navigation (scrolling vs dropdown menu) between the conditions are presented. In Figure 4, the differences in the infographics (static vs responsive) between the conditions are presented.

Figure 3. Navigation in the control condition (left) and in the moderate and high interactivity condition (right).
Measures

**Dependent Variable: Recall**

The measure of recall was based on the construction integration model [41] that distinguishes between two levels of comprehension: the text base level (ie, literal recall of information) and the situation model level (ie, to make inferences to situations based on the information) comprehension. During two cycles of pretesting, 4 questions were developed to measure text base level comprehension and 2 questions to measure situation level comprehension; 3 of the 6 questions were in multiple-choice format in which only one answer option was correct. Three other questions were in multiple response format in which multiple answer options were correct. In both types of response options, the “I don’t know” option was also presented. Participants received 1 point for each correct answer, up to 9 points in total.

According to the principal component analysis, the 6 items loaded on one single underlying construct (eigen value: 2.866, 47.765% of variance explained). In addition, factor loadings were .582 or higher. All 6 items correlated significantly with each other, ranging from \( P = .25 \) to \( P = .51 \).

**Mediating Variables**

Participants’ cognitive involvement with the website content was measured with a thought listing task [11]. Individuals were asked to list thoughts about vitamin B6 that came to their mind during their website visit. Participants could list up to 12 thoughts in empty text boxes, each beginning with the statement: “Vitamin B6 is:...” Each field of text that was completed counted as a thought. The cognitive involvement measure was placed second in the postexposure questionnaire, after the 1-item manipulation check of interactivity. Compared with thought listing measures during exposure, obtaining responses after the stimulus can be accomplished without the interruption or distraction from the stimulus [11]. In addition, loss or retention in poststimulus measures of cognitive involvement is negligible [11].

Perceived active control refers to users’ voluntary and instrumental actions that directly influence their website experience [8,18]. Liu’s [8] 4-item measurement of perceived active control was used.

Cognitive load was conceptualized as the perception of “the cognitive capacity that is actually allocated to accommodate the demands imposed by the task” [42]. It was measured with 4 items derived from the Subjective Workload Assessment Technique (mental effort subdimension) [43,44] and from the NASA Task Load Index (effort subdimension) [43,45].

**Moderating Variables**

Need for cognition was measured with 7 items derived from the Dutch version of the 18-item Need for Cognition Scale (NCS) [46]. A limited number of items may be sufficient to measure need for cognition since evidence suggests that the full NCS measures a single underlying construct [26,47,48]. Therefore, the items with the highest factor loadings were chosen from the study of Hevey and colleagues [49].

Health literacy was measured using the Newest Vital Sign in Dutch (NVS-D), which was developed to measure an individual’s capacity to assess, understand, and use textual and numerical health information [50]. Consequently, this 6-item tool tests three types of skills that are important in finding and interpreting health information: math, locate-the-information (by reading and comprehending), and abstract reasoning (ie, making inferences from the information to specific situations) [51]. For each correct answer, respondents received 1 point, up to 6 points in total. Details of the measurement scales (number of items, example items, answer categories, mean scores, and Cronbach \( \alpha \)) are presented in Table 1.
Table 1. Overview of number and examples of questions, answering categories, mean scores, and Cronbach α.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Number of questions</th>
<th>Example of questions/items, answer options</th>
<th>Mean (SD)</th>
<th>Median ( ^b ) (IQR)</th>
<th>Cronbach alpha</th>
</tr>
</thead>
</table>
| Recall\(^b\)              | 6                   | “Some groups of individuals are at risk of developing vitamin B6 deficiency. Which groups are these?”  
“Someone is using high-dose vitamin B6 dietary supplements (100 milligram) for a long period of time. What kind of influence can this have on the health condition of this person?”  
Multiple choice or multiple response answer options | 4.30 (2.71) | —                         | .77             |
| Cognitive involvement\(^d\) | 12                  | “During your website visit, certain thoughts about vitamin B6 may have come to your mind. Please write down your thoughts about vitamin B6 in the text boxes below.”  
Open-ended questions | —         | 3 (3)                     | —               |
| Perceived active control  | 3                   | “While I was on the website, I could choose freely what I wanted to see.”  
Totally disagree (1) to totally agree (7) | 3.98 (1.29) | —                        | .80             |
| Cognitive load            | 4                   | “I had to think hard in order to understand the information on the website”  
Totally disagree (1) to totally agree (7) | 4.05 (1.42) | —                        | .92             |
| Health literacy\(^e\)    | 6                   | “If you are allowed 60 grams of carbohydrates as a snack, how much ice cream could you have?”  
Open-ended questions | —         | 6 (1)                     | —               |
| Need for cognition        | 7                   | “I really enjoy a task that involves coming up with new solutions to problems”  
Totally disagree (1) to totally agree (7) | 4.94 (1.02) | —                        | .83             |

\(^a\)For variables with non-normal distribution, the median and IQR are presented.

\(^b\)Recall scores could range from 0 (no correct answers) to 9 (all answers are correct).

\(^c\)Not applicable.

\(^d\)Cognitive involvement scores could range from 0 (no thoughts) to 12 (12 thoughts).

\(^e\)Health literacy scores could range from 0 (no correct answers) to 6 (all answers are correct).

**Manipulation Check Measure**

The effectiveness of the manipulation was measured by asking respondents: “To what extent do you agree with the following statement: This website is interactive” with answer options ranging from 1 (totally disagree) to 7 (totally agree) [52].

**User Activity**

During participants’ website visit, the following user activity indicators were measured: duration of website visit in seconds (mean 11,765.69 [SD 92,169.31], range 5-1,302,883), the extent of scrolling down on the website (control condition: mean 0.98 [SD 0.32]), total amount of clicks on the nine menus (moderate interactivity condition: mean 6.11 [SD 3.45]; high interactivity condition: mean 6.13 [SD 2.64]), and total amount of clicks on the four infographics (high interactivity condition: mean 11.05 [SD 9.09]). Due to personal browser settings such as a disabled JavaScript [53], user activity data of 524 participants out of the 983 participants were collected.

**Control Variables**

Several variables were measured to control for their potential influence in the statistical analyses. The following demographic background characteristics were measured: gender, age, and highest educational level. The latter was measured with 7 responses: 1=primary education or less, 2=preparatory secondary vocational education (level 1) or equivalent, 3=secondary vocational education, 4=senior secondary vocational education (level 2–4) or equivalent, 5=senior general secondary education, university preparation education, 6=bachelor’s level or equivalent, and 7=master’s level or above. The strata of low (1–3), middle (4 and 5), and high educational level (6 and 7) were based on these responses. In addition, meat consumption, diet, mode of life (eg, anthroposophic nutrition), dietary supplement use, and involvement with the topic vitamin B6 were measured. Involvement was measured with 3 items from Zaichkowsky’s [54] personal involvement inventory scale (eg, “The topic vitamin B6 is important to me,” 1=totally disagree to 7=totally agree).

**Statistical Analyses**

Descriptive statistics were run to investigate sample characteristics. In order to check normal distribution of the variables, we looked at skewness and kurtosis and visually inspected the histogram and boxplot of each variable. We detected nonnormal distribution in three variables: health literacy (skewness: −1.67, kurtosis: 2.28), cognitive involvement (skewness: 1.48, kurtosis: 3.68), and time spent on website (skewness: 9.42, kurtosis: 101.41). To investigate the proposed mediations and examine whether differences exist between subgroups, the PROCESS macro for SPSS Statistics version 2.16.3 (IBM Corporation) was used [55]. PROCESS applies bootstrapping to estimate 95% bias-corrected confidence intervals for total and indirect effects. Bootstrap procedures are unaffected by violations of parametric assumptions and have
higher type I error control and power than the normal theory approach [55,56]. In PROCESS, 76 different conceptual diagrams are available. Model number 4 is programmed to test a simple mediation. In order to test mediations, model 4 (10,000 samples) was used with three mediators operating in parallel: cognitive involvement, perceived active control, and cognitive load. In the analyses, the independent variable interactivity was defined as multicategorical; consequently, it was automatically dummy coded by PROCESS (D1: moderate interactivity condition; D2: high interactivity condition; reference category: control condition). The percentage mediated effect was calculated for each significant indirect effect separately by dividing the corresponding unstandardized regression coefficient of the ab path (indirect effect) by the unstandardized regression coefficient of the c path (total effect) and multiplying it by 100. To examine differences between subgroups regarding the mediated effects was chosen for a technical reason. PROCESS v2 had limited features for dealing with multicategorical variables, which meant that it was not possible to calculate an interaction term of a multicategorical and a numerical variable and put it in the model as a variable [57]. All analyses were conducted with adjustments for gender, age, educational level, dietary supplement use, involvement with the topic vitamin B6, being on a diet, following a certain rule of life (eg, anthroposophy), meat consumption, and duration of website visit. Analyses were conducted with SPSS version 23.

**Results**

**Sample Characteristics**

Slightly more female (530/983, 53.9%) than male (453/983, 46.1%) individuals participated in the study. Participants were on average aged 53.2 (SD 15.31) years, and most of them held either a medium (402/983, 40.9%) or high educational level (367/983, 37.3%; Table 2). More than half of the sample (524/983, 53.3%) had used dietary supplements in the last 12 months. Participants can be regarded as neutral toward the topic vitamin B6 since they were moderately involved (mean 3.42 [SD 1.54]).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (male), n (%)</td>
<td>453 (46.1)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>53.20 (15.31)</td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>214 (21.8)</td>
</tr>
<tr>
<td>Medium</td>
<td>402 (40.9)</td>
</tr>
<tr>
<td>High</td>
<td>367 (37.3)</td>
</tr>
<tr>
<td>Living according to a specific mode of life (yes), n (%)</td>
<td>92 (9.4)</td>
</tr>
<tr>
<td>Meat consumption (yes), n (%)</td>
<td>945 (96.1)</td>
</tr>
<tr>
<td>Being on a diet (yes), n (%)</td>
<td>201 (20.4)</td>
</tr>
<tr>
<td>Dietary supplement use in the last 12 months (yes), n (%)</td>
<td>524 (53.3)</td>
</tr>
<tr>
<td>Involvement with the topic vitamin B6a, mean (SD)</td>
<td>3.42 (1.54)</td>
</tr>
</tbody>
</table>

*a* Involvement was measured on a 7-point Likert scale. The higher the score, the more involved participants were.

**Manipulation Check of Interactivity**

The analysis of variance revealed significant differences between the three versions of the website regarding interactivity ($F_{2,980}=24.99$, $P<.001$, $\eta^2=.05$). Post hoc Bonferroni tests indicated that all three versions differed significantly from each other. Participants rated the level of interactivity as low in the control condition (mean 3.31, SE .10, n=364), as moderate in the moderate interactivity condition (mean 3.89, SE .10, n=321), and as high in the high interactivity condition (mean 4.30, SE .10, n=298). Thus, the manipulation was successful.

**Descriptive Statistics of User Actions Within Conditions**

Users spent the most time (minutes) browsing the website in the control condition (median 2.62 [IQR 1.54-3.96]), followed by the moderate (median 0.8 [IQR 0.45-2.84]) and high interactivity condition (median 0.83 [IQR 0.43-3.23]). In the control condition, 78.7% (203/258) of participants scrolled all the way down the website and viewed all website content. In the moderate interactivity condition, 14.8% (21/142) of users clicked on all dropdown menus and viewed the complete content, whereas in the high interactivity condition only 8.9% (11/124) did so. Within the high interactivity condition, the proportion of participants who used all infographics was higher (36/124, 29.0%) than of those who used all dropdown menus (11/124, 8.9%). Descriptive statistics of user actions within conditions are presented in Table 3.
**Table 3.** Indicators of user activity per condition (n=524).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control condition (n=258)</th>
<th>Moderate interactivity condition (n=142)</th>
<th>High interactivity condition (n=124)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration of website visit in minutes, mean (SD) [range]</td>
<td>366.19 (2146.69) [0.08-21714.72]</td>
<td>112.54 (1103.02) [0.08-13083.52]</td>
<td>78.05 (893.48) [0.10-11599.07]</td>
</tr>
<tr>
<td>Scrolled to end of browser window(^a), % (modus) [median]</td>
<td>78.7 (1) [1] N/A(^b)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Used all dropdown menus(^c), % (modus) [median]</td>
<td>N/A</td>
<td>14.8 (7) [6]</td>
<td>8.9 (7) [6]</td>
</tr>
<tr>
<td>Used all infographics(^d), % (modus) [median]</td>
<td>N/A</td>
<td>N/A</td>
<td>29.2 (4) [2]</td>
</tr>
</tbody>
</table>

\(^a\)Scrolled scale ranges from 0 (no scroll down) to 1 (scrolled to end of window at least once).

\(^b\)Not applicable.

\(^c\)Dropdown menu use scale ranges from 0 (no clicks on menus) to 9 (all menus were used at least once).

\(^d\)Infographic use scale ranges from 0 (none of the infographics were used) to 4 (all infographics were used at least once).

**Main Effect of Interactivity on Recall**

Analysis of variance showed that recall score differed significantly between the conditions ($F_{2,980}=82.329$, $P<.001$, $\eta^2_p=0.144$). According to the Bonferroni post hoc test, participants recalled significantly more information in the control condition (mean 5.63 [SD 2.18]) compared with the moderate (mean 3.48 [SD 2.71]) and high (mean 3.52 [SD 2.64]) interactivity conditions.

**Mediating Effect of Cognitive Involvement, Perceived Active Control, and Cognitive Load**

Results showed that the effects of levels of interactivity were mediated by cognitive involvement (moderate interactivity: $b=–.20$, 95% CI –0.31 to –0.10, 9% mediated effect; high interactivity: $b=–.21$, 95% CI –0.33 to –0.10, 10% mediated effect) and perceived active control (moderate interactivity: $b=.28$, 95% CI 0.18 to 0.40, 13% mediated effect; high interactivity: $b=.27$, 95% CI 0.16 to 0.40, 13% mediated effect) but not by cognitive load (moderate interactivity: $b=.02$, 95% CI 0 to 0.07; high interactivity: $b=.01$, 95% CI –0.04 to 0.02). The mediations were partial as there was a remaining significant direct effect of interactivity on recall (moderate interactivity: $b=–.22.5$, 95% CI –2.59 to –1.90; high interactivity: $b=–.21.6$, 95% CI –2.51 to –1.81). Levels of interactivity and the three mediators explained 34% of the variance in recall ($F_{14,953}=35.76$, $P<.001$). The unstandardized path coefficients of the direct and total effects are presented in Figure 5.

**Conditional Indirect Effect of Interactivity on Recall According to Two Levels of Need for Cognition**

The study sample was split into high (ie, score ≥4.95, 519/968) versus low (ie, score ≤4.94, 449/968) need for cognition using a mean split. Results showed that in individuals with low need for cognition exposed to the moderate interactivity condition, the effects of levels of interactivity were mediated by cognitive involvement (b=–.18, 95% CI –0.36 to –0.05, 8% mediated effect) and perceived active control (b=–.14, 95% CI 0.01 to 0.30, 6% mediated effect) but not by cognitive load (b=–.12, 95% CI –0.03 to 0.08). In low need for cognition individuals exposed to the high interactivity condition, none of the proposed mediations were significant.

In individuals with high need for cognition, in the moderate interactive condition a significant mediation effect of cognitive involvement and perceived active control was found (b=–.21, 95% CI –0.33 to –0.10, 10% mediated effect) but not by cognitive load (b=–.16, 95% CI –0.25 to –0.07). In high need for cognition individuals exposed to the high interactivity condition, none of the proposed mediations were significant.
involvement ($b=-21$, 95% CI $-0.38$ to $-0.08$, 11% mediated effect) and active control ($b=43$, 95% CI $0.27$ to $0.64$, 22% mediated effect) was found. The mediation effects of cognitive involvement ($b=-28$, 95% CI $-0.46$ to $-0.14$, 16% mediated effect) and perceived active control ($b=43$, 95% CI $0.25$ to $0.65$, 4% mediated effect) were also significant in the high interactivity condition. Regardless of the condition, no mediation effect of cognitive load was found in high need for cognition individuals. As presented in Figure 6, levels of interactivity had a significant direct effect on recall.

**Figure 6.** Unstandardized path coefficients of the direct and total effects (in brackets) of moderate and high interactivity on the mediators and recall compared with the control condition in the low ($n=449$) and high ($n=519$) need for cognition group.

### Conditional Indirect Effect of Functional Interactivity on Recall According to Two Levels of Health Literacy

In order to test health literacy as a potential moderator of the mediation effects, individuals were categorized as having a low (ie, score $\leq 5.14$, 379/968 or high (ie, score $\geq 5.15$, 589/968) health literacy level using a mean split. Results showed that in low health literate individuals, interactivity effects on recall were mediated significantly only by cognitive involvement ($b=-21$, 95% CI $-0.36$ to $-0.09$, 10% mediated effect) and perceived active control ($b=42$, 95% CI $0.28$ to $0.60$, 18% mediated effect). In the high interactivity condition, cognitive involvement ($b=-25$, 95% CI $-0.41$ to $-0.12$, 11% mediated effect) and perceived active control ($b=40$, 95% CI $0.22$ to $0.61$, 20% mediated effect) also partially mediated the effect. Direct and total effects are presented in Figure 7.
Discussion

Principal Findings

Our study aimed to examine whether and how cognitive involvement, perceived active control, and cognitive load influenced the relationship between moderate and high levels of interactivity and recall. In addition, we looked at whether those pathways differed according to individuals’ level of need for cognition and health literacy. Two out of the three mediation effects we tested were significant: a negative indirect effect of interactivity on recall was found through cognitive involvement and a positive indirect effect was found through active control. Cognitive load did not mediate the relation between interactivity and recall. In addition, the mediations found were partial since beside indirect effects, interactivity also had direct negative effects on recall. Participants in the moderate and high interactivity conditions remembered less information compared with the control condition.

With regard to cognitive involvement, we found a small, negative indirect effect that indicates that moderate and high levels of interactivity reduced recall through reduced cognitive involvement (ie, fewer thoughts generated). According to the ELM, individuals’ cognitive responses such as the number of thoughts generated increase if information processing follows the central route [58]. Our results may indicate that higher levels of interactivity hinder systematic information processing, resulting in less recall. This assumption is in line with previous research in which participants generated significantly fewer thoughts when exposed to interactive features (vs noninteractive features) [59]. A possible explanation for these findings might be that when individuals are exposed to interactive media that require different types of user actions (eg, reading, navigating), individuals may split their cognitive resources between the tasks. Since information processing capacities are already limited, this may lead to less conscious thinking about the message content [22,60]. Jeong and Hwang [61] found that media multitasking hindered systematic information processing resulting in reduced levels of attention, comprehension, and recall.

Our results showed that moderate and high levels of interactivity improved recall indirectly through enhanced perceptions of active control. In terms of dual process models, this may provide additional evidence that users tend to take the peripheral route of information processing when using interactive media. Sundar and Limperos [62] argue that new media offers several types
of technical affordances (eg, navigability) that may serve as cues (ie, snap judgments). For instance, the browsing heuristic refers to users’ online information-seeking behavior in which they skim the site content and check out the menus or hyperlinks superficially [63]. Indeed, our data on user activity showed that participants did not make use of all interactive functions of the moderately and highly interactive websites. However, the magnitude of the mediation effect of perceived active control was comparable in both experimental conditions. As previously suggested, perceived active control may not be a function of the quantity but of the type of interactive features presented on a website [64].

Since we found no mediation effect of cognitive load, we suppose that moderate and high levels of interactivity are not more cognitively demanding in terms of information processing than static content (ie, control condition). Website complexity is a function of page length; amount of information presented; and number of pictures, hyperlinks, or other elements embedded in the website [65]. Our nonsignificant finding might be explained by the fact that we did not vary website content across conditions; we only varied the amount of interactive tools through which participants could interact with the website.

The direct, negative effect of interactivity on recall might be explained by user activity data revealing that both time spent on the website and amount of content visited were the highest in the control condition. This may imply that if users are provided with interactive features, their information search becomes more purposive, and the increased selectivity exposes them to less information, resulting in less recall.

It should be noted that in our study we examined the effects of cognitive involvement, perceived active control, and cognitive load in three separate pathways between interactivity and recall. However, these concepts should be examined in relation to each other as well. For instance, users’ sense of high active control might be related to cognitive involvement. Active control entails autonomous user actions that might be driven by intrinsic interest, which is positively related to focused attention [31]. Therefore, future research should examine whether and how these concepts are related to each other.

**Differences in Mediation Effects With Regard to Need for Cognition and Health Literacy**

The partial negative mediation effect of cognitive involvement and partial positive mediation effect of perceived active control were of greater magnitude in individuals with high (vs low) need for cognition and in individuals with high (vs low) health literacy. While need for cognition and health literacy are generally associated with higher levels of elaboration and recall of (health) information [27,66,67], such associations were not found in research on interactive media [28,68], or negative associations were found [69]. Since literature suggests that interactive websites are preferred more by individuals with low need for cognition than their counterparts [29], we assume that interactivity distracts high need for cognition individuals from systematic information processing.

**Limitations**

Our study had some limitations. First, we might have found less contrast between low and high health literacy groups since 87.2% of the sample (844/968) had adequate health literacy, according to the categorization of the newest vital sign [50,51]. Second, we did not measure recall of interactive and noninteractive website content separately. Accordingly, conclusions can be drawn only about individuals’ overall recall of the website content. Third, this study was an online experiment that could be completed on participants’ own device at home. Therefore, it is possible that not all participants paid full attention to the website as some outliers were found in the variable duration of website visit. However, analyses yielded comparable results when excluding those 66 outliers from the sample. Fifth, the topic of the study may seem very specific to some participants and appeal only to a selective group of individuals, namely those interested in nutrition and dietary supplements.

**Conclusions**

Higher levels of interactivity decreased recall through reduced levels of cognitive involvement. At the same time, higher levels of interactivity increased recall through enhanced perceptions of active control. No significant mediation effects of cognitive load were found. In addition, the identified indirect effects were of greater magnitude in individuals with high (vs low) need for cognition and with high (vs low) health literacy. Beside the indirect effects, levels of interactivity decreased recall directly in all analyses.
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Abstract

Background: Owing to an increase in digital technologies in health care, recently leveraged by the COVID-19 pandemic, physicians are required to use these technologies appropriately and to be familiar with their implications on patient care, the health system, and society. Therefore, medical students should be confronted with digital health during their medical education. However, corresponding teaching formats and concepts are still largely lacking in the medical curricula.

Objective: This study aims to introduce digital health as a curricular module at a German medical school and to identify undergraduate medical competencies in digital health and their suitable teaching methods.

Methods: We developed a 3-week curricular module on digital health for third-year medical students at a large German medical school, taking place for the first time in January 2020. Semistructured interviews with 5 digital health experts were recorded, transcribed, and analyzed using an abductive approach. We obtained feedback from the participating students and lecturers of the module through a 17-item survey questionnaire.

Results: The module received overall positive feedback from both students and lecturers who expressed the need for further digital health education and stated that the field is very important for clinical care and is underrepresented in the current medical curriculum. We extracted a detailed overview of digital health competencies, skills, and knowledge to teach the students from the expert interviews. They also contained suggestions for teaching methods and statements supporting the urgency of the implementation of digital health education in the mandatory curriculum.

Conclusions: An elective class seems to be a suitable format for the timely introduction of digital health education. However, a longitudinal implementation in the mandatory curriculum should be the goal. Beyond training future physicians in digital skills and teaching them digital health’s ethical, legal, and social implications, the experience-based development of a critical digital health mindset with openness to innovation and the ability to assess ever-changing health technologies through a broad
transdisciplinary approach to translate research into clinical routine seem more important. Therefore, the teaching of digital health should be as practice-based as possible and involve the educational cooperation of different institutions and academic disciplines.

(J Med Internet Res 2020;22(10):e22161) doi: 10.2196/22161
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Introduction

Background

With the progress in the introduction of digital solutions in patient care, such as electronic health records [1-3], artificial intelligence (AI) for decision support [4,5], telemedicine [6-8], or robotic surgery [9], the need for physicians and other health care professionals to get familiar with digital health is increasing. The recent COVID-19 pandemic has highlighted the advantages of remote care and puts pressure on health care professionals and infrastructure to adapt to a fast-developing, globalized world [10].

Although the introduction of new technologies in medicine is accompanied by public hope for better and more efficient patient care [11,12], experts agree that a new technology can only be as good as the physician using it [13]. Implementing digital health technologies into clinical settings remains a prolonged process [14], with one of the major barriers being the lack of health professionals’ knowledge and awareness of the new technologies and the skills to use them [15]. Trainings for digital health are often provided to their future challenges [3,13,16]. In this context, data literacy is considered a decisive skill for health care workers [17]. Digital literacy of students and young physicians, who are often referred to as the generation of digital natives, is discussed ambivalently in the literature. Although some authors postulate that growing up with digital services may lead to differentiated use in a professional context [18], other publications stress that the implication of the digital native stereotype would leave learners unsupported and technologies used in inappropriate ways, making further research in this area indispensable [19].

The relevance of implementing digital health education in medical curricula is evident [16]. Various pilot projects have been described in the literature, with differences in length and focus [20,21]. All of them reported a high level of satisfaction among students attending digital health–related courses, with expected positive influences on their skillset in later professional life [22].

According to a Europe-wide survey, medical students felt lacking digital literacy and demanded a wider implementation of digital health topics in their curricula [23,24]. Along with the need for education on ethics and technology specifics, a general introduction to the topic and the teaching of basic aspects of the field were asked for [23,24]. In 2019, the deans of 25 European medical universities agreed on the rapid implementation of digital health education in their respective medical schools’ curricula, focusing on interprofessional education, practical skills, and innovation [25]. To scale up the implementation of digital health in health care education, there is still a need to provide and exchange best practices of digital health in medical education. The ongoing public funding of digital health research projects has so far not been correlated with an increase in the number of corresponding courses in the medical curriculum [23]. The implementation of teaching initiatives for digital competencies should urgently be improved.

Aim

We intended to deliver a proof of concept of teaching digital health at a medical school, describing the development, introduction, and evaluation of a 3-week elective module. We further aimed to identify undergraduate medical competencies in digital health and their suitable teaching methods.

Methods

Ethics Approval and Consent to Participate

Ethical approval for this study was granted by the ethics committee of the Charité—Universitätsmedizin Berlin (EA1/236/19). Participation in the study was voluntary. Before the study, all participants provided their consent.

Study Setting

This mixed methods study took place at the medical school of a large German university hospital, the Charité—Universitätsmedizin Berlin, in the context of the development and deployment of a pioneer teaching module for digital health, which was realized in January 2020. At the time of the study, approximately 7500 students were enrolled at the medical school [26]. Although medical informatics was taught as an independent study program since 1972 in Heidelberg, Germany, and was mentioned in the Medical Licensure Act (Approbationsordnung für Ärzte) since 1989, medical informatics is only marginally taught in the German medical curriculum. The terms digital or digital health are still not mentioned in the Medical Licensure Act in Germany. By the end of the third year of the undergraduate modular medical track, students at the Charité have to choose an elective module from a variety of 3-week course programs covering different medical fields that are usually not covered by the mandatory curriculum. The modules are in direct competition for the students’ interest and are 60 teaching hours (45 min each). Only the modules selected the most often by the students take place.

Over the course of 2 years, we developed a teaching module for digital health based on qualitative results of semistructured interviews with experts described below and by reviewing...
similar existing projects. The module was designed to change over time, flexibly reacting to the feedback received and to new scientific findings. In multiple face-to-face meetings, calls, and emails with potentially interested parties, we identified 32 lecturers from 16 departments of our university hospital as well as from 6 academic and nonacademic partner organizations who were willing to participate.

The cooperation with the lecturers led to a high variety of digital health topics, such as lessons on law, ethics, and economics as well as on digital pharmacology or AI and big data in research. In addition to the theoretical teaching in seminars, our main focus was to provide hands-on experience with digital health technologies. Practice units on smart implants and wearables, symptom checker apps, telecardiology, mixed reality-assisted surgery, and video consultations were included with the help of experts and developers of the corresponding technologies. To enable the students to play the roles of different health system stakeholders, we encouraged them to compete in groups during a mini-hackathon. During the course of the whole module, each student group invented and eventually pitched a new product for a specific problem in health care. Further details and lessons can be found in the module timetable (Multimedia Appendix 1).

Study Design

We chose a mixed methods approach consisting of an abductive, qualitative study based on semistructured interviews and a cross-sectional survey study using a web-based questionnaire. Qualitative data included the interview transcripts and results from the open-ended questions of the questionnaire. Items from the questionnaire with a five-point Likert-type scale as a response format were considered quantitative data.

Data Collection

Between October and December 2019, DG conducted semistructured interviews with 5 experts in digital health and medical education. Purposive sampling was deployed on the research team’s professional external networks to select experts with complementary backgrounds in Europe.

We developed the interview guideline according to the research question (Textbox 1) and tested and adjusted the questions during pilot interviews within the research team. The interviews were conducted in English or German via phone calls and were recorded and transcribed verbatim by the interviewer (DG). Interview transcripts were reviewed by AP and LM. The median interview length was 31 min (range 27-50 min).

Furthermore, we collected feedback on the module and further digital health topics from the participating lecturers and via corresponding surveys. Survey items were generated through a literature review and informal research meetings (Multimedia Appendix 2). We grouped 17 items into 3 topics and chose a five-point Likert-type scale as an ordinal response format, with the options strongly agree (1), agree (2), neutral (3), disagree (4), and strongly disagree (5), and 4 open-ended questions. Respondents were also given space to comment on each topic. The 3 topics were (1) digital health at medical schools, (2) experience from the digital health module, and (3) feedback on the organization of the digital health module.

Pretests within the research team did not alter the questionnaire. Through pilot tests with associated research colleagues, clarity, relevance, and arrangement of the questionnaire items were improved.

The survey questionnaire was given to the participated students on the last day of the module as a paper version and slightly modified for participating lecturers of the module. For the latter, we sent an email invitation with multiple reminders to participate in the survey to all 32 lecturers. This web-based survey data were collected and managed using REDCap (Research Electronic Data Capture) tools hosted at Charité—Universitätsmedizin Berlin [27,28]. No incentive or compensation was given to the survey participants.

Textbox 1. Guideline questions for the semistructured interviews.

1. What is your relation to digital health and what are you currently dedicating to professionally?
2. How do you think will digitalization affect doctors’ work in the future, and what are the biggest challenges?
3. What topics of digital health would you recommend to teach at German medical schools?
4. Which teaching methods would you imagine or consider to be the most effective for teaching digital health?
5. How can awareness for the challenges of digital health be maximized among medical students?
6. Based on your own experience, do you have further advice on what factors should be considered when teaching digital health?

Data Analysis

We performed an abductive analysis of the interview transcripts and the results of the open-ended questions of the questionnaire from the lecturers and students to identify the predominant themes [26]. Predefined themes included teaching format and learning objectives. The theme consisted of multiple codes that were later defined as subthemes. The saturation of codes was achieved with a growing number of interviews to ensure covering the majority of the aspects connected to our research question. All coding was performed and reviewed by DG, AP, and LM using MaxQDA qualitative data analysis software (MaxQDA 18.3.2; VERBI GmbH).

Descriptive data analysis of questionnaire items was conducted using Microsoft Excel 2020 (version 16.35).

Results

Overview

We constructed this mixed methods study based on 5 interviews with digital health experts and a questionnaire involving
lecturers and students. The sunburst diagram (Figure 1) visualizes the qualitative results, specifically the 4 themes in the inner ring with the most relevant subthemes in the middle ring that are specified in the outer ring.

**Figure 1.** This sunburst diagram represents the qualitative results. Within the 4 themes (inner ring), subthemes (middle ring) are assigned and specified (outer ring). ELSI: ethical, legal, and social implications.

The quantitative data were represented by the questionnaires, where the response rate was 91% (10/11) for the students and 100% (32/32) for the lecturers.

**Qualitative Results**

**Need for Digital Health**

**In the Health Care System**

According to the respondents, the positive effects of digital health on the health care system were clearly visible in areas such as communication, documentation, and patient empowerment. Digital health technologies would be already integrated into physicians’ everyday lives and were indispensable, as younger patients, in particular, would explicitly demand for them.

**In the Medical School Curriculum**

It was stated that the health care system of the future would be highly digitalized. It would, therefore, be necessary to prepare medical students accordingly as early as possible. Digital health would already be part of today’s clinical practice, and concerns were expressed that a lack of knowledge in this field would lead to individual failure. Medical students would have to lose their initial reservations and become critical experts of digital health as much as their analog counterparts.
Learning Objectives—Skills

Digital Literacy
Respondents emphasized that training with digital technologies from various perspectives, such as engineering, law, data protection, and ethics as well as statistical knowledge in the context of evidence-based medicine, should be part of the curriculum. The digital literacy acquired in this way would include an understanding of the meaningfulness and application areas of AI, robotics, big data, and telemedicine and thus help in one's own clinical work and in cooperation with other professional groups. Increasingly, patients would use digital services and apps, but convincing doctors to use them would remain to be a major challenge. As health apps are already being used in practice, their medical, legal, ethical, and economic implications should be a part of medical education and training.

Digital literacy would describe the sensitivity, confidence, and understanding with which physicians could apply new digital applications to promote health. Respondents pointed out that by gaining practical experiences with digital health, medical school graduates should be able to use a wide variety of digital health technologies. Interpersonal skills such as intuition and sensory experience in patient contact would gain importance, especially regarding diagnostics. Health care staff would have to be able to communicate in various novel ways (eg, apps, telemedicine). Therefore, expertise in a variety of communication methods with a special emphasis on remote care should be acquired in medical schools.

Innovation Capabilities and Entrepreneurial Skills
Adapting to the constantly changing professional environment would require physicians to have their own inventive spirit and a lifelong willingness to progress and rethink. Physicians would be responsible for proactively shaping the transformation of medicine. This role could only be fulfilled by the corresponding conviction to be innovative. Innovation methods such as design thinking could be helpful to act visionary in this context.

Future medical school graduates should be trained to apply entrepreneurial skills in a digitalized and data-rich health care system to promote health care, according to the respondents. They should be able to think entrepreneurially and act innovatively, searching for new ways to sustainably integrate innovation into clinical workflows.

Transdisciplinary Cooperation and Open Access Mentality
Problems could be approached and solved confidently in transdisciplinary cooperation. The respondents stated that this should also be taken into account in the teaching concept for digital medicine. Cooperation with other disciplines, such as computer science, nursing, administration, user experience design, industry, law, data protection, and ethics, should be trained at an early stage because mutual understanding of the roles would facilitate communication.

In our health care system, including medical schools, much more cooperation and sharing of knowledge is needed. E-learning should ideally be publicly available.

Patient-Centered Approach
Physicians should be given the freedom to focus on patients rather than on technology. For this purpose, their focus should be on human interaction. For physicians, digital health would be about the ability to advise mature, proactive patients sensibly and to accompany them through the health care system appropriately through direct communication using digital health wherever appropriate.

Fearless of Change
Lack of awareness and experience in using digital technologies would fuel reservations in health care workers, according to the respondents. Actors, especially in leading positions, would feel that their professional authority or seniority was being questioned. Trying out and getting to know new possibilities in a relaxed manner could reduce fears, even among older generations and up to executive levels, and lead to successful clinical implementation.

Learning Objectives—Knowledge

Data Literacy
Clinical decisions were increasingly based on complex data. Identifying the relevant data and deriving good decisions from it would require a high degree of data competence from future physicians. Statistics would remain an important basis for scientific action in this context. It was stated that the responsible and sensible use of systems based on AI is an important medical skill and should become a compulsory learning objective for medical students.

Ethical, Legal, and Social Implications
Medicine in its current form would be unethical according to the respondents. Digitalization and modern data science could improve this by analyzing patient data to make clinical care more based on objective evidence. Often, issues in digital health would lead to ethical questions, which should be discussed by experts and students using exemplary situations. Legal aspects, in particular regarding the regulation of medical practice and medical devices, should be taught by experts during the course of studies. The culture of societal change in the context of digitalization should be a central component of the curriculum.

Data Protection
According to the interviewees, data protection, data security, and privacy were one of the greatest challenges for physicians in the course of digitalization, for example, in the case of mobile health apps. They should be taught transparently and according to clear guidelines by appropriate experts. As most patients care about the privacy of their health data, medical students should learn to ensure that their actions are in accordance with the correct data protection regulations.

Health Economics
Basic economic knowledge and health economic aspects such as financing and resource optimization were missing in medical schools’ curricula and should be taught specifically for digital health.
Teaching Format

Practical Experiences
The direct handling of new technologies would reduce fears and promote enthusiasm for digital technologies. Learning by doing would be the preferred form to learn about technical applications because it creates experiences, helps to shape interests, and ensures a view beyond the end of one’s own nose (interview quote). The goal of teaching digital health would be its successful clinical implementation. Therefore, existing technologies should be included in the medical curriculum and demonstrated by experienced lecturers. Students should be trained practically involving direct contact with patients and technologies to handle unexpected new situations in relation to digital health and encouraged to be creative and culturally reflective by creating their own content, for example, in the course of a hackathon.

Lectures
Short impulse lectures would be a useful teaching method, especially for large groups. Frontal lectures could be more effective for deepening a topic or as a supplement to practical training, especially if they do not last longer than 10 min.

Open Discourse
An open-ended discourse on the values, visions, and competencies of medical students among themselves and with various stakeholders in digital health (patients, physicians, nurses, etc) would lead to a high degree of reflection and heightened awareness of the relevance of the topic. Thus, critics and enthusiasts would be simultaneously involved.

Other Proposed Teaching Formats
Small group lessons in (carefully selected) groups of up to 10 students would ensure more enthusiasm for the course content, stated the respondents. Peer teaching would be very effective and bring individual experience into the curriculum. The creation of independent work is recommended as a teaching format. E-learning would be a suitable format, especially for theoretical content, and could be used in a scalable manner. In general, digital medicine teaching should be integrated longitudinally into the curriculum.

Cooperation

Cross-Faculty
Digital health could be taught as a study component of various study programs, such as medicine, economics, or sociology. According to respondents, transdisciplinary teaching was more attractive and stimulating. Interuniversity exchange would be profitable, and joint courses would be useful for students and lecturers.

Cross-Institutional and Cross-Functional
In the teaching of digital health, lecturers, students, scientists, alumni, and experts from all participating study programs as well as external experts would be partners. It would also be advisable for the lecturers to consult with each other to ensure continuity and interlocking of the teaching content.

Industry and Business
The respondents believe that integration of different actors from industry and business into the teaching of digital health at medical schools would help both students and companies to benefit and learn from each other.

Quantitative Results

Students’ Evaluation
All participating students agreed that digital health should be part of the mandatory curriculum at medical schools (8 strongly agree and 2 agree) and taught early in their careers (8 strongly agree and 2 agree) and that competencies are more relevant than knowledge for medical graduates (5 strongly agree and 5 agree; Figure 2). Regarding whether medical students are digitally literate, the opinion was split. Most students strongly disagreed or disagreed that digital health is sufficiently represented at medical schools (5 strongly disagree, 4 disagree, and 1 agree). All students agreed that digital health would impact physicians’ work over the next 5 years (9 strongly agree and 1 agree).

Regarding the experiences from this module, all students agreed that this module made them aware of medical skills that they were not aware of before (6 strongly agree and 4 agree), that the teaching format helped them in the study process (5 strongly agree, 2 agree, and 2 neutral), and that interdisciplinary teaching formats would be an enhancement to the module (5 strongly agree, 3 agree, and 2 neutral; Figure 3). All students agreed that the module motivated them to get more involved with digital health (9 strongly agree and 1 agree) and that they felt well prepared for their future clinical work (3 strongly agree and 6 agree). For most students, this module was the first time they encountered digital health at medical school (8 strongly agree, 1 agree, and 1 strongly disagree).

There was a strong overall satisfaction with the organizational aspects of the module (Multimedia Appendix 3).
Figure 2. Students’ opinions regarding digital health at medical schools.
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Figure 3. Students’ experience with the digital health module.

![Experiences from this Module - Students](image)

Lecturers’ Evaluation

The majority of the lecturers stated that digital health should be part of the mandatory curriculum at medical schools (24 strongly agree, 6 agree, and 2 disagree) and that medical students should be taught digital health early in their career (25 strongly agree, 4 agree, 1 neutral, and 1 disagree; Figure 4). Most lecturers responded that a competency-centered teaching approach is more suitable than a knowledge-based approach (17 strongly agree, 9 agree, 3 neutral, and 3 disagree). Regarding digital literacy among medical students, opinions were split. The majority of lecturers disagreed that digital health would be sufficiently represented at medical schools (14 strongly disagree, 8 disagree, 5 neutral, 1 agree, and 3 strongly agree). All lecturers
agreed that digital health will impact physicians’ work over the next 5 years (27 strongly agree and 5 agree).

Regarding experiences from this module, lecturers agreed that this module over 3 weeks is suitable for teaching new disciplines (21 strongly agree, 9 agree, and 2 neutral; Figure 5). The majority of lecturers agreed that they would be willing to teach digital health as a fixed part of the medical curriculum (19 strongly agree, 7 agree, 5 neutral, and 1 disagree) and that more interdisciplinary teaching would enhance this module (12 strongly agree, 9 agree, 9 neutral, 1 disagree, and 1 strongly disagree). Lecturers stated that this module animated them to teach more about digital health (16 strongly agree, 12 agree, 3 neutral, and 1 disagree). Regarding whether lecturers made important experiences during this module as well as whether lecturers taught digital health for the first time, opinions were split.

Overall, there was a high satisfaction rate for module organization, although in some individual cases, room for improvement was seen concerning the organizational communication (Multimedia Appendix 3).

Figure 4. Lecturers’ opinions regarding digital health at medical schools.

<table>
<thead>
<tr>
<th>Digital Health at Medical Schools - Lecturers</th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Undecided</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital health should be part of the curriculum at medical schools.</td>
<td>2</td>
<td>6</td>
<td>24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical students should be taught digital health early in their careers (eg, by this module).</td>
<td>2</td>
<td>4</td>
<td>25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The competency-based teaching approach is more suitable than the knowledge-based teaching approach.</td>
<td>3</td>
<td>3</td>
<td>9</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Most medical students are digital health literates.</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>Digital health is sufficiently represented at medical schools.</td>
<td>17</td>
<td>8</td>
<td>5</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Digital health will impact physicians’ work over the next 5 years.</td>
<td>5</td>
<td></td>
<td>27</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

In this mixed methods study, we provide valuable evidence on digital health teaching at medical schools. Our findings indicate that teaching digital health in medical schools not only comprises the knowledge transfer of technological advancements in health care. However, equally important is to shape the mindset of future physicians, teaching them to be open toward innovation, willing to develop and share novel insights through a transdisciplinary and patient-centered approach, and to be able to overcome fears of adopting digital health technology in clinical routine. Our results show that practical experiences, for example, with clinically implemented technology, bedside teaching, or by own creations as hackathons, are fundamental and should only be complemented with short impulse lectures. Small groups and peer teaching support the learning process.

The vast majority of lecturers and students stated that digital health is not sufficiently represented at medical schools and should be part of the curriculum. Both lecturers and students felt encouraged to get more involved with digital health after participating in the module.

Need for Digital Health

The digital transformation of our health care system can increase the quality, accessibility, and affordability of health services [29]. By implementing digital technology for health care provision, we can apply health services more efficiently and individually. Within the next 20 years, it is expected that 90% of all jobs in the United Kingdom’s National Health Service would require digital skills [30]. With an increasing flood of information for medical staff, there are already data reporting staff to be overwhelmed by alarms and notifications [31]. Intelligent systems may filter these and other digital information, making them better usable for patient care, which is more urgent than ever in some medical disciplines [32]. Furthermore, many processes could be simplified through the implementation of telemedicine in health care, thereby optimizing patient care [33,34].

Some sources name a lack of health care professionals’ awareness and knowledge as a main barrier to a successful digital transformation of health systems [30,35]. The European Medical Students’ Association recently identified a significant gap between students’ willingness to act in a digitalized health care environment and the knowledge and skills acquired in their curriculum [23,24,36]. Medical staff and medical students can be regarded as ready and willing to use digital health technology in their clinical routine. However, adequate and regular training in digital devices as well as a structured curriculum in digital health are still lacking in most institutions [37,38], whereas some associations recommend up to 40 hours of education on biomedical and health informatics for medical and nursing students during their studies [39]. Our findings show that the need for digital health and its teaching is increasing, which is acknowledged by students, lecturers, and experts. Therefore, mandatory modules on digital health, medical informatics, or medical technologies should be included in the curricula of medical schools.

Digital Health in Medical Schools

Elective classes and programs on digital health slowly find their way into medical curricula. This process is driven by individual pilot projects rather than by validated and coordinated guidelines or national regulations [16,38,40-48]. Pilot projects, adapted to the individual curricular conditions of medical faculties, can be the first step toward realizing a longitudinal interdisciplinary
approach to implement digital health in the overall curriculum [13,16,49-51].

In 2013, the German Association for Medical Informatics, Biometry and Epidemiology developed national competency–based learning objectives titled Medical Informatics Learning Objectives for Undergraduate Medical Education, which are consistent with the recommendations of the International Medical Informatics Association [50]. The objectives are in line with our findings implicating that medical graduates should have a broad knowledge of data literacy; be trained to assess ethical, legal, and social implications (ELSIs) and privacy aspects of digital health; and estimate the health economic consequences of novel technologies. Here, specialist expertise in digitalization beyond medicine could be offered in a local interdisciplinary and interprofessional network of universities. Even impressions from politics and business should be included to convey a comprehensive picture. Finally, addressing a peer-to-peer teaching approach, the motivation and competencies of many medical students as digital natives may have a very high potential to be included in medical curricular teaching offerings.

The national and international exchange of best practice examples and networking will be helpful in this respect. At the same time, however, urgent efforts should be made to define standards for the teaching of digital skills in medical studies at national levels [39].

Undergraduate Medical Competencies in Digital Health

The future-proof physician must be able to apply digital health in the clinical routine. Our results emphasize that physicians should be open toward innovation and transdisciplinary cooperation throughout their careers and include the ability to recognize entrepreneurial potentials. Brunner et al [38] classified the digital health capabilities expected of medical graduates into 4 domains: (1) digital technologies, systems, and policies, covering digital literacy and ELSIs; (2) clinical practice and applications, including the ability to integrate digital health into clinical routine; (3) data analysis and knowledge creation, including the ability to apply basic data analytics to unstructured digital data sets; and (4) and system and technology implementation, suggesting that medical professionals should participate in the development and implementation of digital health. The latter aspect is also stressed by our results and a recent publication that demands physicians with dual competencies in clinical and data science expertise [49]. A medical graduate should be able to use digital health technology, interpret its results, and explain those to the patients.

Another main finding of our study is that teaching digital health should be about teaching a mindset that allows flexibility and suitability for an unknown and rapidly evolving future of our health care sector, rather than teaching the use of individual technologies or the right approach only for specific situations. This mindset includes openness to change, curiosity, and collaboration across functions, roles, professions, institutions, and hierarchical gradients. It also requires the willingness to actively anticipate and form the future of health care through reflection and innovation. Eventually, a strong awareness of changing patients’ and health care workers’ needs and for new ELSIs should result from this mindset. It may be acquired by confrontation with a broad variety of different digital health aspects in terms of patient treatment, medical technologies, and the structure of health systems, as we did in our module.

Our results emphasize that passive knowledge transfer in the form of lectures is outdated, although it is the most used teaching method in medical schools [52]. A focus on students’ engagement (eg, own creation in hackathons, peer teaching) and linking knowledge transfer to practical experiences (eg, bedside teaching with available digital technology) is desirable and effective. Students should be given the opportunity to deepen their knowledge and skills in special fields (eg, clinical data science, design thinking) in extracurricular activities or in the form of an elective module [49]. The exchange with other disciplines in workshops or hackathons can be the seed for future health innovations and entrepreneurial ventures. They are promising methods for introducing the inventor mindset to future physicians and offer the possibility of teaching medical students together with students of more information technology (IT)–focused and data-focused subjects. A close collaboration with IT faculties, for example, through an MD and computer scientist tandem, should be anticipated.

Limitations

This mixed methods study provided novel insights into undergraduate medical competencies in light of digital transformation in health care and the development and deployment of a digital health module at a German medical school. However, a number of limitations apply.

First, the results are based on a limited number of participants. As a descriptive approach, quantification or generalization of the results is not possible but may still provide important impulses for further research and development in the field. Second, due to the selection bias of students and lecturers, the results of the questionnaire might only reflect the opinion of digital health advocates and are not representative. Third, the described undergraduate competencies in digital health are an additional source of information; therefore, there is no guarantee of completeness.

Conclusions

Digital health competencies are key competencies for future-proof physicians and should therefore be included in the core curriculum at medical schools. For a first curricular implementation and to gain early local experiences, elective modules such as ours are suitable and can provide important information for existing didactic strengths in teaching this topic. The exchange of best teaching practices and institutional collaborations will further leverage the reach of this intent.

Digital health education should focus on building and sharpening a critical and experience-based digital health mindset, rather than passively transferring knowledge of technology specifics. Active teaching methods such as practice units, discussions with experts, and hackathons should be used to teach a broad variety of subjects. Interprofessional learning and teaching with nonmedical disciplines is recommended to add to the diversity
of perspectives and to prepare for increasingly interprofessional patient care.
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Abstract

Background: Automatic text summarization (ATS) enables users to retrieve meaningful evidence from big data of biomedical repositories to make complex clinical decisions. Deep neural and recurrent networks outperform traditional machine-learning techniques in areas of natural language processing and computer vision; however, they are yet to be explored in the ATS domain, particularly for medical text summarization.

Objective: Traditional approaches in ATS for biomedical text suffer from fundamental issues such as an inability to capture clinical context, quality of evidence, and purpose-driven selection of passages for the summary. We aimed to circumvent these limitations through achieving precise, succinct, and coherent information extraction from credible published biomedical resources, and to construct a simplified summary containing the most informative content that can offer a review particular to clinical needs.

Methods: In our proposed approach, we introduce a novel framework, termed Biomed-Summarizer, that provides quality-aware Patient/Problem, Intervention, Comparison, and Outcome (PICO)-based intelligent and context-enabled summarization of biomedical text. Biomed-Summarizer integrates the prognosis quality recognition model with a clinical context–aware model to locate text sequences in the body of a biomedical article for use in the final summary. First, we developed a deep neural network binary classifier for quality recognition to acquire scientifically sound studies and filter out others. Second, we developed a bidirectional long-short term memory recurrent neural network as a clinical context–aware classifier, which was trained on semantically enriched features generated using a word-embedding tokenizer for identification of meaningful sentences representing PICO text sequences. Third, we calculated the similarity between query and PICO text sequences using Jaccard similarity with semantic enrichments, where the semantic enrichments are obtained using medical ontologies. Last, we generated a representative summary from the high-scoring PICO sequences aggregated by study type, publication credibility, and freshness score.

Results: Evaluation of the prognosis quality recognition model using a large dataset of biomedical literature related to intracranial aneurysm showed an accuracy of 95.41% (2562/2686) in terms of recognizing quality articles. The clinical context–aware multiclass classifier outperformed the traditional machine-learning algorithms, including support vector machine, gradient boosted tree, linear regression, K-nearest neighbor, and naive Bayes, by achieving 93% (16127/17341) accuracy for classifying five categories: aim, population, intervention, results, and outcome. The semantic similarity algorithm achieved a significant Pearson correlation coefficient of 0.61 (0-1 scale) on a well-known BIOSSES dataset (with 100 pair sentences) after semantic enrichment, representing an improvement of 8.9% over baseline Jaccard similarity. Finally, we found a highly positive correlation among the evaluations performed by three domain experts concerning different metrics, suggesting that the automated summarization is satisfactory.
Conclusions: By employing the proposed method Biomed-Summarizer, high accuracy in ATS was achieved, enabling seamless curation of research evidence from the biomedical literature to use for clinical decision-making.

(J Med Internet Res 2020;22(10):e19810) doi: 10.2196/19810

KEYWORDS
biomedical informatics; automatic text summarization; deep neural network; word embedding; semantic similarity; brain aneurysm

Introduction

Background

Automatic text summarization (ATS) is a leading topic in the field of information retrieval research, particularly in the medical and biomedical domains, which offers an efficient solution to access the ever-growing amount of scientific and clinical literature by summarizing the source documents while maintaining their most informative contents [1]. The large quantity of biomedical data now accessible to clinicians makes it challenging to locate the correct data rapidly; thus, automatic summarization can provide highlights particular to clinical needs [2]. Moreover, achieving precise, succinct, and coherent information extraction from credible published biomedical resources to construct a simplified summarization plays an imperative role in clinical decision-making, educating patients, and medical education. At the same time, automating this process will provide better opportunities for users to obtain the most critical points of required clinical knowledge without having to delve into an enormous amount of text, saving hours of searching. It is highly desirable to accurately identify scientifically sound published studies and summarize selected studies against a given type (e.g., intervention and prognosis) of clinical query.

The primary requirements in carrying out this task of extracting noteworthy information are the efficiency of the process, contextualization, and precision of retrieved contents. Efficiency pertains to reducing human involvement and achieving the required materials in a timely manner; contextualization refers to the user objective relevant to a clinical task; and precision of contents applies to the correct identification of needed contents from trustworthy resources. Owing to the massive increase in the biomedical research literature, finding relevant, scientifically sound, and fit-to-context information has become more and more challenging for precise automatic text classification and summarization. The field of text classification and ATS is well-explored [3-7]; however, minimal work has been done in a clinically fit-to-context summary of biomedical text [8,9].

Medical text summarization poses a unique set of challenges compared to summarization in other domains [10].

The main limitations of existing medical text summarization are as follows: (a) inability to capture the clinical context while ranking the sentences for the summary; (b) lack of consideration in checking the quality of the documents before performing summarization; (c) inability of identifying context and implicit information present in the biomedical text, which cannot explicitly match with the user query; (d) lack of purpose-driven ranking and selection of passage for the final summary; and (e) nonuse of a large training set for training deep neural network models. To overcome these limitations, this paper introduces a novel framework called Biomed-Summarizer, which provides a quality-aware Patient/Problem, Intervention, Comparison, and Outcome (PICO)-based intelligent and context-enabled summarization of contents of biomedical literature to satisfy the requirements listed above. Unlike the use of traditional features using a bag of words (BoW) approach, in which the text is tokenized into multiple words and each word is given a number representing the frequency of its use [3], more powerful word-embedding techniques have recently been introduced, such as word2vec [11,12] and GloVe [13], to combat the issues of data sparseness and context-overlooking by generating a vector space, typically of several hundred dimensions [14]. The word2vec approach creates vectors at the sentence or document level by employing the sentence2vec or doc2vec model [15]. The Biomed-Summarizer framework uses the Keras tokenizer [16] to generate a contextually rich set of features with a compact number of dimensions to enable semantics-based matching for precise extraction, summarization of contents, and avoiding sparseness. These features are then used as input to our bidirectional long-short term memory (Bi-LSTM) [17] classification model to identify the PICO sequence. PICO was initially proposed for formatting a clinical question. Subsequently, researchers have used the PICO structure for information retrieval and sentence identification in the text of biomedical documents [18-21]. In deciding which sequences to include in the final summary, we considered a comprehensive criterion that provides information on the quality of the study to which that sequence belongs, the relevance of the sequence to the user query, study type, credibility of the publishing venue, and freshness in terms of the date of publication.

In summary, the main contributions of this paper are as follows. First, we introduce a novel framework, termed Biomed-Summarizer, for extractive multidocument ATS of biomedical documents. The summary construction is based on PICO elements identified in each record. Additionally, we employ contextual and quality parameters for the selection of a subset of a PICO sequence of sentences to include in the final summary.

Second, for quality recognition, a highly optimized multilayer feed-forward neural network model, multilayer perceptron (MLP), is presented to acquire significantly accurate results. This model offers binary classification to identify the soundness of a study based on data (title and abstract) and metadata (article type, authors, and publishing venue and date) features.

Third, for PICO elements classification, we propose a Bi-LSTM recurrent neural network (RNN) model trained on the vector representation of the text, which significantly boosts the performance compared to conventional machine-learning models such as support vector machine (SVM), logistic regression, decision tree, and naive Bayes. Unlike previous studies that
focused on the detection of PICO elements one-by-one by employing a separate binary classifier for each PICO element, the proposed approach is a multiclassifier model, which classifies PICO sequences simultaneously from any given biomedical study.

Fourth, to accurately extract the PICO sentences to be included in the final summary, we present a novel method of calculating the similarity between the query and medical text using the Jaccard coefficient after semantically enriching the text using medical ontologies.

Finally, we offer a publicly available dataset [22] comprising thousands of abstracts related to intracranial aneurysm (also known as cerebral or brain aneurysm) curated from the biomedical literature for PICO-based classification. Additionally, another open-source dataset [22] is presented for the quality recognition model.

We aimed to achieve these contributions through the precise, succinct, and coherent information extraction from credible published biomedical resources, and to construct a simplified summary containing the most informative contents that provide a review particular to clinical needs.

Related Works

**ATS in the Biomedical Domain**

Summarization techniques are generally divided into two categories: abstractive and extractive [2,4]. Abstractive summarization methods examine the text and generate a new summarized text as a representative of the original text. In contrast, extractive summarization methods recognize the important part of the text, extract that component, and generate the summary verbatim. Extractive summarization approaches are classified into different categories such as statistical-, topic-, graph-, discourse-, and machine learning–based approaches [5]. Single and multidocument summarization are the two principal categories concerning the number of documents, whereas generic and query-specific are the two main types of summaries [5]; however, another possible criterion can be used to classify these studies into item set–based mining, and classification and ranking. The item set–based mining approach extracts domain concepts in the representative sentences to generate a graph-based summary [1,23,34]. The classification and ranking–based approach first detects key sentences and ranks them according to their importance in the text to produce a plain textual summary. For such a task, some researchers have used statistical features such as term frequency, sentence position, and similarity with the title [25,26], whereas other methods incorporated semantic information extracted from external linguistic resources [26,27].

**Identification of PICO Elements in Text**

Minimal work has been done in the area of PICO-based retrieval of contents from the biomedical literature. The existing studies are categorized based on three aspects: individual PICO element identification [9,18,28], sentence classification [21,29], and question and answer with summarization [9,30]. In a proceeding, the authors presented a process of a PICO corpus at the individual element level and sentence level [31]. A hybrid approach of combining machine learning and rule-based methods was proposed for the identification of PICO sentences and individual elements in successive order [20]. Another study on PICO sentence extraction was carried out with a supervised distance supervision approach that capitalizes on a small labeled dataset to mitigate noise in distantly derived annotations [32]. The authors developed a naive Bayes–based classifier and reported that it is not sufficient to rely only on the first sentence of each section, particularly when high recall is required [28]. Boudin et al [33] used multiple supervised classification algorithms to detect PICO elements at the sentence level by training data on structured medical abstracts for each PICO element. The results showed that the detection accuracy was better for the Patient/Problem compared to the Intervention and Outcome elements.

**Quality of Biomedical Studies**

Several promising approaches have been explored [34-41] to retrieve high-quality (ie, scientifically sound) studies from the PubMed database. Among these, some methods such as PubMed Clinical Queries rely on Boolean-based strategies using Medical Subject Heading (MeSH) terms and keywords [39,40]. Clinical Queries are often considered as a reference point for assessing the effectiveness of approaches intended to retrieve scientifically sound studies from PubMed. Some methods have also used supervised machine-learning algorithms such as SVM, naive Bayes, and decision tree to identify scientifically rigorous studies from PubMed [34,37,38,42]. These approaches mainly depend on bibliometric features, semantic features, and MeSH terms. The limitation of approaches that use MeSH terms is the availability, as MeSH terms are added to PubMed citations with an average time gap of 20 to 252 days after an article is published [40,43]. Very recently, a deep-learning approach was used for the task of detecting quality articles in PubMed [40,41]. Deep learning–based approaches have proven to improve accuracy over the existing approaches of machine-learning models, PubMed Clinical Queries search, and McMaster text word search in terms of precision. These approaches were trained on a treatment-related dataset.

**Sentence Scoring and Ranking for Summarization**

Various methods have been proposed to choose what text should be included in the final summary [1,4-8,23,24,44]. The most common method is the frequency-based approach, in which a sentence with a word holding the highest frequency is given more importance [45]. Some studies have found similarities in a sentence with the title of the document [5]. If a sentence encompasses words in the title, the sentence is assigned a score value of 1; otherwise, a score value of 0 is assigned. Another approach commonly followed for the selection of sentences to include in the summary is the cue words technique, in which the cue words are provided by the user [4,6,44]. A score value of 1 is assigned to the sentence if it contains these cue words; otherwise, a score value of 0 is assigned. Sentence position and length are also considered for sentence inclusion in the summary. These techniques are used to score a sentence by linearly combining the individual scores of each method [44]. Based on the scoring, a certain number of sentences with high ranks are picked up to include in the final summary. Recently,
deep-learning approaches have been widely used in text summarization [3,46-49]. A neural network–based general framework was proposed for single-document summarization using a hierarchical document encoder and attention-based extractor [48]. For the sentence ranking task of multidocument summarization, a ranking framework was presented using a recursive neural network (R2N2) [49]. A query-focus summarization system called AttSum [46] was proposed that determines ranking based on both saliency and relevance in contrast to previous approaches of learning to rank based on either relevance or saliency.

The prominent issues with existing approaches are as follows: (a) inability to capture the clinical context while ranking the sentences for creating summarization, (b) omitting the check on the quality of the documents used in the summary, (c) inability of identifying implicit information located in the body text of a study that is not explicitly matched with the user query, (d) lack of purpose-driven ranking and selection of passage for the final summary, and (e) unavailability of a large training set for training deep neural network models. Biomed-Summarizer circumvents all of these limitations.

Figure 1. Proposed Biomed-Summarizer architecture with four major components: data preprocessing, quality recognition, context identification, and summary construction. PQR: prognosis quality recognition; CCA: clinical context-aware; PICO: Population/Problem, Intervention, Comparison, Outcome.

**Methods**

**Overall Design**

Figure 1 shows the architecture of the proposed Biomed-Summarizer framework highlighting four main modules: data preprocessing, quality recognition, contextual text classification, and text summarization. The main tasks in data preprocessing are sequence marker, cleaning, tokenization, vector generation, and feature creation. The quality recognition module identifies the scientific soundness of a study using a feed-forward deep-learning binary classifier that is trained on biomedical data and metadata features. The contextual text classification classifies the PICO sequence of sentences in the selected quality documents using the Bi-LSTM model, an RNN trained on a large set of data acquired from BioNLP [21] and domain-specific Medline abstracts. Lastly, the summarization module generates a summary from the classified PICO sequences of multiple documents using a sequence scoring method consisting of semantic similarity (between a query and a text sequence extracted from a biomedical study), the publishing venue’s credibility, and year of publication.

**Data Preprocessing**

Biomed-Summarizer acquires data from two input sources: BioNLP dataset and PubMed. The BioNLP dataset is publicly available, whereas we retrieved the domain-specific abstracts from PubMed. The process used to parse raw abstracts retrieved from the PubMed and BioNLP is described below.

**Sequence Marker**

The task of sequence marker is to parse each raw abstract in the dataset to retrieve the headings based on the keywords listed in the dictionary, as shown in Textbox 1. If a keyword is matched in the abstract, we extract the text (sequence of sentences) under that heading and mark it with the corresponding label. For instance, if a heading “objective” is found in an abstract, label “A” is assigned to the text. The dictionary is based on a previous study [21] with extension of a few more keywords (eg, Patient 1 and Patient 2). This process is repeated for all of the abstracts in the dataset of documents retrieved from PubMed.
We employed the following steps to prepare data for the clinical context-aware (CCA) classification model.

**Text Cleaning**

The process of text cleaning removes special characters, punctuations, stop words, and URLs present in the text. For removing stop words, we used the Python NLKT library [50].

**Tokenization**

This process splits the sentences retrieved after the text cleaning process into individual tokens. We used the Keras tokenizer [16] to create a list of tokens for each biomedical paragraph.

### Table 1. Example sequence of sentences for an assigned category of Aim, Population, Methods, Interventions, Results, Conclusion, and Outcomes.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>The aim of the present study was to evaluate whether the Anterior communicating artery (A com) aneurysms behave differently from the aneurysms located elsewhere with respect to size being a rupture risk. To this end, we examined the clinical data of ruptured A com aneurysms and analyzed other morphological parameters, including size parameter, providing adequate data for predicting rupture risk of the A com aneurysms.</td>
<td>Aim (A)</td>
</tr>
<tr>
<td>Between January 2010 and December 2015, a total of 130 consecutive patients at our institution with the A com aneurysms-86 ruptured and 44 unruptured-were included in this study. The ruptured group included 43 females (50%) and 43 males (50%) with the mean age of 56 years (range, 34-83 years). The unruptured group included 23 females (52%) and 21 males (48%) with the mean age of 62 years (range, 28-80 years). All patients underwent either digital subtraction angiography or 3-dimensional computed tomography angiography. The exclusion criteria for this study were the patients with fusiform, traumatic, or mycotic aneurysm. There were preexisting known risk factors, such as hypertension in 73 patients, who required antihypertensive medication; other risk factors included diabetes mellitus (9 patients), coronary heart disease (9 patients), previous cerebral stroke (18 patients), and end-stage renal disease (3 patients) in the ruptured group. In the unruptured group, 38 patients had hypertension, 4 had diabetes mellitus, 5 had coronary heart disease, 10 had a previous cerebral stroke, and 2 had end-stage renal disease.</td>
<td>Population (P)</td>
</tr>
<tr>
<td>Four intracranial aneurysms cases were selected for this study. Using CT angiography images, the rapid prototyping process was completed using a polyjet technology machine. The size and morphology of the prototypes were compared to brain digital subtraction arteriography of the same patients.</td>
<td>Methods (M)</td>
</tr>
<tr>
<td>After patients underwent dural puncture in the sitting position at L3-L4 or L4-L5, 0.5% hyperbaric bupivacaine was injected over two minutes: group S7.5 received 1.5 mL, Group S5 received 1.0 mL, and group S4 received 0.8 mL. interventions after sitting for 10 minutes, patients were positioned for surgery.</td>
<td>Intervention (I)</td>
</tr>
<tr>
<td>The ruptured group consisted of 9 very small (&lt;2 mm), 38 small (2-4 mm), 32 medium (4-10 mm), and 7 large (&gt;10 mm) aneurysms; the unruptured group consisted of 2 very small, 16 small, 25 medium, and one large aneurysms. There were 73 ruptured aneurysms with small necks and 13 with wide necks (neck size&gt;4 mm), and 34 unruptured aneurysms with small necks and 10 with wide necks.</td>
<td>Results (R)</td>
</tr>
<tr>
<td>The method which we develop here could become surgical planning for intracranial aneurysm treatment in the clinical workflow. The prevailing view is that larger aneurysms have a greater risk of rupture. Predicting the risk of aneurysmal rupture, especially for aneurysms with a relatively small diameter, continues to be a topic of discourse. In fact, the majority of previous large-scale studies have used the maximum size of aneurysms as a predictor of aneurysm rupture.</td>
<td>Conclusion (C)</td>
</tr>
<tr>
<td>The dataset acquired automatically through PubMed searches based on the following two criteria: selecting the “Clinical Query prognosis” filter and choosing scope as “narrow.” To build and evaluate the model, we performed the steps involved in the preparation of a dataset for training the deep-learning models, followed by training and tuning the deep-learning models. Additionally, we compared the performance of the proposed dataset acquired automatically through PubMed searches based on the following two criteria: selecting the “Clinical Query prognosis” filter and choosing scope as “narrow.” To build and evaluate the model, we performed the steps involved in the preparation of a dataset for training the deep-learning models, followed by training and tuning the deep-learning models. Additionally, we compared the performance of the proposed dataset acquired automatically through PubMed searches based on the following two criteria: selecting the “Clinical Query prognosis” filter and choosing scope as “narrow.” To build and evaluate the model, we performed the steps involved in the preparation of a dataset for training the deep-learning models, followed by training and tuning the deep-learning models. Additionally, we compared the performance of the proposed...</td>
<td>Outcome (O)</td>
</tr>
</tbody>
</table>

### Quality Recognition Model

The proposed model, as shown in Figure 2, comprises multilayer feed-forward neural networks as a so-called MLP. The MLP is further optimized with an ensemble method using adaptive boosting (AdaBoost). The final AdaBoost-MLP, termed the prognosis quality recognition (PQR) model, was trained on a...
model with those of shallow machine-learning models in terms of precision and recall.

For training and testing the PQR model, we collected a dataset consisting of a total of 2686 Medline abstracts, 697 of which were considered to be positive studies (i.e., scientifically sound). To retrieve positive studies, we used the interface of Clinical Queries [33]. To retrieve negative studies (i.e., not scientifically sound), we used the interface of PubMed and retrieved studies that were not included in the positive set.

Figure 2. Process steps of proposed prognosis quality recognition (PQR) model training and testing.

Training and Tuning the Deep-Learning Model
The PQR model is trained using five textual features, including two data features (title and abstract) and three metadata features (article type, publishing journal, and authors). The data features were preprocessed through applying the steps described above. The model consists of 5 layers with 3 hidden layers of size 100, 50, and 25, respectively. The input layers take the BoW vectors generated from data features. The “Maxout” activation function was used with 10 epochs. The data were split into a 70:30 ratio for training and testing.

Comparison with Shallow Machine-Learning Models
To identify the best performer on our dataset, we compared a set of machine-learning algorithms, including SVM, naive Bayes, k-nearest neighbor, and decision tree. These algorithms were tested in other studies [35, 39] for addressing similar problems.

CCA Classification Model
The CCA classification model aims to develop a multiclass classifier that can accurately classify text from selected quality documents (given by the quality model) into one of the following 7 classes: Aim, Methods, Population, Intervention, Results, Outcome, and Conclusion. We then merged Methods and Population into a single category (P) and Outcome and Conclusion into a single category (O) because of their strong correlation found in the text. Although our focus was to utilize PICO classes in the summarization task, we retained the other categories to enable additional non-PICO clinical applications such as summarization for medical education and deriving rules from clinical trials for developing the knowledge base of a clinical decision support system.

PICO is a well-known terminology in evidence-based medicine. Our proposed CCA classifier incorporates the Patient/Problem, Intervention, and Outcome PICO components in addition to two more classes, Aim and Results. PICO detection is a sequential sentence classification task rather than a single sentence problem; therefore, the sequence of sentences is jointly predicted. In this way, more complete context is captured from multiple sentences, which then improves the classification accuracy of predicting the current sentence. The steps followed to build and evaluate the model were: (a) preparation of a dataset for training the deep-learning model, (b) training and tuning the deep-learning model, and (c) comparison with traditional machine-learning models in terms of precision and recall.

Model Building
The neural network model is heavily used in text processing due to the ability to process arbitrary-length sequences. RNNs are immensely popular in multiclass text classification. To build and evaluate the classification model, we employed the Bi-LSTM model as a type of RNN. This model preserves the
long-term dependency of the text and is one of the most popular models in text classification.

As shown in Figure 3, the input layer consists of 250 dimensions showing the numeric features created using the Keras tokenizer, embedding layer, LSTM logical hidden layers, classification layer, and output layer. In brief, the trained CCA model has the following features: (1) an initial training dataset comprising 173,401 records, 90% (n=156,060) of which were used for training and 10% (n=17,341) of which were used for testing; (2) the first hidden layer is the embedding layer that uses 100-dimension vectors to represent each paragraph; (3) the next layer is the LSTM layer with 100 memory units, and the recurrent dropout rate was set to 0.2; (4) the next layer is the dense layer with 5 nodes, and we used the SoftMax activation function for multiclassification, and categorical_crossentropy as a loss function; (5) the training dataset is further divided into two parts, 10% of which was used to validate the category and minimize the loss function, resulting in 140,454 records used for training and 15,606 used for validation; (6) the model was then trained across 5 epochs with a minibatch size of 64.

Figure 3. Clinical context–aware (CCA) classifier trained on 250-dimension feature vectors, 100 nodes at the embedding layer, 100 memory units of the long short-term memory (LSTM) layer logical hidden layers, and 5 classification nodes.

ATS
For the ATS task, we developed a sentence-scoring mechanism based on a multifeatured matrix, consisting of 4 features (relevance, study type, venue credibility, and freshness), where each feature was learned with a specific method as explained in the following sections.

First, an individual score value is assigned to each feature, which is then aggregated in the final column as a final score using the formula in Equation 1:

\[
\text{Aggregate Score} = \beta R_{\text{score}} + \gamma (S_{T \text{rank}} + V_{C \text{score}} + f_{\text{score}})
\]

(1),

where \(R_{\text{score}}\) is the relevance score, \(S_{T \text{rank}}\) is the study type rank, \(V_{C \text{score}}\) is the publishing venue credibility score, \(f_{\text{score}}\) is the freshness score, and \(\beta=70\) and \(\gamma=10\) are the scaling constants to keep the aggregate score in the range of 0 to 100.

Relevance Score
For the relevance score, we developed a semantic similarity algorithm, Jaccard similarity with semantic enrichments (JSS2E) as a 6-step algorithm that uses the BioPortal application programming interface to access biomedical ontologies (SNOMED CT, MedDRA, NBO, NIFSTD) for obtaining semantic enrichment and the Jaccard similarity metric to find similarities between two texts.

In step 1, an individual sequence of text is obtained from the query, which is preprocessed to remove the special characters, separate characters, and different formatting tags. In step 2, the preprocessed text is annotated using BioPortal. In step 3, each token is enriched using “definition,” “synonyms,” and “prefLabel” relations from selected ontologies. In step 4, the annotations of text are retrieved using the “definition” relationship, along with the preprocessing (step 1) and annotation (step 2) procedures. In step 5, the annotated tokens received in step 2 are combined with the “synonyms” and “prefLabel” obtained in step 3 and the annotated tokens received in step 4, and the data structure of metatokens is constructed. Finally, in step 6, the Jaccard similarity between the metatokens of the text sequence and the query is calculated using Equation 2:

\[
R_{\text{score}} = S_m \cap Q_m / S_m \cup Q_m (2).
\]
where \( S_m \) are the metaset tokens of the text sequence in a document and \( Q_m \) are the metaset tokens of the query.

**Study Type**

The study type plays a vital role in proving a study’s usefulness for a user concerning a clinical task. For instance, if a surgeon wants to look for advances in successful surgical treatments, randomized control trials or a meta-analysis of randomized controlled trials will be the priority. The priority will change if the user is interested in prognosis-related studies. Study types can be used to grade evidence concerning quality and other elements [34,51,52]. To find the priority of different study types in the category of prognosis, we conducted a questionnaire-based survey among domain experts who were asked to assign a score value for each study type. An example of a filled-in questionnaire by a physician is provided in Multimedia Appendix 1.

The final rank value is then learned from the average value of rank values assigned by the domain experts, as shown in Equation 3.

\[
   R_i = \alpha S_i + \frac{1}{n} \sum_{k=1}^{n} S_{ik}
\]

where \( V_i \) represents the rank values assigned to a study type by each domain expert, \( n \) is the total number of domain experts that participated in the questionnaire, and \( \alpha=0.1 \) is a scaling constant to keep the final score value in the range of 0 to 1.

**Venue Credibility**

The credibility of a study publishing venue, including journals, proceedings, and books, is also an important parameter; however, it is more of a subjective matter. Therefore, it is necessary to consult with the stakeholders of the service. For this study, we sought to obtain a list of valuable publishing venues. We involved resident doctors to rank various venues concerning their credibility. An example of a filled questionnaire by a physician is provided in Multimedia Appendix 1. The final credibility score was determined from the average value of rank values assigned by the domain experts, as shown in Equation 4:

\[
   C_v = \alpha S_v + \frac{1}{n} \sum_{k=1}^{n} S_{vk}
\]

where \( S_v \) is the initial rank assigned by the domain experts, \( S_f \) is the mapped score obtained through mappings \{1→10, 2→9, 3→8, 4→7, 5→6, and 6→5\}, and \( \alpha=0.1 \) is a scaling constant to keep the final score value in the range of 0 to 1. We applied the majority vote method before using the mapping function.

**Freshness**

Freshness represents the date of publication of a study, which is useful to consider to keep up with the advancement in a domain. We included this attribute in summarization with a higher rank assigned to more recent studies, following the less current studies, as described in Table 2.

**Text Selection for Summary**

The aggregate score calculated using Equation 1 provides the final rank values for a text sequence. Two types of summary structures can be generated: (1) a PICO-based summary, in which we select the top k text sequences in each part of PICO out of a total n number of sentences to be included in the final summary as \( n/k \) sentences from the Patient/Population component, \( n/k \) sentences from the Intervention component, and \( n/k \) from the Outcome component; and (2) a non-PICO-based summary, where we select the top k text sequences without considering their classification.

**Summary Presentation**

Our proposed model of automatic summarization can generate a summary for a single document or multiple documents simultaneously. For summaries of a single document, the selected set of representative PICO sequences is arranged in a template of Population/Problem, Intervention, and Outcome, as shown in Textbox 2. The templates are displayed according to the number of documents retained after a quality check. For instance, if we have a set of 5 studies retrieved against a user query, our algorithm will generate 5 individual summaries presented in the order of the most recent document summary followed by the others.

Textbox 2. Example summary of a biomedical document represented with the Patient/Problem (P), Intervention (I), and Outcome (O) sequence.

| P: One hundred and fifty patients …duration at a frequency of at least once per week |
| I: After patients underwent dural puncture … patients were positioned for surgery |
| O: Number of follow-up appointments attended … occurrence of secondary ocular hypertension |

The final score was calculated according to Equation 5:

\[
   F_{score} = \alpha R_i + R_f
\]

where \( R_i \) is the initial value assigned to each year obtained from Table 2, \( R_f \) is the mapped score obtained through mappings \{1→10, 2→9, 3→8, 4→7\}, and \( \alpha=0.1 \) is a scaling constant to keep the final score value in the range of 0 to 1.

Table 2. Assigned weights for research study year of publication.

<table>
<thead>
<tr>
<th>Year of publication</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Previous 1-5 years</td>
<td>1</td>
</tr>
<tr>
<td>Previous 6-10 years</td>
<td>2</td>
</tr>
<tr>
<td>Previous 11-15 years</td>
<td>3</td>
</tr>
<tr>
<td>Other</td>
<td>4</td>
</tr>
</tbody>
</table>

The study type plays a vital role in proving a study’s usefulness for a user concerning a clinical task. For instance, if a surgeon wants to look for advances in successful surgical treatments, randomized control trials or a meta-analysis of randomized controlled trials will be the priority. The priority will change if the user is interested in prognosis-related studies. Study types can be used to grade evidence concerning quality and other elements [34,51,52]. To find the priority of different study types in the category of prognosis, we conducted a questionnaire-based survey among domain experts who were asked to assign a score value for each study type. An example of a filled-in questionnaire by a physician is provided in Multimedia Appendix 1.

The final rank value is then learned from the average value of rank values assigned by the domain experts, as shown in Equation 3.

\[
   R_i = \alpha S_i + \frac{1}{n} \sum_{k=1}^{n} S_{ik}
\]

where \( V_i \) represents the rank values assigned to a study type by each domain expert, \( n \) is the total number of domain experts that participated in the questionnaire, and \( \alpha=0.1 \) is a scaling constant to keep the final score value in the range of 0 to 1.

**Venue Credibility**

The credibility of a study publishing venue, including journals, proceedings, and books, is also an important parameter; however, it is more of a subjective matter. Therefore, it is necessary to consult with the stakeholders of the service. For this study, we sought to obtain a list of valuable publishing venues. We involved resident doctors to rank various venues concerning their credibility. An example of a filled questionnaire by a physician is provided in Multimedia Appendix 1. The final credibility score was determined from the average value of rank values assigned by the domain experts, as shown in Equation 4:

\[
   C_v = \alpha S_v + \frac{1}{n} \sum_{k=1}^{n} S_{vk}
\]

where \( S_v \) is the initial rank assigned by the domain experts, \( S_f \) is the mapped score obtained through mappings \{1→10, 2→9, 3→8, 4→7, 5→6, and 6→5\}, and \( \alpha=0.1 \) is a scaling constant to keep the final score value in the range of 0 to 1. We applied the majority vote method before using the mapping function.

**Freshness**

Freshness represents the date of publication of a study, which is useful to consider to keep up with the advancement in a domain. We included this attribute in summarization with a higher rank assigned to more recent studies, following the less current studies, as described in Table 2.

**Text Selection for Summary**

The aggregate score calculated using Equation 1 provides the final rank values for a text sequence. Two types of summary structures can be generated: (1) a PICO-based summary, in which we select the top k text sequences in each part of PICO out of a total n number of sentences to be included in the final summary as \( n/k \) sentences from the Patient/Population component, \( n/k \) sentences from the Intervention component, and \( n/k \) from the Outcome component; and (2) a non-PICO-based summary, where we select the top k text sequences without considering their classification.

**Summary Presentation**

Our proposed model of automatic summarization can generate a summary for a single document or multiple documents simultaneously. For summaries of a single document, the selected set of representative PICO sequences is arranged in a template of Population/Problem, Intervention, and Outcome, as shown in Textbox 2. The templates are displayed according to the number of documents retained after a quality check. For instance, if we have a set of 5 studies retrieved against a user query, our algorithm will generate 5 individual summaries presented in the order of the most recent document summary followed by the others.

Textbox 2. Example summary of a biomedical document represented with the Patient/Problem (P), Intervention (I), and Outcome (O) sequence.

| P: One hundred and fifty patients …duration at a frequency of at least once per week |
| I: After patients underwent dural puncture … patients were positioned for surgery |
| O: Number of follow-up appointments attended … occurrence of secondary ocular hypertension |
In the case of a multidocument summary, our algorithm first identifies PICO sequences in all documents, finds the score for each sequence, selects the highest-scoring sequence in each category, and concatenates all scored sequences to obtain a combined summary of each type. In this case, the sequences included in the summary may or may not belong to a single document; however, each sequence is linked to its corresponding documents for audit, transparency, and education.

**Example Case: Step-by-Step Scenario of Summary Generation**

To clarify the steps of the proposed Biomed-Summarizer framework, we take the following example query: “How does family history affect rupture probability in intracranial aneurysms; is it a significant factor?” (Abstract Query: Intracranial aneurysm family history). As shown in Figure 4, the user query was first abstracted from a detailed user query to increase the recall of retrieving studies. Second, the query was run on the PubMed search service, which returned a total of 239 studies, 130 of which were prognosis studies. Third, these studies were run through a quality model, “PQM,” which identified 74 studies as scientifically sound and the rest were filtered out. Fourth, the set of 74 studies was given to the PICO classification model in the form of text sequences, which were classified into five classes: Aim (32), Patients (9), Intervention (1), Results (168), and Outcome (49). Fifth, the PICO text sequences and the detailed query were passed through semantic similarity, in which the texts were first enriched semantically using medical ontologies, and the similarity score was calculated using the Jaccard coefficient. Sixth, the documents were ranked according to the accumulated score of four parameters: relevance score of the query and text, study type, venue’s credibility score, and freshness score. Finally, the required summary is created and presented to the user.

**Results**

**Dataset Preparation**

To evaluate the performance of the proposed framework, we prepared two different datasets to test the proposed Biomed Summarizer framework. One dataset was used for the development and testing of the PQR model (D1), whereas the other was used for the development and testing of the CCA model (D2). The preparation protocols of both datasets are outlined in Table 3. These datasets are available to the research community via a GitHub link [22].
### Table 3. Dataset preparation protocols.

<table>
<thead>
<tr>
<th>Preparation Protocol</th>
<th>PQR(^a) dataset (D1)</th>
<th>CCA(^b) dataset (D2)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Description</strong></td>
<td>This dataset was created for the quality assessment of biomedical studies related to the prognosis of brain aneurysm.</td>
<td>This dataset was curated for the use of PICO(^c) sequence classification. The final dataset was specific to the prognosis of brain aneurysm.</td>
</tr>
<tr>
<td><strong>Purpose</strong></td>
<td>To select only published documents that are scientifically rigorous for final summarization.</td>
<td>To identify a sentence or a group of sentences for discovering the clinical context in terms of population, intervention, and outcomes.</td>
</tr>
<tr>
<td><strong>Methods</strong></td>
<td>The manual preparation of the dataset is a cumbersome job, and thus AI(^d) models were used. For development of an AI model, a massive set of annotated documents is needed. Annotation is a tedious job; therefore, PubMed Clinical Queries (narrow) as a surrogate were used to obtain scientifically rigorous studies.</td>
<td>First, we collected a publicly available dataset, BioNLP 2018 [21], which was classified based on the PICO sequence in addition to “Method” and “Results” elements. To increase the dataset size, we added more sentences related to brain aneurysm created from Medline abstracts retrieved using the NCBI(^f) PubMed service Biopython Entrez library [53].</td>
</tr>
<tr>
<td><strong>Data sources</strong></td>
<td>PubMed Database (for positive studies, the “Narrow[filter]” parameter was enabled).</td>
<td></td>
</tr>
<tr>
<td><strong>Query</strong></td>
<td>The term “(Prognosis/Narrow[filter]) AND (intracranial aneurysm)” was used as a query string.</td>
<td>The term “Intracranial aneurysm” (along with its synonyms “cerebral aneurysm” and “brain aneurysm”) were used as a query string.</td>
</tr>
<tr>
<td><strong>Size</strong></td>
<td>2686 documents, including 697 positive (ie, scientifically rigorous) records</td>
<td>A total of 173,000 PICO sequences (131,000 BioNLP+42,000 Brain Aneurysm) were included in the dataset.</td>
</tr>
<tr>
<td><strong>Inclusion/exclusion</strong></td>
<td>Only studies that were relevant and passed the criteria to be “Prognosis/Narrow[filter]” were included in the positive set. The other relevant studies not in the positive set were included in the negative set. All other studies were excluded from the final dataset.</td>
<td>Only structured abstracts identified with at least one of the PICO elements were considered to extract the text sequence.</td>
</tr>
<tr>
<td><strong>Study types</strong></td>
<td>RCTs(^g), systematic reviews, and meta-analysis of RCTs were given more importance.</td>
<td>RCTs, systematic reviews, and meta-analysis of RCTs were given more importance.</td>
</tr>
</tbody>
</table>

\(^a\)PQR: prognosis quality recognition.  
\(^b\)CCA: clinical context–aware.  
\(^c\)PICO: Patient/Problem, Intervention, Comparison, Outcome.  
\(^d\)AI: artificial intelligence.  
\(^e\)N/A: not applicable.  
\(^f\)NCBI: National Center of Biotechnology Information.  
\(^g\)RCT: randomized controlled trial.

### Experimental Setup

To evaluate the CCA and PQR classification models, we performed experiments on a 64-bit Windows operating system with an Intel Core i5 CPU, 3.20-Hz processor with 8-GB memory using dataset D1 and D2, respectively. The experiment was performed using RapidMiner studio [54] to train and test the PQR models, whereas the python deep learning library Keras was used for the CCA classification model [55].

### PQR Model

The aim of this experiment was to quantify the comparative analysis of the proposed deep-learning model with other machine-learning models. Using the default settings of RapidMiner, the SVM model followed the kernel type “dot,” kernel cache of 200, and complexity constant \(c\) of 0.0; the DT criterion was “gain_ratio” with a maximum depth of 10; the \(k\) of the k-nearest neighbor was 5 with the mixed measure of “MixedEuclideanDistance.” The comparison of the performance of these models with that of a deep-learning model was assessed in terms of the F1-score, accuracy, and area under the curve (AUC) value, as shown in Table 4.

We tuned the hyperparameters of the MLP by varying the hidden layers, size of layers, activation function, and epochs, and obtained varied results as shown in Table 5.
Table 4. Comparative results of the deep-learning model with shallow machine-learning models.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>F1-score</th>
<th>Accuracy</th>
<th>AUC&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>90.83</td>
<td>87.47</td>
<td>0.987</td>
</tr>
<tr>
<td>Decision tree</td>
<td>85.10</td>
<td>74.07</td>
<td>0.50</td>
</tr>
<tr>
<td>k-nearest neighbor</td>
<td>46.53</td>
<td>48.39</td>
<td>0.829</td>
</tr>
<tr>
<td>General linear model</td>
<td>89.34</td>
<td>82.38</td>
<td>0.904</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>86.96</td>
<td>77.79</td>
<td>0.983</td>
</tr>
<tr>
<td>Deep learning (MLP&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>93.17</td>
<td>90.20</td>
<td>0.967</td>
</tr>
</tbody>
</table>

<sup>a</sup>AUC: area under the receiver operating characteristic curve.
<sup>b</sup>MLP: multilayer perceptron.

Table 5. Results of multilayer perceptron with varied hyperparameter settings.

<table>
<thead>
<tr>
<th>Hidden layers (n)</th>
<th>Hidden layer size</th>
<th>BoW&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Activation</th>
<th>Epochs (n)</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
<th>Accuracy</th>
<th>AUC&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>50, 50</td>
<td>No</td>
<td>Rectifier</td>
<td>10</td>
<td>90.28</td>
<td>96.25</td>
<td>93.17</td>
<td>90.2</td>
<td>0.967</td>
</tr>
<tr>
<td>3</td>
<td>100, 50, 25</td>
<td>No</td>
<td>Rectifier</td>
<td>10</td>
<td>93.47</td>
<td>96.71</td>
<td>95.06</td>
<td>92.8</td>
<td>0.969</td>
</tr>
<tr>
<td>3</td>
<td>100, 50, 25</td>
<td>No</td>
<td>Maxout</td>
<td>10</td>
<td>96.82</td>
<td>96.01</td>
<td>96.41</td>
<td>94.67</td>
<td>0.976</td>
</tr>
<tr>
<td>3</td>
<td>100, 50, 25</td>
<td>No</td>
<td>Maxout with Dropout</td>
<td>10</td>
<td>98.16</td>
<td>93.61</td>
<td>95.83</td>
<td>93.67</td>
<td>0.963</td>
</tr>
<tr>
<td>3</td>
<td>100, 50, 25</td>
<td>No</td>
<td>Tanh</td>
<td>10</td>
<td>90.62</td>
<td>97.65</td>
<td>94.00</td>
<td>91.44</td>
<td>0.978</td>
</tr>
<tr>
<td>3</td>
<td>100, 50, 25</td>
<td>Yes</td>
<td>Rectifier</td>
<td>10</td>
<td>93.47</td>
<td>98.24</td>
<td>95.80</td>
<td>93.92</td>
<td>0.999</td>
</tr>
<tr>
<td>3</td>
<td>100, 50, 25</td>
<td>Yes</td>
<td>Maxout</td>
<td>10</td>
<td>94.47</td>
<td>97.41</td>
<td>95.92</td>
<td>94.04</td>
<td>0.977</td>
</tr>
<tr>
<td>3</td>
<td>50, 50, 50</td>
<td>No</td>
<td>Rectifier</td>
<td>10</td>
<td>87.77</td>
<td>96.86</td>
<td>92.09</td>
<td>88.83</td>
<td>0.958</td>
</tr>
<tr>
<td>3</td>
<td>200, 100, 50</td>
<td>No</td>
<td>Rectifier</td>
<td>10</td>
<td>92.96</td>
<td>96.86</td>
<td>94.87</td>
<td>92.56</td>
<td>0.975</td>
</tr>
<tr>
<td>4</td>
<td>200, 100, 50, 25</td>
<td>No</td>
<td>Rectifier</td>
<td>10</td>
<td>93.63</td>
<td>96.05</td>
<td>94.82</td>
<td>92.43</td>
<td>0.973</td>
</tr>
</tbody>
</table>

<sup>a</sup>BoW: bag of words.
<sup>b</sup>AUC: area under the receiver operating characteristic curve.

As highlighted in Table 5, the highest accuracy and F1-score were obtained with the setting of 3 hidden layers consisting of 100, 50, and 25 neurons, respectively. The activation function was set to Maxout, and the model was trained on 10 epochs. Finally, we boosted the performance of the selected model with an ensemble approach using AdaBoost. The results of the optimized version of the proposed model are shown in Table 6, demonstrating an F1-score of about 97% and an accuracy of 95.41% with an AUC of 0.999.

Table 6. Ensembling of deep-learning models.

<table>
<thead>
<tr>
<th>Boosting Model</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
<th>Accuracy</th>
<th>AUC&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble voting (MLP&lt;sup&gt;b&lt;/sup&gt;, DT&lt;sup&gt;c&lt;/sup&gt;, NB&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>95.81</td>
<td>97.28</td>
<td>96.54</td>
<td>94.91</td>
<td>0.955</td>
</tr>
<tr>
<td>Proposed model (AdaBoost&lt;sup&gt;e&lt;/sup&gt;-MLP)</td>
<td>97.99</td>
<td>95.9</td>
<td>96.93</td>
<td>95.41</td>
<td>0.999</td>
</tr>
</tbody>
</table>

<sup>a</sup>AUC: area under the receiver operating characteristic curve.
<sup>b</sup>MLP: multilayer perceptron.
<sup>c</sup>DT: decision tree.
<sup>d</sup>NB: naïve Bayes.
<sup>e</sup>AdaBoost: adaptive boosting.

CCA Model

We experimented with the combination of dataset D1 described above. The classification model results are shown in Table 7. The individual decision class performance of the proposed model is reported in Table 8. We found high F1-score values (280) for classes with top support (Aim, Outcome, Results, Population) as compared to the scores of the minor classes, which indicated that the dataset size needed to be increased for each of these minor classes to obtain a higher F1-score.
Table 7. Comparative results of deep learning with traditional machine-learning models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.42</td>
<td>0.34</td>
<td>0.36</td>
<td>0.42</td>
</tr>
<tr>
<td>AdaBoosta</td>
<td>0.49</td>
<td>0.48</td>
<td>0.46</td>
<td>0.49</td>
</tr>
<tr>
<td>Gradient Boost</td>
<td>0.50</td>
<td>0.59</td>
<td>0.45</td>
<td>0.50</td>
</tr>
<tr>
<td>ANNb</td>
<td>0.29</td>
<td>0.08</td>
<td>0.13</td>
<td>0.29</td>
</tr>
<tr>
<td>kNNe</td>
<td>0.35</td>
<td>0.36</td>
<td>0.37</td>
<td>0.35</td>
</tr>
<tr>
<td>Proposed Bi-LSTM\textsuperscript{d} model</td>
<td>0.93</td>
<td>0.94</td>
<td>0.94</td>
<td>0.93</td>
</tr>
</tbody>
</table>

\textsuperscript{a}AdaBoost: adaptive boosting.
\textsuperscript{b}ANN: artificial neural network.
\textsuperscript{c}KNN: k-nearest neighbor.
\textsuperscript{d}Bi-LSTM: bidirectional long-short term memory.

Table 8. Precision, recall, F1-score, and support for individual classes of the proposed deep-learning model.

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aim</td>
<td>0.94</td>
<td>0.95</td>
<td>0.95</td>
<td>3133</td>
</tr>
<tr>
<td>Intervention</td>
<td>0.84</td>
<td>0.94</td>
<td>0.89</td>
<td>1238</td>
</tr>
<tr>
<td>Outcome</td>
<td>0.96</td>
<td>0.94</td>
<td>0.95</td>
<td>5036</td>
</tr>
<tr>
<td>Result</td>
<td>0.96</td>
<td>0.94</td>
<td>0.95</td>
<td>4852</td>
</tr>
<tr>
<td>Population</td>
<td>0.94</td>
<td>0.95</td>
<td>0.94</td>
<td>3082</td>
</tr>
</tbody>
</table>

Proposed Semantic Similarity Algorithm (JS\textsuperscript{2}E)

We measured the correlation strength based on the standard guideline of the Pearson correlation coefficient in the biomedical domain \[20\]. We evaluated different similarity approaches, including string similarity (Jaccard), term frequency (count vectorizer), and pretrained word embedding using GloVe, Google word2vec, and fastText. The results showed that semantic enrichment is crucial to find the similarity between the texts because it significantly increases the size of the token set of texts by including synonyms, definitions, and prefLabel from ontologies. We tested this method on a well-known biomedical dataset, BIOSSES \[56\], which contained 100 pairs of sentences manually annotated by the experts. As shown in Table 9, the Pearson correlation coefficient after semantic enrichment increased by 8.9\% relative to that of the best-performing Jaccard similarity. Concerning the pretrained word-embedding model GloVe, word2vec (Google), and fastText (Facebook), the correlation improved by 41.8\%, 60.5\%, and 17.3\%, respectively.

Table 9. Comparison of similarity approaches.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Pearson correlation coefficient (0.0-1.0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jaccard similarity</td>
<td>0.56</td>
</tr>
<tr>
<td>Cosine similarity (Count Vectorizer)</td>
<td>0.54</td>
</tr>
<tr>
<td>GloVe Embedding</td>
<td>0.43</td>
</tr>
<tr>
<td>Word2Vec (Google)</td>
<td>0.38</td>
</tr>
<tr>
<td>fastText (Facebook)</td>
<td>0.52</td>
</tr>
<tr>
<td>Jaccard Similarity after semantic enrichment (JS\textsuperscript{2}E)</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Expert Evaluation of Candidate and Reference Summaries

The PICO-based summary obtained after classification and performing JS\textsuperscript{2}E was then compared with the classical summary obtained using JS\textsuperscript{2}E without classification. We considered the JS\textsuperscript{2}E summary without classification as a baseline summary. Evaluation and comparison of two summaries were performed by three independent evaluators and scored between 0 and 5 on the following three metrics: summary relevance to the inbound query (M1); Aim, Population, Intervention, Results, and Outcome classification representation in the summary (M2); and model summary better than the baseline summary (M3). Table 10 shows the Pearson correlation coefficients of the scores of each evaluator (A, B, and C) concerning the average scores of the remaining two evaluators for each evaluation metric (M1,
M2, and M3). There was a strong association among the scores of each evaluator concerning each metric, suggesting that automated summarization performed best on all three parameters. The lowest correlation coefficient was 0.728, which is still considered to be high on the correlation scale.

The distribution of the scores by each of the evaluators concerning each metric is described in Table 11. The distribution suggests that there are sufficient instances for each of the scores in the evaluation dataset.

**Table 10.** Correlation matrix (Pearson correlation coefficients) of similarity approaches among evaluators for summaries according to the three metrics.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Evaluator A</th>
<th>Evaluator B</th>
<th>Evaluator C</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1(^a)</td>
<td>0.728</td>
<td>0.767</td>
<td>0.837</td>
</tr>
<tr>
<td>M2(^b)</td>
<td>0.826</td>
<td>0.924</td>
<td>0.841</td>
</tr>
<tr>
<td>M3(^c)</td>
<td>0.772</td>
<td>0.843</td>
<td>0.804</td>
</tr>
</tbody>
</table>

\(^a\)M1: summary relevance to the inbound query.
\(^b\)M2: aim, population, intervention, results, and outcome classification representation in the summary.
\(^c\)M3: model summary better than the baseline summary.

**Table 11.** Frequency distribution of scores with respect to each metric by all evaluators.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Score</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1(^a)</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>M1</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>M1</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>M1</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>M2(^b)</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>M2</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>M2</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>M2</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>M3(^c)</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>M3</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>M3</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>

\(^a\)M1: summary relevance to the inbound query.
\(^b\)M2: aim, population, intervention, results, and outcome classification representation in the summary.
\(^c\)M3: model summary better than the baseline summary.

**Discussion**

**Principal Findings**

The proposed Biomed-Summarizer framework generates extractive summaries for single and multiple documents with acceptable accuracy. The evaluation results signify that the proposed framework performs significantly better than existing approaches, which was also evident from the correlation matrix generated by comparing the candidate and reference summaries obtained for each defined parameter. The PQR model trained on a large dataset of biomedical literature of intracranial aneurysm showed an accuracy of 95.41% in terms of recognizing quality articles. The CCA multiclass classification model outperformed the traditional machine-learning algorithms and achieved 93% accuracy for classifying five categories: Aim, Population, Intervention, Results, and Outcome. The semantic similarity algorithm demonstrated a significant Pearson correlation coefficient of 0.61 (on a 0-1 scale) from a well-known BIOSSES dataset after semantic enrichment, representing an improvement of 8.9% over the baseline Jaccard similarity score.

An accurate clinical summarization is expected to revolutionize the field of domain-specific knowledge graphs [57] and clinical decision support systems. For example, an individual PICO-extracted element from a biomedical text could be represented as a relationship in a knowledge graph, which could then be used for various clinical applications or could be directly supplied to clinical decision support systems for physicians to link to internal data-driven instances. The importance of linking external evidence (extracted from the biomedical literature) to internal evidence is important when the internal data are unable to capture all critical risk factors. One of our motivations was to extract the evidence from a PICO-based summarization of documents relevant to intracranial aneurysm (also known as cerebral or brain aneurysm). Since neither decision support systems nor knowledge graphs providing external evidence for complex neurological diseases such as intracranial aneurysm exist, there is a need to achieve automated summarization for
such conditions to enhance translational research and clinical decision making synergistically. The proposed automated summarization framework will be pivotal to develop a hybrid machine-learning and knowledge-based clinical decision support system, termed NeuroAssist [58], which aims to predict aneurysmal rupture (ie, subarachnoid hemorrhage). The other possible application areas of the proposed framework include automation of writing systematic reviews over a set of published clinical trials, extraction of evidence for evidence-based medicine, precision medicine, and development of clinical assistants/chatbots.

The current work in the biomedical domain is mainly focused on issues of concept- or sentence-based relevance without relating a concept or sentence to a clinical context. Although the sentence-based classification approach is well-regarded for ATS, relying on only the relevance of a sentence without capturing its clinical context and semantics may lead to a clinically undesirable summary. Some of the summarization work focuses on creating summaries from abstracts only, which may result in low recall due to missing an important sequence of text that exists only in the body of the document. In addition, in previous works, the dataset used for training and testing [29] contained only 1000 abstracts, which is not sufficient for a deep-learning model to be generalized. Recently, a new dataset was published in the BioNLP 2018 proceedings [21], but it does not consider the quality evaluation of the source documents used for extracting the text for summarization. Therefore, we curated a dataset comprising over tens of thousands of abstracts from Medline and combined it with the BioNLP dataset.

PICO-based ATS remains an unexplored area; however, work has been done on individual aspects such as PICO elements identification in the text [21,29,30], quality recognition of therapy-related biomedical studies [40,41], and sentence-based summarization without PICO and quality evaluation [3,32]. To the best of our knowledge, the proposed Biomed-Summarizer framework for biomedical ATS is the first of its kind to use a quality recognition model, PICO-based classification using LSTM-based recurrent deep neural network model for key sentence identification trained on contextual vectors, and the JS₂E algorithm for semantic matching of the user query and PICO text sequences.

The proposed approach offers a few potential benefits compared to existing methods. First, unlike traditional machine-learning approaches that depend on features that are well-structured and less noisy, deep learning deals well with an unstructured noisy text. Therefore, our deep-learning model can be reused for domains using data of the same nature. Additionally, the accuracy of the proposed deep-learning model is expected to increase further if the volume of the dataset is extended. Second, our approach considers the quality evaluation of the documents being used in summarization in addition to publishing venue credibility, which offers two-fold benefits: it enhances the confidence of physicians on the system-generated summary and has applicability in real clinical settings, and, because it filters out the documents with the lowest quality from the retrieval set, the computational time of summary creation is reduced with respect to checking the similarity of the text with the query. Third, our proposed model is based on the PICO structure, which provides additional semantics as compared to a non-PICO approach in terms of understanding the problem, interventions, and outcomes.

Traditional approaches are not cognizant of capturing the clinical context; therefore, the resultant summary includes sentences based on a high similarity score and sentence position, and is therefore less clinically effective. Textbox 3 shows an example of a summary generated by the proposed method considering the clinical context; sequence 1 represents the aim of the study, sequence 2 represents the patient population included in the study, and sequence 3 represents the outcome of the study. In contrast, the conventional method selects the top three sequences based on high relevancy but misses the clinical context.

Textbox 3. Effectiveness of Biomed-Summarizer in terms of clinical significance.

<table>
<thead>
<tr>
<th>Conventional Method</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sequence 1</strong>: The prevailing view is that larger aneurysms have a greater risk of rupture. Predicting the risk of aneurysmal rupture, especially for aneurysms with a relatively small diameter...</td>
<td><strong>Sequence 1</strong>: The aim of the present study was to evaluate whether the A com aneurysms behave differently from the aneurysms located elsewhere with respect to size being a rupture risk....</td>
</tr>
<tr>
<td><strong>Sequence 2</strong>: Alongside with the posterior communicating cerebral artery and middle cerebral artery of bifurcation, the anterior communicating cerebral artery (A com) is one ....</td>
<td><strong>Sequence 2</strong>: Between January 2010 and December 2015, a total of 130 consecutive patients at our institution with the A com aneurysms-86 ruptured and 44 unruptured-were included in this study ....</td>
</tr>
<tr>
<td><strong>Sequence 3</strong>: The A com artery is known to be one of the common sites of aneurysm rupture. Given the diversity of geometry, the difference of the dominance of A1 arteries ....</td>
<td><strong>Sequence 3</strong>: The prevailing view is that larger aneurysms have a greater risk of rupture. Predicting the risk of aneurysmal rupture, especially for aneurysms with a relatively small diameter....</td>
</tr>
</tbody>
</table>
Limitations and Future Directions

The training datasets could be reviewed for the noise generated during the creation of automated annotation to obtain even more accurate results in PQR and CCA models. The current summary is a textual summary that contains sentences in the original form as they are presented in the source documents without any further processing to extract statistical information for an easy catch up of the contents.

Conclusion

Compared to traditional approaches, state-of-the-art deep neural network models can achieve high accuracy for an ATS task when trained on nonsparse semantically enriched features. Additionally, the automated pipeline for seeking research evidence can enable the seamless curation of voluminous biomedical literature to use in clinical decisions. By designing the proposed Biomed-Summarizer framework, we employed a set of methods for information extraction from credible published biomedical resources to construct a simplified summary that is precise, relevant, and contextually suited to clinical needs. We designed the framework to provide openness for other researchers to use, extend, or even make use of a subpart of it and extend for designing their own systems and services. Alongside the framework, we created a specialized dataset containing PICO elements and a few other text sequences such as Aim, Method, and Result for researchers to use in their experiments in the domain of brain aneurysm. The PICO dataset was extended using a custom data-mining process by incorporating the rigorous text processing techniques on PubMed research documents. This method can be further used to create a PICO dataset in other related biomedical domains by obtaining related research papers from PubMed. The evaluation results signify that the proposed Biomed-Summarizer framework performs significantly better than existing approaches.
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Abstract

Background: Online physician rating websites commonly ask consumers to rate providers across multiple physician-based (eg, spending sufficient time, listening) and office-based (eg, appointment scheduling, friendliness) subdimensions of care in addition to overall satisfaction. However, it is unclear if consumers can differentiate between the various rated subdimensions of physicians. It is also unclear how each subdimension is related to overall satisfaction.

Objective: The objectives of our study were to determine the correlation of physician-based and office-based subdimensions of care and the association of each with overall satisfaction.

Methods: We sampled 212,933 providers from the Healthgrades website and calculated average provider metrics for overall satisfaction (likelihood to recommend doctor), physician-based subdimensions (trust in physician, ability to explain, ability to listen and answer questions, and spending adequate time), and office-based subdimensions (ease of scheduling, office environment, staff friendliness, and wait time). We used Spearman rank correlation to assess correlation between subdimension ratings. Factor analysis was used to identify potential latent factors predicting overall satisfaction. Univariate and multivariable linear regression were performed to assess the effect of physician and office-based factors on overall satisfaction.

Results: Physician-based metrics were highly correlated with each other (r= 0.95 to 0.98, P < 0.001), as were office-based metrics (r= 0.84 to 0.88, P < 0.001). Correlations between physician-based and office-based ratings were less robust (r= 0.79 to 0.81, P < 0.001). Factor analysis identified two factors, clearly distinguishing between physician-based metrics (factor loading = 0.84 to 0.88) and office-based metrics (factor loading = 0.76 to 0.84). In multivariable linear regression analysis, the composite factor representing physician-based metrics (0.65, 95% CI 0.65 to 0.65) was more strongly associated with overall satisfaction than the factor representing office-based metrics (0.42, 95% CI 0.42 to 0.42). These factors eclipsed other demographic variables in predicting overall satisfaction.

Conclusions: Consumers do not differentiate between commonly assessed subdimensions of physician-based care or subdimensions of office-based care, but composite factors representing these broader categories are associated with overall satisfaction. These findings argue for a simpler ratings system based on two metrics: one addressing physician-based aspects of care and another addressing office-based aspects of care.

(J Med Internet Res 2020;22(10):e11258) doi:10.2196/11258
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Introduction

Online physician ratings websites have become an increasingly influential source of information for health care consumers [1-3]. While rating websites provide transparency and a platform for patient feedback, there is little data supporting their validity and utility in identifying high-quality care [4-6]. Nevertheless, studies suggest that consumers believe these sites are important in choosing a physician [7]. A survey of 1000 surgical patients at Mayo Clinic found that 75% would choose a physician and 88% would avoid a physician based on ratings alone [8]. As testament to the growing acceptance and trust in consumer ratings, payers and institutions now list commercial consumer ratings as part of online provider listings, and a percentage of Medicare payments are redistributed to hospitals with higher quality metrics and better patient evaluations [9-11]. Of the top 20 hospitals in a recent US News & World Report ranking, 10 of them currently display ratings for their providers [12].

Most ratings websites prominently feature overall satisfaction scores on a 5-star Likert scale [13,14]. To improve clarity, some websites additionally ask consumers to rate physicians on specific subdimensions of care related to the physician’s bedside manner (eg, level of trust in provider’s decisions, how well the provider explains medical conditions, how well the provider listens and answers questions, spending sufficient time with patients) and office (eg, ease of scheduling, staff friendliness, total wait time, office environment) [15-17]. Although there is good face validity in asking consumers to rate physicians on these discrete, service-related aspects of care, there is a lack of data showing that patients actually distinguish between these subdimensions. Furthermore, the individual contribution of each subdimension to overall satisfaction is unknown.

In this study, we analyzed a large, heterogeneous sample of quantitative online reviews to determine if consumers are able to parse different components of the patient experience and identify physician and office characteristics that predict higher overall satisfaction scores. We hypothesized that all physician-related scores would be highly correlated, since patients are asked to rate subdimensions that are all related to bedside manner, while office-based scores may vary, as they measure distinct aspects of care that are unrelated.

Methods

Data Source

We sampled online consumer reviews for providers in the United States from the Healthgrades website using a method that has previously been described [18]. The dataset consisted of 2.7 million reviews for 830,308 providers up to March 31, 2017. These data were linked with demographic information from the US Centers for Medicare & Medicaid Services Physician Compare website using National Provider Identifier numbers: this information included medical specialty, region, gender, and year of graduation from medical school. In order to sample physicians with an adequate number of reviews, we excluded physicians with 4 or fewer reviews (n=611,013). We also excluded physicians who were missing information on their primary specialty (n=1813) or who were identified as nursing or nonclinical specialty providers (n=4549). Our final analytic sample comprised 212,933 physicians. The study was approved by the Cedars-Sinai IRB.

Physician Rating Selection

Average provider metrics across all reviews on a 5-star Likert scale were collected for overall satisfaction and subdimensions of perceived physician quality including level of trust in provider’s decisions, how well the provider explains medical conditions, how well the provider listens and answers questions, and spending the appropriate amount of time with patients (see Multimedia Appendix 1 for a screenshot of the homepage and a sample review). Office-based metrics were also collected across subdimensions of ease of scheduling urgent appointments, office environment, staff friendliness and courteousness, and total wait time.

Statistical Analysis

Physician demographics were described using median and interquartile range for continuous variables and counts with percentages for categorical variables.

Spearman rank correlation coefficient was used to assess the correlation between overall satisfaction, physician-based ratings subdimensions, and office-based ratings subdimensions. Additionally, a scatter plot matrix was used to visually depict the strength of association between pairings of overall satisfaction, physician-based, and office-based metrics.

To identify potential latent factors among our physician-based and office-based metrics, exploratory and confirmatory factor analysis was conducted [19]. Sampling adequacy was confirmed by the Kaiser-Meyer-Olkin statistic (0.93) to examine the appropriateness of the sample size for conducting exploratory factor analysis [20]. Sampling adequacy values between .80 and .90 are considered excellent, where values between .50 and .60 are considered marginal, and below .50 considered unacceptable [21]. The Bartlett test of sphericity was also conducted to test the null hypothesis of an identify matrix and the suitability for factor extraction (P<.001) [22].

To determine the number of potential latent factors in our sample, we conducted the Horn parallel analysis [23]. Parallel analysis involves the generation of a random dataset with the same number of observations and variables. The eigenvalues and correlation matrix are computed from this dataset and compared with results of the eigenvalues from factor extraction. The point at which the eigenvalues from the random data exceed the values from factor extraction indicates that any further factors encompass primarily random noise. We identified the point at which the decrease in eigenvalues became negligible on the scree plot (Figure 1), which revealed a 2-factor solution. Factor extraction was conducted based on the orthogonal varimax rotation and extracted using the maximum likelihood.
Exploratory factor analysis was performed using a 1-, 2-, and 3-factor solution with the resulting cumulative variance explained of .840, .929, and .932, respectively.

Confirmatory factor analysis was further conducted to test 1-, 2-, and 3-factor models of overall patient satisfaction. The hypothesized latent factor structure is overall physician satisfaction measured by physician ratings subdomains. The confirmatory factor analysis model was fit using lavaan version 0.5-23 (Rosseel, 2012) and showed acceptable goodness of fit (Tucker-Lewis index 0.989, comparative fit index .993, root mean square error of approximation 0.087 [90% CI 0.086 to 0.088], goodness of fit index 0.975, adjusted goodness of fit index 0.945, and standardized root mean square residual 0.01) with all subdomains loading significantly on their hypothesized latent factors ($P < .001$). Furthermore, discriminatory validity of the measures has been assessed using composite reliability and the average variance extracted for the 2-factor solution. Composite reliability among the physician satisfaction measures (0.99) and office staff satisfaction measures (0.95) both showed high internal consistency [24]. The average variance extracted also showed a high amount of variance captured by the two factors solution for both physician satisfaction (0.97) and office staff satisfaction (0.87) [25]. In contrast, the fit of the 1-factor model provided a lower chi-square (262,257 vs 20,950), lower Akaike information criterion (219,065 vs 460,370), lower root mean square error of approximation (0.087 vs 0.297), and higher comparative fit index (0.993 vs 0.912) and goodness of fit index (0.975 vs 0.730) in comparison with the 2-factor model.

To assess the relative impact of physician-based and office-based metrics on overall satisfaction, univariate linear regression was performed [26]. Additionally, a multivariable linear regression model was performed regressing the saved factor scores extracted from exploratory factor analysis on overall satisfaction adjusting for all physician demographics. All statistical analyses were performed using R version 3.5.1 (R Foundation for Statistical Computing) with 2-sided test and significance level of .05 [27].

Figure 1. Scree plot.

Results

Physician characteristics are summarized in Table 1. The majority of our sample were medical specialists (128,678/212,933, 60.43%) from the southern United States (80,751/212,701, 37.96%) who graduated from medical school after 1985 (146,246/209,095, 69.94%). Median scores for overall satisfaction, physician-based metrics, and office-based metrics were universally high (range 4.1 to 4.3) and interquartile ranges for scores were narrow. The majority of wait times were within 10 to 15 minutes (113,51/212,921, 53.31%).

Physician-based metrics were highly correlated with each other ($r = .95$ to .98, $P < .001$), as were office-based metrics ($r = .84$ to .88, $P < .001$; Figure 2). Correlations between physician-based and office-based ratings were less robust ($r = .79$ to .81, $P < .001$). Overall patient satisfaction correlated more strongly with physician-based metrics ($r = .95$ to .97, $P < .001$) than office-based metrics ($r = .82$ to .84, $P < .001$). Distributions of subdimension scores for providers with overall satisfaction scores of 5.0, 4.0, 3.0, and 2.0 were narrow, with interquartile range of subdimensions spanning a maximum of 0.4 points for physician-based subdimensions and 0.8 points for office-based subdimensions (Table 2).
Table 1. Physician demographics (n=212,933).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physician specialty group, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Medical specialties</td>
<td>128,678 (60.43)</td>
</tr>
<tr>
<td>Allied health providers</td>
<td>11,724 (5.51)</td>
</tr>
<tr>
<td>Surgical specialties</td>
<td>72,531 (34.06)</td>
</tr>
<tr>
<td><strong>Geographical region, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>44,069 (20.72)</td>
</tr>
<tr>
<td>Northeast</td>
<td>45,616 (21.45)</td>
</tr>
<tr>
<td>South</td>
<td>80,751 (37.96)</td>
</tr>
<tr>
<td>West</td>
<td>42,265 (19.87)</td>
</tr>
<tr>
<td><strong>Year of graduation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>1945-1954</td>
<td>57 (0.03)</td>
</tr>
<tr>
<td>1955-1964</td>
<td>1579 (0.74)</td>
</tr>
<tr>
<td>1965-1974</td>
<td>1,3475 (6.33)</td>
</tr>
<tr>
<td>1975-1984</td>
<td>47,738 (22.42)</td>
</tr>
<tr>
<td>1985-1994</td>
<td>64,498 (30.29)</td>
</tr>
<tr>
<td>1995-2004</td>
<td>61,338 (28.81)</td>
</tr>
<tr>
<td>2005-2014</td>
<td>20,349 (9.56)</td>
</tr>
<tr>
<td>2015-2016</td>
<td>61 (0.03)</td>
</tr>
<tr>
<td>Unknown</td>
<td>3838 (1.80)</td>
</tr>
<tr>
<td>Overall patient satisfaction, median (IQR)</td>
<td>4.10 (3.40, 4.60)</td>
</tr>
<tr>
<td><strong>Physician-based subdomains, median (IQR)</strong></td>
<td></td>
</tr>
<tr>
<td>Trust (level of trust in provider’s decision)</td>
<td>4.20 (3.60, 4.60)</td>
</tr>
<tr>
<td>Explains (how well provider explains medical conditions)</td>
<td>4.20 (3.60, 4.60)</td>
</tr>
<tr>
<td>Listens (how well provider listens and answers questions)</td>
<td>4.20 (3.60, 4.60)</td>
</tr>
<tr>
<td>Time (spends appropriate amount of time with patients)</td>
<td>4.20 (3.60, 4.60)</td>
</tr>
<tr>
<td><strong>Office-based subdomains, median (IQR)</strong></td>
<td></td>
</tr>
<tr>
<td>Scheduling (ease of scheduling urgent appointments)</td>
<td>4.20 (3.60, 4.60)</td>
</tr>
<tr>
<td>Cleanliness (office environment, cleanliness, comfort)</td>
<td>4.30 (3.90, 4.70)</td>
</tr>
<tr>
<td>Staff (staff friendliness and courteousness)</td>
<td>4.20 (3.70, 4.60)</td>
</tr>
<tr>
<td><strong>Total wait time in minutes, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>31,177 (14.64)</td>
</tr>
<tr>
<td>10-15</td>
<td>113,517 (53.31)</td>
</tr>
<tr>
<td>16-30</td>
<td>54,412 (25.55)</td>
</tr>
<tr>
<td>31-45</td>
<td>12,907 (6.06)</td>
</tr>
<tr>
<td>Over 45</td>
<td>908 (0.43)</td>
</tr>
<tr>
<td>Unknown</td>
<td>12 (0.01)</td>
</tr>
</tbody>
</table>
Factor analysis was used to identify latent clusters of variables predicting overall patient satisfaction. One-, 2-, and 3-factor solutions were tested. Although a 1-factor solution explains the majority of the variance, the second factor explains an additional ~10% variance, where the third factor provides negligible information, which supports the results of the parallel analysis (Figure 1, Table 3). In the 2-factor model, two discrete clusters of variables exceeded the a priori defined loading cutoff of ≥0.70 (Table 3). These clusters corresponded directly with physician-based metrics (factor 1 loading values 0.84 to 0.88) and office-based metrics (factor 2 loading values 0.76 to 0.84). Confirmatory factor analysis showed that the individual subdomains loaded successfully upon the a priori hypothesized latent factor structure (Table 4).
Table 3. Factor loadings from exploratory factor analysis.

<table>
<thead>
<tr>
<th>Physician ratings subdimension</th>
<th>1-Factor solution</th>
<th>2-Factor solution</th>
<th>3-Factor solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Factor 1</td>
<td>Factor 2</td>
<td>Factor 1</td>
</tr>
<tr>
<td>Level of trust in provider’s decision</td>
<td>0.99</td>
<td>0.86</td>
<td>0.48</td>
</tr>
<tr>
<td>How well provider explains medical conditions</td>
<td>0.99</td>
<td>0.87</td>
<td>0.47</td>
</tr>
<tr>
<td>How well provider listens and answers questions</td>
<td>0.99</td>
<td>0.88</td>
<td>0.46</td>
</tr>
<tr>
<td>Spends appropriate amount of time with patients</td>
<td>0.98</td>
<td>0.84</td>
<td>0.49</td>
</tr>
<tr>
<td>Ease of scheduling urgent appointments</td>
<td>0.81</td>
<td>0.50</td>
<td>0.76</td>
</tr>
<tr>
<td>Office environment, cleanliness, comfort, etc</td>
<td>0.81</td>
<td>0.49</td>
<td>0.78</td>
</tr>
<tr>
<td>Staff friendliness and courteousness</td>
<td>0.82</td>
<td>0.46</td>
<td>0.84</td>
</tr>
<tr>
<td>Proportion variance explained</td>
<td>0.84</td>
<td>0.53</td>
<td>0.40</td>
</tr>
<tr>
<td>Cumulative variance explained</td>
<td>0.84</td>
<td>0.53</td>
<td>0.93</td>
</tr>
</tbody>
</table>

\(^a\)N/A: Not applicable.

Table 4. Factor loadings from confirmatory factor analysis.

<table>
<thead>
<tr>
<th>Latent factor and items</th>
<th>Loadings</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physician-based metrics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level of trust in provider’s decision</td>
<td>0.98</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>How well provider explains medical conditions</td>
<td>0.99</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>How well provider listens and answers questions</td>
<td>0.99</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Spends appropriate amount of time with patients</td>
<td>0.98</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Office-based metrics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease of scheduling urgent appointments</td>
<td>0.92</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Office environment, cleanliness, comfort, etc.</td>
<td>0.93</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Staff friendliness and courteousness</td>
<td>0.95</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

In univariable linear regression analysis, all physician-based metrics and office-based metrics were associated with overall satisfaction (Table 5). The physician-based subdimensions most strongly associated with overall satisfaction were trust in physician and ability to explain, with overall satisfaction ratings increasing by 1.05 (95% CI 1.04 to 1.05) and 1.03 (95% CI 1.03 to 1.03) points for each point increase in subdimension score, respectively. The office-based subdimension most strongly associated with overall satisfaction was office cleanliness, with overall satisfaction ratings increasing by 1.09 (95% CI 1.09 to 1.1) for each point increase in office cleanliness score. Stepwise increases in office wait times were strongly associated with worsening overall satisfaction ratings; for example, compared with those with total wait time under 10 minutes, a wait time of 31 to 45 minutes was associated with a decrease of −1.35 (95% CI −1.37 to −1.34) in overall satisfaction score. Since subdimension scores were highly correlated, latent factors identifying physician-based metrics and office-based metrics were used in multivariable analysis. In multivariable linear regression, physician-based metrics (0.65; 95% CI 0.65 to 0.65, \(P\) <.001) were more strongly associated with overall satisfaction than office-based metrics (0.42; 95% CI 0.42 to 0.42, \(P\) <.001), and the association of office wait times was strikingly diminished (Table 5).

While physician demographics such as practice region and years in practice were also associated with overall satisfaction score in univariable analysis, none were meaningfully associated with overall satisfaction in multivariable analysis (Table 5).
### Table 5. Univariable and multivariable linear regression model predicting overall satisfaction.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Univariable</th>
<th></th>
<th>Multivariable</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β (95% CI)</td>
<td>P value</td>
<td>β (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Physician specialty group, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical specialties</td>
<td>Reference</td>
<td>Reference</td>
<td>Medical specialties</td>
<td>Reference</td>
</tr>
<tr>
<td>Allied health providers</td>
<td>0.48 (0.47 to 0.50)</td>
<td>&lt;.001</td>
<td>0.00 (−0.01 to 0.00)</td>
<td>.20</td>
</tr>
<tr>
<td>Surgical specialties</td>
<td>0.18 (0.17 to 0.19)</td>
<td>&lt;.001</td>
<td>0.01 (0.01 to 0.01)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Geographical region, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>Reference</td>
<td>Reference</td>
<td>Midwest</td>
<td>Reference</td>
</tr>
<tr>
<td>Northeast</td>
<td>0.04 (0.03 to 0.05)</td>
<td>&lt;.001</td>
<td>0.00 (0.00 to 0.00)</td>
<td>.30</td>
</tr>
<tr>
<td>South</td>
<td>0.00 (−0.01 to 0.01)</td>
<td>.53</td>
<td>−0.01 (−0.01 to 0.00)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>West</td>
<td>−0.08 (−0.09 to −0.06)</td>
<td>&lt;.001</td>
<td>0.00 (0.00 to 0.00)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Year of graduation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1945-1954</td>
<td>Reference</td>
<td>Reference</td>
<td>1945-1954</td>
<td>Reference</td>
</tr>
<tr>
<td>1955-1964</td>
<td>−0.06 (−0.27 to 0.15)</td>
<td>.60</td>
<td>0.01 (−0.03 to 0.05)</td>
<td>.61</td>
</tr>
<tr>
<td>1965-1974</td>
<td>−0.04 (−0.25 to 0.16)</td>
<td>.68</td>
<td>0.01 (−0.03 to 0.05)</td>
<td>.63</td>
</tr>
<tr>
<td>1975-1984</td>
<td>0.04 (−0.16 to 0.25)</td>
<td>.68</td>
<td>0.01 (−0.04 to 0.05)</td>
<td>.79</td>
</tr>
<tr>
<td>1985-1994</td>
<td>0.08 (−0.13 to 0.28)</td>
<td>.46</td>
<td>0.00 (−0.04 to 0.04)</td>
<td>.92</td>
</tr>
<tr>
<td>1995-2004</td>
<td>0.18 (−0.02 to 0.39)</td>
<td>.08</td>
<td>0.00 (−0.04 to 0.04)</td>
<td>.92</td>
</tr>
<tr>
<td>2005-2014</td>
<td>0.32 (0.11 to 0.53)</td>
<td>.002</td>
<td>0.01 (−0.04 to 0.05)</td>
<td>.77</td>
</tr>
<tr>
<td>2015-2016</td>
<td>0.72 (0.44 to 1.01)</td>
<td>&lt;.001</td>
<td>0.01 (−0.04 to 0.07)</td>
<td>.62</td>
</tr>
<tr>
<td><strong>Physician-based metrics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust</td>
<td>1.05 (1.04 to 1.05)</td>
<td>&lt;.001</td>
<td>N/A b</td>
<td>N/A</td>
</tr>
<tr>
<td>Explains</td>
<td>1.03 (1.03 to 1.03)</td>
<td>&lt;.001</td>
<td>N/A b</td>
<td>N/A</td>
</tr>
<tr>
<td>Listens</td>
<td>1.01 (1.01 to 1.01)</td>
<td>&lt;.001</td>
<td>N/A b</td>
<td>N/A</td>
</tr>
<tr>
<td>Time</td>
<td>1.02 (1.02 to 1.02)</td>
<td>&lt;.001</td>
<td>N/A b</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Office-based metrics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scheduling</td>
<td>0.99 (0.99 to 0.99)</td>
<td>&lt;.001</td>
<td>N/A b</td>
<td>N/A</td>
</tr>
<tr>
<td>Cleanliness</td>
<td>1.09 (1.09 to 1.10)</td>
<td>&lt;.001</td>
<td>N/A b</td>
<td>N/A</td>
</tr>
<tr>
<td>Staff</td>
<td>1.02 (1.02 to 1.02)</td>
<td>&lt;.001</td>
<td>N/A b</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Total wait time in minutes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>Reference</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
</tr>
<tr>
<td>10-15</td>
<td>−0.43 (−0.44 to −0.42)</td>
<td>&lt;.001</td>
<td>−0.01 (−0.01 to −0.01)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>16-30</td>
<td>−0.89 (−0.89 to −0.88)</td>
<td>&lt;.001</td>
<td>−0.02 (−0.03 to −0.02)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>31-45</td>
<td>−1.35 (−1.37 to −1.34)</td>
<td>&lt;.001</td>
<td>−0.06 (−0.06 to −0.05)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;45</td>
<td>−1.90 (−1.95 to −1.85)</td>
<td>&lt;.001</td>
<td>−0.10 (−0.11 to −0.09)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aFactor score from exploratory factor analysis.
bN/A: Not applicable.

**Discussion**

**Principal Findings**

Online physician ratings have been steadily gaining popularity, with physicians rated a median of 7 times across commercially available websites [1,28]. More consumers are aware of these ratings and are using them as the primary source of information to guide their health care decisions [7,29]. In addition, more physicians are now being rated across multiple platforms [2,3,30], yet despite the groundswell of interest and uptake of online ratings, very little data exist to support their validity and utility in assisting consumers choose better physicians [4,13,31-33]. In this analysis of a large sample of quantitative
online reviews, we found that physician-based subdimensions were very highly correlated with one another, demonstrating that consumers rarely differentiate between the commonly rated subdimensions of physician care. Office-based subdimensions of care were also found to be highly correlated with one another. However, there was more heterogeneity observed when comparing physician-based subdimensions with office-based subdimensions, suggesting that patients are better at parsing between the perceived quality of the physician versus their office staff. Factor analysis objectively supports this contention, clearly identifying two discrete factors predicting overall satisfaction, one clustered around physician-based care and one around office-based aspects of care. In multivariable regression analysis, the composite factors measuring physician- and office-based care far eclipsed other demographics in prediction of overall satisfaction in terms of magnitude. We believe this data suggests that physician ratings should be simplified to two simple metrics: one evaluating physician-based care and one evaluating office-based services.

The principal finding of our study is that commonly rated subdimensions of physician-based care are highly correlated with one another, which calls into question their utility over a single measure of satisfaction with the physician. Either the vast majority of physicians are consistently all good, average, or bad across all categories of care or consumers are unable to discriminate between the measured characteristics of their physicians. Since the former explanation does not seem likely, we favor the latter explanation. Kadry et al [34] also found a high correlation between various subdimensions of care across multiple rating websites in their analysis of 4999 total ratings and argued for a single rating for physician-based care. Indeed, based on our more comprehensive data analysis, a single measure of satisfaction with the physician and a single measure satisfaction with the office staff would suffice. Reducing the number of ratings could improve the understandability of these reviews and increase response rates [35,36].

An additional explanation for why the physician-based subdimension scores in our study may be highly correlated is the fact that they are measuring a similar construct: bedside manner. While the office-based subdimensions measure discrete, quantifiable characteristics such as office environment and ease of scheduling appointments, the physician-based subdimensions measure aspects of relationship building between doctor and patient [37,38]. It is difficult to conceive of a physician who would be superb at one aspect of relationship building (eg, listening and answering questions) and abysmal at another (eg, building trust). To our knowledge, none of the subcomponent scores of online ratings have undergone rigorous psychometric validation to determine if they are measuring distinct constructs. Although our study is not a psychometric assessment, it does suggest deficiency in discrimination between the subdimension scores by their overwhelming correlation with each other. As an extension of this line of thought, an alternative to reducing physician ratings to single measures of physician- and office-based care would be to identify components of care that patients can differentiate between using rigorous psychometric techniques.

While online ratings may be flawed, they are clearly an important source of direct consumer feedback, and we believe that these ratings have the potential to give physicians important quality improvement feedback [4,6,14,39,40]. While composite measures of physician- and office-based care were the predominant predictors of overall satisfaction in multivariable linear regression, there were some other notable characteristics that are worth mentioning. In univariate analysis, incremental increases in wait time predicted significantly worse ratings. On just a 5-point Likert scale, physicians with wait times over 45 minutes had an average of a 1.9-point lower rating compared with physicians with wait times under 10 minutes. Even physicians with wait times of just 10 to 15 minutes had nearly a half point decrease in ratings. As physician ratings do not fall under a normal distribution, these decreases can have a significant impact in the online perception of a physician when compared with his or her peers [18]. Interestingly, physician age and experience did not seem to affect their ratings with the exception of physicians who had graduated between 2005 and 2016. While surveys have shown that patients generally prefer physicians toward the middle of their career, this younger group actually had higher ratings despite less clinical experience. Gao et al [2] also had similar findings from another physician review website [41]. Younger physicians may have a better understanding of their online presence and focus more time identifying ways to improve their rating. Nonetheless, as mentioned above, physician-based metrics and office-based metrics far outstripped these demographic predictors of overall satisfaction in our multivariable model.

Limitations
There are several limitations to our study. We aggregated data only from one website. However, this is the most frequented physician rating website with a large, heterogeneous mixture of physicians from across the United States [34]. Aggregation of data from multiple websites may be impractical given the large number of websites and various rating methods. In addition, these reviews naturally have an implicit selection bias and may not always be authentic. To minimize this bias, we only included physicians with more than the median number of reviews (4).

Conclusions
In this analysis of the ratings of 212,933 providers, we found that consumers do not often differentiate between commonly assessed physician-based subdimensions of care. Physicians were most often scored in a monochrome fashion: scores all good, average, or bad. Office-based subdimensions of care were also highly correlated and were scored in a similarly monochrome fashion. In multivariable analysis, composite latent factors identifying physician-based metrics and office-based metrics were both independently associated with overall satisfaction scores, eclipsing all other physician demographic predictors in terms of magnitude. Based on this, we question the utility of commonly used subdimension scores and instead recommend a single measure of satisfaction for the physician and a single measure of satisfaction for the office staff. Alternatively, further research should be conducted to identify
qualities of physicians and office staff that consumers are well positioned to evaluate and are meaningful to patient experience.
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Abstract

Background: Metabolic disorders are established precursors to cardiovascular diseases, yet they can be readily prevented with sustained lifestyle modifications.

Objective: We assessed the effectiveness of a smartphone-based weight management app on metabolic parameters in adults at high-risk, yet without physician diagnosis nor pharmacological treatment for metabolic syndrome, in a community setting.

Methods: In this 3-arm parallel-group, single-blind, randomized controlled trial, we recruited participants aged 30 to 59 years with at least 2 conditions defined by the Third Report of the National Cholesterol Education Program expert panel (abdominal obesity, high blood pressure, high triglycerides, low high-density lipoprotein cholesterol, and high fasting glucose level). Participants were randomly assigned (1:1:1) by block randomization to either the nonuser group (control), the app-based diet and exercise self-logging group (app only), or the app-based self-logging and personalized coaching from professional dieticians and exercise coordinators group (app with personalized coaching). Assessments were performed at baseline, week 6, week 12, and week 24. The primary outcome was change in systolic blood pressure (between baseline and follow-up assessments). Secondary outcomes were changes in diastolic blood pressure, body weight, body fat mass, waist circumference, homeostatic model of assessment of insulin resistance, triglyceride level, and high-density lipoprotein cholesterol level between baseline and follow-up assessments. Analysis was performed using intention-to-treat.

Results: Between October 28, 2017 and May 28, 2018, 160 participants participated in the baseline screening examination. Participants (129/160, 80.6%) who satisfied the eligibility criteria were assigned to control (n=41), app only (n=45), or app with personalized coaching (n=43) group. In each group, systolic blood pressure showed decreasing trends from baseline (control: mean –10.95, SD 2.09 mmHg; app only: mean –7.29, SD 1.83 mmHg; app with personalized coaching: mean –7.19, SD 1.66 mmHg), yet without significant difference among the groups (app only: P=.19; app with personalized coaching: P=.16). Instead, those in the app with personalized coaching group had greater body weight reductions (control: mean –0.12, SD 0.30 kg; app only: mean –0.35, SD 0.36 kg, P=.67; app with personalized coaching: mean –0.96, SD 0.37 kg; P=.08), specifically by body fat mass reduction (control: mean –0.13, SD 0.34 kg; app only: mean –0.64, SD 0.38 kg, P=.22; app with personalized coaching: mean –0.79, SD 0.38 kg; P=.08).
Conclusions: Simultaneous diet and exercise self-logging and persistent lifestyle modification coaching were ineffective in lowering systolic blood pressure but effective in losing weight and reducing body fat mass. These results warrant future implementation studies of similar models of care on a broader scale in the context of primary prevention.

Trial Registration: ClinicalTrials.gov NCT03300271; http://clinicaltrials.gov/ct2/show/NCT03300271

(J Med Internet Res 2020;22(10):e17435) doi:10.2196/17435
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Introduction

Metabolic disorders are established precursors to cardiovascular disease [1]. Previous studies have demonstrated that even at subclinical stages, persons with elevated blood pressure, blood glucose level, cholesterol level, and adiposity are at significantly higher risk of adverse cardiometabolic outcomes [2]. Despite recent health care policy changes that have expanded healthy lifestyle advocacy initiatives, a considerable proportion do not achieve the guideline-recommended metabolic profile [3-5]. Therefore, timely and persistent management of metabolic abnormalities are crucial in preventing adverse health outcomes at an individual level and conserving substantial health care costs at a national level.

Alongside the advent of new medicines, technological innovations have aided in easing accessibility to and enriching the quality of health care. They have eliminated practical barriers, thereby allowing the distribution and improvement of health care via nonconventional routes at unprecedented speeds [6]. Several features include the transmission of medical records, social media forums for open discussion, web-based interactive education programs, higher precision diagnostics, real-time status tracking, digitalized clinics (ie, telemonitoring), and prescription dispensation [7,8].

In particular, the ubiquity of mobile phone technology has incentivized industries to create smartphone-based apps for health monitoring [9]. Previous trials [10,11] have evaluated the efficacy and effectiveness of such tools in the context of secondary prevention. For example, among patients receiving cardiac rehabilitation after hospitalization for myocardial infarction, daily text message reminders led to greater medication adherence and exercise capacity compared with patients receiving usual care [10]. The utility extends to general populations; a Finnish trial [11] demonstrated both short- and long-term weight loss among people who were overweight and who logged weight daily and received dietary management instructions over a period of 1 year. By collecting data in real time, these mobile-based apps enable researchers to assess multiple behaviors and to prompt change at low cost and with high ease.

Nonetheless, there are important limitations in the current literature. Previous studies [12-14] have primarily recruited clinic patients who were already using or were exceptionally motivated to use health management tools. Methodologically, many studies [7] estimated the effect of these mobile interventions based on per protocol analysis. It has been established that physical activity and diet affect blood pressure level not only in hypertension patients but also in people with prehypertension or elevated blood pressure [15]. Recent blood pressure guidelines [15,16] emphasized early lifestyle modification for people whose blood pressure is above the normal range. However, the effects of smartphone-based apps in lowering blood pressure have not been properly assessed in people whose blood pressure is above the normal range in real-world settings.

In this context, the objective of the study was to evaluate the longitudinal effect of smartphone-based health care app on metabolic parameters in a sample of the general population with moderate metabolic abnormalities yet without clinical diagnosis nor pharmacological treatment. We hypothesized that the participants receiving both real-time personalized coaching and self-logging diet and physical activity would yield greater improvements in blood pressure and other metabolic parameters than those who were only self-logging or who did not use the app.

Methods

Study Design
The study was designed as a single-blind 3-arm parallel-design randomized controlled trial delivering a 6-month primary prevention program via mobile app to a population with moderate metabolic abnormalities with neither diagnosis nor treatment for metabolic disorders. The main objective was to evaluate the effectiveness of health management app on metabolic parameters over 3 follow-up examinations. Community-dwelling adults residing in Seoul and nearby capital regions were recruited. The study protocol was approved by the institutional review boards of Severance Hospital and Yonsei University Health System (4-2017-0666), and the protocol of the study is registered at ClinicalTrials.gov (NCT03300271).

Participants
Candidate participants were identified based on objectively measured metabolic profiles from a previous Cardiovascular and Metabolic Diseases Etiology Research Center (CMERC) observational cohort study [17]. Briefly, the CMERC study [17] aimed to identify novel risk factors and to investigate the distribution and effects of known cardiovascular and metabolic diseases risk factors.

We recruited smartphone users aged 30-59 years with at least 2 metabolic abnormalities defined by the modified version of the Third Report of the National Cholesterol Education Program expert panel on detection, evaluation, and treatment of high blood cholesterol in adults [18] using the criteria for Asian
populations: waist circumference (male: ≥90 cm; female: ≥80 cm), blood pressure (systolic: ≥135 mmHg; diastolic: ≥85 mmHg), triglyceride ≥150 mg/dL, high-density lipoprotein (HDL) cholesterol (male: ≤40 mg/dL; female: ≤50 mg/dL), and fasting glucose level ≥100 mg/dL. Exclusion criteria included users of smartphone-based health care apps for lifestyle modification, individuals with a previous diagnosis of cardiovascular disease, malignant cancer, or metabolic syndrome, individuals who were taking antihypertensives, lipid- or glucose-lowering drugs, and women who were pregnant or breastfeeding at the time of the study.

Among 3625 CMERC cohort participants [17], 546 people qualified. We contacted these individuals via telephone and mail for recruitment. Of the 160 (29.1%) who expressed affirmative for screening test, a total of 129 participants (23.6%) attended the baseline examination (Figure 1).

Participants were asked to give their written consent without knowledge of the intervention assignments.

Figure 1. Flow diagram of the study participants. CMERC: Cardiovascular and Metabolic Diseases Etiology Research Center.
Randomization and Masking

We randomly allocated participants into 1 of the 3 intervention arms via sex- and age-stratified block randomization. Specifically, we set the block size equal to 6 from sex (male or female) by age group in decile (30, 40, and 50) using R (version 3.4.4; R Foundation for Statistical Computing). We adopted a single-blind approach; thus, the effectiveness would be assessed by masked researchers unaware of the randomization results.

The allocation concealment was achieved via individualized texting, which instructed all participants to adhere to their respective intervention, to avoid using other health management apps, and to refrain from sharing of their intervention instructions with each other for the entire study duration. To minimize crossover or contamination, we (1) retrospectively ensured no unallocated feature had been installed to the app only group from the app’s user-specific metadata and (2) asked the participants whether they had engaged in other health-related trials, programs, or apps at every follow-up assessment.

Procedures

At the baseline assessment, all participants received on-site education that entailed information on metabolic syndrome and preventive strategies, including validated exercise regimens and nutritious cooking recipes. Then, we randomly allocated participants into 1 of the 3 intervention arms: the control group (control; n=41) received only the aforementioned baseline education and was asked to refrain from concurrently engaging in any smartphone-based lifestyle modification app or programs; the app only (app only; n=45) and the app with personalized coaching (app with personalized coaching; n=43) groups also received the baseline education and were additionally asked to use a smartphone-based weight management app called Noom (Noom Inc). Specifically, Noom allows users to log details regarding daily food intake and physical activities. For instance, a user can record a specific menu item (ie, fastfood chain M’s cheeseburger), consumed portion (ie, single serving, half of cheeseburger), and time of consumption (ie, breakfast, 8 AM). From Noom’s nutrition metadata, the app readily calculates total calories and macronutrients consumed for each log entry. Likewise, a wide array of physical activities (ie, indoor treadmill walking) are available for selection from the predefined list. After entering the intensity (ie, pace) and duration (ie, 60 minutes) of physical activity, the app yields energy expenditure in kilocalories, accounting for the user’s sex, age, height, and weight. As an additional feature, it delivers structured health-related curricula and personalized feedback from certified exercise regimen coordinators and clinical dieticians based on their reviews of the user’s logs (Figure 2).

Figure 2. Example of personalized coaching.

The default frequency of personalized coaching was set to 3 times per week; however, the actual frequency varied depending on the user’s participation rate. Only the app with personalized coaching group received the personalized coaching. All users’
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activation statuses were evaluated based on the number of weight, meal, and physical activity logs. Weekly, we defined each user as active if the user had recorded at least 1 aforementioned parameter.

The universal baseline examination included anthropometric measurements, blood tests, and face-to-face interviews on demographics, disease history, and health behavior. Then, participants received text messages notifying them of the study initiation. The app only and app with personalized coaching groups were given additional instructions regarding the Noom app installation procedures; each user received a unique identification code.

Outcomes

The primary outcome was change in systolic blood pressure between the baseline and follow-up at 6, 12, and 24 weeks. The secondary outcomes were changes in diastolic blood pressure, body weight, body fat mass, waist circumference, homeostatic model of assessment of insulin resistance (HOMA-IR), and lipid profile (triglyceride and HDL cholesterol) between the baseline and follow-up at 6, 12, and 24 weeks.

Anthropometric measurements were performed with strict adherence to standardized protocols and using calibrated equipment. Blood pressure was consecutively measured using both single- and double-arm automated oscillometric devices (HEM-7080, Omron Health; WatchBP Office Central, Microlife) at a single sitting. The mean of second and third measurements were used for analysis. Participants underwent blood tests after overnight fasting for a minimum of 8 hours. Fasting plasma glucose and insulin levels were assessed using colorimetry method (ADVIA1800 Auto Analyzer, Siemens Medical Solutions). HOMA-IR was calculated as the product of fasting glucose and insulin levels divided by 405 in mg/dL. Weight was measured to the nearest 0.1 kg on a digital scale (DB-150, CAS). To minimize measurement variability, a zero-point adjustment was routinely conducted using weight blocks (20, 40, and 60 kg). Bioelectrical impedance analysis delineated body composition (BSM-330, INBODY). Waist circumference was measured to the nearest 0.1 cm using a plastic tape (SECA 201, SECA), while maintaining the level of the measuring tape.

Physical activity was assessed by the Korean version of the International Physical Activity Questionnaire [19]. Using validated alcohol consumption and cigarette smoking ratings, participants were divided into non-, previous-, and current categories for alcohol consumption and smoking.

Statistical Analysis

The target sample size was 150 participants, chosen to provide precise estimates of the intended effect of mobile app usage. Specifically, the sample size calculation was conducted based on the expected difference in systolic blood pressure after 24 weeks across the 3 intervention arms [20]. We assumed a statistical power of 80% and a significance level of $P<0.05$. Based on previous literature [20,21], we expected a mean systolic blood pressure difference of 6 mmHg with a standard deviation of 10 mmHg after 24 weeks. When considering 10% attrition rate and 3-arm design, the study required a minimum recruitment of 150 participants.

We employed analysis of variance to assess differences in demographic and health-related behavior. Then, we compared the extent of changes in each metabolic parameter across participants randomly assigned to control versus app only and app with personalized coaching groups, separately, using an intention-to-treat approach; all participants who participated in at least 1 of the 3 follow-up assessment were included in the analysis. We used independent $t$ tests to evaluate the primary and secondary outcomes at each time point. To account for repeated measurements over multiple follow-ups, we employed a linear mixed model to determine the effect of mobile health care apps on the prespecified outcomes. Specifically, the unstructured linear mixed model incorporates time and group x time interaction terms to assume no homogeneity across the 3 groups at the baseline. From the random intercept model, the estimated beta coefficient of the group x time interaction term was regarded as the effect of the app usage. The changes are presented as estimated beta coefficient ($\beta$) and standard error (SE). All statistical tests were 2-sided and the statistical significance was set at a $P<0.05$. All analyses were performed using R and SAS (version 9.4; SAS Institute Inc).

All data were collected, registered, and managed on ClinicalTrials.gov (NCT03300271). Data were deidentified and accessible only by designated researchers. All researchers strictly adhered to data security protocols. For unbiased data monitoring and trial safety overseeing, the research director delegated Dae Ryong Kang, a professor of biomedical data science at Yonsei University, Wonju College of Medicine, Wonju, Korea, who remained independent of the research execution.

Results

Participants

All participants were enrolled on October 28, 2017, and the last participant completed the week 24 follow-up on June 2, 2018. Of the 129 enrolled individuals, 41 (32%) were randomly assigned to the control group, 45 (35%) to the app only group, and 43 (33%) to the app with personalized coaching group (Figure 1). In the end, 111 participants attended at least 1 follow-up examination (week 6: 107; week 12: 100; week 24: 105), yielding a 14.0% attrition rate overall.

Baseline Characteristics

Table 1 shows the general characteristics of the study participants at the baseline screening. Overall, the participants were similarly distributed in terms of age, metabolic parameters, and health behaviors across the 3 groups. At baseline, systolic blood pressure was comparable across the 3 groups (control: mean 131.8 mmHg; app only: mean 130.8 mmHg; app with personalized coaching: mean 133.3 mmHg). Such comparability across the groups ensured the baseline differences did not affect the changes in metabolic parameter over the study period.
### Table 1. General characteristics of the study participants at the baseline screening.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Control (n=41)</th>
<th>App only (n=45)</th>
<th>App+personalized coaching (n=43)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>49.5 (7.9)</td>
<td>49.2 (7.5)</td>
<td>48.9 (7.8)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>19 (46.3)</td>
<td>23 (51.1)</td>
<td>21 (48.8)</td>
</tr>
<tr>
<td>Female</td>
<td>22 (53.7)</td>
<td>22 (49.9)</td>
<td>22 (51.2)</td>
</tr>
<tr>
<td>Number of metabolic abnormalities, mean (SD)</td>
<td>2.9 (0.8)</td>
<td>2.9 (0.9)</td>
<td>2.8 (0.9)</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg), mean (SD)</td>
<td>131.8 (15.8)</td>
<td>130.8 (15.2)</td>
<td>133.3 (14.9)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg), mean (SD)</td>
<td>87.4 (9.9)</td>
<td>86.6 (10.7)</td>
<td>89.0 (11.7)</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>166.4 (8.8)</td>
<td>165.3 (10.4)</td>
<td>164.0 (8.9)</td>
</tr>
<tr>
<td>Weight (kg, mean (SD)</td>
<td>71.8 (13.2)</td>
<td>72.6 (12.4)</td>
<td>71.9 (11.6)</td>
</tr>
<tr>
<td>Body mass index (kg/m²), mean (SD)</td>
<td>25.8 (2.8)</td>
<td>26.5 (3.2)</td>
<td>26.6 (2.9)</td>
</tr>
<tr>
<td>Waist circumference (cm), mean (SD)</td>
<td>89.1 (8.2)</td>
<td>90.8 (8.2)</td>
<td>90.4 (7.0)</td>
</tr>
<tr>
<td>Percent body fat, mean (SD)</td>
<td>30.3 (6.8)</td>
<td>31.9 (7.1)</td>
<td>31.6 (5.7)</td>
</tr>
<tr>
<td>Fat mass (kg), mean (SD)</td>
<td>21.5 (5.2)</td>
<td>23.1 (6.4)</td>
<td>22.5 (4.5)</td>
</tr>
<tr>
<td>Skeletal muscle mass (kg), mean (SD)</td>
<td>28.1 (7.1)</td>
<td>27.6 (6.2)</td>
<td>27.5 (6.1)</td>
</tr>
<tr>
<td>Total cholesterol (mg/dL), mean (SD)</td>
<td>212.9 (31.6)</td>
<td>197.4 (34.1)</td>
<td>205.1 (31.8)</td>
</tr>
<tr>
<td>Triglyceride (mg/dL), mean (SD)</td>
<td>212.9 (138.0)</td>
<td>176.6 (107.7)</td>
<td>169.2 (72.7)</td>
</tr>
<tr>
<td>HDL&lt;sup&gt;a&lt;/sup&gt; cholesterol (mg/dL), mean (SD)</td>
<td>46.1 (8.4)</td>
<td>47.1 (11.2)</td>
<td>46.3 (10.5)</td>
</tr>
<tr>
<td>LDL&lt;sup&gt;b&lt;/sup&gt; cholesterol (mg/dL), mean (SD)</td>
<td>139.1 (28.8)</td>
<td>127.5 (35.0)</td>
<td>137.1 (30.7)</td>
</tr>
<tr>
<td>Fasting blood glucose (mg/dL), mean (SD)</td>
<td>98.1 (13.8)</td>
<td>105.9 (39.4)</td>
<td>98.9 (19.0)</td>
</tr>
<tr>
<td>Insulin (mIU/mL), mean (SD)</td>
<td>11.4 (4.8)</td>
<td>11.5 (4.8)</td>
<td>11.8 (3.9)</td>
</tr>
<tr>
<td>Hemoglobin A&lt;sub&gt;1c&lt;/sub&gt;, mean (SD)</td>
<td>5.9 (0.7)</td>
<td>6.1 (1.2)</td>
<td>5.8 (0.7)</td>
</tr>
<tr>
<td>HOMA-IR&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</td>
<td>2.8 (1.2)</td>
<td>3.0 (1.5)</td>
<td>2.9 (1.5)</td>
</tr>
<tr>
<td>Hypertension, mean (SD)</td>
<td>2 (4.9)</td>
<td>2 (4.4)</td>
<td>1 (2.3)</td>
</tr>
<tr>
<td>Diabetes, mean (SD)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Dyslipidemia, mean (SD)</td>
<td>3 (7.3)</td>
<td>1 (2.2)</td>
<td>1 (2.3)</td>
</tr>
<tr>
<td><strong>Smoking status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>19 (46.3)</td>
<td>28 (62.2)</td>
<td>25 (58.1)</td>
</tr>
<tr>
<td>Former</td>
<td>8 (19.5)</td>
<td>11 (24.4)</td>
<td>11 (25.6)</td>
</tr>
<tr>
<td>Current</td>
<td>14 (34.2)</td>
<td>6 (13.3)</td>
<td>7 (16.3)</td>
</tr>
<tr>
<td><strong>Alcohol consumption, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>5 (12.2)</td>
<td>8 (17.8)</td>
<td>5 (11.6)</td>
</tr>
<tr>
<td>Former</td>
<td>2 (4.9)</td>
<td>0 (0.0)</td>
<td>2 (4.7)</td>
</tr>
<tr>
<td>Current</td>
<td>34 (82.9)</td>
<td>37 (82.2)</td>
<td>36 (83.7)</td>
</tr>
<tr>
<td>Alcohol consumption (g/day), mean (SD)</td>
<td>22.1 (38.8)</td>
<td>10.4 (15.5)</td>
<td>11.5 (18.1)</td>
</tr>
<tr>
<td>MVPA&lt;sup&gt;d&lt;/sup&gt; engagement, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2 (4.9)</td>
<td>8 (17.8)</td>
<td>9 (20.9)</td>
</tr>
<tr>
<td>No</td>
<td>39 (95.1)</td>
<td>37 (82.2)</td>
<td>34 (79.1)</td>
</tr>
<tr>
<td>Sedentary time (hours/day), mean (SD)</td>
<td>7.2 (2.7)</td>
<td>6.6 (2.8)</td>
<td>7.1 (3.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>HDL: high-density lipoprotein.

<sup>b</sup>LDL: low-density lipoprotein.
To ensure homogeneity between those who attended and those who did not attend follow-up at least once, we have compared the baseline characteristics as illustrated in Multimedia Appendix 1. In regard to age, sex, anthropometry, and glycemic and lipid profiles, no statistically significant differences (age: $P=.10$; sex: $P=.09$; systolic blood pressure: $P=.36$; diastolic blood pressure: $P=.93$; BMI: $P=.98$; total cholesterol: $P=.95$; fasting glucose level: $P=.25$) were detected between the 2 groups. The only notable difference was the proportion of current smokers; those who did not attend any follow-up examinations had a higher proportion of current smokers than those who attended at least once (44.4% versus 17.1%; $P=.04$; Multimedia Appendix 2).

### Comparisons at Each Time Point

All 3 groups showed varying amounts of systolic blood pressure reduction overall. In reference to the baseline examination, the control and app only groups showed the most dramatic reduction at week 24 (control: mean $-10.95$, SD 11.98 mmHg; app only: mean $-7.19$, SD 9.98 mmHg), whereas the app with personalized coaching group showed the most dramatic systolic blood pressure reduction at week 12 (mean $-7.82$, SD 11.98 mmHg). However, compared to the control group, neither the app only nor the app with personalized coaching group had significantly different systolic blood pressure change at any follow-up examination (Figure 3).

For secondary outcomes, participants in the app with personalized coaching group generally lost more body weight (mean $-0.96$ kg versus $-0.12$ kg; Figure 4), lost more body fat mass (mean $-0.79$ kg versus $0.13$ kg; Figure 5), and had smaller waist circumferences (mean $-1.86$ cm versus $-0.08$ cm; Multimedia Appendix 2) by the end of the study period. At week 24, diastolic blood pressure ($P=.42$; Multimedia Appendix 3) and other glycemic (fasting glucose level: $P=.99$; HOMA-IR: $P=.63$; Multimedia Appendix 4 and Multimedia Appendix 5, respectively), and lipid indices (triglyceride level: $P=.93$; HDL cholesterol level: $P=.46$; Multimedia Appendix 6 and Multimedia Appendix 7, respectively) had not changed significantly.

**Figure 3.** Systolic blood pressure changes from the baseline across the 3 groups at each time point. AO: app-only; APC: app with personalized coaching; CO: control, SBP: systolic blood pressure.
Linear Mixed Model

Neither the app only (control versus app only at week 24: $\beta=2.93$, SE 2.42, $P=.23$) nor the app and additional personalized feedback feature (control versus app with personalized coaching at week 24: $\beta=3.18$, SE 2.42, $P=.19$) significantly contributed to systolic blood pressure reduction at any of the follow-up examinations (Multimedia Appendix 1). In regard to secondary outcomes, statistically significant effects were observed for body weight and body fat. Compared to the participants in the control group, those in the app with personalized coaching group lost more body weight at week 12 ($\beta=-0.93$, SE 0.43; $P=.03$) and at week 24 ($\beta=-0.87$, SE 0.42; $P=.04$). This translated to an average difference of 0.14 kg of body weight loss per month between participants in the control group and participants in the app with personalized coaching group. In parallel, the app with personalized coaching group lost more body fat than the control group did at week 24 ($\beta=-0.95$, SE 0.46, $P=.04$). This was equivalent to participants in the app with personalized coaching group losing an average of 0.19 kg more body fat per month than those in the control group. The app with personalized coaching group showed significant HOMA-IR level reductions at week 12 ($\beta=-0.55$, SE 0.27, $P=.04$). However, separate examination by fasting glucose level did not show significance ($P=.80$) and the HOMA-IR reductions diminished by week 24 ($\beta=-0.22$, SE 0.26, $P=.40$). Otherwise, there were no significant effects of the app on diastolic blood pressure (app only: $P=.83$; app with personalized coaching group: $P=.47$). waist
circumference (app only: $P=0.32$; app with personalized coaching: $P=0.12$), triglyceride (app only: $P=0.70$; app with personalized coaching: $P=0.23$), HDL cholesterol (app only: $P=0.14$; app with personalized coaching: $P=0.91$), or fasting blood glucose level (app only: $P=0.38$; app with personalized coaching: $P=0.84$; Multimedia Appendix 1).

Discussion

Principal Findings

Mobile-based behavioral health interventions that permit real-time data collection and sharing are increasingly commonplace, enabling researchers to assess multiple health behaviors in various contexts. At the same time, they prompt users to be more self-aware and to modify their own health behavior. In this context, the goal behind this study was to assess the real-world effectiveness of a smartphone-based self-monitoring health management app in a community-dwelling population of individuals without diagnosis or treatment of metabolic disorders. App usage showed differential effects on metabolic parameters at different time points. Overall, the primary outcome of systolic blood pressure followed a decreasing trend from the baseline yet did not change notably between the 3 groups at any follow-up examinations. Instead, the simultaneous diet/exercise logging and lifestyle coaching yielded relatively greater body weight reduction, specifically via body fat mass reduction. These effects were attenuated yet sustained at 6 month.

Despite no significant systolic blood pressure improvement in this study, previous studies [12-14,22-24] have identified the utility of mobile apps in lowering blood pressure through self-monitoring and information delivery services. In several randomized controlled trials [12-14,22-24] conducted in obesity clinic settings, text messages or emails for antihypertensive medication adherence, tailored guidance on salt intake, smoking cessation, and physical activity interventions reported significant differences in blood pressure reduction compared to usual care. However, unlike our study in which community-dwelling individuals without overt metabolic syndrome participated, similar studies [7,21,25] have been primarily performed on patients based on completers’ analysis rather than intention-to-treat. Considering varied levels of initiative for health management often used as a proxy for adherence and attrition, our results indicate that effectiveness of these self-care apps may considerably differ by study population and analytical methods.

Moreover, Liu and colleagues’ [25] examination of internet-based counseling interventions among patients with elevated blood pressure indicated that e-counseling interventions significantly reduced daytime systolic blood pressure by 3.8 mmHg (95% CI $–5.63$ to $–2.06$), with greater reductions from more sustained interventions. Since our study relied on a single-occasion blood pressure measurement in the examination setting, the results may potentially be distorted by whitecoat or masked hypertension.

Furthermore, a significant limitation of accumulated evidence is that many studies [7] were conducted for durations less than 6 months. Given that hypertension is a chronic condition that requires long-term pharmacological treatment and lifestyle modification, prolonged observation should be allotted for more accurate assessment of intervention adherence and subsequent blood pressure changes.

In our study, body weight reduction, via body fat mass loss, was the most evident improvement from app usage, as indicated by similar trials [26,27]. Among overweight adults, daily transmitted personalized multimedia message services providing weight control materials have proven to induce greater weight loss ($–1.97$ kg difference, 95% CI $–0.34$ to $–3.60$ kg) than the non-receiving group [26]. A systematic review [25] consistently identified the association between self-monitoring or online obesity treatment programs and body size reduction via targeted advice on reduced energy intake, increased physical activity, and social support. Often, the studies incorporated the use of structured regimen, regular self-monitoring, circumstantially appropriate feedback, prompt communication, and social support [27]. Abraham et al [28] classified such intervention content, including information-motivation-behavior skills model (ie, providing information about behavior-health link), social-cognitive theory (ie, prompting barrier identification, general encouragement), control therapy (ie, self-monitoring, interactive feedback), relapse prevention and behavior sustenance, and more. Although the extent and nature of the interventions varied across studies, these elements commonly found in mobile technology interventions, altogether, appear crucial in driving greater changes.

Our study results indicated that the 6-month usage of the mobile app did not substantially improve insulin sensitivity. Yet, an analogous meta-analysis [29] demonstrated that comprehensive lifestyle modification delivered through a mobile app lowered hemoglobin $A_{1c}$ level by an average of 0.5% over 6 months of follow-up. Interestingly, this decrease was not accompanied by concurrent improvements in other diabetes risk factors, such as blood pressure, cholesterol levels, or adiposity [29]. However, considering that hemoglobin $A_{1c}$ reflects long-term fluctuations of glycemic control (unlike fasting glucose level used in our study), Liang et al [29] raised concerns regarding insufficient follow-up period. Moreover, since these trials were conducted on persons diagnosed with diabetes of varying subtypes and adherence to antihyperglycemic treatments, it would have been challenging to isolate the effectiveness of the mobile app intervention from changes in treatment behavior. Therefore, the different representation of glycemic state and participant characteristics warrant caution in assuming or denying the attribution of these technology-based intervention to other nonspecific benefits.

Over the span of 6 months, our participants did not show significantly different changes in triglyceride and HDL cholesterol levels across the 3 groups. Yet, Park and Kim [30] showed that, among gynecology and family medicine outpatients, the use of web-based diet and exercise diaries and the specialists’ weekly lifestyle modification recommendations improved total ($–12.9$ mg/dL) and low-density lipoprotein ($–11.3$ mg/dL) cholesterol levels after 12 weeks. Again, it is hard to extrapolate from clinic setting population in which individuals...
may already be utilizing health management app prior to trial entrance or may be taking medications (ie, statins) that distort the true effects of the interventions.

The greatest novelty of our study lies in its evaluation of the mobile app’s effectiveness via intention-to-treat approach in nonpatient population without the concern of confounding by pharmacological treatment. Considering that the general population consists of individuals with wide-ranging levels of digital literacy and utility, willingness for lifestyle modification, and physiological and socioeconomic backgrounds, our study portrays the effectiveness of mobile-based health management app in real-world setting. Furthermore, the assessor-blinding enabled true compliance assessment in the sample regardless of individual preference for or competency with the app, thereby evaluating the app’s real-world potential. In addition, because we assessed the changes in metabolic parameters repeatedly over a considerable time horizon, our results reflect the long-term trajectory of the metabolic indices, empirically. Lastly, as a 3-arm parallel design with concurrent control, we were able to discriminate whether the self-logging of diet and exercise was sufficient to induce improvements in metabolic parameter or whether additional personalized coaching was the critical element in shaping healthy behavior.

Nonetheless, several limitations warrant cautious interpretation of our study findings. During the screening test, we faced an unexpectedly greater number of participants who did not satisfy the inclusion criteria, and thus, we were unable to reach the goal sample size. During the study period, because the participants had varying attendance to each of the follow-up examination, there may have been residual heterogeneity among participants who attended follow-up examinations none, once, twice, or all follow-up examinations. Yet, those lost to follow-up were demographically similar to those who participated in the study with the exception of current smoking status. If any effects were present, we expect such attrition to have an effect on the study results toward the null. Moreover, because the participants were selected from an already-established cohort, higher self-efficacy and proficiency may have been present. Therefore, the results may not be entirely generalizable to the general population. However, the original cohort study was purely observational; thus, our findings still represent individuals typically seeking health management without referral to physician nor pharmacological treatment. Furthermore, similar literature has suggested that baseline self-efficacy appraisals may not be entirely pertinent to practical skills or opportunities to sustain life changes [15]. In this context, we expect comparable initiatives for lifestyle modification between our study and the general population. Lastly, considering that blood pressure, body size, glycemic index, and lipid indices are reflective of chronic states, our 6-month study period may have been insufficient to witness changes. Future studies with a larger sample size and a prolonged study period may better assess the effectiveness of lifestyle modification mobile apps on the long-term trajectory of metabolic indices.

Conclusions
Among the community-dwelling adults with moderate metabolic abnormalities without diagnosis or treatment for disorders, we examined the effect of a smartphone-based app on changes in metabolic parameters. By the end of the 6-month study period, no changes to systolic blood pressure were significant for participants who utilized both diet/exercise logging and personalized coaching compared to logging-only or nonusing groups. Instead, the self-logging and lifestyle coaching yielded greater body weight reduction via body fat mass loss. The research investigating mobile health management interventions that confer accessible and cost-effective benefits remains in its infancy, especially in general populations. Future studies focusing on comparative effectiveness using alternative study designs and on populations of various health, socioeconomic, and cultural backgrounds are needed to integrate these apps in everyday lives and clinic practice.
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Abstract

Although many people access publicly available digital behavioral and mental health interventions, most do not invest as much effort in these interventions as hoped or intended by intervention developers, and ongoing engagement is often low. Thus, the impact of such interventions is minimized by a misalignment between intervention design and user behavior. Digital micro interventions are highly focused interventions delivered in the context of a person’s daily life with little burden on the individual. We propose that these interventions have the potential to disruptively expand the reach of beneficial therapeutics by lowering the bar for entry to an intervention and the effort needed for purposeful engagement. This paper provides a conceptualization of digital micro interventions, their component parts, and principles guiding their use as building blocks of a larger therapeutic process (ie, digital micro intervention care). The model represented provides a structure that could improve the design, delivery, and research on digital micro interventions and ultimately improve behavioral and mental health care and care delivery.
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Introduction

Mental illnesses and substance use disorders constitute a major public health challenge, with large personal social and economic costs [1-3]. Evidence-based interventions exist; however, most people with mental or behavioral health issues receive no treatment, and for those who do receive care, the average duration of untreated illness is excessive [3-6]. This treatment gap is linked to psychological and social barriers, such as feelings of embarrassment, stigma, and shame [7], as well as structural barriers, such as pricing and inconvenient time or location of services [2,3,8-10].

Technology-enabled intervention delivery models have grown on the promise to increase access to care. Behavioral and mental health apps can often be accessed without requiring others to be aware of personal behavioral or mental health issues, without physically attending appointments, and with considerably lower cost than that of face-to-face services. Self-help apps and programs, in particular, can often be accessed with no referral and be available 24/7. The reduction of barriers associated with traditional service access is important for improving access to care; however, it also brings some challenges. Those who make it to traditional services have often invested considerable effort to seek and engage with services and hence might often have high levels of motivation. For example, one study found that most outpatients surveyed prior to entering psychotherapy tended to believe they will be highly involved, invest large efforts, and make large changes in their life [11].

Models of care delivery that eliminate key barriers might reach an audience with very different characteristics, interests, and motivation than those reached by traditional services. Nowhere is this more evident than in the real-world usage of self-guided
digital behavioral and mental health interventions situated outside of traditional treatment settings. A recent study examined the real-world use of popular mental health apps and reported that after 15 days of use, the median percentage of daily active users (open rate) was 4.0%, with a median app retention rate of 3.9% [12]. These findings are congruent with researchers’ own reports of poor real-world program use [13]. Subsequently, a recent systematic comparison of published reports and real-world usage of the same programs reported that users who participated in trials had four times higher eHealth program usage in comparison with real-world users of the same programs [14]. These findings imply that a high portion of those interested in digital behavioral and mental health interventions in the real world are not investing as much effort in these interventions as intended by intervention developers.

Many efforts have attempted to overcome this challenge, including efforts to address content packaging and personalization of treatment [15-17] and efforts to investigate the impact of intervention design features on engagement [18-21]. Another way of thinking, however, would be to accept that people might enter digital behavioral or mental health interventions with reduced levels of interest and motivation and to design interventions appropriate for such people. One potential modification to interventions would be to make interventions shorter and much more focused. These shorter and more focused interventions have been called “micro interventions” [22,23], which are highly focused interventions delivered in the context of a person’s daily life in order to help them reach desired proximal targets. These small units of beneficial therapeutics can be delivered with little burden on the individual. Therefore, micro interventions have the potential to not only lower the bar for entry to an intervention but also the commitment and effort needed for purposeful engagement. People commonly seek and receive micro interventions all the time. Receiving an answer to a question posted in a Facebook community about parenting could be viewed as a micro intervention. Playing an uplifting song may assist individuals with emotion regulation and could also be viewed as a micro intervention. Micro interventions are not unique to digital interventions, however, new technological affordances, such as the widespread penetration of smartphones [24,25] and the global increase in internet access [26,27], present opportunities to easily offer digital micro interventions in people’s natural context. These digital micro interventions could substantially increase access to effective behavioral and mental health care by lowering the amount of effort required to reach beneficial gains.

Despite the accessibility of these affording technologies and the frequency of digital micro interventions being deployed daily, a conceptualization of digital micro interventions and how to effectively integrate them within larger therapeutic processes has not been offered. In this paper, we aim to address this gap. We begin by defining a digital micro intervention and its component parts. We then describe principles guiding the use of digital micro interventions as building blocks of a larger therapeutic process (ie, digital micro intervention care). We close by clarifying the differences between digital micro intervention care and a stepped-care approach. Table 1 provides an explanatory overview of key terms described in the body of this work. Through this paper, we hope to help create a language and conceptualization that enables scholars to clarify the importance of specific digital micro interventions within larger processes and to support the creation of digital micro intervention care and the publication of studies around them.
Table 1. Key terms described within the paper.

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Digital micro intervention</strong></td>
<td>An intervention intended to achieve a highly focused objective using in-the-moment elements. These elements are not necessarily linked directly to the achievement of a larger clinical aim.</td>
<td>Guiding parents in several small steps to help them increase positive attention toward desired behaviors of their child.</td>
</tr>
<tr>
<td>Events</td>
<td>The elemental (smallest) components of digital micro interventions. Each event is an in-the-moment attempt for change or impact toward the overall target of the intervention.</td>
<td>An app-based gratitude exercise encouraging parents to focus on their child’s positive attributes.</td>
</tr>
<tr>
<td>Decision rules</td>
<td>Guiding which events are deployed and when.</td>
<td>Including a short educational event before deploying a series of repeating in-the-moment gratitude exercises.</td>
</tr>
<tr>
<td>Proximal assessments</td>
<td>Assessing the impact of the event.</td>
<td>Short educational event might correspond to the proximal outcomes of increasing knowledge and motivation.</td>
</tr>
<tr>
<td>Overall micro intervention outcome</td>
<td>The target of the micro intervention which is not likely the same as the overall clinical goals.</td>
<td>Reaching parental sustainable positive attention toward the child (and not reduction in symptoms of the child’s behavior problems).</td>
</tr>
<tr>
<td><strong>Digital micro intervention care</strong></td>
<td>Using digital micro interventions as building blocks of a larger therapeutic process aimed toward a target outcome.</td>
<td>Providing different digital micro interventions within a long process of helping parents develop emotional and social competences in their child.</td>
</tr>
<tr>
<td>Micro interventions</td>
<td>The building blocks of this model of care. See definition of micro intervention above.</td>
<td>See example for a digital micro intervention in the first row.</td>
</tr>
<tr>
<td>Conceptual model of the therapeutic process</td>
<td>Defines how digital micro interventions can address steps within the therapeutic process; utilized to identify the relevant digital micro interventions and the context in which they should be used.</td>
<td>Providing a rationale as to how emotional/social competences develop and what issues should be prioritized based on established concepts.</td>
</tr>
<tr>
<td>Therapeutic narrative as a linking bridge between interventions</td>
<td>A narrative presented to the user serving as a linking bridge enabling to move from one digital micro intervention to another in a way that consolidates the experience of the different interventions.</td>
<td>An automated prewritten text sent to parents that acknowledges their success in completing two past micro interventions; explains the rational for the current intervention and in what ways this new intervention is meaningful.</td>
</tr>
<tr>
<td>Hub</td>
<td>Centralizes and links between the separate micro interventions; delivers micro interventions as well as the therapeutic narrative based on the conceptual model and an evaluation of user context/needs.</td>
<td>See the “One Hub to Enable Proper Digital Micro Intervention Care” section.</td>
</tr>
</tbody>
</table>

**Defining a Digital Micro Intervention and Its Component Parts**

**Overview**

Micro interventions differ from standard (ie, more extended) and brief interventions in their breadth, goals, and time frame. Standard and brief interventions are designed to achieve a broad clinical aim (eg, overcome depression and gain desired weight loss) by providing consumers with a complete package of elements [28-30]. Micro interventions, by comparison, are narrower in scope and intended to achieve a highly focused objective [22,23], using in-the-moment elements to promote emotional, cognitive, or behavioral change. These in-the-moment changes are not necessarily linked directly to the achievement of a larger clinical aim, although they may have implications or contributions to such an aim. For example, while a parent training program may aim to target reducing a child’s disruptive behaviors as the overall goal (standard intervention), a digital micro intervention will target a much more focused aim such as guiding the parents in several small steps to help them increase their positive attention toward desired behaviors of their child. Because these interventions are highly focused, in most cases, their time frame will be shorter than other interventions.

We propose that digital micro interventions are based on the following three core components: events (the individual outreaches to the target of the digital micro intervention), decision rules (guiding which events should be deployed and when), and assessments (determining the impact of the event and the intervention). In what follows, we will describe these components in detail.

**Events**

Events are the elemental components of digital micro interventions. Each event is an in-the-moment attempt for change or impact toward the overall target of the intervention. A digital micro intervention may be based on one event [31,32] or multiple events [23,33]. Table 2 displays common goals of events along with associated definitions and examples. Events can be informational, such as providing didactic material in the context of an in-the-moment change or impact toward the overall target of the intervention. A digital micro intervention may be based on one event [31,32] or multiple events [23,33]. Table 2 displays common goals of events along with associated definitions and examples. Events can be informational, such as providing didactic material in the context of an in-the-moment change or impact toward the overall target of the intervention.
moment; interventional, such as attempting to spur some form of change or action in the moment like calm breathing; or supportive, such as providing some encouragement, understanding, or social support. The critical aspect is that the end point for benefit tends to be near term. For example, an informational event should be something that can be taught quickly.

Table 2. Common goals of digital micro intervention events, descriptions, and related examples.

<table>
<thead>
<tr>
<th>Goals/targets</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Educational</td>
<td>Didactic material or psychoeducation intended to teach someone something in the moment.</td>
<td>A video teaching a parent how to discuss the importance of a certain behavior with a child. A timely text message motivating a person to conduct a physical activity.</td>
</tr>
<tr>
<td>Feedback</td>
<td>Providing information in the moment to reflect an individual’s current state in a beneficial way.</td>
<td>Feedback about how one’s current activity compares to activity at another time, such as you walked 15,000 steps today, which is 5000 more than average.</td>
</tr>
<tr>
<td>Change of perspective (eg, reframing)</td>
<td>Tunnel individual’s focus or provoke thought processes intended to engage a person with a different perspective.</td>
<td>An app-based gratitude exercise encouraging an individual to focus on one’s positive attributes, to increase in-the-moment satisfaction [22].</td>
</tr>
<tr>
<td>Trigger desired action</td>
<td>Reminder or incentive to get people to engage in a concrete action in the moment.</td>
<td>A notification from a wearable device suggesting that an individual stand [34].</td>
</tr>
<tr>
<td>Skill acquisition</td>
<td>Providing support in skill acquisition.</td>
<td>In-the-moment guidance on breathing exercise.</td>
</tr>
<tr>
<td>Load reduction of therapeutic-related activity</td>
<td>Enabling the manifestation of a beneficial activity through simplification.</td>
<td>In-the-moment report on calorie intake using a smartphone camera to capture a photo of food.</td>
</tr>
<tr>
<td>Symptom relief</td>
<td>Providing relief of negative symptoms.</td>
<td>An app helping a person to identify and perform competing activities to reduce in-the-moment desire for binge drinking.</td>
</tr>
<tr>
<td>Social/emotional support</td>
<td>Providing or indicating support from an actual or perceived other.</td>
<td>A text message indicating support or understanding.</td>
</tr>
</tbody>
</table>

Decision Rules

Decision rules refer to specifications regarding which events should be deployed and when. They sequence and combine events in meaningful ways to create the micro intervention. When decision rules deploy events according to time-based, user-based, or environment-based information, the digital micro interventions can also be referred to as either ecological momentary interventions [35,36] or just-in-time adaptive interventions [37]. The sequence of events that follow from decision rules is closely tied to the intervention developer’s understanding of the mechanistic underpinnings of how the micro intervention is perceived to operate (see Figure 1 for a suggested illustration). For example, if an intervention developer designs an intervention with the goal of achieving sustained parental gratitude, including a short educational event before a series of repeating in-the-moment exercises, the developer assumes that knowledge or understanding of the therapeutic rational is necessary prior to the interactive exercises.

This notion of a digital micro intervention as an effective sequence of events has conceptual overlap with the notion of evidence-based kernels of Embry and Bilgan [38]. In their definition, kernels are influential elements, which constitute “fundamental units of behavior influence in the sense that deleting any component of a kernel would render it inert.” Similarly, the right combination of events is responsible for producing the digital micro intervention’s outcome. As such, both the proximal assessments of events and the general outcome of the micro intervention can feed into decision rules to guide future events. Decision rules may also incorporate contextual elements, including a user’s state, environmental variables, or previously identified user characteristics, to allow dynamic tailoring of the micro intervention’s content [39,40]. For example, if parental gratitude is not sustained in individuals who do not achieve knowledge gain before a successful exercise event routine, it might mean that for individuals who fail in the first event (knowledge gain), there is no need to continue with the planned sequence. Alternatively, it might be that some individuals do not require a gain in knowledge prior to effective exercise events, and therefore, identifying them earlier based on their prior characteristics would enable to offer alternative paths within the same micro intervention. Indeed, contextual variables appear to be important predictors of the likelihood a person will respond to a prompt and engage with the intervention [41].
Assessments
Assessing a digital micro intervention’s impact can be divided into assessing the overall outcome of the intervention and assessing the more proximal outcomes of deployed events. The overall outcome for digital micro interventions can be quite varied, although it is important to differentiate between the intervention outcome and the overall clinical goals, which are likely not the same. A digital micro intervention for individuals with serious mental illness, for example, might focus on medication adherence [42] in the hopes of reducing clinical symptoms. In this case, each event included within the intervention would focus on steps and proximal outcomes related to medication adherence. For example, supporting reasons for taking medication might correspond to the proximal outcome of increasing motivation, and providing tailored reminders for dosing periods or schedules might correspond to the proximal outcome of decreasing the cognitive effort needed to remember to initiate the desired activity. Assessing the overall benefit of this digital micro intervention, therefore, should focus not on how the intervention results in an overall clinical goal (eg, reduced symptoms of serious mental illness), but rather on how it impacts medication adherence. Importantly, if we examine the impact of events, we can explore how much each event contributes to the proximal outcome as well as the overall digital micro intervention goal.

Another aspect that relates to assessments is the user’s engagement with the micro intervention. In digital micro interventions, user engagement can be documented continuously based on program usage and experience of engagement (ie, measuring the quality of attention, involvement, and immersion during program usage) [43-46]. These data could be key in identifying not only those who properly engage with the intervention, but also those who disengage without getting all they need from it, in order to feed intervention decision rules to re-engage the users.

In this section, we have defined a digital micro intervention and presented its component parts. Subsequently, we address aspects that relate to the provision of digital micro intervention care. These aspects require us to take into consideration principles guiding the use of digital micro interventions as building blocks of a larger therapeutic process.

Digital Micro Intervention Care: Digital Micro Interventions as Building Blocks of a Larger Therapeutic Process

Overview
As described above, typically, individual micro interventions have relatively specific targets, rather than being full standalone treatments. Therefore, when developers think of a digital micro intervention within a larger therapeutic process, they have to determine what makes the intervention relevant or helpful, which additional digital micro interventions are expected or may be required over time, and how to integrate between the separate interventions within one therapeutic framework. In this section, we aim to address principles that support such a successful integration.

A Conceptual Model to Guide Which Digital Micro Interventions are Required and in What Context
In order to identify the relevant digital micro interventions and the context in which they should be used, developers need a
conceptual model of the therapeutic process and how digital micro interventions can address steps within this process. As an illustration, consider the example of providing different digital micro interventions within a long process of helping parents develop emotional and social competences in their child. In order to identify the required interventions, it is first necessary to build a rationale as to how these competences develop and are maintained, and what issues should be prioritized. Table 3 presents such an example. The table is based on social learning and behavioral theories [47,48], which build on concepts such as the parenting pyramid offered in the Incredible Years program [49], and parental monitoring and prevention of child behavior problems [47]. According to the model portrayed in the table, there are levels of parenting behaviors (setting prioritization between basic and more advanced behaviors) and benefits for the child that occur when parents exercise these behaviors. The desired parenting behaviors are then used to identify the relevant digital micro interventions for each level (see examples in Table 3).

Table 3. An example for a model defining the capabilities parents are required to present in order to prevent behavior problems and promote social and emotional competence.

<table>
<thead>
<tr>
<th>Priority level</th>
<th>Goal</th>
<th>Parent behavior</th>
<th>Examples for relevant digital micro interventions</th>
<th>Child gains</th>
</tr>
</thead>
<tbody>
<tr>
<td>First level</td>
<td>Parental availability</td>
<td>Presence; attention; monitoring</td>
<td>Notifying the parents to put their smartphone away when doing activities with their child; triggering to leave the child a positive note on the kitchen table to increase presence during working days.</td>
<td>Attachment; self-esteem; cooperation</td>
</tr>
<tr>
<td>First level</td>
<td>Positive parenting practices</td>
<td>Positive involvement; positive modelling; conversations; play</td>
<td>Teaching how to play with a 4-year-old child through scenario-based learning.</td>
<td>Attachment; self-esteem; cooperation</td>
</tr>
<tr>
<td>Second level</td>
<td>Problem solving/prevention</td>
<td>Social coaching; proactive identification of relevant guidelines; consultations</td>
<td>Brief online video guidance on how to coach a 3-year-old child during play on using their mouth instead of their hands.</td>
<td>Social skills; meeting their potential; motivation; accountability</td>
</tr>
<tr>
<td>Third level</td>
<td>Dealing with acute negative symptoms</td>
<td>Neglecting unhelpful routines and parenting styles; embracing beneficial practices</td>
<td>Connecting the parent with a peer through an online community in order to find the right consequence for a child’s misbehavior.</td>
<td>Back to normative developmental cycle; illness prevention</td>
</tr>
</tbody>
</table>

The prioritization portrayed in the levels also presents the context in which each intervention is mostly relevant. If a digital micro intervention care developer builds on this specific conceptualization, it would not make sense from their view to train parents to set clear limits before they are, for example, present in their children’s life. As such, the incorporation of a model helps developers avoid designing and presenting people with a specific micro intervention that is not contextually relevant with the larger perspective in mind.

Nurturing a Therapeutic Narrative to Link Between Independent Interventions

The literature suggests the importance of a clear therapeutic pathway and rationale to the user’s therapeutic process and that relatability factors embedded within a digital intervention support a working alliance [50-53]. A theme can serve as a linking bridge enabling to move from one digital micro intervention to another in a way that consolidates between the different interventions. It is also essential because the right narrative would make the intervention more contextually relevant to the specific process the consumer is going through. For example, a parent who learned and conducted a gratitude exercise with the family around the dinner table may benefit if it were connected to the theme of overcoming a child’s noncompliance, when this digital micro intervention is part of the general aim of treating a child’s disruptive behaviors. A different narrative may be in place for the same gratitude-invoking intervention, when the larger goal is different, for example, increasing parenting satisfaction among veterans with posttraumatic stress disorder [54,55]. Another simple example would be a digital micro intervention teaching individuals to change or reframe negative and unhelpful thoughts, which could be used for a broad range of clinical problems [56-58]. Naturally, the binding therapeutic narrative between different digital micro interventions would be different based on the targeted clinical problem.

Because the general process is the result of several digital micro interventions combined together, a therapeutic narrative may also have an important advantage as a moderator of the connection between each intervention and the sense of ownership and commitment toward the general process (see Figure 2 for a suggested illustration). This sense of ownership and commitment may, in turn, lead to beneficial outcomes such as an increase in motivation to invest in subsequent digital micro interventions in the same domain.
One Hub to Enable Proper Digital Micro Intervention Care

The setting of multiple digital micro interventions within one therapeutic process requires a hub component in order to centralize and link between the separate interventions based on the principles discussed above. The hub is aimed at instilling a sense of accountability in the client [59] and at creating an integrated experience that relates to the therapeutic process, while taking an individual’s history into account. The hub meets these aims by (1) recognizing an individual’s state and context, (2) recommending interventions that are relevant, and (3) helping create and maintain the right narrative, meaning, and values that derive from each intervention and linking it to the larger therapeutic process.

The hub function could be performed by any entity that is set to meet these aims (a digital application, a human technology coach, a consumer who self-manages his or her state, or a psychotherapist). For example, in their study of the IntelliCare suite of apps aimed at treating depression and anxiety, Mohr and colleagues used a digital app as a hub that consolidated recommendations for the use of new apps [60]. Recommendations were based on a user’s current usage data of different apps within the IntelliCare suite to identify apps that the person will most likely use and find useful. Eventually, 95% of participants downloaded five or more IntelliCare apps as part of their therapeutic process, demonstrating both the technical feasibility and acceptability of this approach [60]. In another study, health technology coaches met occasionally with patients diagnosed with schizophrenia and suggested different digital tools based on individuals’ rehabilitation states and needs, and the impact of the tools they were using over time [61]. We could eventually see a new form of care, where a clinician (eg, a psychotherapist and psychiatrist) acts as a facilitator and meets with patients to suggest personalized digital micro interventions, including apps and online community support.

Figure 3 presents a visualization of the relationship between the core components of digital micro intervention care and aims to represent how the facilitator (digital app, health technology coach, clinician, etc) integrates different interventions to curate one whole therapeutic process. The key components are as follows:

1. The conceptual model: Defines which digital micro interventions are required, the relevant therapeutic narratives that link between different interventions, and the need states that also determine the evaluation scheme.
2. Digital micro intervention planner/identifier: Encompasses the process of identifying the relevant interventions that are currently available and planning new interventions. The required interventions are defined based on the targeted need states determined within the conceptual model (see Table 3 for an example).
3. Digital micro intervention suite: Includes all the potential interventions that are available. Once a need state is identified, the relevant intervention will be offered to the individual.
4. Timely evaluation of an individual’s state: The evaluation scheme is based on data that relates to the individual (eg, symptoms and demographics), context (eg, changes in the environment that may change an individual’s needs), and details about past interventions and their outcomes. Need states can be alerted in two different ways. First, predefined rules can be made to trigger an evaluation based on a fixed time (eg, every 3 months) or context (eg, on a weekend when an individual is presumed to be more free or weekday when an individual is presumed to be working). Second, an individual can decide to report on his/her condition or the needs encountered, which will activate an evaluation.
5. Intervention phase: The intervention phase is based on two different components. The basic component is the digital micro intervention itself. The second component represents the therapeutic narrative. The latter involves the following: (1) explaining the rationale for recommending the current micro intervention to the consumer, (2) clarifying how it relates to the general therapeutic process (if relevant based on the conceptual model), (3) integrating the current and past experiences (eg, success/failure in a previous intervention), and (4) relating to the future (eg, at the end of the intervention [what is going to happen next and why]) in relevant cases. Multimedia Appendix 1 presents an example of an automated therapeutic narrative that could be formed based on these subject matters.
6. Intervention documentation: Summary data relating to engagement and outcomes are documented and used to feed the
timely evaluation of an individual’s state. For example, if an individual disengages from an intervention without a clear change in symptoms and context, a different micro intervention can be offered.

**Figure 3.** Visualization of the relationship between core components of digital micro intervention care.

---

**Ongoing Optimization**

The success of the therapeutic process is limited by each of the units (micro interventions) within it and the ways they are linked and interact with each other. An iterative approach may enable the identification of those interventions that are missing or less effective, or a need to refine the conceptual model, for ongoing development of the intervention ecosystem. This paper’s focus is not on the methodological aspects of intervention optimization strategies; however, we refer the reader to the Multiphase Optimization Strategy as a good example for a methodological framework aimed at intervention optimization [62]. We find this framework to be relevant to digital micro intervention optimization because it is aimed at identifying the core sequence of elements that are efficacious, while providing a feasible method to account for potential intervening variables.

**Figure 4** presents the different areas of evaluation that could be expected in order to build on past knowledge to optimize the system of care based on several levels of examination. The first level of optimization focuses on a specific digital micro intervention. The receptivity and impact of the intervention is measured by user engagement, proximal events, and long-term outcomes. These results lead to optimization of the intervention’s quality, and may raise subsequent questions about the intervention’s impact that will require to add additional or alternative events or assessments. A subsequent evaluation involves the identification of specific populations and past experiences for whom/which the intervention was more or less successful (an interaction effect). The second level of optimization refers to the intervention sequence. Similar to the interaction effect examined in one digital micro intervention’s context, it involves identifying the best sequence of interventions that may differ based on the client’s context. The third and last level refers to the therapeutic process. It aims at understanding whether there are new need states that are not yet covered within the system, whether the clinical target is achieved, and in which cases. For example, if there are individuals who are properly engaged with the recommended sequence of micro interventions but do not reach the clinical target or individuals not engaged with any micro interventions that were offered. This will lead to optimizing the intervention planning and characterizing the user population for whom this system of care is relevant, and to the development of new interventions. The conceptual model is relevant in all levels of optimization because developers’ understanding of what works and for whom enables refinement of the model itself, which is then used to optimize the interventions and their sequence.
Example: Digital Micro Intervention Care Versus a Stepped-Care Approach

In this final section of the paper, we compare the concept of digital micro intervention care to a stepped-care approach. Stepped care is a common conceptualization that combines a set of interventions within one therapeutic process [63-65]. A stepped care approach is defined by two main principles. First, the least intensive/restrictive treatment that is expected to provide the desired health gain is offered to the patient. Second, the model is adaptive in the sense that those individuals who do not reach a desired health gain in a predetermined time period will be assigned to a more intensive/restrictive treatment option. Therefore, a stepped-care approach is based on treatments designed to reach the desired health target, where these treatments differ in intensity. In contrast, a single digital micro intervention is not expected to support a full therapeutic target (eg, overcoming depression) but rather be a step along the way. This is reasonable given that when conceptualizing the use of multiple digital micro interventions, we do not assume that people are willing to invest as much effort as ideally needed to complete a whole target of therapeutic processes.

Figure 5 presents illustrations of the two frameworks, based on these underlying differences in delivery of care. In comparison to a stepped-care model, the following aspects are noted in digital micro intervention care: (1) Each intervention unit is highly focused and is generally short, reducing the effort needed for completion; (2) The setting of care does not prioritize intervention sequence based on treatment intensity, but rather based on a complex understanding of people's needs and preferences (as described in the conceptual model section). Therefore, we do not see a graded intervention sequence in terms of intensity; (3) The therapeutic sequence does not focus on a given time window in which an intervention occurs continuously until completion, as would be expected in traditional models of proactive treatment delivery. This means that the therapeutic sequence may be very long and that individuals are sometimes engaged and sometimes not engaged with any intervention. In some cases, people do not receive any intervention most of the time. Maintaining ongoing contact with users may be required to allow triggering of the right intervention at the right time; (4) There might be a large number of different digital micro interventions to achieve the target of the treatment process, in comparison to stepped care models that are mostly based on few interventions (although each standard intervention includes multiple components).
Conclusions

Digital micro interventions may provide new ways to deliver behavioral and mental health interventions while meeting people’s capacity to invest a small effort in beneficial therapeutics. The development of digital micro interventions, however, demands new thinking. We cannot merely take previous interventions based on other models and assume they will have the focused and immediate impacts required of micro interventions. As such, we have proposed a novel model of understanding digital micro interventions by identifying their component parts (events), how these parts work together (decision rules), and how digital micro interventions might be incorporated into a larger therapeutic process. This model is helpful to assist researchers in optimizing digital micro interventions, developing a conceptual understanding of each intervention’s role within a larger process, and leaning on principles to best integrate between these interventions over time.

It is worth noting, however, that multiple issues related to digital micro interventions still need to be resolved. First, research methodologies that can facilitate the evaluation of micro interventions are required. Micro randomized trials are one such methodology that could be of use here, especially when research questions are related to dynamic processes of change over time [66]. Second, methods for optimizing digital micro interventions and improving micro intervention suites need to be explored. Third, we need to understand the people and targets for which the delivery of digital micro intervention care is more or less suitable.

Much of the current innovation in micro interventions has made use of technological affordances as technology makes it more feasible to deliver digital micro interventions in various ways. However, again, it does not necessarily mean that this sort of intervention has to be digital by nature. Because technology is highly embedded in our lives, it is possible that digital capabilities such as automated monitoring, triggering, and instant messaging tools will be commonly integrated into care, making the differentiation between digital and nondigital tools less relevant.

Expanding the portfolio of behavioral and mental health interventions to include interventions that allow people to interact in various modalities, intensities, and styles is likely necessary to make such interventions available to the vast number of people who could stand to benefit from them. Digital micro interventions represent one example of such an expansion, as they are brief, focused, and potentially more appropriate for people who enter with various levels of motivation. We hope the model represented here will structure and speed the work in this area and improve the research and delivery of digital micro intervention care.

Figure 5. Illustrations of stepped care and digital micro intervention care models.
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Abstract

Background: Medication adherence is important in managing the progression of chronic diseases. A promising approach to reduce cognitive burden when measuring medication adherence lies in the use of computer-adaptive tests (CATs) or in the development of shorter patient-reported outcome measures (PROMs). However, the lack of an item bank currently hampers this progress.

Objective: We aim to develop an item bank to measure general medication adherence.

Methods: Using the preferred reporting items for systematic review and meta-analysis (PRISMA), articles published before October 2019 were retrieved from PubMed, Embase, CINAHL, the Cochrane Library, and Web of Science. Items from existing PROMs were classified and selected (“binned” and “winnowed”) according to standards published by the Patient-Reported Outcomes Measurement Information System (PROMIS) Cooperative Group.

Results: A total of 126 unique PROMs were identified from 213 studies in 48 countries. Items from the literature review (47 PROMs with 579 items for which permission has been obtained) underwent binning and winnowing. This resulted in 421 candidate items (77 extent of adherence and 344 reasons for adherence).

Conclusions: We developed an item bank for measuring general medication adherence using items from validated PROMs. This will allow researchers to create new PROMs from selected items and provide the foundation to develop CATs.
systematic review; patient-reported outcome measures; item bank; adherence

Introduction

Medication adherence is defined as the degree to which a patient's behavior corresponds with the agreed recommendations from a health care provider [1]. The average adherence rate ranges from 50% among patients suffering from chronic diseases in developed countries [2] to 79% among those receiving medical treatment prescribed by a nonpsychiatrist physician [3,4]. Nonetheless, medication nonadherence is recognized as a significant public health issue since it can result in poor health outcomes and increased health care costs [5]. Medication adherence, which is important in managing the progression of chronic diseases, may be assessed using patient-reported outcome measures (PROMs). Using PROMs to measure medication adherence may be susceptible to a social desirability bias [6]; however, PROMs are much more practical in daily clinical practice because of their relatively low cost and ease of administration as compared to pill counting or an electronic monitoring system such as the medication event monitoring system (MEMS).

PROMs are measures of the status of a patient's health condition that originate directly from the patient, without interpretation of the patient's response by a caregiver or physician [7]. Numerous PROMs have been developed and validated to measure medication adherence. These include instruments such as the Medication Adherence Report Scale (MARS) [8], the 4- and 8-item Morisky Medication Adherence Scale (MMAS-4 and MMAS-8) [9], the Hill-Bone Medication Adherence (HBMA) scale [10], and the Domains of Subjective Extent of Nonadherence (DOSE-Nonadherence) scale [11]. However, most self-report measures that were developed using classical test theory [12,13] are static and administered using a common item set regardless of the respondent's level of medication adherence [14]. Since patients are asked the same questions repeatedly, this approach results in significant cognitive burden [15], low precision [16], a waste of the patients' time, as well as a lack of additional, new information [17].

A novel approach to overcome this limitation lies in the use of a computer-adaptive test (CAT) to create new PROMs for measuring medication adherence. A CAT is a system for tailoring a test, whereby the next item administered to the respondent is determined by and adaptive to the patient's response to the previously-administered item [18]. The Patient-Reported Outcomes Measurement Information System (PROMIS) was developed through a CAT and item response theory (IRT). Instead of focusing on the entire test, IRT shifts the focus to the individual questions [19]. The use of IRT with a CAT allows for the identification, individualization, and administration of a feasible number of items that are likely to offer the highest precision [20]. In order to achieve higher precision, PROMIS investigators were required to identify and develop items covering the full range of experience in the domains the instrument was intended to measure (ie, content validity) [14]. Thus, the first step to a CAT is an item bank consisting of questions from medication adherence PROMs. Therefore, this systematic literature review aims to identify and develop an item bank through a comprehensive summary of the questions from validated medication adherence PROMs.

Methods

This systematic review was guided by the preferred reporting items for systematic review and meta-analysis (PRISMA) statement [21]; standards published by the PROMIS committee [22] were adapted in the development of the item bank.

Search Strategy

Articles published before October 2019 were retrieved from PubMed, Embase, CINAHL, the Cochrane Library, and Web of Science. A search strategy (Multimedia Appendix 1) of 4 components was used as follows: construct of interest, population, instrument, and measurement properties. The searches focused on medication adherence PROMs. Where available, the sensitivity of the searches was enhanced using search filters developed by Terwee et al [23], which involves a combination of search terms designed to retrieve studies on measurement properties of measurement instruments. The search records were downloaded into Endnote X9 (Clarivate Analytics), and any duplicates were removed.

Article Selection

All titles and abstracts were screened independently by 2 reviewers (LJYO and SDW). A third reviewer (YHK) was consulted when a disagreement arose between the 2 reviewers. For articles that were potentially relevant, the full text of these articles was independently reviewed by the same 2 reviewers for inclusion or exclusion.

Articles were included if they were full-text original publications in English that validated PROMs for medication adherence. Articles were excluded if the PROMs were completed by proxy, or if they were conference abstracts, expert opinions, narrative reviews, or not peer-reviewed. Animal and case studies, as well as non-English language studies, were also excluded. These exclusions were not used to construct the search strategy to avoid the omission of relevant articles.

Data Extraction

Where available, 2 reviewers (LJYO and SDW) extracted study population characteristics (sample size, age, gender, and country) data from the articles.

Identification of Existing PROMs for Inclusion

The names of PROMs extracted from the previous step were consolidated. In order to optimize the number of relevant items for evaluation, the most recent and exhaustive version was included when multiple versions of the same PROM were found across the included studies.
For the assessment of PROMs for inclusion, reviewers obtained information regarding the PROM through internet searches. Copies of the shortlisted PROMs were retrieved either from sources available to the public (ie, official websites or research publications) or by requesting copies from the developers or study investigators of these PROMs. Permission was obtained from the study investigators for the inclusion of the PROM into the item bank. Where possible, permission from the PROM developers was sought in the case that the study investigators were not in a position to provide consent due to claims of intellectual property. After the initial contact, 2 follow-up reminder emails were sent to the unresponsive study investigators. This resulted in a final list of PROMs from which items were extracted and evaluated.

**Item Classification (Binning)**

Item classification, or binning, refers to a systematic process for grouping items according to meaning and specific latent construct. This process aims to obtain a bin with the most exhaustive list of items, from which a smaller number of items may be chosen to adequately represent the bin. The number of items that would adequately represent a bin was not predetermined, as the purpose of this process was to identify sufficient items that encompass the meaning of the bin and to eliminate unnecessary redundancy in the pool of items [14].

Binning was done using terms in English, and each item was included in as many bins as was deemed fit. To ensure that the binning process was exhaustive, 2 independent reviewers (LJYO and DHFL) evaluated any one item for possible inclusion, and an item identified for inclusion to a bin by at least 1 reviewer was included in that bin.

A 2-stage process was carried out for binning. First-order binning was completed at the level of the domain: each item was evaluated for possible inclusion into (1) Extent of Adherence and/or (2) Reasons for Nonadherence. The domains were derived from the self-report measure developed by Voils et al [11].

For the Reasons for Nonadherence domain, second-order binning was completed at the level of the subdomain consisting of (1) social- and economic-related factors, (2) health care team and system-related factors, (3) therapy-related factors, (4) condition-related factors, and (5) patient-related factors. The subdomains were derived from the World Health Organisation (WHO) framework for medication adherence [2]. The framework has been widely used in various literature [24-32]. Second-order binning was not deemed to be necessary for the Extent of Adherence domain.

**Item Selection (Winnowing)**

The process of winnowing aims to narrow the large pool of items down to a representative set of items; this is done by identifying item characteristics that would either include or exclude items from the item bank based on the definition of the domains [14]. Winnowing was performed by 2 reviewers (LJYO and DHFL) independently assessing each bin, and items that best represented the respective domains were first selected. The process was carried out separately for each domain.

The following criteria were used to eliminate items from consideration [14]: (1) the content of the item was inconsistent with the definition of medication adherence, or with the scope of the extent of and reasons for medication adherence; (2) the item was semantically redundant with a previous item; (3) the content of the item was too narrow to be universally applicable; (4) the stem of the item was highly disease-specific, which reduces overall applicability and limits the adaptation of the item; (5) the item was confusing; and (6) the item was open-ended, which increases the difficulty of implementation.

After the pair of reviewers completed the item selection independently, a third reviewer (YHK), who is trained in measurement science and item banking and was not previously involved in the binning and winnowing process, was consulted to identify the items that best represented each domain, as well as the items for removal.

**Results**

**Search Results and Characteristics of the Included Articles**

A total of 51,426 studies were obtained from the database search, of which 8286 duplicates were excluded. A review of the titles and abstracts led to the exclusion of 42,836 studies. Subsequently, full-text review excluded 98 studies, with reasons provided in Figure 1. An additional 7 studies were identified through hand-searching of reference lists, resulting in 213 relevant validation studies for potential inclusion into the item bank. The characteristics of the relevant studies are presented in Table 1.
Figure 1. Flow chart of the systematic literature review.
Table 1. Characteristics of studies for potential inclusion into the item bank (n=213).

<table>
<thead>
<tr>
<th>General Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of unique countries involved</td>
<td>48</td>
</tr>
<tr>
<td>Number of unique PROMs(^a) studied</td>
<td>126</td>
</tr>
<tr>
<td><strong>Sample size, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt; 50</td>
<td>17 (8.0)</td>
</tr>
<tr>
<td>50 – 99</td>
<td>31 (14.6)</td>
</tr>
<tr>
<td>100 – 199</td>
<td>64 (30.0)</td>
</tr>
<tr>
<td>200 – 299</td>
<td>30 (14.1)</td>
</tr>
<tr>
<td>300 – 399</td>
<td>22 (10.3)</td>
</tr>
<tr>
<td>400 – 499</td>
<td>15 (7.0)</td>
</tr>
<tr>
<td>&gt; 500</td>
<td>34 (16.0)</td>
</tr>
<tr>
<td><strong>Mean age in years, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>0 &lt; mean age ≤ 20</td>
<td>9 (4.2)</td>
</tr>
<tr>
<td>20 &lt; mean age ≤ 40</td>
<td>28 (13.2)</td>
</tr>
<tr>
<td>40 &lt; mean age ≤ 60</td>
<td>101 (47.4)</td>
</tr>
<tr>
<td>60 &lt; mean age ≤ 80</td>
<td>54 (25.4)</td>
</tr>
<tr>
<td>≥ 80</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Not reported (^b)</td>
<td>19 (8.9)</td>
</tr>
<tr>
<td><strong>Proportion of males, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt; 0.2</td>
<td>15 (7.0)</td>
</tr>
<tr>
<td>0.2 ≤ x &lt; 0.4</td>
<td>46 (21.6)</td>
</tr>
<tr>
<td>0.4 ≤ x &lt; 0.6</td>
<td>77 (36.2)</td>
</tr>
<tr>
<td>0.6 ≤ x &lt; 0.8</td>
<td>40 (18.8)</td>
</tr>
<tr>
<td>≥ 0.8</td>
<td>23 (10.8)</td>
</tr>
<tr>
<td>Not reported</td>
<td>12 (5.6)</td>
</tr>
</tbody>
</table>

\(^a\) PROMs: patient-reported outcome measures.  
\(^b\) Includes values in the form of median, range, or not reported.

**Identification of Existing PROMs for Inclusion**

The review of the included articles identified 126 unique PROMs measuring medication adherence, which were validated in 48 countries. A majority of the identified PROMs were self-administered questionnaires.

After obtaining written permission from the study investigators and PROM developers for the use of the items as part of the item bank, 47 PROMs from 53 studies were included in the item bank, as presented in Textbox 1. PROMs from the remaining 160 studies (Multimedia Appendix 2 [33-189]) were excluded due to a lack of consent. Among the 53 included studies, the Modified Drug Adherence Work-Up (M-DRAW) tool, the Reduced Glaucoma Treatment Compliance Assessment Tool (GTCA), and the 3-Item Self-Report Measure for Medication Adherence were each evaluated in 2 studies; the General Medication Adherence Scale (GMAS) was evaluated in 3 studies; and DOSE-Nonadherence was evaluated in 4 studies. PROMs included were mostly developed and validated in English. A total of 579 items were collated from these PROMs, including 71 non-English items.
Textbox 1. List of the patient-reported outcome measures (PROMs) that were included in the item bank. *Instruments which were not named; ** instruments developed/validated in non-English but have an existing English-translated version for publication purposes; ***instruments developed and/or validated in non-English.

### Generic PROMs
- Diagnostic Adherence to Medication Scale (DAMS) [190] (6 items)
- 7-Item Adherence to Refills and Medications Scale (ARMS-7) [191]** (7 items)
- Adherence to Refills and Medications Scale (ARMS) [192] (12 items)
- Brief Medication Adherence Scale (BMAS) [193]** (10 items)
- Domains of Subjective Extent of Nonadherence (DOSE-Nonadherence) Scale [11,194-196] (21 items)
- Every Visit Adherence Questionnaire [197] (1 item)
- General Medication Adherence Scale (GMAS) [198-200] (11 items)
- Medication Adherence Estimation and Differentiation Scale (MEDS) [201] (16 items)
- Modified Drug Adherence Work-Up (M-DRAW) Tool [202,203] (14 items)
- Self-Reported Adherence (SERAD) Questionnaire [204]*** (2 items)
- Simplified Medication Adherence Questionnaire (SMAQ) [205] (6 items)
- 3-Item Self-Report Measure for Medication Adherence [206,207]* (3 items)

### Disease-Specific PROMs
- 12-Item Medication Adherence Scale for Patients with Chronic Disease [208]* (12 items)
- 5-Item Compliance Questionnaire for Rheumatology (CQR5) [209] (5 items)
- Adult Asthma Adherence Questionnaire (AAAQ) [210] (5 items)
- Antidepressant Adherence Scale (AAS) [211] (4 items)
- Antipsychotic Medication Beliefs and Attitudes Scale (AMBAS) [212] (12 items)
- Assessment Scale for Treatment Compliance in Type 2 Diabetes Mellitus [213]* (30 items)
- Brief Evaluation of Medication Influences and Beliefs (BEMIB) [214] (8 items)
- Chinese and Western Medication Adherence Scale in Chronic Kidney Disease [215]* (18 items)
- Chinese Diabetes Medication Self-Efficacy Scale (CDMSS) [216]*** (19 items)
- Combination Antiretroviral Therapy Adherence Questionnaire [217]* (4 items)
- Diabetes Management Questionnaire (DMQ) [218] (21 items)
- Diabetes Medication Self-Efficacy Scale (DMSS) [219] (19 items)
- ICAMP Adherence Questionnaire [220] (10 items)
- Immunosuppressant Therapy Adherence Scale (ITAS) [221]*** (4 items)
- Iraqi Anti-Diabetic Medication Adherence Scale (IADMAS) [222] (8 items)
- IRT-30 [223] (10 items)
- Lasso-10 [223] (30 items)
- Measure for Intention to Adhere to HIV Treatment [224]* (14 items)
- Medication Adherence Self-Reports in Adults with Type 2 Diabetes [225]* (6 items)
- Medication Adherence Survey for Hemodialysis Patients [226]* (23 items)
- Multiple Sclerosis Treatment Adherence Questionnaire (MS-TAQ) [227] (11 items)
- Outcome Expectations for Osteoporosis Medication Adherence Scale in Chinese Immigrants (OEOMA-C) [228]** (5 items)
- Patient-Reported Measures Assessing Adherence Behaviors and Barriers in Patients Living with HIV [229]* (7 items)
- Perceived Barriers to Antiretroviral Therapy Adherence (PEDIA) Scale [230]** (18 items)
- Portuguese End-Stage Renal Disease Questionnaire (PESRD-AQ) [231]*** (46 items)
- Questionnaire for Adherence with Topical Treatments in Psoriasis (QATOP) [232] (9 items)
- Reduced Glaucoma Treatment Compliance Assessment Tool (GTCAT) [233,234] (28 items)
- Risk of Nonadherence to Antibiotic Treatment Questionnaire [235]* (20 items)
- Self-Assessment Tool to Measure Imatinib Adherence in Patients with Chronic Myeloid Leukemia [236]* (10 items)
- Self-Efficacy for Osteoporosis Medication Adherence Scale in Chinese Immigrants (SEOMA-C) [228]** (14 items)
- Self-Report Measures in Assessing Antiretroviral Adherence [237]* (3 items)
- Self-Reported Compliance to Metered-Dose Inhalers Questionnaire [238]* (4 items)
- Self-Reported Questionnaire Assessing Adherence to Antiretroviral Medication [239]* (5 items)
- Test of the Adherence to Inhalers (TAI) [240] (12 items)
- Treatment Adherence Survey – Patient Version (TAS-P) [241] (16 items)

Item Evaluation
At the stage of winnowing, 319 items inconsistent with the definitions of the domains or subdomains were removed. The 2 independent reviewers achieved a 90.4% agreement on the items for removal. Most eliminated items were found to be highly disease-specific (eg, “I arrange my oral antidiabetic medication or insulin dose myself according to my food intake.”) or open-ended (eg, “How many doses did you miss?”).

Table 2. Summary of domains and the number of items in each bin.

<table>
<thead>
<tr>
<th>Domain/subdomain</th>
<th>Number of items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extent of adherence</td>
<td>77</td>
</tr>
<tr>
<td>Reasons for adherence</td>
<td></td>
</tr>
<tr>
<td>Social and economic factors</td>
<td>32</td>
</tr>
<tr>
<td>Health care team and system-related factors</td>
<td>24</td>
</tr>
<tr>
<td>Condition-related factors</td>
<td>37</td>
</tr>
<tr>
<td>Therapy-related factors</td>
<td>114</td>
</tr>
<tr>
<td>Patient-related factors</td>
<td>137</td>
</tr>
</tbody>
</table>

Discussion
This systematic review summarises the process of developing an item bank for the domain of general medication adherence. A multistep approach adapted from the PROMIS standards for the development of item banks [14] was used. In order to enhance the comprehensiveness of the item bank, items originating from both disease-specific and nondisease specific PROMs were considered and reviewed for inclusion. To the best of our knowledge, this is the first systematic review to collate items from various medication adherence PROMs into an item bank. As numerous PROMs have been developed and validated for use in the measurement of medication adherence, an item bank consisting of the most representative items may improve the relevance and precision of assessments [242].

The current item bank enables researchers to select items for the creation of new PROMs. The rare and highly disease-specific items were eliminated during the winnowing process; however, the items included in the item bank may be adapted for use in both specific patient groups and the general population. There have been conflicting results on the association between age and medical adherence, with some studies providing evidence of an association between younger age and nonadherence [243] and others showing an association between older age and nonadherence [244]. A CAT that was developed using IRT based on our item bank can potentially examine the changing pattern of medical adherence during a lifetime more precisely than traditional PROMs that are developed using classical test theory [245,246]. In addition, previous studies have shown that adherence to different medications may vary within the same individual [247,248]. We can potentially overcome this issue by specifying the type of medication in the question stem in the CAT.

Towards the use of the item bank in CATs, the next steps are to revise and review the items through cognitive interviews, to calibrate the items using IRT, and to evaluate the validity of test scores when the items are administered adaptively. The items that underwent binning and winnowing originated from various PROMs. They were created in varying styles, phrasings, and sentence structures, with different response options for each item, including dichotomous, Likert, and semantic differential scales. Due to the discordances among the items, the item revision process would be prudent to facilitate the administration of the items as 1 coherent test. Once fully developed, the resulting instrument may potentially improve measurement...
precision and allow for a reduction in assessment time [249] and, accordingly, patient cognitive burden. Furthermore, since the scores are directly comparable [250], such an instrument would allow health care providers to measure and compare the medication adherence of a patient from consult to consult. Alongside other clinical measures, such as symptom scores and quality of life scales, these measurements may enable physicians to detect issues in a patient's medication adherence, implement timely interventions, evaluate the effectiveness of the interventions, and make prompt modifications when necessary.

This study has several strengths; 5 databases, as well as sensitive search filters, were used to capture as many potentially relevant articles as possible. The rigor of this study was established using the PRISMA statement and PROMIS standards. The PRISMA statement was used because it enhances the transparency and clarity of systematic reviews [251]. The utilization of modern statistical methods to improve the functionality of PROMs has elevated the expectations of instruments beyond robust psychometric properties. As such, the PROMIS standards were adapted for use as they endorse the minimum standards for PROMs used in patient-centered health outcomes and facilitate the development of common metrics for accurate comparisons across conditions, healthcare systems, and geographical locations [252].

This systematic review has some limitations. Firstly, we only included full-text articles in English. Full-text articles were necessary as they are peer-reviewed and recommended by Terwee et al [253]. Nonetheless, the 12 foreign-language articles that would otherwise be eligible for full-text review made up only 3.9% of the included articles. Secondly, the item bank does not include items developed by the 160 authors (75.1% of the articles assessed for inclusion) who either chose not to consent to the inclusion of their PROMs or were uncontactable. Of note, PROMs included in the item bank have adequately captured the concepts measured by the majority of items for which consent was not obtained. To ensure that no range of concepts has been overlooked from the exclusion of the studies, future studies can consider conducting interviews with patients, as well as conducting expert opinion reviews to elicit the conceptual model for medical adherence relevant to the local context. Thirdly, this systematic review only included validation studies of medication adherence PROMs. This was deemed appropriate given the importance of validation in justifying the use of the instrument [254]. Well-validated adherence scales have been strongly correlated with objective measures of adherence [255], allowing accurate and reliable assessment of medication adherence. In addition, expert review and patient feedback were not sought as part of the item evaluation process in this study. As the concept of medical adherence may differ between different sociocultural contexts [256,257], different countries should perform an expert review and gather patient feedback through cognitive interviews based on this item bank to ensure the development of a culturally sensitive instrument to measure medication adherence.

In conclusion, this study has identified and collated the items from 47 unique medication adherence PROMs into an item bank through a systematic review. Researchers are able to select appropriate items from the item bank for the creation of new PROMs. Future research may consider revising and reviewing the items through cognitive interviews, calibrating the items through IRT, and developing a CAT to measure medication adherence precisely.
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Abstract

Background: Medication adherence is essential for improving the health outcomes of patients. Various patient-reported outcome measures (PROMs) have been developed to measure medication adherence in patients. However, no study has summarized the psychometric properties of these PROMs to guide selection for use in clinical practice or research.

Objective: This study aims to evaluate the quality of the PROMs used to measure medication adherence.

Methods: This study was guided by the PRISMA (Preferred Reporting Items for Systematic Review and Meta-Analysis) guidelines. Relevant articles were retrieved from the EMBASE, PubMed, Cochrane Library, Web of Science, and CINAHL (Cumulative Index to Nursing and Allied Health Literature) databases. The PROMs were then evaluated based on the COSMIN (Consensus-based Standards for the selection of health Measurement Instruments) guidelines.

Results: A total of 121 unique medication adherence PROMs from 214 studies were identified. Hypotheses testing for construct validity and internal consistency were the most frequently assessed measurement properties. PROMs with at least a moderate level of evidence for ≥5 measurement properties include the Adherence Starts with Knowledge 20, Compliance Questionnaire-Rheumatology, General Medication Adherence Scale, Hill-Bone Scale, Immunosuppressant Therapy Barrier Scale, Medication Adherence Reasons Scale (MAR-Scale) revised, 5-item Medication Adherence Rating Scale (MARS-5), 9-item MARS (MARS-9), 4-item Morisky Medication Adherence Scale (MMAS-4), 8-item MMAS (MMAS-8), Self-efficacy for
Appropriate Medication Adherence Scale, Satisfaction with Iron Chelation Therapy, Test of Adherence to Inhalers, and questionnaire by Voils. The MAR-Scale revised, MMAS-4, and MMAS-8 have been administered electronically.

Conclusions: This study identified 121 PROMs for medication adherence and provided synthesized evidence for the measurement properties of these PROMs. The findings from this study may assist clinicians and researchers in selecting suitable PROMs to assess medication adherence.

(J Med Internet Res 2020;22(10):e19179) doi: 10.2196/19179
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systematic review; reliability and validity; medication adherence; patient reported outcome measures

Introduction
Medication adherence is known as “the degree to which the person’s behaviour corresponds with the agreed recommendations from a healthcare provider” [1]. Medication adherence is essential when it comes to improving the health outcomes of patients, especially for chronic diseases [2,3]. However, only approximately half of the patients worldwide adhere to their prescribed medication regimen [4]. Reasons for medication nonadherence include complexity of the treatment regimen, poor communication with health care providers, and concerns about side effects from taking medications [5]. Poor medication adherence may lead to worse health outcomes and higher rates of mortality and morbidity [1,6]. Nonadherence also incurs a high cost burden to the health care system by increasing hospital visits as well as causing unnecessary escalation to more expensive treatments [1]. Therefore, improving medication adherence is key to improving treatment outcomes [7,8].

To successfully improve medication adherence, there is a need for the accurate assessment of medication adherence. Current practices for measuring medication include direct measures such as drug assays of blood or urine as well as indirect measures of adherence such as pill count, electronic monitoring devices, and the use of big data such as review of prescription records and claims [9,10]. Some of these measures are not time efficient and are likely to be unsustainable in clinical practice. Various patient-reported outcome measures (PROMs) such as the Morisky Medication Adherence Scale (MMAS) [11], Hill-Bone Compliance Scale [12], and Medication Adherence Rating Scale (MARS) [13] have been developed to measure self-reported adherence to medications. These PROMs may be useful in clinical practice because they are easy to administer. On the basis of the patients’ PROM ratings, health care professionals may be able to provide timely feedback. Thus, underlying issues that contribute to medication noncompliance can be addressed at the point of care [14].

A number of previous studies have been conducted to validate PROMs on medication adherence [12,15-17], and a previous systematic review found 14 PROMs that assessed adherence to inhaled asthma maintenance medication alone [18]. However, to date, there is no comprehensive review that summarizes the psychometric properties of PROMs for medication adherence, which is essential to guide the selection of suitable PROMs to evaluate medication adherence in patients. Hence, we carried out a systematic review to identify studies that investigated PROMs for medication adherence and to evaluate the quality of these PROMs.

Methods
This study was conducted with reference to the PRISMA (Preferred Reporting Items for Systematic Review and Meta-Analysis) statement [19]. The measurement properties of each PROM were evaluated based on the COnsensus-based Standards for the selection of health Measurement Instruments (COSMIN) guidelines [20,21]. The COSMIN guidelines evaluate PROM development and the following 9 measurement properties: “content validity,” “structural validity,” “internal consistency,” “cross-cultural validity/ measurement invariance,” test-retest “reliability,” “measurement error,” “criterion validity,” “hypotheses testing for construct validity,” and “responsiveness” [21,22]. Of note, the assessment of “convergent validity,” “discriminant validity,” and “known-group validity” falls under “hypotheses testing for construct validity” [23,24]. We also assumed that “concurrent validity” and “predictive validity” can be evaluated by the same measurement property, “hypothesis testing for construct validity,” and sensitivity to change can be evaluated under “responsiveness” as well [22,25,26].

Search Strategy
The EMBASE, PubMed, Cochrane Library, Web of Science, and CINAHL databases were searched for relevant studies published before November 1, 2019. A search strategy (Multimedia Appendix 1) consisting of adherence, PROMs, and measurement properties was used. Search filters created by Terwee et al [27], which consists of a combination of search terms, were also used to enhance the sensitivity of searches, where available. For the adherence construct, synonyms such as compliance were used in the search. Duplicates were removed from the final search library.

Study Selection
Articles included in this study were full-text publications in English, validating medication adherence PROMs, with the assessment of at least one measurement property listed in the COSMIN [24,28]. We excluded animal studies, case studies, narrative reviews, expert opinions, conference abstracts, and PROMs completed by proxy [29]. In total, 2 independent reviewers (SW and LO) screened the titles and abstracts of the studies according to the inclusion and exclusion criteria. Opinions from a third reviewer (YK) were sought in the event of any disagreements. The remaining full-text articles were then...
evaluated by the same 2 independent reviewers for inclusion and exclusion. Additional articles for inclusion into the final pool of articles were also identified from the reference list of articles during the full-text screening phase [30].

Extraction of Data
The following data were then extracted from the included articles by 2 independent reviewers (SW and LO), where available:

- General characteristics of the study population: age, sample size, gender, and country.
- Characteristics of disease or condition: disease studied, duration of illness, or treatment.
- PROM characteristics: methods of administration, availability of electronic administration, language, response scale, domains, and number of items.

Assessment of Methodological Quality
The methodological quality of the studies was assessed by 2 independent reviewers (SW and LO). Any disagreement was resolved in consultation with a third reviewer (JP). Each measurement property was assessed based on a 4-point scale: “inadequate,” “doubtful,” “adequate,” or “very good” [20,22]. The item with the worst rating under each measurement property would determine the overall rating for the specific measurement property [31].

On the basis of the COSMIN guidelines, it is recommended for the review team to determine before assessing the methodological quality of studies which outcome measurement instrument can be considered a reasonable gold standard [32]. The study team decided that there is currently no gold standard in the field of patient-reported outcomes that measure medication adherence [33,34]; thus, the assessment of criterion validity of the PROMs was not performed except when an abridged PROM was compared with the original long version, which will be regarded as the gold standard. This is in line with the consensus from the COSMIN panel that no gold standard exists for PROMs [35].

Assessment of Psychometric Quality
The psychometric quality for each medication adherence instrument was assessed using the quality criteria by Terwee et al [36]. For each of the measurement properties evaluated in the included studies, a “positive (+),” “indeterminate (?),” or “negative (−)” rating was assigned based on the psychometric results. For example, for the internal consistency measurement property, the rating will be “+” if “at least low evidence for sufficient structural validity AND Cronbach’s alpha(s) ≥ 0.70 for each unidimensional scale or subscale.” The rating will be “−” if there is “at least low evidence for sufficient structural validity AND Cronbach’s alpha(s) < 0.70 for each unidimensional scale or subscale.” The rating will be “?” if the “criteria for at least low evidence for sufficient structural validity is not met” [36].

Evidence Synthesis
For each PROM, an evidence synthesis across studies was conducted. First, we determined whether each measurement property for a PROM had overall “sufficient (+),” “insufficient (−),” “inconsistent (±),” or “indeterminate (?)” evidence for each measurement property of the PROM. For PROMs that were assessed in more than one study, the overall rating of the level of evidence for the PROM would be sufficient (+), indeterminate (?), or insufficient (−) if the individual studies were all consistently rated as positive (+), indeterminate (?), or negative (−), respectively. If the results of individual studies were inconsistent, the overall rating of the level of evidence for the PROM would be inconsistent.

We also graded the quality of evidence for each measurement property of PROM as “high,” “moderate,” “low,” or “very low” level of evidence based on the guidelines from the modified Grading of Recommendations Assessment, Development and Evaluation approach for systematic reviews of clinical trials [22,37].

Results
Search Results and Study Characteristics
In total, 51,426 articles were retrieved from the 5 databases. After removing 8286 duplicates and 42,836 articles during title and abstract screening, 304 articles remained for full-text review. A total of 98 articles were further eliminated during full-text article screening. An additional 8 relevant articles were identified through hand-searching of the reference lists from the included articles to obtain a final list of 214 articles (Figure 1). A total of 240 PROMs were evaluated across 214 studies, and 121 unique medication adherence PROMs in 32 languages from 48 countries were identified (Table 1).
Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram for the systematic review. CINAHL: Cumulative Index to Nursing and Allied Health Literature; PROM: patient-reported outcome measure.
### Study characteristics of included articles (N=214).

<table>
<thead>
<tr>
<th>Study characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sample size</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>&lt;50</td>
<td>17 (7.9)</td>
</tr>
<tr>
<td>50-99</td>
<td>31 (14.4)</td>
</tr>
<tr>
<td>100-199</td>
<td>62 (29.0)</td>
</tr>
<tr>
<td>200-299</td>
<td>32 (15.0)</td>
</tr>
<tr>
<td>300-399</td>
<td>23 (10.7)</td>
</tr>
<tr>
<td>400-499</td>
<td>15 (7.0)</td>
</tr>
<tr>
<td>&gt;500</td>
<td>35 (16.4)</td>
</tr>
<tr>
<td><strong>Mean age (years)</strong>&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>&lt;20</td>
<td>9 (4.2)</td>
</tr>
<tr>
<td>20-39</td>
<td>28 (13.1)</td>
</tr>
<tr>
<td>40-59</td>
<td>97 (45.3)</td>
</tr>
<tr>
<td>60-79</td>
<td>55 (25.7)</td>
</tr>
<tr>
<td>&gt;80</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td><strong>Proportion of males (%)</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>0-20</td>
<td>15 (7.0)</td>
</tr>
<tr>
<td>21-40</td>
<td>47 (22.0)</td>
</tr>
<tr>
<td>41-60</td>
<td>78 (36.4)</td>
</tr>
<tr>
<td>61-80</td>
<td>38 (17.8)</td>
</tr>
<tr>
<td>81-100</td>
<td>23 (10.7)</td>
</tr>
<tr>
<td><strong>Mean treatment/disease duration</strong>&lt;sup&gt;a&lt;/sup&gt; (years)</td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>3 (1.4)</td>
</tr>
<tr>
<td>1-5</td>
<td>11 (5.1)</td>
</tr>
<tr>
<td>6-10</td>
<td>27 (12.6)</td>
</tr>
<tr>
<td>11-15</td>
<td>16 (7.5)</td>
</tr>
<tr>
<td>&gt;15</td>
<td>2 (0.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Some values were not reported.

<sup>b</sup>Some values were reported as median, range, or not reported.

### PROM Characteristics

The characteristics of the medication adherence PROM are presented in Multimedia Appendix 2 [38-51]. The most extensively studied PROMs were the 8-item MMAS (MMAS-8) and 4-item MMAS(MMAS-4), which were studied in 27 and 18 studies, respectively. Among the 121 PROMs, 15 PROMs have been administered electronically—Adult AIDS Clinical Trials Group (AACTG) adherence items [52], Fredericksen et al [38], Item Response Theory-30 [53], LeastAbsolute Shrinkage and Selection Operator-10 [53], Medication Adherence Reasons Scale (MAR-Scale) [54], MAR-Scale (revised) [55], MARS [56], Medication Intake Survey-Asthma [57], MMAS-4 [54], MMAS-8 [58], Multiple Sclerosis Treatment Adherence Questionnaire [59], Probabilistic Medication Adherence Scale [56], Self-Rating Scale Item [52], visual analog scale [52], and WedAd-Q Questionnaire [60].

### Assessment of Methodological and Psychometric Quality

Outcomes on the assessment of methodological quality and study quality of PROMs are summarized in Multimedia Appendix 3 [13,17,38-54,56,57,59,61-248]. In terms of validity, “hypotheses testing for construct validity,” “structural validity,” and “content validity” were assessed in 181, 92, and 92 studies, respectively. In terms of reliability, “internal consistency” and “reliability” were assessed in 138 and 27 studies, respectively. No studies assessed “measurement error” or “cross-cultural validity/measurement invariance.” Of note, 46 studies performed translation of PROMs, but none of them assessed measurement invariance or differential item functioning. Furthermore, although 75 studies assessed PROM development, only one of them obtained very good methodological quality.
Evidence Synthesis

The results for the evidence synthesis for the PROMs are summarized in Table 2. PROMs with at least a moderate level of evidence for ≥5 measurement properties include the Adherence Starts with Knowledge 20 (ASK-20), Compliance Questionnaire-Rheumatology (CQR), General Medication Adherence Scale (GMAS), Hill-Bone Scale, Immunosuppressant Therapy Barrier Scale (ITBS), MAR-Scale revised, MARS-5, MARS-9, MMAS-4, MMAS-8, Self-efficacy for Appropriate Medication Adherence Scale (SEAMS), Satisfaction with Iron Chelation Therapy (SICT), Test of Adherence to Inhalers (TAI), and the questionnaire by Voils.
Table 2. Evidence synthesis of measurement properties for each patient-reported outcome measure.

<table>
<thead>
<tr>
<th>PROMa</th>
<th>Number of studies</th>
<th>PROM development</th>
<th>Content validity</th>
<th>Structural validity</th>
<th>Internal consistency</th>
<th>Cross-cultural validity/measure invariance</th>
<th>Reliability</th>
<th>Measurement error</th>
<th>Criterion validity</th>
<th>Hypotheses testing for construct validity</th>
<th>Responsiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult Asthma Adherence Questionnaire</td>
<td>1</td>
<td>0b</td>
<td>/Bd</td>
<td>/B</td>
<td>/B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−/B</td>
<td>+g/B</td>
</tr>
<tr>
<td>Adult AIDS Clinical Trials Group</td>
<td>8</td>
<td>0</td>
<td>/Bb</td>
<td>/B</td>
<td>+/A1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>±/C</td>
<td>+/C</td>
</tr>
<tr>
<td>Antidepressant Adherence Scale</td>
<td>1</td>
<td>D</td>
<td>/D</td>
<td>0</td>
<td>−/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−/C</td>
<td>0</td>
</tr>
<tr>
<td>Adherence Barrier Questionnaire</td>
<td>2</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−/C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−/D</td>
</tr>
<tr>
<td>Adherence tool for chronic myelomonocytic leukemia</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/A</td>
<td>+/A</td>
</tr>
<tr>
<td>Adherence Evaluation of Osteoporosis Treatment Questionnaire-12</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/A</td>
<td>+/A</td>
</tr>
<tr>
<td>Antipsychotic Medication Beliefs and Attitudes Scale</td>
<td>1</td>
<td>D</td>
<td>+/C</td>
<td>−/B</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
</tr>
<tr>
<td>Adherence to Pulmonary Rehabilitation Questionnaire</td>
<td>1</td>
<td>C</td>
<td>+/C</td>
<td>0</td>
<td>/B</td>
<td>+/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ARMSk</td>
<td>1</td>
<td>C</td>
<td>+/C</td>
<td>0</td>
<td>/B</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
</tr>
<tr>
<td>ARMS-7</td>
<td>1</td>
<td>0</td>
<td>(?C</td>
<td>−/A</td>
<td>+/A</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ASK1-12</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>ASK-20</td>
<td>3</td>
<td>B</td>
<td>+/B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>±/A</td>
<td>−/B</td>
</tr>
<tr>
<td>Attitudes to mesalamine questionnaire</td>
<td>1</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/A</td>
<td>+/A</td>
</tr>
<tr>
<td>Adherence self-report questionnaire</td>
<td>1</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−/B</td>
</tr>
<tr>
<td>Axelsson et alb [39]</td>
<td>1</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
</tr>
<tr>
<td>Basel Assessment of Adherence to Immunosuppressive Medications Scale</td>
<td>1</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
</tr>
<tr>
<td>Brief Evaluation of Medication Influences and Beliefs</td>
<td>1</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−/D</td>
<td>+/C</td>
</tr>
<tr>
<td>Beliefs Related to Medication Adherence</td>
<td>1</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−/D</td>
<td>+/C</td>
</tr>
<tr>
<td>Brief Medication Adherence Scale</td>
<td>1</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−/D</td>
<td>+/C</td>
</tr>
<tr>
<td>Beliefs about Medication Compliance Scale</td>
<td>1</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Brief Medication Questionnaire</td>
<td>4</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
</tr>
<tr>
<td>Center for Adherence Support Evaluation Adherence Index</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>−/B</td>
</tr>
<tr>
<td>PROMa</td>
<td>Number of studies</td>
<td>PROM development</td>
<td>Content validity</td>
<td>Structural validity</td>
<td>Internal consistency</td>
<td>Cross-cultural validity/measurement invariance</td>
<td>Reliability</td>
<td>Measurement error</td>
<td>Criterion validity</td>
<td>Hypotheses testing for construct validity</td>
<td>Responsiveness</td>
</tr>
<tr>
<td>-------</td>
<td>-------------------</td>
<td>-----------------</td>
<td>------------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------------------------------</td>
<td>-------------</td>
<td>-----------------</td>
<td>------------------</td>
<td>-------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Chronic Disease Compliance Instrument</td>
<td>3</td>
<td>A</td>
<td>+/A</td>
<td>?/B</td>
<td>+/B</td>
<td>_\eta</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-/B</td>
<td>0</td>
</tr>
<tr>
<td>CEAT-VIH</td>
<td>1</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
<td>+/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
</tr>
<tr>
<td>Chaiyachati et al\textsuperscript{[40]}</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-/C</td>
<td>0</td>
</tr>
<tr>
<td>Compliance assessment</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>?/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
</tr>
<tr>
<td>Cohort Study of Medication Adherence Among Older Adults self-report tool</td>
<td>1</td>
<td>D</td>
<td>0</td>
<td>?/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>+/B</td>
</tr>
<tr>
<td>CQR\textsuperscript{b}</td>
<td>4</td>
<td>B</td>
<td>+/B</td>
<td>?/B</td>
<td>+/A</td>
<td>\eta</td>
<td>\pm/B</td>
<td>0</td>
<td>0</td>
<td>\pm/B</td>
<td>+/A</td>
</tr>
<tr>
<td>CQR-5</td>
<td>1</td>
<td>0</td>
<td>+/A</td>
<td>+/D</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>-/B</td>
</tr>
<tr>
<td>Da et al\textsuperscript{[41]}</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-/C</td>
<td>-/B</td>
</tr>
<tr>
<td>DAI\textsuperscript{b}</td>
<td>1</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>+/D</td>
<td>0</td>
<td>?/D</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
</tr>
<tr>
<td>DAI-10</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>\pm/A</td>
<td>-/B</td>
</tr>
<tr>
<td>DAI-9</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>?/C</td>
<td>0</td>
<td>0</td>
<td>-/D</td>
<td>0</td>
<td>0</td>
<td>-/D</td>
</tr>
<tr>
<td>Diagnostic Adherence to Medication Scale</td>
<td>1</td>
<td>B</td>
<td>+/B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/A</td>
<td>0</td>
</tr>
<tr>
<td>Demirtas et al\textsuperscript{[42]}</td>
<td>1</td>
<td>B</td>
<td>+/B</td>
<td>?/A</td>
<td>+/A</td>
<td>0</td>
<td>?/C</td>
<td>0</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
</tr>
<tr>
<td>Danish version of Medication Adherence Report Scale-4</td>
<td>1</td>
<td>0</td>
<td>?/D</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-/D</td>
<td>0</td>
</tr>
<tr>
<td>Diabetes Management Questionnaire</td>
<td>1</td>
<td>D</td>
<td>?/C</td>
<td>0</td>
<td>+/A</td>
<td>0</td>
<td>-/C</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
</tr>
<tr>
<td>Diabetes Medication Self-efficacy Scale</td>
<td>2</td>
<td>D</td>
<td>+/B</td>
<td>?/B</td>
<td>+/D</td>
<td>\eta</td>
<td>+/B</td>
<td>0</td>
<td>0</td>
<td>+/C</td>
<td>-/B</td>
</tr>
<tr>
<td>Environmental Barriers to Adherence Scale</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/A</td>
<td>0</td>
<td>?/D</td>
<td>0</td>
<td>0</td>
<td>+/D</td>
<td>0</td>
</tr>
<tr>
<td>Eye-Drop Satisfaction Questionnaire</td>
<td>2</td>
<td>D</td>
<td>+/C</td>
<td>?/B</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>?/C</td>
<td>0</td>
</tr>
<tr>
<td>End-Stage Renal Disease Adherence Questionnaire</td>
<td>2</td>
<td>D</td>
<td>+/B</td>
<td>0</td>
<td>0</td>
<td>\eta</td>
<td>+/C</td>
<td>0</td>
<td>0</td>
<td>-/B</td>
<td>0</td>
</tr>
<tr>
<td>Every Visit Adherence Questionnaire</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/D</td>
<td>0</td>
</tr>
<tr>
<td>Five-dimension adherence model</td>
<td>1</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/A</td>
<td>0</td>
</tr>
<tr>
<td>Fredericksen et al\textsuperscript{[249]}</td>
<td>1</td>
<td>C</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>General adherence tendency measure</td>
<td>1</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-/B</td>
<td>-/B</td>
</tr>
<tr>
<td>General Medicine Adherence Scale</td>
<td>3</td>
<td>C</td>
<td>+/B</td>
<td>+/A</td>
<td>+/A</td>
<td>\eta</td>
<td>\pm/B</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>+/C</td>
</tr>
<tr>
<td>Godin et al\textsuperscript{[43]}</td>
<td>2</td>
<td>C</td>
<td>?/C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-/C</td>
<td>+/C</td>
</tr>
<tr>
<td>GTCAT\textsuperscript{b}</td>
<td>1</td>
<td>D</td>
<td>?/B</td>
<td>?/D</td>
<td>-/B</td>
<td>0</td>
<td>?/D</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
</tr>
<tr>
<td>GTCAT (reduced)</td>
<td>2</td>
<td>0</td>
<td>?/B</td>
<td>-/C</td>
<td>-/A</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
<td>0</td>
<td>-/B</td>
<td>0</td>
</tr>
<tr>
<td>PROM*</td>
<td>Number of studies</td>
<td>PROM development</td>
<td>Content validity</td>
<td>Structural validity</td>
<td>Internal consistency</td>
<td>Cross-cultural validity/measurement invariance</td>
<td>Reliability</td>
<td>Measurement error</td>
<td>Criterion validity</td>
<td>Hypotheses testing for construct validity</td>
<td>Responsiveness</td>
</tr>
<tr>
<td>-------</td>
<td>-------------------</td>
<td>------------------</td>
<td>------------------</td>
<td>--------------------</td>
<td>---------------------</td>
<td>-----------------------------------------------</td>
<td>-------------</td>
<td>------------------</td>
<td>------------------</td>
<td>------------------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Hill-Bone Scale</td>
<td>5</td>
<td>B</td>
<td>+/A</td>
<td>?/B</td>
<td>+/B</td>
<td>$\theta^a$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/A</td>
<td>0</td>
</tr>
<tr>
<td>Hill-Bone Scale (modified)</td>
<td>1</td>
<td>0</td>
<td>?/C</td>
<td>0</td>
<td>$\sim$/?/D</td>
<td>$\theta^a$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>HIV Intention Measure</td>
<td>1</td>
<td>C</td>
<td>+/B</td>
<td>?/B</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
</tr>
<tr>
<td>HIV Symptom Quality of Life Adherence Questionnaire</td>
<td>1</td>
<td>D</td>
<td>0</td>
<td>?/B</td>
<td>+/C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
</tr>
<tr>
<td>Iraqi Anti-Diabetic Medication Adherence Scale</td>
<td>1</td>
<td>C</td>
<td>?/C</td>
<td>0</td>
<td>+/B</td>
<td>$\theta^a$</td>
<td>?/C</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>+/C</td>
</tr>
<tr>
<td>Item Response Theory-30</td>
<td>1</td>
<td>B</td>
<td>+/B</td>
<td>?/B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>?/C</td>
<td>+/B</td>
</tr>
<tr>
<td>Immunosuppressant Therapy Adherence Scale</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>?/B</td>
<td>+/?/D</td>
<td>$\theta^a$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>±/?/B</td>
<td>0</td>
</tr>
<tr>
<td>Immunosuppressant Therapy Barrier Scale</td>
<td>1</td>
<td>C</td>
<td>+/B</td>
<td>?/B</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/A</td>
<td>+/A</td>
</tr>
<tr>
<td>Kennedy et al* [44]</td>
<td>1</td>
<td>D</td>
<td>+/B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Kerr et al* [45]</td>
<td>1</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\sim$/?/D</td>
<td>$\sim$/?/D</td>
</tr>
<tr>
<td>Least absolute shrinkage and selection operator-10</td>
<td>1</td>
<td>B</td>
<td>+/B</td>
<td>?/B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>?/C</td>
<td>+/B</td>
</tr>
<tr>
<td>Long-Term Medication Behaviour Self-Efficacy Scale</td>
<td>1</td>
<td>D</td>
<td>?/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Modified Drug Adherence Work-up Tool</td>
<td>2</td>
<td>0</td>
<td>?/D</td>
<td>?/D</td>
<td>+/?/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\sim$/?/B</td>
<td>+/B</td>
</tr>
<tr>
<td>Medication Adherence Questionnaire</td>
<td>1</td>
<td>D</td>
<td>?/D</td>
<td>0</td>
<td>+/?/D</td>
<td>$\theta^a$</td>
<td>+/?/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MAR-Scale*</td>
<td>1</td>
<td>C</td>
<td>?/D</td>
<td>?/B</td>
<td>$\sim$/?/A</td>
<td>0</td>
<td>$\sim$/?/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/?/D</td>
</tr>
<tr>
<td>MAR-Scale (revised)</td>
<td>2</td>
<td>B</td>
<td>+/B</td>
<td>?/B</td>
<td>+/?/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
</tr>
<tr>
<td>MARS*</td>
<td>8</td>
<td>D</td>
<td>+/?/D</td>
<td>?/B</td>
<td>±/?/A</td>
<td>$\theta^a$</td>
<td>?/D</td>
<td>0</td>
<td>0</td>
<td>±/?/B</td>
<td>±/?/B</td>
</tr>
<tr>
<td>MARS-10</td>
<td>1</td>
<td>0</td>
<td>?/D</td>
<td>?/B</td>
<td>+/?/A</td>
<td>$\theta^a$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>±/?/B</td>
<td>+/?/B</td>
</tr>
<tr>
<td>MARS-5</td>
<td>8</td>
<td>0</td>
<td>+/B</td>
<td>?/B</td>
<td>+/B</td>
<td>$\theta^a$</td>
<td>±/?/B</td>
<td>0</td>
<td>0</td>
<td>±/?/A</td>
<td>±/?/B</td>
</tr>
<tr>
<td>MARS-9</td>
<td>2</td>
<td>0</td>
<td>+/B</td>
<td>?/B</td>
<td>+/A</td>
<td>0</td>
<td>$\sim$/?/B</td>
<td>0</td>
<td>0</td>
<td>±/?/B</td>
<td>0</td>
</tr>
<tr>
<td>MASES*</td>
<td>2</td>
<td>D</td>
<td>+/?/A</td>
<td>?/B</td>
<td>+/?/A</td>
<td>0</td>
<td>$\sim$/?/D</td>
<td>0</td>
<td>0</td>
<td>±/?/A</td>
<td>0</td>
</tr>
<tr>
<td>MASES-R</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>?/B</td>
<td>+/?/D</td>
<td>0</td>
<td>$\sim$/?/C</td>
<td>0</td>
<td>0</td>
<td>$\sim$/?/B</td>
<td>0</td>
</tr>
<tr>
<td>Medication Adherence Self-Report Inventory</td>
<td>6</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>+/?/D</td>
<td>0</td>
<td>+/?/D</td>
<td>0</td>
<td>0</td>
<td>+/?/A</td>
<td>+/?/A</td>
</tr>
<tr>
<td>Medication adherence scale</td>
<td>1</td>
<td>D</td>
<td>+/?/C</td>
<td>$\sim$/?/A</td>
<td>+/?/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\sim$/?/B</td>
<td>0</td>
</tr>
<tr>
<td>Medication adherence survey</td>
<td>1</td>
<td>B</td>
<td>+/B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/?/D</td>
<td>0</td>
</tr>
<tr>
<td>Medication Adherence Estimation and Differentiation Scale</td>
<td>1</td>
<td>C</td>
<td>?/B</td>
<td>+/?/A</td>
<td>+/?/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/?/D</td>
<td>$\sim$/?/A</td>
</tr>
</tbody>
</table>

* PROM: Patient-Reported Outcome Measure
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<table>
<thead>
<tr>
<th>PROM*</th>
<th>Number of studies</th>
<th>PROM development</th>
<th>Content validity</th>
<th>Structural validity</th>
<th>Internal consistency</th>
<th>Cross-cultural validity/measurement invariance</th>
<th>Reliability</th>
<th>Measurement error</th>
<th>Criterior validity</th>
<th>Hypotheses testing for construct validity</th>
<th>Responsive-</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medication Intake Survey-Asthma</td>
<td>1</td>
<td>B</td>
<td>+/B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−/B</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
</tr>
<tr>
<td>MMAS*−4</td>
<td>18</td>
<td>0</td>
<td>+/C</td>
<td>?/B</td>
<td>−/B</td>
<td>0</td>
<td>±/B</td>
<td>0</td>
<td>0</td>
<td>±/A</td>
<td>−/B</td>
</tr>
<tr>
<td>MMAS-7</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
</tr>
<tr>
<td>MMAS-8</td>
<td>27</td>
<td>0</td>
<td>+/B</td>
<td>±/A</td>
<td>±/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>±/A</td>
<td>−/B</td>
</tr>
<tr>
<td>MMAS-9</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>+/A</td>
<td>−/A</td>
<td>0</td>
<td>?/C</td>
<td>0</td>
<td>0</td>
<td>−/B</td>
<td>0</td>
</tr>
<tr>
<td>Medication Nonpersistence Scale</td>
<td>1</td>
<td>C</td>
<td>?/C</td>
<td>+/A</td>
<td>+/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/C</td>
<td>−/D</td>
</tr>
<tr>
<td>Medical Outcomes Study General Adherence Scale</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−/C</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Multiple Sclerosis Treatment Adherence Questionnaire</td>
<td>1</td>
<td>C</td>
<td>?/B</td>
<td>0</td>
<td>−/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/A</td>
<td>0</td>
</tr>
<tr>
<td>Outcome Expectations for Osteoporosis Medication Adherence Scale</td>
<td>2</td>
<td>D</td>
<td>+/B</td>
<td>±/A</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−/C</td>
<td>0</td>
</tr>
<tr>
<td>Perceived Barriers to Antiretroviral Therapy Adherence Scale</td>
<td>1</td>
<td>B</td>
<td>+/C</td>
<td>?/B</td>
<td>?/C</td>
<td>0</td>
<td>−/C</td>
<td>0</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
</tr>
<tr>
<td>Pictographic Self-Efficacy Scale</td>
<td>1</td>
<td>D</td>
<td>+/B</td>
<td>0</td>
<td>−/A</td>
<td>0</td>
<td>−/D</td>
<td>0</td>
<td>0</td>
<td>−/B</td>
<td>0</td>
</tr>
<tr>
<td>Patient Rating of Compliance Scale</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
</tr>
<tr>
<td>Patient Preference Questionnaire</td>
<td>1</td>
<td>D</td>
<td>+/D</td>
<td>0</td>
<td>+/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Probabilistic Medication Adherence Scale</td>
<td>1</td>
<td>C</td>
<td>±/C</td>
<td>−/A</td>
<td>+/C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Number of pills taken or prescribed</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−/?D</td>
<td>0</td>
<td>−/D</td>
<td>0</td>
<td>0</td>
<td>±/C</td>
</tr>
<tr>
<td>Questionnaire for Adherence with Topical Treatments in Psoriasis</td>
<td>1</td>
<td>D</td>
<td>+/B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>±/D</td>
</tr>
<tr>
<td>Question of Interest</td>
<td>1</td>
<td>0</td>
<td>?/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−/D</td>
<td>−/D</td>
</tr>
<tr>
<td>SCI*</td>
<td>2</td>
<td>0</td>
<td>?/C</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>−/B</td>
<td>0</td>
<td>0</td>
<td>±/A</td>
<td>−/B</td>
</tr>
<tr>
<td>SCI-R</td>
<td>1</td>
<td>0</td>
<td>+/B</td>
<td>?/B</td>
<td>+/A</td>
<td>0</td>
<td>?/D</td>
<td>0</td>
<td>0</td>
<td>+/D</td>
<td>+/D</td>
</tr>
<tr>
<td>Strathclyde Compliance Risk Assessment Tool</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>+/B</td>
</tr>
<tr>
<td>Summary of Diabetes Self-care Activities</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>±/C</td>
<td>0</td>
</tr>
<tr>
<td>Self-Efficacy for Appropriate Medication Adherence Scale</td>
<td>3</td>
<td>B</td>
<td>+/B</td>
<td>?/B</td>
<td>+/A</td>
<td>0</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>±/A</td>
<td>0</td>
</tr>
<tr>
<td>Self-efficacy scale</td>
<td>1</td>
<td>D</td>
<td>?/B</td>
<td>?/B</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>±/A</td>
<td>−/D</td>
</tr>
<tr>
<td>Self-report measures of adherence</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
</tr>
<tr>
<td>Self-report on adherence</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−/C</td>
<td>+/C</td>
<td></td>
</tr>
<tr>
<td>PROMa</td>
<td>Number of studies</td>
<td>PROM development</td>
<td>Content validity</td>
<td>Structural validity</td>
<td>Internal consistency</td>
<td>Cross-cultural validity/measure- ment invariance</td>
<td>Reliability</td>
<td>Measurement error</td>
<td>Criterion validity</td>
<td>Hypotheses testing for construct validity</td>
<td>Responsiveness</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-------------------</td>
<td>------------------</td>
<td>------------------</td>
<td>--------------------</td>
<td>----------------------</td>
<td>-----------------------------------------------</td>
<td>-------------</td>
<td>------------------</td>
<td>------------------</td>
<td>------------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Self-Efficacy for Osteoporosis Medication Adherence Scale</td>
<td>2</td>
<td>D</td>
<td>/B</td>
<td>-/A</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
</tr>
<tr>
<td>Self-Reported Adherence Questionnaire</td>
<td>1</td>
<td>0</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>?/D</td>
<td>0</td>
</tr>
<tr>
<td>Satisfaction with Iron Chelation Therapy</td>
<td>1</td>
<td>B</td>
<td>+/B</td>
<td>?/B</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/A</td>
<td>0</td>
</tr>
<tr>
<td>Sidorkiewicz et al[46]</td>
<td>1</td>
<td>B</td>
<td>+/B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
</tr>
<tr>
<td>Simplified Medication Adherence Questionnaire</td>
<td>2</td>
<td>D</td>
<td>?/C</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>-/A</td>
</tr>
<tr>
<td>Stages of Change Model Questionnaire</td>
<td>2</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
</tr>
<tr>
<td>Special Projects of National Significance Adherence Survey</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
</tr>
<tr>
<td>Self-Rating Scale Item</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/C</td>
<td>+/C</td>
</tr>
<tr>
<td>Test of Adherence to Inhalers</td>
<td>1</td>
<td>B</td>
<td>?/B</td>
<td>?/B</td>
<td>+/D</td>
<td>0</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>-/A</td>
</tr>
<tr>
<td>Tan et al [47]</td>
<td>1</td>
<td>C</td>
<td>?/C</td>
<td>?/B</td>
<td>+/A</td>
<td>0</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
</tr>
<tr>
<td>Treatment Adherence Survey-Patient Version</td>
<td>1</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>-/C</td>
</tr>
<tr>
<td>Therapeutic Adherence Scale for Hypertensive Patients</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>+/A</td>
<td>+/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>-/B</td>
</tr>
<tr>
<td>Topical Therapy Adherence Questionnaire</td>
<td>1</td>
<td>D</td>
<td>+/D</td>
<td>0</td>
<td>+/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Turcu- tiolică et al[48]</td>
<td>1</td>
<td>D</td>
<td>+/D</td>
<td>0</td>
<td>-/D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-/D</td>
<td>0</td>
</tr>
<tr>
<td>Visual analog scale</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-/D</td>
<td>0</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
</tr>
<tr>
<td>Validated Hemophilia Regimen Treatment Adherence Scale—On-Demand</td>
<td>1</td>
<td>D</td>
<td>+/D</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
<td>+/B</td>
<td>0</td>
<td>0</td>
<td>±/B</td>
<td>0</td>
</tr>
<tr>
<td>Validated Hemophilia Regimen Treatment Regimen Treatment Adherence Scale-Prophylaxis</td>
<td>1</td>
<td>D</td>
<td>+/D</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
<td>0</td>
<td>-/C</td>
<td>0</td>
</tr>
<tr>
<td>Voils et al [49]</td>
<td>4</td>
<td>C</td>
<td>+/B</td>
<td>+/A</td>
<td>+/A</td>
<td>0n</td>
<td>-/A</td>
<td>0</td>
<td>0</td>
<td>±/A</td>
<td>-/B</td>
</tr>
<tr>
<td>Vreeman et al [50]</td>
<td>2</td>
<td>C</td>
<td>?/C</td>
<td>0</td>
<td>0</td>
<td>0n</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-/C</td>
<td>-/C</td>
</tr>
<tr>
<td>Web-Ad-Q Questionnaire</td>
<td>1</td>
<td>C</td>
<td>+/C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+/D</td>
<td>0</td>
<td>0</td>
<td>+/C</td>
<td>0</td>
</tr>
</tbody>
</table>

aPROM: Patient-Reported Outcome Measure
Discussion

To the best of our knowledge, this is the first systematic review that comprehensively summarized PROMs for medication adherence based on the COSMIN guidelines [21,22]. Among the 214 included articles, we identified 121 unique PROMs for medication adherence. Our study revealed the most commonly evaluated medication adherence PROMs to be the MMAS-8, MMAS-4, AACTG, MARS, and MARS-5. However, being more commonly evaluated does not mean that these PROMs have the best psychometric properties. Moreover, based on the number of studies for each PROM in Table 2, most of the PROMs have too few studies to provide a strong evidence base for their use.

Among the 15 PROMs that have been administered electronically, 3 PROMs (MAR-Scale revised, MMAS-4, and MMAS-8) have at least a moderate level of evidence for ≥5 measurement properties. Electronic administration of PROMs to measure medication adherence may be appealing in health care settings, as it may reduce the administrative burden for data collection and data entry. In addition, as web-based interventions to improve medication adherence become increasingly commonplace [250], electronic PROMs may be incorporated into web-based platforms to assess the effectiveness of these web-based interventions.

Despite a few studies claiming the use of certain PROMs and objective measures as the gold standard for measuring medication adherence, we deliberately omitted evaluating criterion validity for these studies. As mentioned in the introduction, although objective measures such as pill count, electronic monitoring devices, and big data may measure adherence indirectly, these measures are laborious, costly, and sometimes invasive, making them unsuitable for routine clinical use. Furthermore, all these surrogate measures, including PROMs, do not predict any real biological outcomes such as a reduction in viral load, blood pressure, or glucose concentration in determining medication adherence in patients. Hence, none of these measures can be deemed as a gold standard [10].

Measurement error was not evaluated because none of the studies reported the standard error of measurement, smallest detectable change, or limits of agreements required by the COSMIN. In addition, although translations of PROMs were performed in 46 studies, none of these studies assessed measurement invariance or differential item functioning; therefore, cross-cultural validity was not evaluated for any of the PROMs in this study. Moreover, only one study examined the interpretability of PROMs in the form of minimal detectable change for the MMAS-8 [251]. Further study on measurement error, cross-cultural validity, and interpretability of medication adherence PROMs is warranted.

The strengths of this study include using COSMIN guidelines, which are well regarded as a consensus-based standard for...
evaluating the measurement properties of PROMs [23]. The COSMIN Risk of Bias checklist employed in this study is an improvement from the original COSMIN checklist with several improvements in the standards for evaluation [21,22]. We also used sensitive search filters to retrieve and include as many potentially relevant articles as possible.

One limitation related to this study was that the selection of articles and evaluation of psychometric properties were subjective in nature and may have been prone to judgment bias. Nevertheless, the requirement by COSMIN to have 2 independent reviewers and the need for a third reviewer to reach a consensus in the case of any discrepancy occurring has helped reduce the risk of judgment bias [22,252].

Conclusions
In summary, 121 unique medication adherence PROMs were identified in 214 studies. On the basis of the COSMIN guidelines, PROMs with at least a moderate level of evidence for ≥5 measurement properties include the ASK-20, CQR, GMAS, Hill-Bone Scale, ITBS, MAR-Scale revised, MARS-5, MARS-9, MMAS-4, MMAS-8, SEAMS, SICT, TAI, and questionnaire by Voils. Of these, only the GMAS has sufficient (+) ratings for at least four measurement properties. We believe this study would assist clinicians and researchers in selecting suitable PROMs to measure medication adherence among patients. Future research may consider validating measurement errors and cross-cultural validity to further improve the insights on the measurement properties of these PROMs.
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Abstract

Background: Despite the acceptability and efficacy of e–patient-reported outcome (ePRO) systems, implementation in routine clinical care remains challenging.

Objective: This pragmatic trial implemented the PROMPT-Care (Patient Reported Outcome Measures for Personalized Treatment and Care) web-based system into existing clinical workflows and evaluated its effectiveness among a diverse population of patients with cancer.

Methods: Adult patients with solid tumors receiving active treatment or follow-up care in four cancer centers were enrolled. The PROMPT-Care intervention supported patient management through (1) monthly off-site electronic PRO physical symptom and psychosocial well-being assessments, (2) automated electronic clinical alerts notifying the care team of unresolved clinical issues following two consecutive assessments, and (3) tailored online patient self-management resources. Propensity score matching was used to match controls with intervention patients in a 4:1 ratio for patient age, sex, and treatment status. The primary outcome was a reduction in emergency department presentations. Secondary outcomes were time spent on chemotherapy and the number of allied health service referrals.

Results: From April 2016 to October 2018, 328 patients from four public hospitals received the intervention. Matched controls (n=1312) comprised the general population of patients with cancer, seen at the participating hospitals during the study period. Emergency department visits were significantly reduced by 33% (P=.02) among patients receiving the intervention compared with patients in the matched controls. No significant associations were found in allied health referrals or time to end of chemotherapy. At baseline, the most common patient reported outcomes (above-threshold) were fatigue (39%), tiredness (38.4%), worry (32.9%), general wellbeing (32.9%), and sleep (24.1%), aligning with the most frequently accessed self-management domain pages of physical well-being (36%) and emotional well-being (23%). The majority of clinical feedback reports were reviewed by nursing staff (729/893, 82%), largely in response to the automated clinical alerts (n=877).
Conclusions: Algorithm-supported web-based systems utilizing patient reported outcomes in clinical practice reduced emergency department presentations among a diverse population of patients with cancer. This study also highlighted the importance of (1) automated triggers for reviewing above-threshold results in patient reports, rather than passive manual review of patient records; (2) the instrumental role nurses play in managing alerts; and (3) providing patients with resources to support guided self-management, where appropriate. Together, these factors will inform the integration of web-based PRO systems into future models of routine cancer care.

Trial Registration: Australian New Zealand Clinical Trials Registry ACTRN12616000615482; https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=370633

International Registered Report Identifier (IRRID): RR2-10.1186/s12885-018-4729-3

(J Med Internet Res 2020;22(10):e19685) doi:10.2196/19685
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patient-reported outcomes (PROs); eHealth; patient-centered care; electronic health record; nonrandomized controlled trial; emergency department presentations; pragmatic trial; symptom screening

Introduction
Organizations delivering health care services increasingly incorporate patient-reported outcomes (PRO) to inform person-centered care and evaluate services. Well-implemented ePRO systems are associated with improved patient-provider communication, patient satisfaction [1], health-related quality of life [2,3], compliance with chemotherapy [3], earlier detection of relapse in patients with lung cancer [4], reduced emergency department (ED) presentations [5,6], and improved cancer survival [6,7]. However, implementation and effectiveness evaluations in real-world clinical practice settings are not well studied.

A systematic review of 6 reviews identified facilitators and barriers for the implementation of ePROs in health services, with 2 early stages in the implementation process being critical for organizational time and resource investment [8]. First, designing the processes for using PROs within an organization, with a focus on decisions about data use for clinical purposes, rather than just which PROs to collect and how to collect them. Second, preparing organizations and staff for using PROs, including highlighting their validity and value, training clinicians using them, and developing electronic systems that fit into the centers’ patient workflow.

Our team developed PROMPT-Care (Patient Reported Outcome Measures for Personalized Treatment and Care), an ePRO system for routinely collecting PROs remotely from home for patients with cancer. PROMPT-Care provides real-time feedback of results to the cancer care teams to inform patient-centered care and deliver evidence-based self-management information to address patient-reported problems [9]. PROMPT-Care is fully integrated into the electronic oncology information system (OIS), which is acceptable to patients and oncology staff and feasible to implement clinically [10].

This multicenter, pragmatic [11] nonrandomized intervention study aimed to successfully implement PROMPT-Care Version 2.0 [12] into existing clinical workflows, evaluate its effectiveness in a diverse population of patients with cancer, and explore the system utility from patient and health care professional perspectives. We hypothesized that PROMPT-Care intervention patients would have significantly fewer ED presentations during the study period compared to a usual care control group. The intervention was also expected to impact the time spent on chemotherapy and the number of health service referrals.

Methods
Study Design and Participants
The trial protocol details the study design [12]. Briefly, we conducted a pragmatic, nonrandomized trial among patients with cancer throughout all stages of their cancer care trajectory, with different tumor types and receiving active treatment or follow-up care between April 2016 and October 2018 at four public hospitals in New South Wales, Australia. This study design [11] was chosen to inform external validity and determine this care model’s suitability for broad cancer populations, including those in follow-up. Study participants were compared to the general population of patients with cancer receiving usual care at participating hospitals during the study period.

Eligible patients were adults with a confirmed diagnosis of a solid tumor and cognitively able to provide informed consent and complete the assessments in English. Patients without internet access outside the hospital were excluded. Patients with upcoming clinical appointments (treatment or follow-up) at participating hospitals were prescreened for eligibility by treating clinicians using lists extracted from the OIS every month and invited to participate by the nursing or research staff. Patients received written and verbal information about the study, provided their consent, and participated for a minimum of 6 months. Participants received monthly emails prompting them to complete the upcoming online assessment, with one reminder email sent a week later. The Human Research Ethics Committee of South Western Sydney and Illawarra Shoalhaven Local Health Districts (Reference No. HREC/15/LPOOL/287) granted ethics approval, and the trial was registered in the Australian New Zealand Clinical Trials Registry (ACTRN12616000615482).

Intervention
Four key intervention components were standardized across participating hospitals: ePROs, clinical feedback reports, clinical alerts, and patient self-management (Figure 1).
Approximately once a month, patients were prompted via email to complete an online assessment of their physical and psychosocial well-being from home, which included the Distress Thermometer and checklist [13], the Edmonton Symptom Assessment Scale (ESAS) [14], and the Supportive Care Needs Survey-Screening Tool 9 [15]. Patients used an electronic device (eg, tablet, computer), with real-time electronic data transfer (using PROsaiq, Didymo Designs) into the point-of-care OIS (MOSAIQ, Elekta Medical Systems), via automatic conversion into an Health Level Seven (HL7) message [16].

Patient privacy was maintained by ensuring the email did not contain identifiable patient information, in the event the email was intercepted or sent to the wrong email address. PROsaiq [16], which has restricted access, was located on a PROMPT-Care form server within the demilitarized zone of the health network. To complete an assessment, the patient opened the URL provided in the email, and the browser established a secure session to the PROMPT-Care system, where an SSL Certificate was installed. The patient was required to enter a unique medical record number and their surname to access the system. The two identifiers were chosen to match the survey results to the correct patient in the OIS. Following the assessment completion, data were translated into a HL7 message by the OIS HL7 translation server, which also sat behind the health network firewall. If the medical record number and surname attached to the HL7 message matched to a patient in the OIS, the survey results were loaded into the OIS under the patient record. If a mismatch occurred, the data were not loaded and a failure was recorded in a log file. No patient information was stored on the PROMPT-Care form server.

Clinical Feedback Reports

Any care team member could review the ePRO reports in real time with patients, or as required. The ePRO reports included (1) a 1-page summary of the most recent assessment results, including recommended clinical actions and referrals generated from algorithms to facilitate standardized care (Figure 2) [17,18], and (2) a longitudinal report of all assessments to date. Staff were oriented on clinical feedback report use and access at the start of the study, with a periodic refresher training and emails with brief instructions on accessing and using reports in practice throughout the trial.
Clinical Alerts
An email alert was automatically generated whenever any individual ePRO item score breached a predefined threshold on two consecutive assessments. This email was generated by a SMTP server within the health network, where only approved health email addresses were able to receive this email alert ensuring that patient identifying data were unable to leave the organization. A designated member of the care team reviewed emails at least once a day (Monday–Friday) and followed their cancer center’s standard clinical care pathway.

Patient Self-Management
Approved resources were hosted on a website to support patient self-management, [12,17], with domain-specific webpages—practical problems and emotional, physical, social and family well-being, and a “maintaining well-being” page to support general health. Immediately following ePRO
completing, patients received an email with links to pages related to the above-threshold ePROs (eg, a patient with a breached pain score received a link to the physical well-being page). Information resources, interactive resources (eg, videos, podcasts, self-help programs), and resources to facilitate effective communication with the general practitioner were provided. Patients with no breached ePROs received the “maintaining well-being” link. Resources were maintained on a public website, external to the health firewalls, and no identifiable information was included in the email.

Selection of Controls
The “usual care” control group included all other patients receiving active treatment or follow-up care at participating centers during the study period. For comparability between the intervention and control samples, clinicians prescreened control patients as part of trial recruitment procedures; patients who did not meet the study eligibility criteria were excluded from the usual care group. Usual care consisted of standard clinical oncology practice, monitoring and managing patient issues, and management and OIS documentation of patient symptoms and issues as needed during clinical appointments.

Outcomes
The primary outcome was ED presentations. Since patients could present at any hospital in their local health district, ED data was extracted from all hospitals with ED departments (n=8) in the two local health districts, during the trial period. A presentation to ED may or may not have required an admission. Secondary outcomes were (1) total time receiving chemotherapy during the study period and (2) referral to in-hospital allied health services (eg, psychology, social work, nutrition and dietetics, occupational therapy, physiotherapy). Primary and secondary outcome data were extracted from patients’ OISs.

Receipt of clinical alerts was automatically logged via the PROMPT-Care system email monitoring and OIS records of clinician notes. Responses to email alerts were recorded in the OIS and research staff recorded clinical actions (eg, referrals, information provision, issue already being managed). The number of clinical feedback reports opened in response to patient assessment completion was tabulated based on medical record logs.

PROMPT-Care compliance was monitored by calculating the proportion of patients completing assessments at expected time points within the first 6 months. Patient views of self-management domain pages, monitored using Google Analytics, were summarized as counts and proportion of resources.

At enrolment, patients completed a demographics survey (sex, marital status, education, employment, and language spoken at home); clinical (cancer site and stage) and treatment (chemotherapy, radiotherapy treatments, active treatment, and follow-up care) details were extracted from the OIS. Socioeconomic status was determined from the Index of Relative Socio-economic Disadvantage [19], a continuous score split into quintiles (1=most disadvantaged to 5=least disadvantaged).

Sample Size
Propensity score matching was used to match control patients with intervention patients in a 4:1 ratio with regard to patient age, sex, and treatment status [20]. The study was powered to detect a minimum 14% between-group difference in the primary outcome—ED presentations. Assuming a 4:1 allocation to the control group versus intervention group and based on an assumed 1.4 ED presentations per patient during the study period for the control group [21], a minimum sample of 1760 patients (intervention: n=352; control: n=1408) was required to achieve 80% power and a two-sided statistical significance of 0.05.

Statistical Analyses
Demographic and clinical characteristics were described as frequencies, mean scores, and percentages, with between-group comparisons using Chi-square tests or t-tests. Intention-to-treat analyses were conducted in line with a prespecified analysis plan [12]. Multivariable negative binomial regression was used to identify between-group differences in ED presentation rates. To account for between-group differences in distribution of demographic and disease characteristics, we adjusted for disease stage, socioeconomic disadvantage, hospital site, and waiting time (time from diagnosis to start of PROMPT-Care). Allied health referrals were analyzed similarly. Multivariable Cox proportional hazards model was used to analyze length of time from start to end of chemotherapy, adjusting for stage of disease, treatment status, and socioeconomic disadvantage. A delayed entry model was used to specify how many days after the start of chemotherapy a patient started PROMPT-Care.

Data Sharing
De-identified data will be available on request after all primary and secondary endpoints have been analyzed and published, and after signing of an agreement with the PROMPT-Care program. Requests for data sharing can be made to the corresponding author, including a research proposal that must be approved by the chief investigator team.

Results
Study Population
Between April 2016 and April 2018, clinicians prescreened 3699 patients against clinical and language exclusion criteria and invited 2904 (79%) to participate (Figure 3). A further 283 patients were ineligible, 36 were deceased, 845 declined, and 1334 did not respond. The remaining 406 patients were enrolled to the intervention group, with 328 (81%) receiving the “per-protocol intervention” (sent >4 assessments within 6 months postenrolment), due to administrative staff error sending assessment emails.
Propensity Score Matching

Propensity score matching was used to match age, sex, and treatment status. Prior to matching, there were no significant differences in age and sex between the treatment groups. However, there was a higher proportion of control patients on active treatment (1157/1911, 60.5%) compared with patients in the intervention group (139/328, 42.4%) \((P<.001)\). After matching there were no differences in age, sex, and treatment groups (Table 1).

After matching, the study groups were not significantly different at baseline in the site of cancer and waiting time, but the control group included significantly more patients from the most socioeconomically disadvantaged quintile and at clinical stage IV \((P=.01; \text{Table 1})\).
Table 1. Participant characteristics for intervention, control, and control participants matched for age, sex, and treatment status.

<table>
<thead>
<tr>
<th></th>
<th>PROMPT-Care(^a) (n=328)</th>
<th>Control (n=1911)</th>
<th>(P) value</th>
<th>Matched control (n=1312)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (range)</td>
<td>62.4 (25.86)</td>
<td>62.7 (18.96)</td>
<td>.61</td>
<td>62.3</td>
<td>.90</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>133 (40.6)</td>
<td>720 (37.7)</td>
<td>.33</td>
<td>502 (38.3)</td>
<td>.45</td>
</tr>
<tr>
<td>Female</td>
<td>195 (59.5)</td>
<td>1191 (62.3)</td>
<td></td>
<td>810 (61.7)</td>
<td></td>
</tr>
<tr>
<td>Site of cancer, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breast</td>
<td>132 (40.2)</td>
<td>854 (44.7)</td>
<td>.50</td>
<td>620 (47.3)</td>
<td>.18</td>
</tr>
<tr>
<td>Prostate</td>
<td>51 (15.6)</td>
<td>295 (15.4)</td>
<td></td>
<td>199 (15.2)</td>
<td></td>
</tr>
<tr>
<td>Colorectal</td>
<td>37 (11.3)</td>
<td>186 (9.7)</td>
<td></td>
<td>127 (9.7)</td>
<td></td>
</tr>
<tr>
<td>Respiratory</td>
<td>29 (8.8)</td>
<td>127 (6.7)</td>
<td></td>
<td>83 (6.3)</td>
<td></td>
</tr>
<tr>
<td>Gynaecological</td>
<td>16 (4.9)</td>
<td>83 (4.3)</td>
<td></td>
<td>43 (3.3)</td>
<td></td>
</tr>
<tr>
<td>Upper gastrointestinal</td>
<td>15 (4.6)</td>
<td>78 (4.1)</td>
<td></td>
<td>51 (3.9)</td>
<td></td>
</tr>
<tr>
<td>Skin</td>
<td>11 (3.4)</td>
<td>83 (4.8)</td>
<td></td>
<td>48 (3.7)</td>
<td></td>
</tr>
<tr>
<td>Oral</td>
<td>10 (3.1)</td>
<td>34 (1.8)</td>
<td></td>
<td>21 (1.6)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>27 (8.2)</td>
<td>171 (9)</td>
<td></td>
<td>120 (9.2)</td>
<td></td>
</tr>
<tr>
<td>Stage of disease(^b), n (%)</td>
<td></td>
<td></td>
<td>.20</td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>0/I</td>
<td>66 (22.1)</td>
<td>415 (21.7)</td>
<td></td>
<td>303 (23.1)</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>90 (27.4)</td>
<td>569 (29.8)</td>
<td>.33</td>
<td>412 (31.4)</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>57 (17.4)</td>
<td>366 (19.2)</td>
<td></td>
<td>248 (18.9)</td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>80 (24.4)</td>
<td>357 (18.7)</td>
<td></td>
<td>209 (15.9)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>35 (10.7)</td>
<td>204 (10.7)</td>
<td></td>
<td>140 (10.7)</td>
<td></td>
</tr>
<tr>
<td>Treatment received, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemotherapy</td>
<td>105 (32)</td>
<td>561 (29.4)</td>
<td>.33</td>
<td>269 (20.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Radiotherapy</td>
<td>66 (20.1)</td>
<td>897 (46.9)</td>
<td>&lt;.001</td>
<td>430 (32.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Treatment status, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Active treatment(^c)</td>
<td>139 (42.46)</td>
<td>1157 (60.5)</td>
<td></td>
<td>558 (42.5)</td>
<td></td>
</tr>
<tr>
<td>Follow-up care</td>
<td>189 (57.6)</td>
<td>754 (39.5)</td>
<td></td>
<td>754 (57.5)</td>
<td></td>
</tr>
<tr>
<td>Socioeconomic status (IRSD)(^d), n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1</td>
<td>54 (16.45)</td>
<td>609 (31.9)</td>
<td></td>
<td>403 (30.7)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>98 (29.9)</td>
<td>490 (25.6)</td>
<td></td>
<td>340 (25.9)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>52 (15.9)</td>
<td>275 (14.4)</td>
<td></td>
<td>207 (15.8)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>35 (10.7)</td>
<td>197 (10.3)</td>
<td></td>
<td>124 (9.5)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>90 (27.1)</td>
<td>340 (17.8)</td>
<td></td>
<td>238 (18.1)</td>
<td></td>
</tr>
<tr>
<td>Relationship status(^h,e), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>71 (23.1)</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Partnered</td>
<td>236 (76.9)</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Education status(^h,e), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>122 (39.7)</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Post-secondary education</td>
<td>185 (60.3)</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Employment(^c,e), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>129 (42)</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>155 (50.5)</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Hospital site, n (%)</td>
<td>PROMPT-Care&lt;sup&gt;a&lt;/sup&gt; (n=328)</td>
<td>Control (n=1911)</td>
<td>P value</td>
<td>Matched control (n=1312)</td>
<td>P value</td>
</tr>
<tr>
<td>---------------------</td>
<td>-------------------------------</td>
<td>------------------</td>
<td>---------</td>
<td>-------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>Other</td>
<td>23 (7.5)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1</td>
<td>146 (44.5)</td>
<td>628 (32.9)</td>
<td>447 (34.1)</td>
<td>229 (17.5)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>58 (17.7)</td>
<td>286 (15)</td>
<td></td>
<td>550 (41.9)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>88 (26.8)</td>
<td>867 (45.4)</td>
<td></td>
<td>86 (6.6)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>36 (11)</td>
<td>130 (6.8)</td>
<td></td>
<td>785.1 (0-7458)</td>
<td>.31</td>
</tr>
<tr>
<td>Waiting time&lt;sup&gt;g&lt;/sup&gt;, mean (range)</td>
<td>726.5 (1-5855)</td>
<td>662.2 (0-7458)</td>
<td>.22</td>
<td>785.1 (0-7458)</td>
<td>.31</td>
</tr>
</tbody>
</table>

<sup>a</sup>PROMPT-Care: Patient Reported Outcome Measures for Personalized Treatment and Care.

<sup>b</sup>Some level of missing data.

<sup>c</sup>Chemotherapy, radiotherapy, or both.

<sup>d</sup>IRSD: Index of relative socioeconomic disadvantage. 1=most disadvantaged; 5=least disadvantaged.

<sup>e</sup>Data extracted from the patient survey and are hence not available for the control group.

<sup>f</sup>Not available.

<sup>g</sup>Diagnosis date to PROMPT-Care start.

**Emergency Department Presentations**

There were 314 ED visits from the 328 patients in the intervention group (0.96 ED visits per patient) and 1874 ED visits from the 1312 patients in the matched controls (1.4 ED visits per patient). After accounting for patient time in PROMPT-Care (intervention: 192,859 days; control: 1,006,956 days), the rates of ED visits were 16.2 per 100,000 patient days in the intervention group and 18.6 per 100,000 patient days in the matched controls.

After adjustment for stage, socioeconomic disadvantage, recruitment site, and waiting time in the multivariable negative binomial regression model with an offset of time in PROMPT-Care (to account for maldistribution of these variables between the groups), ED visits were significantly lower by 33% (P=.02) in the intervention group compared with the matched controls (Table 2).
Table 2. Comparison of emergency department presentations using negative binomial regression. Patients matched for age, sex, and treatment status.

<table>
<thead>
<tr>
<th>Group</th>
<th>Univariate</th>
<th>Multivariable</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RR(^a)</td>
<td>Lower 95% CI</td>
<td>Upper 95% CI</td>
<td>(P) value</td>
<td>RR(^a)</td>
<td>Lower 95% CI</td>
<td>Upper 95% CI</td>
</tr>
<tr>
<td>Intervention</td>
<td>0.81</td>
<td>0.64</td>
<td>1.04</td>
<td>0.10</td>
<td>0.75</td>
<td>0.60</td>
<td>0.95</td>
</tr>
<tr>
<td>Control</td>
<td>Reference</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Stage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0/I</td>
<td>Reference</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>II</td>
<td>1.50</td>
<td>1.16</td>
<td>1.96</td>
<td>0.002</td>
<td>1.50</td>
<td>1.15</td>
<td>1.95</td>
</tr>
<tr>
<td>III</td>
<td>2.93</td>
<td>2.20</td>
<td>3.91</td>
<td>&lt;0.001</td>
<td>2.56</td>
<td>1.92</td>
<td>3.43</td>
</tr>
<tr>
<td>IV</td>
<td>5.80</td>
<td>4.35</td>
<td>7.74</td>
<td>&lt;0.001</td>
<td>5.56</td>
<td>4.15</td>
<td>7.45</td>
</tr>
<tr>
<td>Missing</td>
<td>3.59</td>
<td>2.57</td>
<td>5.02</td>
<td>&lt;0.001</td>
<td>3.64</td>
<td>2.62</td>
<td>5.07</td>
</tr>
<tr>
<td>Socioeconomic status (IRSD)(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.81</td>
<td>1.25</td>
<td>2.61</td>
<td>0.002</td>
<td>1.90</td>
<td>1.34</td>
<td>2.70</td>
</tr>
<tr>
<td>2</td>
<td>1.82</td>
<td>1.25</td>
<td>2.64</td>
<td>0.002</td>
<td>1.38</td>
<td>0.96</td>
<td>1.98</td>
</tr>
<tr>
<td>3</td>
<td>1.48</td>
<td>0.99</td>
<td>2.22</td>
<td>0.06</td>
<td>1.77</td>
<td>1.21</td>
<td>2.59</td>
</tr>
<tr>
<td>4</td>
<td>Reference</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>1.52</td>
<td>1.04</td>
<td>2.24</td>
<td>0.03</td>
<td>1.40</td>
<td>0.96</td>
<td>2.03</td>
</tr>
<tr>
<td>Recruitment site</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.61</td>
<td>0.42</td>
<td>0.89</td>
<td>0.01</td>
<td>0.91</td>
<td>0.63</td>
<td>1.32</td>
</tr>
<tr>
<td>2</td>
<td>0.40</td>
<td>0.26</td>
<td>0.61</td>
<td>&lt;0.001</td>
<td>0.47</td>
<td>0.31</td>
<td>0.71</td>
</tr>
<tr>
<td>3</td>
<td>0.44</td>
<td>0.30</td>
<td>0.64</td>
<td>&lt;0.001</td>
<td>0.56</td>
<td>0.38</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>Reference</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Waiting time</td>
<td>0.9998</td>
<td>0.9997</td>
<td>1.00</td>
<td>&lt;0.001</td>
<td>0.9999</td>
<td>0.9998</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

\(^a\)RR: Relative risk.

\(^b\)Not available.

\(^c\)IRSD: Index of relative socioeconomic disadvantage. 1=most disadvantaged; 5=least disadvantaged.

**Time on Chemotherapy Treatment and Allied Health Referrals**

Time on chemotherapy did not differ between the intervention and control groups (hazard ratio=0.96; \(P=0.71\); see Multimedia Appendix 1) after adjustment for stage, socioeconomic disadvantage, and recruitment site.

Allied health referrals were also not significantly different between intervention and control groups (relative risk=0.74; \(P=0.20\)) after adjusting for stage, socioeconomic disadvantage, recruitment site, and waiting time (Table 3).
Table 3. Comparison of Allied Health referrals using negative binomial regression. Patients matched for age, sex, and treatment status.

<table>
<thead>
<tr>
<th>Group</th>
<th>Univariate</th>
<th>Multivariable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RR&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Lower 95% CI</td>
</tr>
<tr>
<td>Group</td>
<td>Reference</td>
<td>—</td>
</tr>
<tr>
<td>Intervention</td>
<td>0.44</td>
<td>0.27</td>
</tr>
<tr>
<td>Control</td>
<td>Reference</td>
<td>—</td>
</tr>
<tr>
<td>Stage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0/I</td>
<td>Reference</td>
<td>—</td>
</tr>
<tr>
<td>II</td>
<td>2.73</td>
<td>1.62</td>
</tr>
<tr>
<td>III</td>
<td>7.29</td>
<td>4.14</td>
</tr>
<tr>
<td>IV</td>
<td>10.61</td>
<td>5.96</td>
</tr>
<tr>
<td>Missing</td>
<td>17.00</td>
<td>8.86</td>
</tr>
<tr>
<td>Socioeconomic status (IRSD)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3.61</td>
<td>1.79</td>
</tr>
<tr>
<td>2</td>
<td>2.26</td>
<td>1.11</td>
</tr>
<tr>
<td>3</td>
<td>1.12</td>
<td>0.51</td>
</tr>
<tr>
<td>4</td>
<td>Reference</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>1.85</td>
<td>0.88</td>
</tr>
<tr>
<td>Recruitment site</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.92</td>
<td>0.89</td>
</tr>
<tr>
<td>2</td>
<td>0.14</td>
<td>0.05</td>
</tr>
<tr>
<td>3</td>
<td>3.52</td>
<td>1.63</td>
</tr>
<tr>
<td>4</td>
<td>Reference</td>
<td>—</td>
</tr>
<tr>
<td>Waiting time</td>
<td>0.9992</td>
<td>0.9990</td>
</tr>
</tbody>
</table>

<sup>a</sup>RR: Relative risk.<br><sup>b</sup>IRSD: Index of relative socioeconomic disadvantage. 1=most disadvantaged; 5=least disadvantaged.

System Utility
Patients (n=328) completed 2746 PROMPT-Care assessments. At baseline, the most common PRO (above threshold) were fatigue (128/328, 39%), tiredness (126/328, 38.4%), worry (108/328, 32.9%), general well-being (108/328, 32.9%), and sleep (79/328, 24.1%), aligning with the most frequently accessed self-management domain pages of physical well-being (680/1867, 36%) and emotional well-being (429/1867, 23%). The majority of patients (218/328, 66.4%) used the system as intended, completing four or more assessments within the 6-month intervention period.

Overall, 32% (893/2751) of clinical feedback reports were reviewed, the vast majority (729/893, 82%) by nursing staff and 17% by oncologists (149/893).

In total, 71% (233/328) of intervention patients generated a clinical alert. A total of 877 clinical email alerts were generated, with a mean of 31 (range 2-78) alerts per month during the 30-month study. Overall, 44% (383/877) of clinical alerts were reviewed by designated nurse care coordinators, resulting in 496 actions: in-clinic or telephone patient follow-up (302/496, 61%), no further follow-up deemed necessary (83/496, 17%), and telephone contact attempts but patient could not be reached (111/496, 22%). Issues were largely resolved through discussion (129/302, 43%) or information provision (98/302, 32%), with some health care professional referrals (75/302, 25%).

Discussion
Principal Findings
We investigated PROMPT-Care implementation into routine clinical practice among diverse populations of patients with cancer. For adult patients with cancer, receiving active treatment or in follow-up care, algorithm-supported web-based systems utilizing PROs in routine practice resulted in fewer ED presentations. Prespecified secondary analyses showed no statistically significant associations in allied health referrals or time on chemotherapy and were likely underpowered to detect any change. Another factor to consider is the multimodal nature of the intervention where, in addition to clinical follow-up for above-threshold PROs, patients also received targeted resources enabling patients to self-manage minor issues where clinically appropriate. Further research should explore multimodal interventions such as PROMPT-Care that combine ePRO clinical implementation and appropriate patient self-management, as...
patients are responsible for managing their own care between hospital clinic visits.

The finding of reduced ED presentations observed in our study is also consistent with other web-based PRO studies. Basch et al [3,6] demonstrated that web-based symptom reporting with automated email alerts resulted in fewer ED visits. However, this was a single-site study, in a population with advanced disease receiving chemotherapy, with ED visits as a secondary outcome. Barbara et al [5] demonstrated that ESAS screening was associated with decreased ED visits, among patients with breast cancer; and Howell et al [22] showed reduced ED visits following ESAS screening in a prepost comparative cohort study. Additionally, to our knowledge, our study is the first to explore the impact of a multimodal intervention combining electronic PRO screening with clinical intervention and patient self-management.

Integration and Clinical Use of ePRO Systems Into Routine Practice

In this pragmatic study, PROMPT-Care was implemented using available resources and workflows, with two important findings influencing future adoption. First, the automated clinical alerts prompted the majority of clinical report reviews, highlighting the importance of embedded triggers for reviewing above-threshold reports, which are otherwise passively accessible in the OIS. Second, nursing staff were instrumental in reviewing, triaging, and directly managing responses to clinical alerts, echoing many studies of nurse-led telephone navigator models of cancer care [23]. Additionally, with the relatively low number of clinical alerts generated each month, the automated alerts fit within existing workflows without creating onerous amounts of additional work. These findings will contribute to the evidence-based development and integration of ePRO systems into future models of routine care, to not only reduce the high demand on health services but also provide targeted systematic care to patients most in need.

Strengths and Limitations

Our study addressed existing evidence gaps. We examined the impact on health service outcomes of an ePRO system implemented in routine practice settings, rather than a controlled research environment. We included a broad population of patients with cancer, enhancing generalizability. We monitored physical symptoms and psychosocial well-being and provided real-time feedback to care providers and patients. Intervention delivery to a broad cross-section of patients, across four centers providing comprehensive chemotherapy and radiotherapy treatment services, further enhances the study's external validity. Hence, our findings are potentially generalizable to other clinical settings in countries with similar health systems, highlighting the importance of informing ePRO system implementation more broadly.

Our study also has some limitations. In our study, the intervention did not reach 100% of patients. First, response rate was low, possibly contributing to recruitment bias in treatment status and socioeconomic disadvantage. Second, patients unable to complete assessments in English or without access to a device and internet outside the hospital were excluded. While we acknowledge this limitation, our pilot study patients wanted remote electronic access to assessments [10], making this a critical component of our intervention design. Future interventions utilizing online or remote ePRO completion will likely be more accessible, with 86% of Australian households having internet access at home [24]. Third, due to administrative problems, only 81% of patients received the intervention per-protocol (sent ≥4 assessments in the first 6 months postrecruitment). Finally, there was limited follow-up (one email reminder) if monthly assessments were not completed, in contrast to nurses following up patients in the Basch et al [3] trial to ensure high adherence. Despite this, 67% of patients engaged with the system as intended, suggesting high intervention acceptability.

Clinically integrating PROs is challenging, even in centers with screening implemented for many years. Cancer Care Ontario’s systematic ESAS distress screening commenced in 2007, with rates increasing steadily from approximately 20% in 2009 to 59% in 2015, but remaining below the provincial target of 70% screened (range 31% at lowest performing to 91% at highest performing centers). Chow et al [25] also found that patients completed a brief distress screener 75% of the time they received a text message, suggesting feasibility of remote ePRO screening, as per our PROMPT-Care model.

Our assessment and alert frequencies are other limitations. Monthly assessments were selected to accommodate the longest response timeframe for the selected scales (Supportive Care Needs Survey-Screening Tool 9 “in the past month...”), and inclusion of follow-up as well as on-treatment patients. The Clinical Advisory Group decided that clinical alerts should be generated following two consecutive breaches [17] to minimize false-positive alerts, since patients on treatment were in regular contact with the cancer service; hence, any additional concerning issues would be readily identified between assessments. However, increasing assessment frequency may identify more acute symptoms (eg, pain), which likely result in ED presentations. Finding the balance between screening burden and timely alerts is an ongoing challenge.

Retrospective interrogation of systematically collected data shows that with systematic clinical implementation of distress screening, distress levels significantly predicted service utilization and referral rates [26], particularly to social and psycho-oncology services [27]. A key component of our effectiveness evaluation was to observe nurse uptake into workflows as part of routine practice with minimal intervention. This likely resulted in the low observed opening rates of clinical alerts. Further research is needed to explore implementation strategies that would encourage and support clinical staff to embed ePRO review and action into routine workflows.

Future Research

This study enhances our understanding of how PROs inform cancer care and patient self-management beyond a randomized controlled trial and raises priority research questions. We know very little about reaching underserved patient populations. In particular, the extent to which ePRO systems like PROMPT-Care are acceptable and feasible for (1) assessing PROs in languages other than English and (2) informing...
patient-centered care in non-English subgroups is unknown. Furthermore, given the dearth of non-English resources to support patient self-management, applying cultural adaptation principles rather than simply translating existing resources into other languages [28] is a focus for future development.

Conclusions

Although most previous research has evaluated ePRO systems with patients receiving adjuvant treatment, there is a compelling argument for eHealth systems like PROMPT-Care informing the care of the growing population of cancer survivors. Completing ePROs routinely can efficiently identify follow-up patients managing well, who can be supported with self-management resources rather than attending specialist follow-up appointments. ePROs can also detect issues of concern when patients do not have a scheduled appointment, prompting timely clinical care if required to avoid escalation in severity of issues. Research into the acceptability and cost-effectiveness of this model of care is required, but our research supports its acceptability and feasibility to patients and oncology staff. Research to date has predominantly focused on testing ePRO intervention efficacy. We have purposefully undertaken a pragmatic trial to better understand the effectiveness of ePRO systems in real-world settings, demonstrating that ePROs are likely to be adopted in routine care when integrated into the patient OIS and existing clinical workflows, allowing easy access by the care team. However, significant barriers exist for many cancer centers to do this. It is imperative that future research explore implementation questions, focusing on evaluating the processes and outcomes of ePRO systems adopted as business-as-usual.
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Abstract

Background: The number of electronic messages securely exchanged between clinic staff and patients has risen dramatically over the last decade. A variety of studies explored whether the volume of messages sent by patients was associated with outcomes. None of these studies, however, examined whether message content itself was associated with outcomes. Because secure messaging is a significant form of communication between patients and clinic staff, it is critical to evaluate the context of the communication to best understand its impact on patient health outcomes.

Objective: To examine associations between patients’ and clinicians’ message content and changes in patients’ health outcomes.

Methods: We applied a taxonomy developed specifically for secure messages to 14,394 patient- and clinic staff–generated messages derived from patient-initiated message threads. Our study population included 1602 patients, 50.94% (n=816) of whom initiated message threads. We conducted linear regression analyses to determine whether message codes were associated with changes in glycemic (A1C) levels in patients with diabetes and changes in systolic (SBP) and diastolic (DBP) blood pressure in patients with hypertension.

Results: Patients who initiated threads had larger declines in A1Cs (P=.01) compared to patients who did not initiate threads. Clinic nonresponse was associated with decreased SBP (β=−.30; 95% CI −0.56 to −0.04), as were staffs’ action responses (β=−30; 95% CI −0.58 to −0.02). Increased DBP, SBP, and A1C levels were associated with patient-generated appreciation and praise messages and staff encouragement with effect sizes ranging from 0.51 (A1C) to 5.80 (SBP). We found improvements in SBP associated with patients’ complaints (β=−4.03; 95% CI −7.94 to −0.12). Deferred information sharing by clinic staff was associated with increased SBP (β=1.29; 95% CI 0.4 to 2.19).

Conclusions: This is the first research to find associations between message content and patients’ health outcomes. Our findings indicate mixed associations between patient message content and patient outcomes. Further research is needed to understand the implications of this work; in the meantime, health care providers should be aware that their message content may influence patient health outcomes.

(J Med Internet Res 2020;22(10):e19477) doi:10.2196/19477

KEYWORDS
health information technology; electronic messaging; patient physician communication; diabetes; hypertension
**Introduction**

**Background and Significance**

The use of secure messaging—email messages exchanged between patients and clinical staff through a secure platform—has increased significantly over the last 2 decades as patients’ access to the functionality increased [1-5]. Patients reported that secure messaging offered convenience, with the added benefit of documenting the conversation so that it could be referenced later [6-9]. Although clinicians cited challenging workflows as the biggest barrier to use [10], they noted that secure messaging improved communication between visits and boosted patient engagement, satisfaction, and trust [7,9].

Communication between patients and clinicians should include information exchange, uncertainty management, relationship development and fostering, and activities that enable decision making and health self-management [11]. According to Street et al [11], these communication functions lead to proximal and intermediate outcomes that eventually result in improved patient health outcomes. Prior research provides evidence that secure messaging is a significant modality for patient–clinician communication [4,12,13]. As such, message threads that include communication functions identified by Street et al [11] should be associated with better health outcomes.

To the authors’ knowledge, there is no published research to date that linked secure message content and patients’ health outcomes. Rather, researchers have explored whether the number of secure messages, or secure message use more generally, was associated with outcomes for a variety of conditions. An equal number of studies found that secure message use was associated with improvements in blood pressure control [14-16], or no association between them [12,16,17]. While a number of studies identified positive associations between secure message use and controlled glycemic levels [12,14,17-19], 2 studies identified no association [18,20], and 1 found inconsistent associations [16]. Even within studies, findings varied across conditions. For example, Price-Haywood et al [16] assessed performance on population-level measures for glycemic and blood pressure control and found that both improved among some patients with diabetes with evidence of a dose response. This did not hold, however, among patients with diabetes who had glycemic levels over 8%, nor for blood pressure changes among patients with hypertension. Similarly, Harris et al [18] found that the highest users of secure messaging had better glycemic control but did not identify similar patterns with blood pressure control. An analysis by Shimada et al [17] separated prescription refill requests and other types of secure message use and found that improvements in glycemic control after 2 years were associated with secure message use but not with prescription refills. Interestingly, they found the reverse was true for blood pressure control. These mixed findings, particularly the findings from Shimada et al [17], suggest that we must move beyond counting messages and begin classifying and quantifying message content types in order to better understand how secure messages, and more specifically, secure messaging content, impact important patient health outcomes. This research study directly attempts to address this need.

**Objective**

We created and applied a theory-based taxonomy developed specifically for secure messaging to a large sample of patient- and clinician-generated messages and explored whether certain types of message content were associated with changes in glycemic levels among patients with diabetes and changes in blood pressure among patients with hypertension [21,22]. Our taxonomy provides taxa (ie, codes) for patient- and clinic staff–generated content. Multimedia Appendix 1 includes a complete list of taxa (ie, codes), their definitions, and examples of each taxon. We included taxa (italicized throughout this paper) to classify patient-generated Information seeking and Information sharing (eg, Self-reporting and Clinical updates), and Task-oriented requests such as Appointment scheduling, Prescription refill requests, and Other administrative requests. We used different taxa to classify clinician staff–generated Information sharing and Action responses that indicate the degree of request fulfillment, and Information seeking. Finally, we classified Social communication that may be related to fostering relationships and trust among messages generated by either party.

Based on Mishel’s Uncertainty in Illness Theory [23] and Street et al’s [11] framework, we anticipated that actions indicative of self-care, such as Task-oriented requests not associated with uncertainty (eg, routine appointment requests, prescription refills) and Self-reporting, would be associated with improved health outcomes. Similarly, actions from the patients that might be indicative of trust between patient and clinician, such as Information sharing and positive Social communication, would be associated with improved health outcomes. Clinicians’ Information sharing and Encouragement could be a mechanism to mitigate patients’ uncertainty and improve trust, so we hypothesized that receipt of this message content would also result in improved health outcomes. Conversely, we anticipated that clinician responses that did not mitigate patients’ uncertainty would result in poorer outcomes. We included in this category lack of a response from clinic staff to patient-initiated threads and clinic staffs’ Information sharing/Deferrals. Finally, we expected that patients who expressed negative Social communication (eg, Complaints) would also experience poorer health outcomes.

We present this nascent research to provide early evidence that the content of some secure messages between patients and clinic staff may be predictive of outcomes for patients with chronic illness.

**Methods**

**Study Population**

Our study population included adult patients who registered with the patient portal of a large urban academic medical center. The portal allowed registered patients to send and receive secure messages with clinic staff, request appointments and prescription refills and renewals, view upcoming appointments and notes from prior visits, and find links for health-related educational materials and bill pay. Patients could access the portal through any device with a web browser.
Patients had to have at least one inpatient or two outpatient visits in 2016 with ICD-10-DM diagnosis codes for either diabetes (E11) or hypertension (I10), and one visit in 2018. We stratified the sample based on health condition (diabetes only, hypertension only, or both conditions) and whether patients initiated a message thread between January 1 and December 31, 2017, then randomly selected samples from each stratum. Patients who lacked baseline or endpoint values for the outcomes of interest were excluded from this study.

We included 2 different conditions in our research to control for disease condition, not to provide specific recommendations relative to condition. Our message sample included all patient-initiated threads generated by those sampled patients and saved to patients’ charts between January 1 and December 31, 2017. We included only patient-initiated threads because we felt these were the best markers of patient uncertainty and self-management. This research received approval from the VCUHS Institutional Review Board under expedited review. We manually extracted messages from patients’ electronic health records and redacted all identifiable information during the extraction process. We coded those deidentified messages, which were linked with a unique identifier not linked to the patients’ medical record.

Our study sample consisted of 1602 patients (full population), of whom 50.94% (n=816) initiated at least one message thread (secure message-only population). We included patients with diabetes only (n=347), hypertension only (n=751), and both conditions (n=504). We coded 5844 message threads initiated by these patients, which included 496 unique clinic staff. Our sampled population generated an average of 9.81 messages (median 5; max 117). Message responses to patient-initiated messages came from physicians, nursing staff, administrative staff, pharmacists, physician assistants, medical assistants, podiatrists, social workers, and medical technicians from departments and clinics across the medical center. Clinics employed a triaging system whereby administrative or nursing staff review incoming patient-generated messages and determine the best response approach. Decisions about which staff would serve as the triage point, and the triaging process itself, varied across clinics.

Independent Variables
Table 1 lists the taxa, or codes, used in these analyses. Multimedia Appendix 1 provides the taxa definitions and examples for each. We created the taxonomy by leveraging common taxa reported in other published literature. Our 2 patient-generated Information seeking taxa were selected based on Mishel’s Uncertainty in Illness Theory [23], which identifies the reasons patients might outreach to clinicians to manage their uncertainty around their illness. We included Information seeking and Information sharing taxa for both patients and clinicians in recognition that information exchange is a communication function on the pathway to improved patient outcomes [11]. In addition, we included other constructs from the Street et al [11] pathway, including Task-oriented patient-generated requests that might be markers of patient self-management, and Social communication. We leveraged the Taxonomy of Requests by Patients [24] for clinic staff-generated Action responses to those patient requests. We piloted our taxonomy with a small sample to ensure that no constructs were missing and that the appropriate level of granularity was present in the taxa [22].

We used the taxa to distinguish between different types of patient-generated and clinic staff–generated message content. For these analyses, we report findings for the individual taxa as well as the level 1 groupings of taxa for patient Information seeking, patient Information sharing, patient Social communication; patient Task-oriented requests reflective of self-management; other patient Task-oriented requests; staff Information sharing; and staff Action responses. We based our independent variables on counts of taxa either sent or received by patients between January 1 and December 31, 2017. Because we found a strong correlation between the likelihood of sending and receiving a taxon based on patients’ thread volume, our independent variables measure taxa as a function of volume. Each taxon is represented in the linear regression models as a proportion of the total patient-generated or clinic staff–generated taxa they sent or received.

We also created an independent variable that measured clinic nonresponse, defined as a thread that included no messages sent from clinic staff. We measured clinic nonresponse as a proportion of the total threads initiated by the patient.
Table 1. Secure message taxonomy.

<table>
<thead>
<tr>
<th>Patient or clinician generated taxon, Level 1, and Level 2 taxon</th>
<th>Level 3 taxon</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient generated</strong></td>
<td></td>
</tr>
<tr>
<td>Information seeking</td>
<td></td>
</tr>
<tr>
<td>Logistics</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Medical guidance</td>
<td>N/A</td>
</tr>
<tr>
<td>Information sharing</td>
<td></td>
</tr>
<tr>
<td>Clinical update</td>
<td>N/A</td>
</tr>
<tr>
<td>Response to clinician’s message</td>
<td>N/A</td>
</tr>
<tr>
<td>Self-reporting</td>
<td>N/A</td>
</tr>
<tr>
<td>Task oriented</td>
<td></td>
</tr>
<tr>
<td>Prescription refills and requests</td>
<td>N/A</td>
</tr>
<tr>
<td>New or change prescription request</td>
<td>N/A</td>
</tr>
<tr>
<td>Other administrative</td>
<td>N/A</td>
</tr>
<tr>
<td>Referral requests</td>
<td>N/A</td>
</tr>
<tr>
<td>Scheduling request</td>
<td>Cancellation, Follow-up, Laboratory test or diagnostic procedure, New condition or symptom, Preventive care or physical examination, Reschedule</td>
</tr>
<tr>
<td>Social communication</td>
<td></td>
</tr>
<tr>
<td>Appreciation or praise</td>
<td>N/A</td>
</tr>
<tr>
<td>Complaints</td>
<td>N/A</td>
</tr>
<tr>
<td>Life issues</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Clinic staff generated</strong></td>
<td></td>
</tr>
<tr>
<td>Action responses</td>
<td></td>
</tr>
<tr>
<td>Acknowledge</td>
<td>N/A</td>
</tr>
<tr>
<td>Denies</td>
<td>N/A</td>
</tr>
<tr>
<td>Fulfills request</td>
<td>N/A</td>
</tr>
<tr>
<td>Partially fulfills request</td>
<td>N/A</td>
</tr>
<tr>
<td>Information seeking</td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Information sharing</td>
<td></td>
</tr>
<tr>
<td>Deferred</td>
<td>N/A</td>
</tr>
<tr>
<td>Medical guidance</td>
<td>N/A</td>
</tr>
<tr>
<td>Orientation to procedures, treatments, or preventive behaviors</td>
<td>N/A</td>
</tr>
<tr>
<td>Task oriented</td>
<td></td>
</tr>
<tr>
<td>Recommendation to schedule appointment</td>
<td>N/A</td>
</tr>
<tr>
<td>Social communication</td>
<td>Encouragement N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: Not applicable.

**Dependent Variables**

We created 1 dependent variable for patients with diabetes and 2 for patients with hypertension. For patients with diabetes, we measured the change between the endpoint and baseline measures of glycemic control (A1C). For patients with hypertension, we included dependent variables that measured changes between baseline and endpoint measures for systolic blood pressure (SBP) and diastolic blood pressure (DBP). We used the last recorded value in 2016 as the baseline measure. Our endpoint value was the first measured value obtained between January and June 2018. If multiple blood pressures were taken on the same day, we averaged available values.
Covariates

Based on prior literature relating to patient–clinician communication and electronic communication practices [25-29], we expected differences in taxa use based on patient and clinician characteristics. We therefore controlled for patient age as of January 1, 2017; patient sex; race (Black, White, and other); payer type (public, private, uninsured, or other); rural home location as a bivariate derived from Rural–Urban Commuting Area codes [30]; health condition (diabetes only, hypertension only, or both conditions); the number of outpatient and inpatient visits during 2017; and the number of threads initiated during 2017. We also included baseline A1C and blood pressure values in models measuring change in glycemic control and blood pressure, respectively. For models that included only patients who initiated message threads (ie, secure message–only population), we included the average distance between zip code centroids of patients’ homes and the clinics to which they sent messages.

Qualitative Analyses

We assigned taxa to all messages—those generated by patients and clinic staff—that were saved to the patient’s chart and part of patient-initiated threads created and completed between January 1 and December 31, 2017. Our context unit was the message thread. Coding units were no longer than a single message but could be shorter depending on the content in the message (eg, if multiple taxa are applied to the message). A given message was assigned as many taxa as there were concepts in the message; however, we limited the number of times a given taxon (ie, a single code) could be counted for each message to 1 per message.

A primary coder (DH-G) assigned taxa to all messages while a secondary coder (JDS) applied taxa to a random sample of messages (n=1908). The primary coder trained the secondary coder based on a set of definitions and sample coded text collected from a pilot study [22]; these samples and definitions were refined as the coding process continued. We conducted the coding in batches and discrepancies were discussed and reconciled following the completion of each batch. The primary coder recoded each batch as appropriate based on those discussions. Multimedia Appendix 2 lists the interrater and intrarater reliability coefficients for the last coded batch. Intrarater reliability ranged from fair to excellent. Three taxa received a poor kappa rating when comparing the results from the 2 coders (intrarater reliability): clinician-generated Action response/Denies, Recommendation to schedule, and patient-generated Information seeking/Logistics.

Quantitative Analyses

We estimated unadjusted differences by patient characteristics based on use of secure messaging by applying chi-square analyses for categorical variables and unpaired t test of means for continuous variables. We executed 2 linear regression analyses for each combination of taxon and dependent variable. The first model used the full population and the second used the secure message–only population. The comparison in the full population models included all patients who did not initiate a message thread and those patients who sent or received messages with the selected taxon. Models that included the secure message–only population compared patients who sent or received messages coded with the selected taxon to those who sent or received other types of messages. We report results as the unstandardized regression coefficient (β weight). We conducted all analyses using SAS version 9.4 (SAS Institute).

Results

Table 2 presents the descriptive statistics for our study population, comparing the populations who sent messages in 2017 to those who did not. Among patients with diabetes, we observed differences in the use of secure messaging by age, condition, insurance type, and sex. Except for age, we observed similar differences in use of secure messaging among patients with hypertension.
Table 2. Comparison of study population’s characteristics by use of secure messaging in 2017.\textsuperscript{a,b}

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Patients with diabetes</th>
<th>Patients with hypertension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sent messages (N=430)</td>
<td>Did not send messages (N=421)</td>
</tr>
<tr>
<td>Age in years, mean</td>
<td>57.64</td>
<td>59.80</td>
</tr>
<tr>
<td>Distance between home and clinic in miles, mean</td>
<td>27.48</td>
<td>N/A\textsuperscript{c}</td>
</tr>
<tr>
<td>Conditions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both, n (%)</td>
<td>235 (54.7)</td>
<td>269 (63.9)</td>
</tr>
<tr>
<td>Diabetes only, n (%)</td>
<td>195 (45.3)</td>
<td>152 (36.1)</td>
</tr>
<tr>
<td>Hypertension only, n (%)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Home location</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural, n (%)</td>
<td>9 (2.1)</td>
<td>17 (4.0)</td>
</tr>
<tr>
<td>Urban, n (%)</td>
<td>421 (97.9)</td>
<td>404 (96.0)</td>
</tr>
<tr>
<td>Insurance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other, n (%)</td>
<td>126 (29.3)</td>
<td>93 (22.1)</td>
</tr>
<tr>
<td>Private, n (%)</td>
<td>138 (32.1)</td>
<td>80 (19.0)</td>
</tr>
<tr>
<td>Public, n (%)</td>
<td>161 (37.4)</td>
<td>241 (57.2)</td>
</tr>
<tr>
<td>Uninsured, n (%)</td>
<td>5 (1.2)</td>
<td>7 (1.7)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, n (%)</td>
<td>193 (44.9)</td>
<td>214 (50.8)</td>
</tr>
<tr>
<td>Other, n (%)</td>
<td>24 (5.6)</td>
<td>27 (6.4)</td>
</tr>
<tr>
<td>White, n (%)</td>
<td>213 (49.5)</td>
<td>180 (42.8)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>134 (31.2)</td>
<td>182 (43.2)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>296 (68.8)</td>
<td>239 (56.8)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Percentages represent the proportion of the population with that characteristic.
\textsuperscript{b}The P value is the unadjusted estimate of statistical difference between the populations who sent secure messages and those who did not.
\textsuperscript{c}N/A: Not applicable.

Change in A1C Among Patients With Diabetes

Among patients who initiated threads, we observed a mean A1C decrease of –0.56, with the 2018 value being statistically lower on average than the 2016 value (P<.001). The same was not true among patients who did not initiate threads (P=.20). We observed differential changes between 2016 and 2018 when comparing patients with a baseline A1C indicating controlled diabetes (<7.0) versus uncontrolled diabetes (>7.0). Among patients who sent secure messages, we observed a mean increase in A1C of .04 for patients with controlled diabetes (n=151), compared to a mean decrease of –1.22 among patients with uncontrolled diabetes (n=138).

Figure 1 displays statistically significant associations between taxa and A1C changes for the taxa. Taxa not represented in the table were not associated with A1C changes at P<.05 but are available in Multimedia Appendix 3, which also lists the P-value for all covariates. Baseline A1C was the only covariate with statistical significance (P<.001) across all analyses.

As their proportion of Information seeking increased, patients experienced greater declines in their A1C values. This was true when comparing patients within the full population and among the secure message–only population. Conversely, patients who shared information with their clinic staff experienced A1C increases, compared to those who sent other types of messages to clinic staff. Three clinician-generated subtaxa were associated with A1C changes. Patients who received Orientation to procedures and treatments had declines in A1C compared to patients who did not initiate threads (\(\beta=-.07\); 95% CI –0.13 to –0.01), whereas patients who received Medical guidance had increased A1C compared to patients who received other content from clinic staff (\(\beta=0.08\); 95% CI 0.01-0.16). Similarly, patients who received Encouragement from clinic staff experienced increased A1C values (\(\beta=1.16\); 95% CI 0.02-0.03) between 2016 and 2018.
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Change in SBP Among Patients With Hypertension

Overall, we observed an unadjusted average increase in SBP between 2016 and 2018 among patients who initiated threads (3.41-point increase; \( P < .01 \)) and patients who did not initiate threads (2.45-point increase; \( P = .02 \)). Among patients who sent secure messages, those with controlled systolic blood pressure (<120 mmHg) experienced a mean increase in SBP of 16.41 (n=149), compared to a mean decrease of –0.71 among those with uncontrolled SBP (n=471).

Figure 2 presents the taxa associated with SBP changes among these populations. Full analysis results are available in Multimedia Appendix 3. Two patient-generated taxa (Self-reporting and Appreciation or praise) and the clinician-generated taxon for Information sharing/Deferral were associated with increased SBP. This was true in both population comparisons. By contrast, we observed decreased SBP among patients who sent Complaints compared to patients who did not initiate threads. Covariates of statistical significance included baseline SBP (\( P < .001 \)), race (Black vs White; \( P < .05 \)), and, for some analyses, age (\( P < .05 \)) and number of outpatient visits (\( P < .05 \)).
Change in DBP Among Patients With Hypertension

Among patients who initiated threads and those who did not, we found statistically significant unadjusted increases in DBP between 2016 and 2018 of 1.71 and 1.67, respectively (\(P=.007\) and \(P=.003\), respectively). Among patients who sent secure messages, patients with controlled DBP (n=351) at baseline (<80 mmHg) experienced a mean increase in DBP of 6.57, compared to a mean decrease of –4.62 among patients with uncontrolled DBP (n=269) at baseline (>80 mmHg).

Figure 3 presents the associations between taxa and changes in DBP that were statistically significant at \(P<.05\). Full analysis results are available in Multimedia Appendix 3. Three covariates were statistically significant across all analyses (age \([P<.01]\), baseline DBP \([P<.001]\), and number of outpatient visits \([P<.05]\)).

Figure 3. Associations between taxa and DBP changes. DBP: diastolic blood pressure.

Three patient-generated taxa were associated with increased DBP (Schedule request/Reschedule, Schedule request/New symptoms or conditions, and Appreciation or praise). Similar effect sizes were observed across the 2 models for each taxon. We also observed that as the prevalence of clinic staffs’ nonresponse increased, patients experienced greater declines in DBP. Similarly, patients who received proportionally more Action response–related content (including Acknowledgment, Fulfills request, and Partially fulfills request) had greater DBP decreases. Patients who received Orientation to procedures or treatments had correspondingly increased DBP, compared to patients who did not receive those kinds of messages from clinic staff.

Discussion

Principal Findings

We present here the first findings exploring associations between secure message content and patient health outcomes. Our research found associations between selected message content and changes in patients’ glycemic levels and blood pressures. As we anticipated, patients who sent Information seeking messages, or who received Orientation to procedures or treatments messages from clinic staff, experienced greater decreases in A1C. Consistent with other research [12,14,16-19], we found an overall association between secure messaging use and improved A1C. Also as expected, we observed DBP decreases among patients who received confirmation of action, SBP increases in response to Information sharing/Deferral, and DBP decreases associated with Scheduling request/New condition.

Counter to our hypotheses, however, we found that A1C increased among patients who shared information with clinic staff. We were only able to identify a statistically significant association in the level 1 Information sharing taxon \((P=.02)\). Associations in the Information sharing subtaxa were not statistically significant \((P>.05)\). Detecting an association at the grouped Information sharing level makes it challenging to interpret these results, as patients who provide Clinical updates may be receiving care from multiple providers and may have other health conditions that impact their glycemic levels. Patients who self-report to their clinicians, however, may be practicing self-management of their condition which, according to Street et al [11], should be associated with improved patient health outcomes. Similarly, information exchange, as represented in the Information sharing/Response to clinician’s message, should be associated with improved outcomes. Our inability to detect a statistically significant association at the subtaxa level for Information sharing makes it difficult to interpret these results further. Future studies should consider expanding the sample size to improve the ability to detect associations at the subtaxa level.
We also observed DBP increases associated with certain types of patient-generated Scheduling requests and Information sharing by clinic staff. It could be that these patients had new procedures or other treatments that contributed to their DBP increases which could be a confounder to any possible influence on outcomes. Although our analyses controlled for patients’ number of outpatient and inpatient visits, we did not control for severity of co-occurring conditions or types of procedures patients may have undergone during the study period. We did find that baseline DBP was a significant (P<.001) predictor of the patients’ change in DBP between baseline and endpoint.

We also observed an inverse association between DBP and clinic nonresponse: patients’ DBP decreased as nonresponse prevalence increased. Our findings should not be taken as advocating for nonresponse to improve patients’ health, because there are many unanswered questions about what is driving these findings. It will be important to assess when nonresponse may be appropriate and when it might have deleterious effects. For example, it is possible that certain types of patient-initiated threads do not require a clinic response, such as when a prescription refill request is completed, and patients are notified by their pharmacy that the prescription is ready rather than the clinic. Future research should explore the best communication modality for responses.

In the analyses that used only patients who initiated message threads, we found that as the prevalence of Schedule request/Reschedule increased, so did patients’ DBP. We interpreted a reschedule request as a manifestation of self-care, following Mishel’s Uncertainty in Illness Theory [23], because patients are taking charge of their health care visits by rescheduling to a time more convenient to them, thereby leading to less stress. Our findings indicate this is not the case. Instead, the poorer outcomes associated with Schedule request/Reschedule may be a manifestation of stress in patients’ lives that required rescheduling medical appointments, a lack of or decline in activation, or a deficit in access to care (eg, transport issues). If these patients were not managing their stress and not maintaining their levels of self-care, their health outcomes might suffer as their patient activation threshold declined [31-33]. Consistent with this, we observed similar poor outcomes— with slightly larger effect sizes—associated with appointment requests for new conditions or symptoms.

Our research identified different effects by health condition on outcomes associated with staff sharing Orientation to procedures and treatments. Patients with diabetes who received these messages had lower A1C levels in 2018 but patients with hypertension experienced increased DBP. Clinician-generated Information sharing/Deferral was associated with increased SBP among patients with hypertension, but we did not observe similar associations for A1C changes. It will be important to apply this taxonomy to other conditions to determine if other differences between outcomes and communication content exist by condition, to better improve communication between patients and clinic staff in ways that advance patients’ health.

We included a number of covariates in our analyses, selected based on previous research findings that indicated their relevance to secure messaging use or patient health outcomes. Not surprisingly given the differences we reported in the unadjusted changes in outcomes by patients’ control status, baseline values for all outcome measures were statistically associated with the change between baseline and endpoint. In our adjusted analyses, we did not find a statistical relationship with health insurance type, number of inpatient visits, number of message threads, rural home location, or differences between Whites and other races. We were unable to include ethnicity in our analyses due to limitations in the source data. Consistent with other research that has found disparities in health outcomes between Black and White patients [34,35], we observed that Black patients experienced increases in SBP when compared with White patients after controlling for all other covariates in the analysis. Given that some message content was associated with patient outcomes and that race is also associated with these outcomes, future studies should explore whether the message content patients send and receive is associated with their race.

A recent literature review found that the majority of studies detected no association between clinicians’ implicit bias and treatment recommendations when clinicians were asked to provide a diagnosis or treatment recommendation based on a written scenario [36]. Conversely, a different review noted that 5 of 6 observational and patient-reported measure–based studies found that physicians provided Black patients with less information than Whites [37]. Understanding how secure messaging communication varies by patient demographic characteristics and social determinants of health will be important to understanding how secure messaging might be used to improve patient outcomes in the future.

**Study Limitations**

It is important to remember that this study examines the taxa in isolation; that is, a taxon is one component of the overall electronic conversation represented in each thread. From this research, we do not know what patient-generated messages preceded the staff response, so we cannot determine if, for example, Orientation to procedures and treatments responses answered patients’ questions or were appropriate responses to the patient-initiated request. Analyses that explore the call-and-response nature of the message thread—that consider the initiating request, final response, and the pathway to get to that final response—should yield more insight into these results. For example, patients who requested an appointment but received Orientation to procedures and treatments may have poorer outcomes than patients whose request was partially or completely fulfilled. It may also be that the number of clinic staff involved in responding to a thread, or the time taken to respond, has an impact on patient outcomes by increasing uncertainty or reducing patients’ trust [23]. Examining these factors might help explain why some of our findings do not align with our study hypotheses.

An important consideration for this research is that it demonstrates correlations and not causation. We hypothesized that Self-reporting, patients’ Appreciation and praise for clinic staff, and staff Encouragement would be associated with improved outcomes but we found the opposite: poorer DBP and A1C values in 2018 were associated with the Encouragement and Appreciation and praise taxa and patients who self-reported...
biometrics experienced increased SBP between the 2 years. Our outcomes were based on measurements obtained before and after the message collection period. If instead we obtained measurements in parallel to the secure messaging period, it is possible that we might have different results. For example, effects observed in 2018 may have less relevance to messages sent earlier in the calendar year (eg, patients only sent messages in the first quarter or half of the year). Another avenue of future study would include adding in more frequent measurements and exploring ways to identify any long-term impacts associated with certain taxa.

The Street et al [11] framework highlights intermediate outcomes on the pathway between communication functions and health outcomes. A proxy for the access to care construct, for example, might be overall health care utilization or whether the patients follow routine guidelines for care (eg, diabetic eye and foot examinations, or routine follow-up or preventive care appointments). Other constructs that could be measured with existing secondary data include self-care which might include the appropriate medication refill rates. These proximal outcomes also align to ones known to be associated with patient activation [38,39], further reinforcing the benefit to conducting these analyses. Future studies should explore associations between these taxa and those proximal and intermediate outcomes.

Responses to patients’ messages are typically triaged by clinic staff such that only the most complex messages are shared with physicians [40-42]. Effective workflow design may be critical to effective and efficient responses. These workflows, however, may be very clinic and physician specific. Our study did not incorporate this aspect into our analysis, because we did not have data on workflow practices utilized by different clinics. We also know that communication behaviors vary by patient and clinician characteristics [25-29,43-48]. Our study controlled for patient characteristics, but not clinician characteristics. Although we captured the type of clinical staff who responded to individual messages, we did not control for that in our analyses because we aggregated counts based on patient and patients typically had responses from a variety of clinical staff types. Future studies should conduct analyses at the clinician and clinical levels to account for workflow and communication practice differences.

Among our patient population, we found patients with controlled glycemic levels or blood pressure had a mean increase over the study period, whereas patients with uncontrolled glycemic or blood pressure had a mean decrease. Our study was not powered sufficiently to identify associations based on whether patients’ A1C or blood pressure was controlled at baseline [21]. It is likely, however, that patients’ communication and clinic staff responses differ based on patients’ current health status. We controlled for patients’ baseline values for each health outcome measure and these values were significantly associated with all the outcomes ($P < .001$), indicating a need for further research to better understand the differences in taxa use based on patients’ baseline health status.

We used only messages saved to patients’ charts. If clinic staff did not opt to save a message to the chart, it would not be captured in this study. We expect, therefore, that the numbers presented in this paper underestimate the number of messages sent and received by patients. We also expect that the number of nonresponses was underrepresented because it seems likely that if clinic staff did not respond to a message, they would be less likely to save the message as well. It is also possible that messages we classified as nonresponse had a response that was not saved to patients’ charts. If we assume that our sample underestimated the number of messages sent and received by patients, we would expect a bias toward the null and our results should therefore be viewed as conservative estimates of effect.

To our knowledge, only one other study quantified clinic nonresponse to patients’ messages. Our study is the first to quantify nonresponse with a large number of messages and to link nonresponse to patient outcomes. The study by Lanham et al [49] study conducted chart reviews to determine if response occurred through other modalities and found that almost half of their 11 unanswered messages were resolved through other mechanisms. Our study did not assess responses by other communication modalities nor did it determine whether a response was warranted, but if we extrapolate the Lanham et al [49] findings to our work, that implies that only about half of the threads lacking a message response would have received a response not accounted for in our research (eg, phone, discussion during appointment). To better understand our study findings, it will be important to account for these other response types in future studies.

It is possible that thread initiation may be an indication of patient activation and engagement and clinic nonresponse may not inhibit patients’ activation. Patient activation follows 4 stages: belief in the importance of engagement in the care processes; knowledge in what is needed to improve health; taking action to improve or maintain health; and finally, maintaining or persisting in those actions even when stressed [31]. Patients at higher stages of activation generally experience better outcomes, have lower health care costs, and higher rates of health screening and prevention activities [32,38,39,50]. Alexander et al [51] found that patients who communicated outside of office visits had higher patient activation rates. Consistent with their research, we found that patients who initiated threads experienced A1C improvements compared to patients who did not initiate threads.

Several of our taxa had poor interrater reliability scores and as a result, these findings should be viewed with caution. It is notable that none of these taxa were statistically associated with our outcomes, perhaps due to the potential lack of clarity in their definitions. Future studies using this taxonomy should seek to clarify the definitions for these taxa.

Conclusion

This is the first study to explore associations between message content and patient health outcomes. We identified associations between certain patient- and clinic staff–generated taxa and changes in patients’ glycemic levels and blood pressure. We also found that staff nonresponse was associated with improvements in patients’ DBP, although the reasoning behind this association is unclear. Significantly more research is needed to better understand what we observed in our study, including exploring the context of the full electronic conversation and
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outcomes, examining the temporal relationships between outcomes and message content, evaluating the impact of the potential confounder of patients’ activation, exploring other intermediate outcomes that might be better measures of effect, and incorporating other communication modalities to capture responses that occur outside of secure messaging. In the meantime, health care staff should be aware that message content is associated with patients’ health outcomes when corresponding with patients through this medium.
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Abstract

Background: The high demand for health care services and the growing capability of artificial intelligence have led to the development of conversational agents designed to support a variety of health-related activities, including behavior change, treatment support, health monitoring, training, triage, and screening support. Automation of these tasks could free clinicians to focus on more complex work and increase the accessibility to health care services for the public. An overarching assessment of the acceptability, usability, and effectiveness of these agents in health care is needed to collate the evidence so that future development can target areas for improvement and potential for sustainable adoption.

Objective: This systematic review aims to assess the effectiveness and usability of conversational agents in health care and identify the elements that users like and dislike to inform future research and development of these agents.

Methods: PubMed, Medline (Ovid), EMBASE (Excerpta Medica dataBASE), CINAHL (Cumulative Index to Nursing and Allied Health Literature), Web of Science, and the Association for Computing Machinery Digital Library were systematically searched for articles published since 2008 that evaluated unconstrained natural language processing conversational agents used in health care. EndNote (version X9, Clarivate Analytics) reference management software was used for initial screening, and full-text screening was conducted by 1 reviewer. Data were extracted, and the risk of bias was assessed by one reviewer and validated by another.

Results: A total of 31 studies were selected and included a variety of conversational agents, including 14 chatbots (2 of which were voice chatbots), 6 embodied conversational agents (3 of which were interactive voice response calls, virtual patients, and speech recognition screening systems), 1 contextual question-answering agent, and 1 voice recognition triage system. Overall, the evidence reported was mostly positive or mixed. Usability and satisfaction performed well (27/30 and 26/31), and positive or mixed effectiveness was found in three-quarters of the studies (23/30). However, there were several limitations of the agents highlighted in specific qualitative feedback.

Conclusions: The studies generally reported positive or mixed evidence for the effectiveness, usability, and satisfactoriness of the conversational agents investigated, but qualitative user perceptions were more mixed. The quality of many of the studies was limited, and improved study design and reporting are necessary to more accurately evaluate the usefulness of the agents in health care.
care and identify key areas for improvement. Further research should also analyze the cost-effectiveness, privacy, and security of the agents.

**International Registered Report Identifier (IRRID):** RR2-10.2196/16934

*(J Med Internet Res 2020;22(10):e20346)* doi:10.2196/20346
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**Introduction**

**Background**

Conversational agents are among the many digital technologies being introduced into the health sector to address current health care challenges, such as shortages of health care providers, which reduce the availability and accessibility of health care services [1-3]. Conversational agents use artificial intelligence (AI), including machine learning (a statistical means of training models with data so that they can make predictions based on a variety of features) and natural language processing (NLP; the ability to recognize and analyze verbal and written language) to interact with humans via speech, text, or other inputs and outputs on mobile, web-based, or audio-based platforms [1,4]. Many of these agents are designed to use NLP so that users can speak or write to the agent as they would to a human. The agent can then analyze the input and respond appropriately in a conversational manner [5].

Conversational agents first emerged as a tool in health care in 1966, with the development of a virtual psychotherapist (ELIZA) that could provide predetermined answers to text-based user input [6]. In the decades since, the capabilities of NLP have significantly progressed and aided the development of more advanced AI agents. Many different types of conversational agents that use NLP have been developed, including chatbots, embodied conversational agents (ECAs), and virtual patients, and are accessible by telephone, mobile phones, computers, and many other digital platforms [7-10]. The types of input that conversational agents can receive and interpret have also expanded, with some conversational agents capable of analyzing movements, such as gestures, facial expressions, and eye movements [11,12].

Conversational agents have been developed for many different aspects of the health sector to support health care professionals and the general public. Specific uses include screening for health conditions, triage, counseling, at-home management support, and training for health care professionals [8,13-15]. With phone, mobile, and online platforms widely accessible, conversational agents can support populations with limited access to health care or poor health literacy [16,17]. They also have the potential to be affordable scaled up to reach large proportions of a population [3]. Due to this accessibility, conversational agents are also a promising tool for the advancement of patient-centered care and can support users’ involvement in the management of their own health [17,18].

Personalizable features have the potential to further improve usability and satisfaction, although more research is needed to evaluate their effectiveness in achieving their stated health outcomes and reducing costs and to ensure that there are no negative consequences for decision making or privacy [10].

Despite the large body of research concerning the application of conversational agents in health care, most reviews have limited their focus to a particular health area, agent type, or function [10,19-22]. Although there are a few recent systematic reviews that have examined a more comprehensive scope, they have presented an overall synthesis of the body of knowledge. One review developed a taxonomy that described the architecture and functions of conversational agents in health care and the state of the field but did not evaluate the effectiveness, usability, or implications for users [5]. Another systematic review investigated the outcome measures of the studies of conversational agents but limited the inclusion criteria to agents that used natural language input and had been tested with human participants [2]. Additionally, their initial database searches only retrieved 1531 articles, which raises the concern that some relevant articles may have been overlooked [2]. Their search was updated in February 2018, but given the rapid pace of technological development, there is a need to provide an update and expansion to these previous systematic reviews.

For conversational agents to be successful in health care, it is crucial to understand the effectiveness of current agents in achieving their intended outcomes. However, it is just as important to understand how users feel about and relate to these agents because the adoption of new health technologies depends on user perceptions (eg, whether they trust the technology, find it easy to use, and feel that privacy and data security are respected) [23]. User-identified problems will need to be addressed if conversational agents are to have a significant impact on health care, because their impact depends on people being willing to use them and preferring to use them over alternatives. The information gathered in this review identifies the current issues with conversational agents that need to be overcome and can be used to help determine which elements of the agents are most likely to be successful and useful in various aspects of health care. As conversational agents are often touted as having the potential to reduce the burden on health care resources, evaluations of the implications of the agents for improved health care provision and reduced resource demand also need to be assessed.

**Objectives**

The primary objectives of this review are to describe the scope of conversational agents currently being used for health care activities (by patients, health care providers, or the general public), examine the user perceptions of these agents, and
evaluate their effectiveness. We developed 3 main research questions to address these objectives. First, are the conversational agents investigated effective at achieving their intended health-related outcomes, and does the effectiveness vary depending on the type of agent? Second, how do users rate the usability and satisfactoriness of the conversational agents, and what specific elements of the agents do they like and dislike? Finally, what are the current limitations and gaps in the utility of conversational agents in health care? These objectives build on previous systematic reviews while widening the scope of included studies to update the body of knowledge on conversational agents in health care and to inform future research and development.

Methods

Database Search

The full methods for this review have been published in detail in a systematic review protocol [24]. The population, intervention, comparison, and outcome framework [25] was used to develop the search strategy, which was implemented following the PRISMA-P (Preferred Reporting Items for Systematic Review and Meta-Analyses Protocols) checklist [26]. No study design filter was used; any type of study was eligible for inclusion. The search strategy was finalized and tailored to different databases in consultation with a medical librarian. PubMed, Medline (Ovid), EMBASE (Excerpta Medica database), CINAHL (Cumulative Index of Nursing and Allied Health Literature), Web of Science, and the Association for Computing Machinery Digital Library databases were searched. The search terms were grouped into 3 themes (conversational agents, health application, and outcome assessment) to capture all studies that fit the key inclusion criteria: evaluating conversational agents used in health care. These themes were subsequently searched with the structure: conversational agent (MeSH OR Keywords) AND health application (MeSH OR Keywords) AND outcome assessment (MeSH OR Keywords). The full search strategy can be found in Multimedia Appendix 1. The search was completed on November 29, 2019.

Inclusion and Exclusion Criteria

This systematic review aimed to assess conversational agents designed for health care purposes. Studies that evaluated at least 1 conversational agent were included. Studies targeting any population group, geographical location, and mental or physical health-related function (eg, screening, education, training, and self-management) were included. These broad inclusion criteria were established to enable an assessment of a wide range of applications of conversational agents. There were no restrictions on study type, as long as a conversational agent was evaluated, and intervention and observational studies such as cross-sectional surveys, cohort studies, and qualitative studies were included. Intervention studies were not required to have a specific comparator or any comparator.

During the screening process, studies of conversational agents that were not capable of interacting with human users via unconstrained NLP were excluded. These included conversational agents that only allowed users to select from predefined options or agents with prerecorded responses that did not adapt to subsequent user responses. The basis for this exclusion is that, without the capability of using NLP, computational methods and technologies are rudimentary and do not advance the aims of AI for autonomous computational agents. As many studies did not explicitly state whether the investigated agent was capable of NLP, a description in the paper of the conversational agent allowing free-text or free-speech input was used as an indicator for NLP, and these studies were included. Studies that did not report the architecture of the agent were excluded.

Due to the number of conversational agents in development and/or those that did not progress to the evaluation stages of development, studies that were solely descriptive were excluded. Furthermore, because of the pace at which conversational agents have developed over recent decades, studies were limited to those published during or after 2008. In 2008, the first iPhone was released, and it marks an increase in the prevalence and capabilities of digital technology. Only studies published in English were included to ensure accurate interpretation by the authors. Conference publications were also excluded from the review of peer-reviewed literature.

Outcomes

The primary objective of this review was to provide an overview of the use of NLP conversational agents in health care. Therefore, the primary outcomes evaluated were the effectiveness of conversational agents in achieving their intended health-related outcomes and user perceptions of the agents (including but not limited to acceptability, usability, satisfaction, and specific qualitative feedback). Secondary outcomes included improvement in health care provision and resource implications for the health care system.

Screening and Study Selection

All studies retrieved from the databases were stored in the reference management software EndNote (version X9, Clarivate Analytics), which automatically eliminated duplicates. Due to time constraints, the EndNote search function was used to extract relevant studies before the screening of the citations against the inclusion and exclusion criteria by 2 independent reviewers. Where duplicates or publications from the same study were identified, the more recent publication or the one with the most detail was selected for inclusion in the review. All disagreements were discussed, and if a consensus was not reached, a third reviewer was consulted. Full EndNote search details are shown in Multimedia Appendix 2.

The full texts of the articles that met the inclusion criteria were screened by one of the reviewers. Of the screened articles deemed eligible for inclusion, 58 were conference or meeting abstracts and did not have full texts available; therefore, they were excluded. This highlights the early developmental stages of many of these agents.

Data Extraction

Data were extracted by 1 reviewer, and key data points from the studies, specified in the protocol and identified on further study of the publications, were recorded in a spreadsheet and validated by a second reviewer. The data extraction form was
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based on the minimum requirements recommended by the Cochrane Handbook for Systematic Reviews [27]. The types of data extracted from the studies are shown in Table 1.

Table 1. Data extracted from the studies.

<table>
<thead>
<tr>
<th>Article information</th>
<th>Data extracted</th>
</tr>
</thead>
<tbody>
<tr>
<td>General study information</td>
<td>• Title of publication</td>
</tr>
<tr>
<td></td>
<td>• Year of publication</td>
</tr>
<tr>
<td></td>
<td>• Authors</td>
</tr>
<tr>
<td>Study characteristics</td>
<td>• Study design</td>
</tr>
<tr>
<td></td>
<td>• Country of study</td>
</tr>
<tr>
<td></td>
<td>• Study population</td>
</tr>
<tr>
<td></td>
<td>• Analyzed sample size</td>
</tr>
<tr>
<td></td>
<td>• Comparators</td>
</tr>
<tr>
<td></td>
<td>• Study duration</td>
</tr>
<tr>
<td>Characteristics of the conversational agents</td>
<td>• Name of conversational agents</td>
</tr>
<tr>
<td></td>
<td>• Architecture</td>
</tr>
<tr>
<td></td>
<td>• Device or platform on which agent is accessed</td>
</tr>
<tr>
<td></td>
<td>• Intended user</td>
</tr>
<tr>
<td></td>
<td>• Primary purpose</td>
</tr>
<tr>
<td>Intended outcomes of the conversational agents</td>
<td>• Health objective (general)</td>
</tr>
<tr>
<td></td>
<td>• Health objective (specific)</td>
</tr>
<tr>
<td>Evaluation</td>
<td>• Effectiveness in achieving intended purpose</td>
</tr>
<tr>
<td></td>
<td>• Health literacy</td>
</tr>
<tr>
<td></td>
<td>• Improvement in health care provision</td>
</tr>
<tr>
<td></td>
<td>• Health care resource implications</td>
</tr>
<tr>
<td></td>
<td>• Usability</td>
</tr>
<tr>
<td></td>
<td>• Acceptability or satisfaction</td>
</tr>
<tr>
<td></td>
<td>• User perceptions qualitative feedback</td>
</tr>
<tr>
<td></td>
<td>• Conclusions</td>
</tr>
<tr>
<td></td>
<td>• Implications for future study</td>
</tr>
</tbody>
</table>

Risk-of-Bias and Quality Assessment
All quality assessments were conducted by 2 independent reviewers, with disagreements resolved by consensus. If this was not possible, the opinion of a third reviewer was sought. As there was a wide variety of study designs, the study types were classified by 1 reviewer and validated by a second reviewer, with disagreements being resolved by discussion with a third reviewer. As the broad inclusion criteria were intended to capture all relevant studies, a few of the included studies used implementation models for artificial AI research that were beyond the scope of classic public health design methods. This resulted in some study designs being categorized as other.
The Cochrane Collaboration risk-of-bias tool was used to evaluate the risk of bias in randomized controlled trials (RCTs) [28]. The CASP (Critical Appraisal Skills Programme) tools for cohort and qualitative studies were used for the respective studies [29], and the Appraisal tool for Cross-Sectional Studies (AXIS) tool was used to assess the quality of cross-sectional survey studies [30]. Studies that were coded as other design types were also assessed using the AXIS tool, which was deemed to be the most rigorous and appropriate tool because it systematically evaluates elements of the introduction, methods, results, and discussion sections, and is not limited to the RCT-specific questions used in the risk-of-bias tool.

The results of the Cochrane Collaboration risk-of-bias tool were summarized using RevMan 5.3. CASP and AXIS scores were calculated using yes=1, no=0, and cannot tell or do not know=0 for each question. The scores for each question were summed to provide a score for each study, which were averaged according to study type and are presented in the results.

Data Analysis and Synthesis

Due to the variability in populations, interventions, outcomes, and study designs, a meta-analysis of the studies was not possible. Therefore, we report a structured analysis of the findings to draw conclusions about the effectiveness and user perceptions of conversational agents in health care. For the purpose of this review, the agent was considered effective if there was a statistically significant ($P < 0.05$) improvement in a given outcome as compared with a comparator or control, or over time. If no significance was reported or the difference was nonsignificant or significantly worse between groups or over time, the agent was considered to have no significant evidence supporting it. Limitations and future directions for research were also summarized.

The synthesis framework for the assessment of health information technology (SF/HIT) was used to structure the evaluation of the studies because it included a whole system set of outcome variables [31]. These included effectiveness, satisfaction, and perceived ease of use or usefulness, among others. In accordance with the framework, evidence for each of the outcome variables was coded as positive or mixed or neutral or negative. If the study did not address the outcome in question, it was coded as neutral or negative.

Finally, where qualitative user feedback was reported by the studies, it was examined to extract common themes by extracting the sections of the original text that discussed the qualitative perceptions, reducing them to key themes, and then comparing those key themes across the different studies.

Results

Included Studies

Overall, 9441 studies were retrieved from the 6 databases, of which 2782 were duplicates. The reference management software EndNote was used for initial screening, with keywords based on the original search categories used to exclude studies that did not meet the criteria. After 6 passes, 957 citations remained for abstract screening. The primary reason for exclusion at the screening stage was that the study did not include an interactive, responsive conversational agent (n=470), was a review paper (n=65), was not health-related (n=48), or did not report any evaluation of the conversational agent (n=46). Of these 957 citations, 293 were selected for full-text review. In the final review, 31 papers were included. The reasons for exclusion after full-text review are detailed in Figure 1, with the most common reason being that the conversational agent did not use NLP (n=81), the full text was not available (n=71), or there was no conversational agent in the study (n=51).
Study Characteristics

The characteristics of the 31 included studies are summarized in Multimedia Appendix 3 [8,9,12-15,32-56]. Of these studies, 45% (14/31) evaluated conversational agents that had some type of audio or speech element. Of the agents, 45% (14/31) were chatbots (including 2 voice chatbots and 1 chatbot that also used a wizard), 19% (6/31) were ECAs (including 1 virtual doctor), and 10% (3/31) were interactive voice response (IVR) phone calls, virtual patients, and speech recognition screening systems. The final 2 comprised a contextual question-answering agent and a voice recognition triage system. The 26 studies that reported the device that their conversational agent was used on; 35% (9/26) used computers, 27% (7/26) used web-based apps, 23% (6/26) used mobile phone apps, 15% (4/26) used telephone calls; 1 study used a tablet (the percentages do not add up to 100% because one agent could be used on a computer and also the telephone).

There were a wide variety of areas of health care targeted by the conversational agents of the included studies. The largest proportion of them (12/31, 39%) addressed mental health issues [13,32-42], with 19% (6/31) providing some form of clinical decision or triage support [8,12,40,42-44] and treatment support (including encouraging users to get screened) [9,45-49], 10% (3/31) being used to support training of health care students [15,41,50] and the screening or diagnosis of users [14,38,51], 7% (2/31) targeting physical health [52,53] and layperson medical education [54,55]; 1 agent was designed to help monitor users’ speech [56]. The percentages do not add up to 100% because some of the studies that addressed mental health also fit into one of the other categories.

The study designs also varied widely, with 29% (9/31) using cross-sectional designs, 26% (8/31) using RCTs, 23% (7/31) using qualitative methods, 19% (6/31) using cohort studies, and 1 using a cluster crossover design. The full data extraction table is available in Multimedia Appendix 4 [8,9,12-15,32-56].
Overall Evaluation of Conversational Agents

Overall, about three-quarters of the studies (22/30, 73%) reported positive or mixed results for most of the outcomes. A total of 8 studies were coded as reporting positive or mixed evidence for 10 or more of the 11 outcomes specified in the SF/HIT; the analysis for this review was limited to the interpretation of impact as reported by study authors to reflect evaluation outcomes. Excluding 1 study, which was an acceptability study only and did not assess the other outcomes, the average number of outcomes that were coded as positive or mixed was 67% (7.4/11, SD 2.5). However, the number of outcomes met per study ranged from 1/11 to 11/11 (9-100%). Perceived ease of use or usefulness (27/30, 90%), the process of service delivery or performance (26/30, 87%), appropriateness (24/30, 80%), and satisfaction (26/31, 84%) were the outcomes that had the most support from the studies. Just over three-quarters (23/30, 77%) of the studies also reported positive or mixed evidence of effectiveness.

However, very few studies discussed the cost-effectiveness (5/30, 17%, coded as positive or mixed) or safety, privacy, and security (14/30, 47%, coded as positive or mixed) outcomes for the agents being evaluated. About a quarter of studies (8/30, 27%) had neither positive nor mixed reported evidence for more than half of the SF/HIT outcomes. The evaluation of the SF/HIT outcomes is summarized in Table 2 [31].
Table 2. Summary of the studies based on the evaluation outcomes from the synthesis framework for the assessment of health information technology\(^a\).

<table>
<thead>
<tr>
<th>First author (reference)</th>
<th>Preventive care</th>
<th>Adherence or attendance</th>
<th>Efficiency</th>
<th>Perceived ease of use or usefulness</th>
<th>Effectiveness</th>
<th>Performance</th>
<th>Safety or privacy or security</th>
<th>Acceptability</th>
<th>Cost-effectiveness</th>
<th>Appropriateness</th>
<th>Satisfactory n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adams [9]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10 (91)</td>
</tr>
<tr>
<td>Bibault [46]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10 (91)</td>
</tr>
<tr>
<td>Borja-Harta [50]</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Cameron [32]</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Chaix [45]</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>8 (73)</td>
</tr>
<tr>
<td>Chang [8]</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Crutzen [54]</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>9 (82)</td>
</tr>
<tr>
<td>Dimeff [42]</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1 (100)</td>
</tr>
<tr>
<td>Elmasri [33]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Fitzpatrick [13]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Friederichs [53]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>6 (55)</td>
</tr>
<tr>
<td>Galescu [52]</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3 (27)</td>
</tr>
<tr>
<td>Ghosh [44]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>9 (82)</td>
</tr>
<tr>
<td>Havik [14]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10 (91)</td>
</tr>
<tr>
<td>Heyworth [47]</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>8 (73)</td>
</tr>
<tr>
<td>Hudlicka [35]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>11 (100)</td>
</tr>
<tr>
<td>Inkster [36]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>9 (82)</td>
</tr>
<tr>
<td>Ireland [56]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Isaza-Restrepo [15]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Ly [37]</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Nakagawa [12]</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Philip (2014) [51]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Philip (2017) [38]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>9 (82)</td>
</tr>
<tr>
<td>Rhee [48]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>9 (82)</td>
</tr>
<tr>
<td>Simon [49]</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Spänig [43]</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6 (55)</td>
</tr>
<tr>
<td>Washburn [41]</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Wong [55]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Xu [40]</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Yasavur [39]</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>7 (64)</td>
</tr>
<tr>
<td>n (%)</td>
<td>17 (57)</td>
<td>19 (63)</td>
<td>22 (73)</td>
<td>27 (90)</td>
<td>23 (77)</td>
<td>26 (87)</td>
<td>14 (47)</td>
<td>20 (67)</td>
<td>5 (17)</td>
<td>24 (80)</td>
<td>26 (84)</td>
</tr>
</tbody>
</table>

\(^a\)Positive or mixed results have been coded as 1, and neutral or negative results as 0.
When grouped by the agent’s health care scope, studies of certain types of agents appear to do better than others (Table 3). Studies examining screening or diagnosis agents and treatment support agents had the highest average number of positive or mixed outcomes (mean 10, SD 0.6, and mean 9, SD 1.2, respectively). Treatment support agents had primary functions that included empowering patients to engage more fully in clinical appointments, encouraging attending screenings for health care conditions, and supporting patient self-management. In contrast, mental health agents focused on addressing challenges related to depression, anxiety, and alcohol abuse, among others. However, given the small number of studies for each category of agents, these comparisons should be interpreted with caution.

### Table 3. Summary of evaluation outcomes by the area of health care addressed by the conversational agenta.

<table>
<thead>
<tr>
<th>Agent focus</th>
<th>Number of studies</th>
<th>Average number of outcomes coded positive or mixed, n (%)</th>
<th>Range of scores (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental health [13,32-42]</td>
<td>12</td>
<td>7 (66)</td>
<td>5-11 (2.4)</td>
</tr>
<tr>
<td>Clinical decision or triage support [8,12,40,42-44]</td>
<td>6</td>
<td>7 (67)</td>
<td>5-10 (1.9)</td>
</tr>
<tr>
<td>Treatment support [9,45-49]</td>
<td>6</td>
<td>9 (79)</td>
<td>7-10 (1.2)</td>
</tr>
<tr>
<td>Health care training (students) [15,41,50]</td>
<td>3</td>
<td>7 (67)</td>
<td>5-10 (2.5)</td>
</tr>
<tr>
<td>Screening or diagnosis [14,38,51]</td>
<td>3</td>
<td>10 (88)</td>
<td>9-10 (0.6)</td>
</tr>
<tr>
<td>Health care education (laypeople) [54,55]</td>
<td>2</td>
<td>5 (45)</td>
<td>1-9 (5.7)</td>
</tr>
<tr>
<td>Physical health [52,53]</td>
<td>2</td>
<td>4 (32)</td>
<td>3-4 (0.7)</td>
</tr>
</tbody>
</table>

aThe number of studies does not add up to 31 because some studies fit into 2 categories, and the study on monitoring speech was not included because it only addressed 1 of the 11 outcomes. The percentages associated with the average number of outcomes varied slightly because of rounding.

### Qualitative User Perceptions

A total of 18 of the 31 studies included more specific user feedback. The most frequently raised issue with conversational agents (9 studies) was poor understanding because of limited vocabulary, voice recognition accuracy, or error management of word inputs [13,32-37,41,52]. Related to this issue, as the conversational agents often had to ask questions more than once to be able to process the response, users in 3 studies noted disliking the repetitive conversations with the agents [13,36,37]. Both of these issues are key areas of improvement for future research and development of conversational agents because they represent limitations in the usability of the agents in a real-world context.

Feedback from users in 5 studies expressed a preference for interactivity, with users in 1 study noting that they liked the interactivity of the chatbot [35,37], and users in the other 4 studies expressed a desire for greater interactivity or relational skills in the conversational agent [14,32,34,53]. Similarly, users in 4 studies reported liking that the agent had a personality and/or showed empathy [13,32,34,42], whereas users in other studies reported disliking the lack of personal connection or had difficulty in empathizing with the agent [35,37,50] or reported disliking its limited conversation and responses [35,56].

Due to the wide variety of conversational agents, their aims and health care contexts, much of the qualitative user perception data concerned distinct aspects of the agents. However, several studies reported feedback concerned with customization or availability of feature options, with 2 studies commenting on it positively (eg, having both voice and touch modes to allow hands-free work and rapid data input on a triage system for nurses) [8,35], and 3 studies desiring more features and more control [33,37,48]. Additionally, users in 2 studies suggested that better integration of the agent with electronic health record (EHR) systems (for a virtual doctor [42]) or health care providers (for an asthma self-management chatbot [48]) would be useful.

Other features of the agents that users reported liking were the reminders and assistance in forming routines [37,48] and that the agents provided accountability [13,34,48], facilitated learning [13,34,37], and were easy to learn and use [8,15]. In the included studies, 3 of the conversational agents were virtual patients, and users in all 3 studies reported liking that it provided a platform for risk-free learning because they were not practicing on real patients [15,41,50].

Several studies reported user feedback that was specific to that conversational agent. This included a preference for telephone IVR over web-based pediatric care guidance [9] and a simple avatar with a computer-generated voice over a more life-like agent with a recorded voice [42]. Users in 1 study reported liking that the agent initiated conversations [37]. There was opposite feedback in 2 studies about the format of the response, with users preferring preformatted options for one chatbot [36], whereas some users preferred the free-text responses for a diagnostic chatbot because it allowed them to provide contextual information. In contrast, others found it more difficult to know how to respond so the agent would understand [14].

Other agent-specific negative feedback was that the virtual doctor did not have the ability to go deep enough or provide access to other materials [42], that too much information was provided [13,33] or the interaction was too long [13], the use of nonverbal expressions by the avatar [35], and a lack of clarity regarding the aim of the chatbot [37]. Some students who used the virtual patients also reported that it was difficult to empathize [50] and that the agent did not sufficiently encompass real situational complexity [15]. The variety of specific feedback reports demonstrates the importance of examining usability for individual conversational agents and tailoring the design to the intended population. Although there were some preferences and
complaints that were frequently reported, much of the feedback was agent dependent. A summary of the thematic analysis is included in Multimedia Appendix 5.

Implications for Health Care Provision and Resources

Unfortunately, only a few of the studies discussed any improvement in health care provision or implications for resources; 2 of the studies that suggested improvement in health care provision were evaluating virtual patients [41,50], and students in 1 study reported significantly increased confidence in their clinical skills and ability to interview patients. Over 80% of users also reported that the agents helped them follow their treatment more effectively [45] and be more prepared for pediatric visits [9]. In a study of an ECA for sleep disorder screening, 65% of users reported thinking that the agent could provide significant assistance to physicians [51]. Regarding resource implications, the study of a preparatory IVR phone call before pediatric visits found that visit time was significantly reduced in the IVR group compared with the control group [9]. The use of an ECA to screen for depression [38] and a virtual doctor for suicidal patients in emergency departments (EDs) [42] were suggested by the authors to save physicians’ time and reduce the costs associated with ED visits for suicidal ideation, but these outcomes were not evaluated. Similarly, another study suggested that mindfulness meditation could be of more use with more cost-effective training made available via a virtual coach [35].

Suggestions such as this, that conversational agents have the potential to improve health care provision, save health care providers’ time, and reduce costs, were frequently made in the studies. However, as demonstrated above, very few studies quantified these claims and even fewer measured these outcomes with objective measures. This is a limitation of the studies as a whole. Although many were in the early stages of testing, claims about the potential value to the health care system in terms of time or money should be substantiated. However, as evidenced by the number of neutral or negative coding in the evaluation, many of the studies did not consider whole system implementation outcomes. It will be important for the future development of conversational agents to consider whole system outcomes such as these from the beginning so that agents that are not only acceptable and usable but also provide value to the health care system can be built.

Risk-of-Bias and Quality Assessments

There were a variety of study types included in this review; so several different quality assessment tools were used to assess the risk of bias and quality of the 31 included studies. A total of 6 studies could not be classified as RCTs, cohort, qualitative, or cross-sectional studies, and their study design was coded as other [12,39,40,44,52,55]. Most of these studies were papers describing the development and initial evaluation of conversational agents, and half of them did not have participants [40,44,55]. Initially, studies that did not have an explicit design were classified as qualitative or interpretative studies. However, on further analysis, many of the studies did not fit the criteria for qualitative studies - evaluating subjective, thematic, and non-numerical data - because they evaluated performance metrics such as word error rates [52], accuracy [12,39,40,52,55], precision [44], and user experience quantified on Likert scales [39]. Therefore, these studies were coded as other and assessed using the AXIS tool for cross-sectional studies, which was deemed to provide the most systematic evaluation of the various elements of the studies [30]. The quality of these studies was assessed as best as possible; however, the judgments should be considered in the context of these limitations.

Overall, the quality of the studies was poor to moderate. On average, RCTs [9,13,34,37,46,47,49,53] and qualitative studies [41,48,56] evaluated generally determined to have the highest quality and lowest risk of bias, with none of the other 3 study types meeting more than half the criteria for quality assessment. The evaluation of the risk of bias for the 8 RCTs (Figure 2) was carried out using the Cochrane Collaboration risk-of-bias tool [28], and the results were summarized using RevMan 5.3 software (Cochrane) [57]. Overall, the RCTs performed fairly well in the risk-of-bias assessment (Figure 3). About half the studies were assessed as having a low risk of selection bias because of proper random sequence generation (5/8) and allocation concealment (4/8), and a low risk of reporting bias (4/8), as outcomes reported could be compared with a priori protocols or trial registrations. Most studies reported blinding of outcome assessors (7/8) and a low risk of attrition bias because of low or equal dropout across groups or the use of intention-to-treat analyses (6/8). Most of the studies (5/8) had a high risk of performance bias, but this was predominantly because blinding was not possible given the nature of the intervention.

The cohort (n=9) and qualitative (n=3) studies assessed using the CASP checklists met, on average, 5/12 (range 1-10) and 7/10 (range 4-9) criteria, respectively [29]. Of the cohort studies, the questions with the best performance were, “Did the study address a clearly focused issue?” (8/9 yes), “Was the follow up long enough?” (8/9 yes), and “Do the results of this study fit with other available evidence?” (6/9 yes). Studies performed the worst, either by failing to meet the criteria or failing to report it, on questions about cohort recruitment (1/9 yes), identifying and accounting for confounding factors (1/9 yes), accurate exposure and outcome measurement (2/9 and 3/9 yes, respectively), and the applicability of results to the local population (3/9 yes). The qualitative studies, on the other hand, performed best on the questions about whether the qualitative methodology was appropriate, the consideration of ethical issues, clear statements of findings, and whether the results would help locally (3/3 yes for each). None of the 3 studies reported any consideration of the relationship between researcher and participant. They also performed poorly on questions about sample recruitment, data collection, and data analysis (1/3 yes for each).
The cross-sectional (n=5) and other (n=6) studies assessed using the AXIS tool met, on average, 50% (range 26-80%) and 42% (range 29-70%) of the criteria, respectively [30]. Percentages are reported instead of the exact number of criteria because several of the questions were not applicable to the studies; so the total number of criteria assessed per study was not the same (averages 19 and 16; ranges 18-20, and 10-19, respectively). Overall, the cross-sectional studies performed best on questions...
about the clarity of aims (5/5 yes), appropriate outcome variables for the aims (5/5 yes), internal consistency (5/5 yes), and adequate description of basic data (4/5 yes). They performed worst on questions about sample selection—whether it was taken from an appropriate base to represent the population (1/5 yes) and whether the process was likely to select a representative sample (0/5 yes)—the use of appropriate outcome measures (previously assessed; 0/5 yes), whether the methods were adequately described for replication (1/5 yes), and conflicts of interest (1/5 no, most did not report).

The other studies performed best on the questions about whether the study design was appropriate for the aims and whether the conclusions were justified by the results (6/6 yes for both). They also did well, overall, on the appropriate choice of outcome variables and internal consistency (5/5 yes for both). However, all the other studies for which the questions were applicable performed poorly on questions about the justification of sample size (0/5 yes), whether the selection process was likely to get a representative sample (0/5 yes), addressing nonresponders (0/2 yes), adequate description of basic data (0/4 yes), concerns about nonresponse bias (0/3 no), the presentation of results for all the analyses described in the methods (0/6 yes, although this was mostly because analyses were not adequately described in the methods), and conflicts of interest (0/6 no, again because nothing was reported). Furthermore, only 1 study adequately addressed the questions about the use of previously assessed outcome measures (1/5 yes), sufficient description of the methods for replication (1/6 yes), and discussion of study limitations (1/6 yes). It should be noted that the AXIS tool used to assess the other studies was designed for cross-sectional studies and does not fit exactly with the designs of these studies. Therefore, it is possible that these studies would perform better when assessed by a tool specific to their study type. Tables depicting the judgments for each question of the CASP cohort and qualitative checklists and the AXIS tool for the cross-sectional and other studies are included in Multimedia Appendices 6-9 [8,12,14,15,32,33,35,36,38-45,48,50-52,54-56].

**Discussion**

**Principal Findings**

In this systematic review, we examined 31 studies that evaluated the effectiveness and usability of conversational agents in health care. Overall, studies reported a moderate amount of evidence supporting the effectiveness, usability, and positive user perceptions of the agents. On average, two-thirds of the studies (67%) reported positive or mixed evidence for each evaluation outcome. However, this ranged significantly, with usability, agent performance, and satisfaction having the most support across the studies, and cost-effectiveness receiving hardly any support. It should also be noted that the definitions of *effectiveness* were highly varied and, as evidenced by the methodological limitations identified in the quality assessment, rarely evaluated with the scrutiny expected for medical devices. Although the results reported are promising for the use of conversational agents in health care, there are a number of limitations in both the studies analyzed and the structure of this review that questions the validity of this finding.

With regard to qualitative user perceptions of the agents, specific feedback was very mixed. Users highlighted many positive factors of the agents, particularly their personality and ability to provide empathy and emotional support, that they support learning, they are easy to use and access, and they help them be accountable, all of which support the generally positive evaluations of usability and satisfaction outcomes. However, there were a number of limitations of the agents that were consistently raised across the studies that reported qualitative feedback. These included the following: the agents had difficulty understanding them, the agents were repetitive and not sufficiently interactive, and the users had difficulty forming personal connections with the agents. This suggests that despite the generally positive usability reported by the studies, there are a number of barriers to the successful use of conversational agents in health care that will need to be addressed before they can achieve the greatest impact. It should be noted that this review only included studies of conversational agents that used NLP and that free-text inputs are likely to present greater difficulties for comprehension.

The results of this systematic review are largely consistent with the literature, particularly the previous systematic review evaluating conversational agents in health care [2]. They also found a limited quality of design and evidence in the included studies, with inconsistent reporting of study methods (including methods of selection, attrition, and a lack of validated outcome measures) and conflicts of interest [2]. The previous systematic review identified that high-quality evidence of effectiveness and patient safety was limited, which was also observed in this review. Similarly, it noted that high overall satisfaction was generally reported by the studies, but that the most common issues with conversational agents related to language understanding or poor dialogue management, which is consistent with our findings [2]. Some of this similarity in results is likely because of the overlap in included studies; 7 of their 17 included studies were also included in our review [2].

**Quality of the Evidence**

As noted in a previous systematic review [2], there were significant issues with the quality of many of the included studies. One of the consistent issues among many of them was a high risk of selection bias. A large proportion of the studies relied on volunteers for the study, many of whom were recruited via self-selection means such as flyers and emails or by downloading the app being studied. The risk with self-selection recruitment is that participants who elect to take part in the study are already more positively predisposed to new technologies than those who do not participate, and would tend to evaluate the technology more positively. To make matters worse, several of the studies also did not sufficiently report their recruitment strategies, and so their potential selection bias cannot be accurately evaluated. In research such as this, where user perceptions are a main outcome, this is a serious concern. Future studies should take care to implement recruitment strategies that minimize this risk of selection bias or balance the potential bias in evaluations by actively recruiting participants who are less inclined toward new technology.
Another limitation of many of the studies was the small sample size. Almost two-thirds of the studies (19/31) used samples of less than 100 participants or items of analysis (eg, voice clips and clinical scenarios) with a median sample size of 48 across all the studies. Many also did not sufficiently report demographic data or whether their sample was representative of their target population. Although many of these studies were early feasibility and usability trials, this is an important issue to address in future research testing these agents to determine whether an agent will be used and used effectively by its target population.

**Limitations**

The validity of the evidence extracted from the included studies was also affected by limitations in the structure of this review. The SF/HIT was used to provide a structured set of whole system implementation outcomes to evaluate the conversational agents [31]. However, an issue with the use of this framework, which was discovered during analysis, was that many of the included studies were describing system innovation. Therefore, they did not address or provide evidence for many of the outcomes described by the SF/HIT. Additionally, as the included data indicated a self-reported impact in the studies of effectiveness, the study effectiveness is biased favorably toward the authors’ reporting of impact.

This limitation in the use of the framework for this review also highlights a limitation in many of these studies, namely, that they do not think about whole system implementation from the early stages of agent design, development, and testing. It is possible that the lack of evaluation of the implications of the agents for health care provision and resources was because of an emphasis on technology development and evaluation, rather than system integration. This is a pervasive issue in technological innovation, so much that it drove the development of the nonadoption, abandonment, scale-up, spread, and sustainability framework as a means of predicting and assessing the success of new health technologies [58] and the development and evaluation of new conversational agents to ensure that these later-stage implications of health care provision, cost-effectiveness, and privacy and security are sufficiently considered from the early stages of innovation. They must also be properly evaluated with a large sample of users, rather than be simply presented as unsubstantiated claims that the agent will reduce costs and save health care providers’ time.

Additionally, in accordance with the SF/HIT framework, the impact of outcomes on each outcome was coded as *positive or mixed* or *neutral or negative*. However, this combination of positive and mixed outcomes reduces the granularity of the results. During the coding process, several outcomes were distinctly coded as *positive or mixed*, and collating the 2 outcome impacts into 1 reduces the precision of the information presented to the readers. Additionally, studies that did not assess the outcome in question were coded as *neutral or negative* because they did provide explicit support for the outcome. In the analysis, outcomes were initially coded separately as positive, mixed, positive or mixed (for studies that reported a positive outcome but did not provide sufficient statistical evidence), and neutral or negative. This table is available in Multimedia Appendix 10. Positive and mixed outcomes were combined for the final presentation of the data in line with the framework. However, it might be more useful to distinguish between studies that attempted to find significant evidence for an outcome but did not and those that did not attempt it. This would provide a clearer picture of which outcomes are not being supported by the evidence and should be targeted for improvement, and which outcomes still need to be examined. In the future, it would be worth evaluating whether the coding system should be adjusted to provide a more detailed and informative summary of the evidence.

Further limitations of this review are that we limited the focus to include only unconstrained NLP and interaction. This was chosen as a focus because of the advantages NLP offers for simulating human-to-human interaction. However, it may have excluded studies of relevant conversational agents that could be satisfactory, useful, and effective in addressing current health care challenges. Additionally, no spidering searches were used to identify potentially relevant studies in the references of the included studies that were missed in the initial search. The exclusion of conference abstracts might also have caused relevant papers that were classified as abstracts to be missed; however, a previous systematic review that included conference abstracts in their search only had 1 included in their final selection [2]. The inclusion of only studies published in English is also likely to exclude relevant research on conversational agents conducted in other countries. These limitations should be addressed in future studies to ensure that the full body of relevant literature is examined.

**Future Directions**

Future reviews of conversational agents in health care could be extended to include constrained NLP and non-NLP conversational agents. A synthesis of the evidence identified here with other types of conversational agents in health care, perhaps structured according to the taxonomy suggested by Montenegro et al [5], could be used to examine overall trends and provide a better picture of what is being used, what works, and what does not, to further guide the development of conversational agents that are most likely to be successful.

Future research should also include more qualitative evaluations of the features that users like and dislike. Only half (18/31) of the studies included in this review reported specific user feedback, despite the fact that 7 of the remaining 13 studies included some measure of usability or user perceptions. It will be important to identify all of the structural, physical, and psychological barriers to use if conversational agents are to achieve their potential for improving health care provision and reducing the strain on health care resources. To this end, it would be useful for future studies to structure their evaluation of conversational agents around a behavioral change framework (eg, the Behavior Change Wheel framework [59]). This is important not only when evaluating the effectiveness of behavior change-focused conversational agents, but also when determining whether and how the adoption of new conversational agent technology will be successful.

It will be important for future studies of conversational agents to take care to properly structure and report their studies to
improve the quality of the evidence. Without high-quality evidence, it is difficult to assess the current state of conversational agents in health care - what is working, and what needs to be improved to make them a more useful tool. Similarly, there is a gap in the evidence regarding the health economics of these agents. Very few studies in this review even discussed the cost analysis of the agent in questions, let alone provide substantive evidence about its cost-effectiveness. The evaluation of costs and outcomes of new technologies and their privacy, security, and interoperability will be necessary to advance value-based health care [60]. However, there is very little evidence to suggest that the conversational agents examined in this review considered or addressed these concerns.

User feedback on 2 of the studies even noted that better interoperability between the agent and EHRs or health care providers would improve its usefulness.

Conclusions
The objective of this systematic review was to synthesize evidence of conversational agents’ usability, effectiveness, and satisfaction in health care. Although the studies generally reported positive outcomes relating to the agents’ usability and effectiveness, the quality of the evidence was not sufficient to provide strong evidence to support these claims. This study extended the literature by expanding its summary to examine a whole system set of evaluation outcomes, including cost-effectiveness, privacy, and security, which have not been systematically examined in previous reviews. In addition, it provides a distinct contribution by conducting a thematic analysis of the qualitative user perceptions of the agents. Further research is needed to examine the cost-effectiveness and value of these agents in health care, both in their current and potential states. Higher-quality studies—with more consistent reporting of design methods and better sample selection—are also needed to more accurately assess the usefulness and identify the key areas of improvement for current conversational agents. A more holistic approach to the design, development, and evaluation of conversational agents will help drive innovation and improve their value in health care.
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Abstract

Background: Federated learning (FL) is a newly proposed machine-learning method that uses a decentralized dataset. Since data transfer is not necessary for the learning process in FL, there is a significant advantage in protecting personal privacy. Therefore, many studies are being actively conducted in the applications of FL for diverse areas.

Objective: The aim of this study was to evaluate the reliability and performance of FL using three benchmark datasets, including a clinical benchmark dataset.

Methods: To evaluate FL in a realistic setting, we implemented FL using a client-server architecture with Python. The implemented client-server version of the FL software was deployed to Amazon Web Services. Modified National Institute of Standards and Technology (MNIST), Medical Information Mart for Intensive Care-III (MIMIC-III), and electrocardiogram (ECG) datasets were used to evaluate the performance of FL. To test FL in a realistic setting, the MNIST dataset was split into 10 different clients, with one digit for each client. In addition, we conducted four different experiments according to basic, imbalanced, skewed, and a combination of imbalanced and skewed data distributions. We also compared the performance of FL to that of the state-of-the-art method with respect to in-hospital mortality using the MIMIC-III dataset. Likewise, we conducted experiments comparing basic and imbalanced data distributions using MIMIC-III and ECG data.

Results: FL on the basic MNIST dataset with 10 clients achieved an area under the receiver operating characteristic curve (AUROC) of 0.997 and an F1-score of 0.946. The experiment with the imbalanced MNIST dataset achieved an AUROC of 0.995 and an F1-score of 0.921. The experiment with the skewed MNIST dataset achieved an AUROC of 0.992 and an F1-score of 0.905. Finally, the combined imbalanced and skewed experiment achieved an AUROC of 0.990 and an F1-score of 0.891. The basic FL on in-hospital mortality using MIMIC-III data achieved an AUROC of 0.850 and an F1-score of 0.944, while the experiment with the imbalanced MIMIC-III dataset achieved an AUROC of 0.850 and an F1-score of 0.943. For ECG classification, the basic FL achieved an AUROC of 0.938 and an F1-score of 0.807, and the imbalanced ECG dataset achieved an AUROC of 0.943 and an F1-score of 0.807.

Conclusions: FL demonstrated comparative performance on different benchmark datasets. In addition, FL demonstrated reliable performance in cases where the distribution was imbalanced, skewed, and extreme, reflecting the real-life scenario in which data distributions from various hospitals are different. FL can achieve high performance while maintaining privacy protection because there is no requirement to centralize the data.

(J Med Internet Res 2020;22(10):e20891) doi:10.2196/20891
Introduction

Background

Traditional machine learning and deep learning require a centralized dataset to train a model. Therefore, such methods not only require data transfer to collect data from many devices, people, or institutions but also have a high computational cost because they must be trained on large datasets. When collecting privacy-sensitive data such as medical data, privacy protection is a major hurdle. Centralized databases are the main targets of hacking attacks, and therefore the risk of a data breach is severely increased [1,2]. Moreover, data centralization increases the risk of reidentification of deidentified data because of the increased data size [3].

To reduce the computational cost, Google proposed a method known as federated learning (FL), which uses the computational cores in mobile devices [4-6]. In FL, training is performed at the individual client level, and then the local weights of each client are sent to the server. The server collects the updated local weights and calculates the new global weights. Subsequently, the client downloads the global weights from the server and continues the training process. Since its first use in mobile apps [7-9], many researchers have been studying and improving FL in various fields [10-14]. In particular, studies on heterogeneity of data [4,15], robust optimization [16-20], and security methods such as differential privacy and secure multiparty computation have also been conducted with an FL approach [12,21,22].

Research on FL has also been conducted in the medical field [10,13,19]. In particular, studies have been conducted using electronic medical records and brain tumor data [23-25]. However, the application of FL to real medical data has not been sufficiently studied.

FL can be used to resolve privacy issues and mitigate the risk of a data breach in clinical information, since transfer and centralization of data are not required. Privacy protection is particularly beneficial for medical data analysis, since medical data represent some of the most sensitive types of personal data. To protect patients’ privacy, deidentification methods have typically been applied [26-28]. However, data centralization is required for both deidentifying data and evaluating the risk of reidentification. If the data are centralized, the risk of a data breach is increased. Moreover, when deidentifying the dataset, the direct or indirect identifiers in the medical data must be determined. This is challenging because of the lack of clear guidelines. The Health Insurance Portability and Accountability Act in the United States provides clear deidentification guidance; it defines 18 types of protected health information to be removed [29]. However, many researchers and social activists claim that this guidance should be revised to enhance privacy protection [30]. In contrast, FL does not require the centralization of raw data. As a result, even the FL developers cannot access the raw data. Therefore, FL can solve privacy or deidentification issues that occur when using clinical data.

Objectives

The aim of this study was to assess the performance of FL on three benchmark datasets: the Modified National Institute of Standards and Technology (MNIST) dataset, Medical Information Mart for Intensive Care-III (MIMIC-III) dataset, and PhysioNet Electrocardiogram (ECG) dataset. We also verified FL in environments that simulate real-world data distributions by modifying the MNIST, MIMIC-III, and ECG datasets.

Methods

FL Code and Server

FL is supported by several open-source projects, including TensorFlow Federated in TensorFlow 2.0 [31], PySyft [32,33], and Federated AI Technology Enabler [34,35]. However, there are limitations in using these libraries. First, most of these libraries only support a single server and not a network environment. Therefore, there is no control process for data communication. Second, as a prototype, the necessary features were not fully implemented to handle a complex dataset. For future research using real clinical data from hospitals, we implemented our own client-server version of FL using Python. The implemented server code is available on the FL_Server repository [36] and the client code is available on the FL_Client repository [37]. The MNIST dataset analyzed during the current study is available in the Keras package in the TensorFlow framework. Additionally, the original code used to generate and preprocess the MIMIC-III experiment used in this study referred to the mimic3-benchmarks repository [38]. The original MIMIC-III dataset analyzed during this study is available on the PhysioNet repository [39]. The ECG dataset analyzed during this study is available on the 2017 PhysioNet/CinC Challenge website [40]. The model and environment assessed in this study refer to Hannun et al [41].

The FL server was developed using the Django framework and Python in Amazon Web Services (AWS). The server provides several application programming interfaces (APIs) for communication with a client, as shown in Table 1, and performs federated averaging (FedAVG) [4], which calculates the weighted averages. FedAVG is a widely used optimization algorithm that calculates the average value when the local weights collected from the client reach a specific level. The implemented code was deployed and managed in AWS Beanstalk, which was continuously monitored during the training process.
Table 1. Application programming interface calls provided by the server.

<table>
<thead>
<tr>
<th>Method</th>
<th>URL</th>
<th>Parameter</th>
<th>Description</th>
<th>Return</th>
</tr>
</thead>
<tbody>
<tr>
<td>GET</td>
<td>/round</td>
<td>N/A</td>
<td>Request current round</td>
<td>Number</td>
</tr>
<tr>
<td>GET</td>
<td>/weight</td>
<td>N/A</td>
<td>Request global weight</td>
<td>List</td>
</tr>
<tr>
<td>PUT</td>
<td>/weight</td>
<td>List</td>
<td>Update local weight</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: Not applicable.

Client

The client consists of three components. The first is the local learning component, which builds a suitable model for the dataset during the learning phase. The second is the communication component, which updates local weights according to the results of local training (the first component) on the server and downloads the global weights from the server. The third is the performance measure component, in which the performance of each client is measured using the downloaded global weights. The implemented code was deployed on an AWS EC2 instance. We used the specifications of g4dn.xlarge with the NVIDIA T4 Tensor core GPU for the Amazon instance.

Communications

Client–server communication for FL was implemented based on the process described by McMahan et al [42]. However, the implemented code exhibits some differences. The communication assumes that all clients (hospitals) are always powered (as is the case for a typical computer but not for a mobile device) and that their online status is maintained by a wired network connection. In addition, rather than selecting clients via an eligibility criterion from multiple client pools (thousands or millions), the code was implemented to manage a predefined fixed number of clients. In other words, all clients could participate in each round.

A schematic diagram of the FL client–server communication is shown in Multimedia Appendix 1. In brief, the client decides whether to participate in the current round through the API. If it has already participated (sending local weights to the server), it waits to participate in the next round. The server waits for the client’s weight updates and ensures that no clients are eventually dropped. All communications are performed through the API provided by the server. The monitoring system is used to continuously observe system abnormalities.

Datasets

MNIST

The MNIST dataset, which consists of digit handwriting images, contained 70,000 samples (including 60,000 for training and 10,000 for testing). The basic model was a simple artificial neural network with an input layer, one hidden layer with 128 units with a rectified linear unit activation function, and an output layer. The hyperparameters for training were set as follows: batch size 32, maximum 1000 epochs, and early stopping. Stochastic gradient descent was used as an optimizer [43].

For FL, we used 10 individual clients to best mimic a real environment. We modified the datasets and hyperparameters of the learning algorithms. The datasets were modified considering differences in the distribution of medical data between hospitals. Hyperparameters were adjusted for training in each client. The proposed approach was evaluated on the MNIST dataset in four different experiments.

We first evaluated the basic performance of the FL. Ten clients randomly selected 600 images from the basic dataset. We continued the process for up to 500 rounds and observed the results. For the imbalanced FL experiment, each client used different sizes of randomly selected data, ranging from 1 to 600, for training (ie, one client used 36 data points and another client used 537 data points). However, other environments such as hyperparameters and the number of rounds were the same as set in the basic FL experiment. In addition, the MNIST dataset was split into single-digit groups, ranging from 0 to 9. Each of the 10 numbers was assigned to 10 different clients. Consequently, each client had a single digit instead of 10. This modified MNIST simulated an extremely skewed data distribution. Each client randomly selected 600 images from a dataset with a single digit for training. The simple artificial neural network used in the basic model was also used in these experiments. The hyperparameters were set as follows: 5 epochs and a batch size of 10. We continued the process for up to 3000 rounds and observed the results. For evaluation, a model was created with the latest updated global weights using 10,000 test samples. Finally, we conducted an extension of the modified MNIST FL that represents a skewed distribution. Each client was trained on data with an imbalanced and skewed distribution. Hence, each client was trained only on a single digit using a randomly selected sample.

MIMIC-III

The MIMIC-III dataset is a clinical dataset related to human health information, including demographics, vital signs, laboratory tests, and medications from intensive care units. MIMIC-III data were preprocessed using a state-of-the-art (SOTA) benchmark [44]. In this case, FL experiments with three individual clients were performed to predict in-hospital mortality, which is a classification problem that predicts death within the first 48 hours of an intensive care unit stay. After preprocessing the MIMIC-III dataset using the method described by Harutyunyan et al [44], the dataset contained 21,139 samples (including 17,903 for training and 3236 for testing). The basic model was a standard long short-term memory (LSTM) with reference to the benchmark [44]. The LSTM was chosen with 16 hidden units, depth 2, dropout 0.3, time step 1.0, batch size 8, and an adaptive moment estimation (ADAM) optimizer.

For FL, randomly chosen samples from the original dataset were divided into 3 datasets without duplication and assigned
to each client. This simulates having data from three different institutions. The same basic LSTM was used, and hyperparameters were set as follows: 2 epochs and a batch size of 4. We continued the process for up to 30 rounds and observed the results.

For the basic FL experiment, each client was trained on a subset of data that were split into three parts with the same data size without duplication. For the imbalanced FL experiment, all data were split into 50%, 30%, and 20% without duplication, and one subset was assigned to each client.

**ECG**

The 2017 PhysioNet/CinC Challenge ECG dataset was used in this study [40]. This target problem is a multiclassification problem that classifies four signals: atrial fibrillation, normal sinus rhythm, alternative rhythm, and noisy using a single short ECG signal. The total data size is 8528 single-lead ECG data points. The dataset was divided into 90% training data (7676) and 10% test data (852). For traditional learning, a convolution neural network with 34 layers based on Hannun et al [41] was applied to the ECG dataset. The hyperparameters were chosen with a batch size of 32 and an ADAM optimizer.

For FL, randomly chosen samples from the original dataset were divided into 3 datasets without duplication and assigned to 3 clients. The same model was used, and hyperparameters were set as follows: 3 epochs and a batch size of 16. We continued the process for up to 30 rounds and observed the results.

For the basic FL experiment, each client was trained on a subset of data that were split into three parts with the same data size without duplication. For the imbalanced FL experiment, all data were split into 50%, 30%, and 20% without duplication, and one subset was assigned to each client.

**Evaluation**

During training, we monitored the FL accuracy to evaluate performance. If the accuracy did not improve during the round, we completed the FL. Finally, we chose the best model and conducted bootstrapping to determine if there were significant differences between the experiments.

In all experiments, the area under the receiver operating characteristic curve (AUROC) and F1-score were used as performance metrics. In addition, we evaluated the confusion matrix, precision, recall, or area under the precision recall curve (AUPRC) for comparison with the performance of the SOTA method. We calculated the 95% CIs and resampled the test set $K$ times (for MNIST and ECG, $K$ was 100, whereas for MIMIC-III, $K$ was 10,000).

**Results**

**MINIST**

The proposed approach was evaluated on the MNIST dataset for five different cases (as described in the Methods). Table 2 presents the values of the AUROC and F1-score for each case, and Multimedia Appendix 2 presents the confusion matrix for each case.

**Table 2. Comparison of the experimental results for the five different MNIST cases described in the Methods.**

<table>
<thead>
<tr>
<th>Experiments</th>
<th>AUROC (95% CI)</th>
<th>F1-score (95% CI)</th>
<th>Precision (95% CI)</th>
<th>Recall (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CML</td>
<td>0.999 (0.999-0.999)</td>
<td>0.981 (0.978-0.983)</td>
<td>0.981 (0.972-0.989)</td>
<td>0.981 (0.971-0.989)</td>
</tr>
<tr>
<td>Basic FL</td>
<td>0.997 (0.996-0.998)</td>
<td>0.946 (0.941-0.950)</td>
<td>0.945 (0.929-0.959)</td>
<td>0.945 (0.930-0.959)</td>
</tr>
<tr>
<td>Imbalanced FL</td>
<td>0.995 (0.994-0.995)</td>
<td>0.921 (0.917-0.927)</td>
<td>0.920 (0.904-0.937)</td>
<td>0.920 (0.903-0.937)</td>
</tr>
<tr>
<td>Skewed FL</td>
<td>0.992 (0.991-0.993)</td>
<td>0.905 (0.899-0.911)</td>
<td>0.905 (0.885-0.922)</td>
<td>0.904 (0.885-0.920)</td>
</tr>
<tr>
<td>Imbalanced and skewed FL</td>
<td>0.990 (0.989-0.991)</td>
<td>0.891 (0.884-0.896)</td>
<td>0.890 (0.869-0.909)</td>
<td>0.889 (0.868-0.908)</td>
</tr>
</tbody>
</table>

**a** All experiments used the same model and hyperparameters. All results are presented with a 95% CI by resampling the validation task 100 times.

**b** AUROC: area under the receiver operating characteristic curve.

**c** CML: centralized traditional machine-learning method.

**d** FL: federated learning.

Centralized machine learning (CML) is a baseline training method that was used as a control group. CML achieved an AUROC of 0.999 and an F1-score of 0.981. For basic FL, the AUROC and F1-score were 0.997 and 0.946, respectively. The initial performance of the basic FL was fairly high, with an accuracy of approximately 0.800, which continually improved (Multimedia Appendix 3A).

Imbalanced FL was designed to reflect a realistic clinical data distribution. As described in the Methods section, each client had a different training data size. Interestingly, the performance of imbalanced FL was significantly superior, with an AUROC and F1-score of 0.995 and 0.921, respectively. The initial performance was rather poor, as expected. However, after several rounds of processing, the performance rapidly improved to reach an accuracy of 0.900, after which the performance improvement was slow (Multimedia Appendix 3B).

Skewed FL assumed an extreme case. Each client had only one digit from 0 to 9, thereby simulating a situation in which each hospital has a unique subpopulation of patients without overlaps. The final AUROC and F1-score were 0.992 and 0.905, respectively. As expected, the initial performance was poor; however, it rapidly improved after the initial rounds (Multimedia Appendix 3C).
The most extreme case was designed by combining an imbalanced and a skewed dataset. In this experiment, the AUROC and F1-score were 0.990 and 0.891, respectively. Similar to the skewed FL, the initial performance was very poor, but it rapidly improved after the initial rounds (Multimedia Appendix 3D).

Additionally, the precision and recall results for each digit class classification in each experiment are presented in Multimedia Appendices 4-8.

MIMIC-III

The proposed approach was evaluated on the MIMIC-III dataset in two different cases to compare the performance with a reported benchmark. FL experiments were performed on three individual clients. Apart from the AUROC and F1-score, we also refer to the AUPRC, which is reported in the benchmark [44]. The results are presented in Table 3 and in Multimedia Appendices 9 and 10.

SOTA performance was achieved by executing the codes provided in Harutyunyan [38]. FL achieved an AUROC, F1-score, and AUPROC comparable with those of the SOTA method. The imbalanced FL experiment, as an extension of the basic MIMIC-III FL, also achieved AUROC, F1-score, and AUPRC comparable with those of SOTA (Table 3).

Table 3. Comparison results of MIMIC-III.a

<table>
<thead>
<tr>
<th>Experiments</th>
<th>AUROCb (95% CI)</th>
<th>F1-score (95% CI)</th>
<th>AUPRCC (95% CI)</th>
<th>Precision (95% CI)</th>
<th>Recall (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOTAd</td>
<td>0.857 (0.837-0.875)</td>
<td>0.944 (0.938-0.950)</td>
<td>0.505 (0.451-0.558)</td>
<td>0.973 (0.967-0.979)</td>
<td>0.773 (0.907-0.927)</td>
</tr>
<tr>
<td>Basic FLe</td>
<td>0.850 (0.830-0.869)</td>
<td>0.944 (0.938-0.950)</td>
<td>0.483 (0.427-0.537)</td>
<td>0.975 (0.969-0.980)</td>
<td>0.797 (0.906-0.926)</td>
</tr>
<tr>
<td>Imbalanced FL</td>
<td>0.850 (0.829-0.869)</td>
<td>0.943 (0.937-0.949)</td>
<td>0.481 (0.426-0.535)</td>
<td>0.981 (0.976-0.986)</td>
<td>0.714 (0.897-0.918)</td>
</tr>
</tbody>
</table>

a All results are presented with a 95% CI by resampling 10,000 times.
b AUROC: area under the receiver operating characteristic curve.
c AUPRC: area under the precision-recall curve.
d SOTA: state of the art.
e FL: federated learning.

ECG

The proposed approach was evaluated on the ECG database using two different methods to compare the performance with a reported benchmark [41]. The results are presented in Table 4 and Multimedia Appendices 11-14.

Table 4. Comparison results for the electrocardiogram dataset.a

<table>
<thead>
<tr>
<th>Experiments</th>
<th>AUROCb (95% CI)</th>
<th>F1-score (95% CI)</th>
<th>Precision (95% CI)</th>
<th>Recall (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark</td>
<td>0.954 (0.930-0.978)</td>
<td>0.814 (0.655-0.910)</td>
<td>0.820 (0.672-0.943)</td>
<td>0.814 (0.640-0.936)</td>
</tr>
<tr>
<td>Basic FLc</td>
<td>0.938 (0.860-0.978)</td>
<td>0.807 (0.651-0.931)</td>
<td>0.823 (0.645-0.942)</td>
<td>0.795 (0.660-0.925)</td>
</tr>
<tr>
<td>Imbalanced FL</td>
<td>0.943 (0.883-0.977)</td>
<td>0.807 (0.635-0.902)</td>
<td>0.830 (0.650-0.935)</td>
<td>0.788 (0.626-0.905)</td>
</tr>
</tbody>
</table>

a All results are presented with a 95% CI by resampling 100 times.
b AUROC: area under the receiver operating characteristic curve.
c FL: federated learning.

Discussion

Principal Findings

When comparing the performances of CML and FL in basic MNIST experiments, both the AUROC and F1-score were high. Unexpectedly, when using an imbalanced dataset, FL delivered good performance with only small differences (AUROC and F1-score of 0.003 and 0.035, respectively). When using a skewed dataset, FL also yielded remarkable results with respect to both the AUROC and F1-score. When comparing the confusion matrices for experiments with four datasets (ie, normal, imbalanced, skewed, and a combination of two distributions), FL showed some deterioration in performance for visually similar numbers (eg, 3 vs 5; 4 vs 9). Even in the basic MNIST classification, the performance was relatively poor in these cases. However, this problem was not related to the small sizes of the training datasets. When we monitored the size of the training datasets for each client, the dataset for class 5 was not small. Moreover, depending on the experiment, the datasets for class 1 or 7 could be small, but superior classification performance was nevertheless achieved. This trend was maintained in the experiments with basic FL and imbalanced FL using the MIMIC-III dataset.

The FL experiments using MIMIC-III also exhibited good and competitive performance compared to a benchmark that has been trained on CML. The experimental results of in-hospital
mortality using the MIMIC-III dataset, which is a well-known dataset with real clinical data, also showed good performance. This experiment was performed by splitting the randomly selected MIMIC-III data into three parts (ie, from the perspective of each institution, learning one-third of the total data). However, the performances of FL and CML were almost the same, with only a 0.005 difference in AUROC detected compared with the SOTA performance reported by Harutyunyan et al [44]. Before the experiments, we expected that the performance of FL would be slightly inferior to that of CML because FL uses a distributed dataset instead of a centralized dataset. Nevertheless, no significant difference was found in well-known evaluation indicators such as accuracy, sensitivity, precision, and F1-score (except for AUROC). Experimental results with an imbalanced dataset were very similar to those of basic FL. Therefore, an individual client may only use a small amount of data for training in FL, and the results will be similar to those achieved when all available data are used for training.

The FL experiments using ECG data also exhibited good and competitive performance compared to CML. This experiment was performed by splitting the randomly selected ECG data into three parts (ie, from the perspective of each institution, learning on one-third of the total data) with each using different data distributions.

However, the performance of FL and CML was not significantly different. Experimental results with an imbalanced dataset were very similar to those for basic FL. As shown in Multimedia Appendices 12-14, the noisy case was shown to have relatively low performance in precision and recall. This is because the data size for training was only 3% of the total size. However, the other classes performed well, such as atrial fibrillation, normal sinus rhythm, and alternative rhythm.

The performance of FL was verified using three datasets with changed data distributions: imbalanced (with disproportionally represented classes) and skewed (the distribution of the target variable was different) to imitate real-world medical data. As a result, FL was comparable to CML. During the initial rounds, only a relatively small amount of data was used on each client instead of an ensemble; therefore, the performance of FL was significantly inferior to that of CML. However, in the subsequent rounds, the performance of FL (with respect to AUROC and F1-score) became similar to that of CML. Typically, medical centers have datasets with very different distributions, and our results demonstrate that FL is suitable for real-world medical datasets without requiring data centralization.

One reason for the comparable performance of FL might be that the weight updates and the process of FedAVG could have a similar effect in mini-batches [46-48] and ensembles [49]. In FL, each client trains on a relatively small dataset and then transfers the local weights to the server. The server then collects the local weights and updates the global weights that reflect all of the data through FedAVG. Subsequently, the round is repeated to improve the global weights. Hence, individual clients are an element of a mini-batch, and FedAVG is similar to ensemble processing. When implementing FL, we used the widely known FedAVG aggregation method [5], but this does not guarantee the best choice. To solve this problem, many researchers have studied aggregation methods that can work well with abnormal distributions, robust aggregation, and efficient communication such as FedProx [16], FSVRG [17], CO-OP [18], LoAdaBoost FedAVG [19], and RFA [20]. Hyperparameter selection also requires further research.

In addition, many researchers have studied methods to reduce communication costs. First, it has been suggested to reduce the communication round through methods such as client selection, peer-to-peer, and local update [11-13]. Second, a method such as sparsification, subsampling, or quantization has been suggested to reduce the communication message size [12,13]. Third, the asynchronous update method in traditional parallel computation methods can be applied.

FL can be used to build medical artificial intelligence apps by protecting patient privacy. Although the data themselves are not exposed or gathered in the central repository in FL, these data can nevertheless be guessed during the aggregation process in the network [12]. Therefore, other privacy preservation methods such as differential privacy, secure multiparty computation, and homomorphic encryption [11,12,21,22] might be necessary to protect privacy from diverse up-to-date privacy attack methods.

In future studies, we plan to use the proposed FL methods in real clinical datasets rather than benchmark datasets. First, we will try to improve the FL framework based on the results from this study. We will then compare the performance of a breast cancer recurrence prediction model using data from two different medical centers in Korea.

Conclusions

Our experiments demonstrated the potential of FL in terms of performance and data protection, which is important for dealing with sensitive medical data. Specifically, in FL, only weights are transferred, and the participants are unaware of each other’s local datasets. This can prevent personal information leaks. In addition, the proposed approach can be used to supplement existing approaches and to avoid problems that may occur during the deidentification process. The future direction of research is to use FL for actual medical data through collaborations with multiple institutions. Tasks such as expanding the client–server version of FL and improving communication will be expected to be important for the application of FL in real-world medical data with multiple institutions.
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Abstract

Background: Digital food registration via online platforms that are coupled to large food databases obviates the need for manual processing of dietary data. The reliability of such platforms depends on the quality of the associated food database.

Objective: In this study, we validate the database of MyFitnessPal versus the Belgian food composition database, Nubel.

Methods: After carefully given instructions, 50 participants used MyFitnessPal to each complete a 4-day dietary record 2 times (T1 and T2), with 1 month in between T1 and T2. Nutrient intake values were calculated either manually, using the food composition database Nubel, or automatically, using the database coupled to MyFitnessPal. First, nutrient values from T1 were used as a training set to develop an algorithm that defined upper limit values for energy intake, carbohydrates, fat, protein, fiber, sugar, cholesterol, and sodium. These limits were applied to the MyFitnessPal dataset extracted at T2 to remove extremely high and likely erroneous values. Original and cleaned T2 values were correlated with the Nubel calculated values. Bias was estimated using Bland-Altman plots. Finally, we simulated the impact of using MyFitnessPal for nutrient analysis instead of Nubel on the power of a study design that correlates nutrient intake to a chosen outcome variable.

Results: Per food portion, the following upper limits were defined: 1500 kilocalories for total energy intake, 95 grams (g) for carbohydrates, 92 g for fat, 52 g for protein, 22 g for fiber, 70 g for sugar, 600 mg for cholesterol, and 3600 mg for sodium. Cleaning the dataset extracted at T2 resulted in a 2.8% rejection. Cleaned MyFitnessPal values demonstrated strong correlations with Nubel for energy intake (r=0.96), carbohydrates (r=0.90), fat (r=0.90), protein (r=0.90), fiber (r=0.80), and sugar (r=0.79), but weak correlations for cholesterol (r=0.51) and sodium (r=0.53); all P values were ≤0.001. No bias was found between both methods, except for a fixed bias for fiber and a proportional bias for cholesterol. A 5-10% power loss should be taken into account when correlating energy intake and macronutrients obtained with MyFitnessPal to an outcome variable, compared to Nubel.

Conclusions: Dietary analysis with MyFitnessPal is accurate and efficient for total energy intake, macronutrients, sugar, and fiber, but not for cholesterol and sodium.

(J Med Internet Res 2020;22(10):e18237) doi:10.2196/18237
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Analysis of dietary records is an important part of nutritional and epidemiological research investigating the effects of diet on human health. Food composition tables are used to convert recorded food intake into nutrient intake. Individual food items from the dietary record are matched with an entry in the food composition table so that nutrient information can be extracted. This matching process is typically done manually and is therefore time- and labor-intensive, especially in large-scale studies or studies that require repeated dietary assessment over time [1].

Over the last years, a large number of mobile apps have been developed to track lifestyle habits such as physical activity, sleep, time management, and dietary intake. Such dietary intake digital platforms contain an online food database that immediately converts food items into nutrient values. With these online platforms, users electronically record their food intake and track the amount of calories and nutrients consumed. To do so, users select consumed food items from the associated food database or, in case an item is not registered, they add that item and the related nutritional information to the platform's database. Therefore, these databases are partially user-based. Generally, these platforms have been developed to promote weight loss by increasing the awareness of habits and progress through self-monitoring; however, they also appeal to nutritional research applications as well. Yet, the accuracy and reliability of these platforms rely on the quality of the associated databases.

The aim of this study is to evaluate the accuracy of nutrient intake values based on the database of MyFitnessPal [2]. MyFitnessPal is the most popular commercial nutrition weight loss app, with more than 165 million users in 2016 [3]. In the United States, 83% of the dietitians who participated in a survey held at the Food and Nutrition Conference and Expo 2015 recommended the use of nutrition and health-related apps, with MyFitnessPal and Fitbit mentioned most [4,5]. Furthermore, in a survey across the United Kingdom, Australia, Canada, New Zealand, and the United States, it was the preferred app for sports dietitians [6]. MyFitnessPal is characterized by its extensive and country-specific database of over 6 million food items and brands. This consumer app is user-friendly, contains a barcode scanner to rapidly add packed foods, and has both smartphone and web-based versions. In addition, the basic version of MyFitnessPal is freely available. We extracted values for energy intake and nutrient composition from dietary records entered in MyFitnessPal and compared them to the values calculated using the Belgian food composition database, Nubel [7].

Methods

Study Sample

This study used data from a previous intervention study that aimed to evaluate the impact of modified wheat bran on microbial fermentation and intestinal health [8]. We used 100 dietary records from 50 participants. Each participant used MyFitnessPal to complete a 4-day dietary record 2 times, with 1 month between the 2 records. These 2 time points generated 2 dietary intake datasets, referred to as T1 and T2. All participants used MyFitnessPal to record their dietary intake.

Dietary Intake Assessment

Each participant received an account on MyFitnessPal and detailed instructions with illustrations about the use of MyFitnessPal. The manual included information on how to (1) select food items in the MyFitnessPal database, (2) indicate portion size, (3) register home recipes, and (4) use the favorites lists. To register packed food items, participants were instructed to scan the attached barcode or to select the corresponding item (correct brand) from the food item list within MyFitnessPal. If the item was not included in the list, participants were asked to enter the missing food item, including the nutritional data mentioned on the package. For generic food items such as bread, rice, pasta, fruits, and vegetables, we preregistered items in the MyFitnessPal database with the tag “Targid” (ie, the name of our research unit). These items contained nutritional information from the Belgian food composition database, Nubel. This preregistration of Targid-tagged food items was done for standardization purposes, as generic items often have multiple entries in MyFitnessPal with highly variable nutritional information. Participants were asked to preferentially select these items, and in case the searched item was not available in the Targid list, they were instructed to choose a green-flagged item. The green flag indicates that administrators of MyFitnessPal have revised the nutritional information. With regard to portion size, participants were instructed to weigh the consumed food items as much as possible, and when they were unable to do so, they were asked to select from listed portion sizes.

Dietary Nutrient Quantification

Food items registered in MyFitnessPal were converted to nutrient values (ie, total energy intake, carbohydrates, fat, protein, sugars, fiber, sodium, and cholesterol), either using the MyFitnessPal database or using Nubel. The Nubel database contains the composition of 1194 basic food items, each product expressed per 100 grams. The MyFitnessPal food records are directly linked to the food composition data available in the MyFitnessPal app. Therefore, downloading the food records from the MyFitnessPal account immediately yields nutrient intake values. Conversion of the MyFitnessPal-registered food items to nutrient values using the Nubel database was performed according to a standard in-house procedure. Registered food items in MyFitnessPal with a food match in the Nubel database (eg, an apple, lasagne) were translated to nutrients using the Nubel food composition information. Homemade food without a match in the Nubel database (eg, Belgian endive with ham and cheese sauce) was translated to nutrients using the recipes described in a basic and comprehensive Belgian cookbook named Ons Kookboek [9]. For packed food, the nutritional information on the food label was used. If portion size was available in grams, nutrient values per consumed portion were calculated. Portion sizes defined in measurements (eg, “a slice of,” “a piece of”) were converted to grams using guidelines on the standardized quantification of food products [10].
Data Cleaning

As MyFitnessPal is partially user-based and thus inherently prone to errors, we developed an algorithm that removes extremely high nutrient values very likely to be erroneous using Monte Carlo simulations [11]. Using the T1 dataset as a training set, we determined an upper limit of intake per food portion (using an in-house R script) for each nutrient. These limit values were obtained for each nutrient by iteratively increasing the putative limit value and including only intake values below the limit in the database (Multimedia Appendix 1). For each iteration, the correlation between the included Nubel and MyFitnessPal values was calculated. The nutrient intake value for which this correlation was maximal was defined as the upper limit for that nutrient. These cut-offs constitute the best compromise between removing erroneous values (ie, true positives) and not removing correct values (ie, false positives). Subsequently, these limit values based on the T1 dataset were applied to the MyFitnessPal values of the T2 dataset to remove extremely high values, using an in-house R script (Multimedia Appendix 2).

Data Analysis

For each 4-day diary, mean energy intake and nutrient values were calculated with Nubel and the MyFitnessPal database. To evaluate the impact of the data cleaning procedure, both the original and cleaned T2 data from MyFitnessPal were correlated to the Nubel values. The normality of the data was checked with the Shapiro-Wilk test and with visual inspection of the residual histogram. Depending on normality, Pearson or Spearman rank were applied for correlation analysis. Bland-Altman plots were used to assess the degree of agreement between both methods and to evaluate bias [12]. In addition, a paired t test or a Wilcoxon signed rank test was performed. Data analysis was performed using SAS software (version 9.4; SAS Institute). P values less than .05 were considered statistically significant.

To further assess the practical implication of using the MyFitnessPal database, we simulated the loss of statistical power that occurs when using the MyFitnessPal database compared to the Nubel database in a study design that aims to correlate nutrient intake to a random outcome variable. In addition, we calculated the corresponding increase in sample size required to compensate for the loss in power. Given a nutrient quantified using Nubel and MyFitnessPal, named N and M, respectively, and given a variable defined as the outcome (O), we used the correlation NM (known from this study) and a simulated correlation NO to retrieve the correlation of interest (ie, MO). Simulations were performed according to Monte Carlo simulations [11]. Briefly, for each nutrient, we simulated 100 times a value for O and this for 100 correlations, with 0≤P≤0.5 and a step length of 0.005. Subsequently, for each correlation between O and the Nubel-calculated nutrient N, and with a known sample size, we derived the power for NO. Corresponding correlations between the O variable and the MyFitnessPal-calculated nutrients M were computed, followed by the resulting power of MO. The power of MO indicates the power to detect a true effect for the correlation of the MyFitnessPal nutrient data (M) and the outcome variable (O) (eg, a health parameter). This simulation was performed for a sample size of 50, 100, and 500 observations. All simulation analyses were performed with R (version 3.5.1; R Core Team). Power calculations were performed with R package “pwr” (version 1.3-0; Stéphane Champely).

Results

Of the 50 participants, 78% (39/50) were women and 22% (11/50) were men. Mean BMI was 25.3 (SD 5.1) kg/m² and mean age was 28.2 (SD 11.3) years. All dietary records covered 4 consecutive days, except for 1 diary with only 3 days of food registration. The upper limit values per food portion were 1500 kilocalories (kcal) for total energy intake, 95 grams (g) for carbohydrates, 92 g for fat, 52 g for protein, 22 g for fiber, 70 g for sugar, 600 mg for cholesterol, and 3600 mg for sodium. The clean-up of dataset T2 removed certain nutrient values from 79 of the 2826 recorded food items (2.8%). For carbohydrates, 46 values were removed; for protein, 17 values were removed; for fat, 2 values were removed; for sugar, 8 values were removed; for cholesterol and sodium, 3 values were removed. No values for fiber and total energy intake were removed.

In the original T2 dataset, strong positive correlations between Nubel and MyFitnessPal were obtained for total energy intake, the 3 macronutrients, and for sugar and fiber (Table 1). Nevertheless, fiber intake was significantly underestimated when calculated with the MyFitnessPal database (P<.001). Correlations for cholesterol and sodium, however, were weak, and their intake was also strongly underestimated by MyFitnessPal. After the cleaning of the T2 dataset, correlations with Nubel data were stronger for carbohydrates, fat, sugar, and sodium than for the original data (Table 1). Mean energy and fat intake did not differ significantly between cleaned MyFitnessPal and Nubel values, whereas carbohydrate and protein intake became slightly but significantly lower using MyFitnessPal. Correlations for original and cleaned T2 MyFitnessPal data with Nubel were identical for fiber and total energy intake, as data cleaning did not remove any value.

Bland-Altman plots of the cleaned T2 data displaying the agreement between both methods for all nutrients and energy intake are shown in Figure 1. No proportional nor fixed bias was observed for the macronutrients, sugar, and energy intake. In contrast, fiber intake showed an average fixed bias of about 4 g/day, which is about 20% of average fiber intake. Furthermore, sodium and cholesterol intake were clearly underreported in MyFitnessPal [the mean difference MyFitnessPal-Nubel amounts to -1345 (SD 241) mg/day for sodium and -187 (SD 124) mg/day for cholesterol]. In addition, the difference between MyFitnessPal and Nubel for cholesterol intake proportionally increased with increasing cholesterol intake.

The power simulation quantified the statistical power that is lost when correlating MyFitnessPal-derived data instead of Nubel data to an outcome parameter (Figure 2) and the additional sample size needed to compensate (Table 2). For example, for an intended power of 80% with Nubel, the power will be decreased when using MyFitnessPal with 4% for total energy intake, 8% for carbohydrates, 10% for protein and fat, 15% for sugar, and 19% for fiber. Depending on the intended...
sample size, the required increase in sample size to compensate for this loss in power ranged from 10% to 65% (Table 2). Furthermore, the simulation showed a complete loss of power if MyFitnessPal would be used to assess cholesterol and sodium intake, resulting in extremely high sample sizes.

### Table 1. Nutrient intake values of T2 data derived from Nubel and MyFitnessPal, prior to and after data cleaning (n=50).

<table>
<thead>
<tr>
<th>Nutrient</th>
<th>Nubel Mean</th>
<th>Nubel SD</th>
<th>Original MyFitnessPal data Mean</th>
<th>Original MyFitnessPal data SD</th>
<th>P value^a</th>
<th>Coefficient^b</th>
<th>Cleaned MyFitnessPal data Mean</th>
<th>Cleaned MyFitnessPal data SD</th>
<th>P value^a</th>
<th>Coefficient^b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbohydrates (g/day)</td>
<td>225</td>
<td>61</td>
<td>241</td>
<td>80</td>
<td>.05</td>
<td>.70</td>
<td>210</td>
<td>58</td>
<td>&lt;.001</td>
<td>0.90</td>
</tr>
<tr>
<td>Fat (g/day)</td>
<td>81</td>
<td>27</td>
<td>82</td>
<td>31</td>
<td>.69</td>
<td>.75</td>
<td>80</td>
<td>28</td>
<td>.44</td>
<td>0.90</td>
</tr>
<tr>
<td>Protein (g/day)</td>
<td>78</td>
<td>26</td>
<td>78</td>
<td>26</td>
<td>.85</td>
<td>.94</td>
<td>72</td>
<td>23</td>
<td>&lt;.001</td>
<td>0.90</td>
</tr>
<tr>
<td>Sugar (g/day)</td>
<td>85</td>
<td>35</td>
<td>80</td>
<td>40</td>
<td>.22</td>
<td>.70</td>
<td>74</td>
<td>31</td>
<td>&lt;.001</td>
<td>0.79</td>
</tr>
<tr>
<td>Fiber (g/day)</td>
<td>19</td>
<td>8</td>
<td>15</td>
<td>7</td>
<td>&lt;.001</td>
<td>.80</td>
<td>15</td>
<td>7</td>
<td>&lt;.001</td>
<td>0.80</td>
</tr>
<tr>
<td>Sodium (mg/day)</td>
<td>2638</td>
<td>848</td>
<td>1551</td>
<td>1765</td>
<td>&lt;.001</td>
<td>.45</td>
<td>1293</td>
<td>607</td>
<td>&lt;.001</td>
<td>0.53</td>
</tr>
<tr>
<td>Cholesterol (mg/day)</td>
<td>242</td>
<td>131</td>
<td>67</td>
<td>63</td>
<td>&lt;.001</td>
<td>.67</td>
<td>55</td>
<td>49</td>
<td>&lt;.001</td>
<td>0.51</td>
</tr>
</tbody>
</table>

^a Paired t test was used for energy intake, macronutrients, sugar, and fiber; the Wilcoxon signed rank test was used for for cholesterol and sodium.

^b Pearson correlation coefficients were used for energy intake, macronutrients, sugar, and fiber; the Spearman rank correlation coefficients were used for cholesterol and sodium. Both Pearson and Spearman were significant at the level of .05, as they were all P<.001.
Figure 1. Bland-Altman plots for energy intake and nutrient values of the cleaned T2 dataset, with Nubel as the reference method and MyFitnessPal as the other method for nutrient intake analysis. The difference between the 2 methods is calculated as follows: MyFitnessPal – Nubel. The 95% upper limit (UL) and lower limit (LL) of agreement (SD 1.96) are depicted as long dashed lines. The full line and short-dashed line indicate the mean difference and zero, respectively.
Figure 2. Correlation analysis between the statistical power of Nubel and MyFitnessPal (MFP) to reject the null hypothesis that states there is no correlation between each of these methods and a simulated variable outcome. The total sample size is 100 power values. This correlation between the power of Nubel and MyFitnessPal was performed for all studied nutrients (macronutrients, sugar, fiber, cholesterol, and sodium) and for energy intake.

Table 2. Increase in sample size (%) required to maintain 80% power when using MyFitnessPal for nutrient analysis instead of Nubel to detect a true effect if correlated with an outcome variable.

<table>
<thead>
<tr>
<th>Nubel sample size</th>
<th>Percentage (%) increase in MyFitnessPal sample size required to maintain a statistical power of 80%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Energy intake</td>
</tr>
<tr>
<td>50</td>
<td>11</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>500</td>
<td>10</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This study evaluated the accuracy of the MyFitnessPal food composition database to assess energy and macro- and micronutrient intake. Strong positive correlations between MyFitnessPal and Nubel were observed for energy intake, macronutrients, sugar, and fiber, but not for cholesterol and sodium. Bland-Altman plots displayed a good agreement between MyFitnessPal and Nubel, except for cholesterol and sodium. Using MyFitnessPal over Nubel for quantifying total energy intake and macronutrients led to a power loss in studies that correlate nutrient values to an outcome variable of not more than 10%, which can be compensated by increasing the sample size.

Digital collection of food intake data facilitates the assessment of dietary intake, both at the level of dietary data registration and at the level of nutrient quantification [1,13]. Many studies have compared digital methods with paper-and-pencil methods at the level of dietary registration using the same database for nutrient calculation. These studies, using digital registration tools such as My Meal Mate, YANA-C, Wellnavi, e-DIA or Easy Diet Diary, observed good agreement between the digital and paper method [14-18]. In this study, we used the same digital method for diet registration but applied 2 distinct databases to calculate the nutrient intake values. Our results indicate that the nutritional information extracted from MyFitnessPal is comparable to the information calculated with a standard food composition database (Nubel), except for cholesterol and sodium. Overall, dietary intake was slightly underestimated by MyFitnessPal, which is in agreement with previous studies [19,20]. The underestimation was even more pronounced after cleaning the dataset, a procedure that resulted in the rejection of extremely high and likely erroneous values. Compared to Nubel-derived values, MyFitnessPal underestimated protein intake by 7.8%, carbohydrate intake by 6.4%, and fat intake by 1.7%. In contrast, energy intake was
slightly overestimated (1.3%). In a study applying the Brazilian food composition data table as a reference, the MyFitnessPal database underestimated energy (0.7%), fat (16.8%), protein (11.9%), and carbohydrate intake (10.8%) [19]. In another study, nutrient intake estimates from thirty 24-hour dietary recalls collected using the Nutrition Data System for Research (NDSR) were compared with intake calculations from these recalls entered by the researcher into MyFitnessPal [20]. Compared to NDSR, a similar underestimation by MyFitnessPal was observed for energy (4.1%), fat (14.1%), and protein (8.0%), while carbohydrate intake was overestimated by 1.6% [20]. A reason for the underestimation by MyFitnessPal is most likely incomplete or missing information about nutrient composition for some food items in the database. Indeed, some entries in MyFitnessPal only have a value for total energy content without values for macronutrient composition or cholesterol and sodium content. Selecting such items for inclusion in the dietary record results in inaccurate information.

The use of digital platforms like MyFitnessPal has several advantages over other methods. Platforms available as a smartphone app allow participants to report food intake conveniently on their smartphones, regardless of their whereabouts or the occasion. In this way, the time delay between consuming and registering food data is reduced, which increases data quality [21]. Compared to food frequency questionnaires and 24-hour recalls, prospective food recording is less prone to memory bias [22,23]. Additionally, recording with a mobile app increases the satisfaction and adherence of the participants, further enhancing dietary assessment [24,25]. Moreover, the direct link of the consumed items to the nutritional facts facilitates and accelerates the work of the investigator. In contrast to paper data, MyFitnessPal food data do not require transfer to an electronic database, which reduces errors. In this way, the use of MyFitnessPal can reduce the high financial and human resources required for standard nutrient quantification [26]. A potential concern of digital platforms is the fact that the immediate feedback and nutritional information provided to participants may alter their eating behavior and induce misreporting. This is called the “reactivity effect” and should be taken into consideration when deciding on the use of a digital platform in a study design [27].

An important source of error in dietary assessment, independent of the registration method and database used, is the estimation of the portion size by the participant. A study that compared meals recorded by the participants with a personal digital assistant (PDA) against actual meals assessed by dietitians reported portion size to be the greatest source of error, accounting for 49% of the errors between recorded and actual meals [28]. Other major errors in food registration by participants included reporting incorrect food (25%) and omitting food (15%). In addition, in a study with the digital My Meal Mate diary, an incorrect portion size was the cause of most errors, with users selecting the standard listed portion sizes rather than providing the true portions consumed [14].

An effective strategy to improve the accuracy of dietary assessment with digital platforms is to provide adequate training to the participants, in the form of a manual or a training session. A study of 78 adolescents showed a significant increase in proficiency and perception in the use of a mobile phone food record after additional training was provided [29]. Accordingly, the application of MyFitnessPal in a naturalistic setting (ie, without the provision of instructions to subjects unfamiliar with the app) resulted in poor correlations for 4-day mean energy and macronutrient intake (ranging from 0.21 to 0.42) compared to a 24-hour recall analyzed with the Australian Food, Supplement, and Nutrient Database (AUSNUT) 2011-2013 database [30]. Therefore, it is crucial that the training includes information on how to select items from the database and clear instructions on how to provide portion sizes. We assume that the high correlations between MyFitnessPal and Nubel found in this study are partly due to the extensive manual that was provided to the participants and the fact that we predefined a number of generic items to increase standardization. In daily life, this manual is not available, and as MyFitnessPal is a user-based platform, errors in nutritional information arise in the database. However, MyFitnessPal itself has built-in tools to enhance food registration, such as bar code scanning and the green flagging of items. If the user is motivated, MyFitnessPal may be a useful tool to track nutrient intake in daily life. Using MyFitnessPal as a self-guided approach was as effective in inducing weight loss as a combination of the app with dietary counseling in 100 obese subjects [31]. Another trial highlighted the importance of motivation when using MyFitnessPal for weight loss management in combination with dietary counseling [25]. In addition, it is important to realize that our study was performed in the context of a trial evaluating the health benefits of wheat bran. Therefore, participants were likely biased towards persons interested in human health. Good motivation and background knowledge on nutrition and food are known predictors for reliable and accurate reporting with digital dietary records [22]. Consequently, these predictors may have driven our study participants to select those food items with accurate nutritional information and may have directed our results.

**Conclusion**

MyFitnessPal provides accurate estimates for energy, macronutrients, fiber, and sugar intake, but not for cholesterol and sodium, in a research setting. We advise the use of both a data cleaning procedure and a clear manual on dietary reporting for participants, as they contribute to better nutrient assessment. A manual on MyFitnessPal usage should include instructions on proper food item selection, portion size recording, and the use of features such as scanning bar codes of food items. To enhance standardization, it is useful to add entries with a tag for generic items, as the MyFitnessPal database contains many entries with considerable differences in nutritional information.
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Multimedia Appendix 1
Flow chart representing the iterative process that was applied to define the upper limit for a nutrient intake value extracted from MyFitnessPal (MFP) using Monte Carlo simulations.
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Multimedia Appendix 2
In-house R script for nutrient data extraction from MyFitnessPal, including data cleaning.
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Abstract

Background: Clinical decision support (CDS) is a tool that helps clinicians in decision making by generating clinical alerts to supplement their previous knowledge and experience. However, CDS generates a high volume of irrelevant alerts, resulting in alert fatigue among clinicians. Alert fatigue is the mental state of alerts consuming too much time and mental energy, which often results in relevant alerts being overridden unjustifiably, along with clinically irrelevant ones. Consequently, clinicians become less responsive to important alerts, which opens the door to medication errors.

Objective: This study aims to explore how a blockchain-based solution can reduce alert fatigue through collaborative alert sharing in the health sector, thus improving overall health care quality for both patients and clinicians.

Methods: We have designed a 4-step approach to answer this research question. First, we identified five potential challenges based on the published literature through a scoping review. Second, a framework is designed to reduce alert fatigue by addressing the identified challenges with different digital components. Third, an evaluation is made by comparing MedAlert with other proposed solutions. Finally, the limitations and future work are also discussed.

Results: Of the 341 academic papers collected, 8 were selected and analyzed. MedAlert securely distributes low-level (nonlife-threatening) clinical alerts to patients, enabling a collaborative clinical decision. Among the solutions in our framework, Hyperledger (private permissioned blockchain) and BankID (federated digital identity management) have been selected to overcome challenges such as data integrity, user identity, and privacy issues.

Conclusions: MedAlert can reduce alert fatigue by attracting the attention of patients and clinicians, instead of solely reducing the total number of alerts. MedAlert offers other advantages, such as ensuring a higher degree of patient privacy and faster transaction times compared with other frameworks. This framework may not be suitable for elderly patients who are not technology savvy or in-patients. Future work in validating this framework based on real health care scenarios is needed to provide the performance evaluations of MedAlert and thus gain support for the better development of this idea.

(J Med Internet Res 2020;22(10):e22013) doi:10.2196/22013
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Introduction

Background

Clinical decision support (CDS) is a tool to facilitate medical decision making by generating clinical alerts [1], ranging from simple medication-specific alerts based on stored clinical rules and information to more complex patient-specific alerts by integrating CDS with electronic health records (EHRs) [2]. For example, CDS warns clinicians by generating an alert if a new prescription poses a threat to patients [3]. This real-time alert disrupts the workflow and draws clinicians’ attention so they can evaluate and make appropriate decisions in a quick and efficient manner [4]. CDS has replaced previous situations in which clinicians make decisions solely on the basis of their knowledge and past experience [5]. CDS is now considered an essential health information technology that improves the overall quality of health care [6]. However, current CDS tools generate a high volume of irrelevant alerts, resulting in alert fatigue [7].

Alert fatigue or alert burden is defined as the mental state that results when alerts or reminders consume too much time and mental energy, which can cause clinicians to override or ignore both clinically irrelevant and relevant alerts unjustifiably [8]. Clinicians are now drowning with alerts and gradually becoming less responsive to and less respectful of them [9]. This is mainly because generated alerts are mostly irrelevant or low priority, and fortunately, they are not life-threatening. In the long term, these cry-wolf alerts have desensitized clinicians, resulting in high overriding rates ranging between 77% and 90% [10–12], which opens the door to preventable medication errors.

Alert fatigue started becoming increasingly common in the health care sector decades ago and is now widely recognized as a national concern, often due to the lack of a corresponding action plan [13]. CDS failures and errors caused by individuals have resulted in direct costs of more than US $20 billion in the United States [14,15]. Alert fatigue is perceived as a major problem because it extends beyond the health care industry. Other sectors, such as off-shore oil drilling [16] and heating, ventilation, and air-conditioning systems in buildings [17], are also experiencing alert fatigue. For example, fault detection systems generate high volumes of alerts, leading to operator alert fatigue and resulting in energy wastage in buildings. Currently, there is a persistent upward trend and increasing requests for new alerts [13], which does not help alert fatigue. This only exacerbates the alert fatigue and makes it more widespread.

Overriding alerts is clinically appropriate if the alert generated is incorrect [7]. However, due to the low specificity and high volume of alerts generated by CDS, relevant alerts may also be dismissed, resulting in preventable prescription errors and adverse drug events. Deactivation [18] or running low-priority alerts in silence [19] are among the suggestions for reducing alert fatigue. However, these approaches in managing alerts effectively are difficult because of strict regulatory bodies and other external pressures. Many are in fact pushing for more rather than fewer alerts to reduce or avoid preventable medication errors [13].

In Norway, approximately 12% of patient harm is caused by the incorrect use of drugs [20]. One in three elderly people have been given the wrong medication, and an estimated one thousand deaths per year are thought to be due to medication errors, despite the use of e-prescriptions [21,22]. During a meeting at the Norwegian University of Science and Technology (NTNU), a health care representative from Innlandet Hospital presented in his presentation that approximately 8% of total health care spending went on correcting medication errors within the Innlandet region. [23]. We, therefore, agree with Wright et al [24] that the health care sector can only benefit from the potential value of CDS-generated alerts when they are well designed and properly implemented. Thus, there is a need to seek an alternative, innovative approach to improve the management of clinical alerts and reduce alert fatigue among clinicians.

Objectives

Blockchain technology has gained attention as a potential solution in the health care sector, mainly due to its potential in moving toward collaborative treatments and decision making [25–27]. A large range of literature has been published anticipating this technology with a view to improving the health sector with respect to the overall well-being of clinicians and the quality of patients’ health care by sharing medical records and history [26]. However, studies focusing on clinical alerts using blockchain remain limited. This has led us to our main research question in this paper, which is to explore and understand how a blockchain-based solution can help to reduce alert fatigue in the health sector by sharing alerts and thus enhancing collaborative decision making. To answer this question, we designed a 4-step approach, which is explained in the Methods section.

Methods

Design Approach

The 4-step approach, shown in Figure 1, is designed to answer our research question and explain how the paper is organized. The first step is to conduct a scoping review to explore the current state of the art in this area. The literature we finally selected and the existing solutions we have chosen are then analyzed in step 1. Step 2 is designed to identify potential challenges and technical solutions for reducing alert fatigue. Architectural decisions are explained in this step. The framework is designed in step 3. An overview of MedAlert, together with a case study, is elaborated in this step. Finally, the framework is evaluated by comparing it with other proposed solutions. The comparison, future work, limitations, and benefits are also discussed in step 4.
A scoping review was conducted with the aim of exploring the current state of the art in academic research with the widest possible coverage of all the published literature. The reporting of this scoping review was guided by PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-analysis extension for Scoping Reviews) [28]. We performed searches on 2 bibliographic databases, Scopus and PubMed. To be as comprehensive as possible, generic keyword strings such as blockchain, clinical decision support, alert burden, and alert fatigue were used as search criteria. Multimedia Appendix 1 details the structures of the keyword strings.

We acknowledge that industries are also working on blockchain-based solutions within the health care sector, but often, the details of the frameworks are not disclosed. Therefore, in our research, we focus primarily on the academic sphere because the architecture frameworks and solutions are described in published work. Peer-reviewed articles, conferences, reviews and proceedings, and dissertations are included to provide a broad overview of different aspects of alert fatigue resulting from CDS. Only English papers were included, with no restrictions on the year or country of publication. We excluded general views, no full paper, and conference abstracts. The selection process for the scoping review is summarized in Figure 2.
Results

Related Work and Research Focus

Alert fatigue is a major problem faced by clinicians and is now a rising concern in the health care sector. The published literature on alert fatigue in the academic sphere started as early as 2007. We collected a total of 341 published items and finally selected a total of 8 [13,15,29-34] that fit our research criteria based on the scoping review in Figure 2. We then entered these items in Microsoft Word and Excel for deeper analysis. We summarize and sort these literatures according to their different key foci, methods, and benefits in Multimedia Appendix 2 [13,15,29-34].

Carli et al [35], Powers et al [36], and Hussain et al [37] pointed out that the high degree of alerts with low clinical relevance is one of the root causes of alert fatigue in their systematic literature reviews. This is because hospitals and other private health care institutions use or purchase commercial CDS tools to improve the overall quality of their health care systems. It is common for vendors and designers of commercial CDS tools to sharply restrict the ability to modify the setup for alert systems, resulting in a high volume of low-relevance alerts [2]. The strict, low-specificity settings imposed by vendors are due to their fear of being exposed to potential litigation if the removal of alerts fails to prevent a potential medication error.

One common attempt to address alert fatigue is to reduce the number of alerts of low clinical relevance by clustering alerts with similar clinical management options [32] or better specifications to generate useful alerts [31]. The machine learning algorithm–based CDS is another suggested method to generate more context-driven alerts [15] and patient-centric alerts [34]. Soundararajan et al [30] designed a blockchain architecture framework to leverage blockchain and smart
contracts in support of clinical support tools that generate more patient context–appropriate alerts and thus generate fewer inappropriate alerts, which could reduce physician burnout. However, the actual benefits to patients and the extent of the positive impact on alert fatigue remain unclear.

All these efforts have managed to reduce the total number of alerts generated, but the fundamental issue of alert fatigue has still not been tackled. Bryant et al [38] pointed out that despite intensive efforts to reduce irrelevant alerts of commercial systems, overriding rates remain as high as reported over a decade ago. Medical experts suggested that improving alert fatigue should go beyond just reducing the total number of alerts [39].

Getting someone to attend the alerts is one way to reduce alert fatigue. Smithburger et al [5] suggested a potential strategy for directing alerts to medical professionals other than clinicians, for example, nurses. A study conducted in three academic medical centers in the Netherlands evaluated shifting time-dependent drug interaction alerts to medical staff such as nurses or pharmacists [40]. These results demonstrated the ability to improve the efficiency and effectiveness of such alerts and showed that incorrect administration times were reduced by 29% when they were directed at nurses. This can enable more collaborative treatment and decision care, whereas blockchain technology can be leveraged to enable alert sharing [25].

In our work, we have explored how blockchain can be leveraged to reduce alert fatigue by directing low-level alerts to patients in achieving high-quality collaborative clinical decisions. There has been a recent shift toward a more patient-centric data sharing for better collaborative decision making within the health care sector [41]. However, the relevant work remains limited. Thus, we contribute by designing an exploratory blockchain-based framework that enables low-level alert sharing with patients to achieve more collaborative decision making while maintaining a high level of privacy and security. To design a sound framework, we need to understand and consider the challenges involved in facilitating the sharing of clinical alerts.

Data integrity and user privacy are two of the main concerns of the health care industry worldwide [42]. One of the reasons for this is that most of the current health care systems have weak and vulnerable centralized data storage procedures for preserving and managing sensitive medical data [43]. In 2019, the database of the Health Sciences Authority in Singapore was hacked for the third time in less than a year because of security loopholes, and more than 800,000 personal details were exposed [44]. Identity theft is another issue of concern in the health sector. According to Pandey et al [43], 10% of data breaches in the health industry in the last 10 years were categorized as identity theft.

There is a range of literature on blockchain-based frameworks that serves as an alternative to current vulnerable centralized database systems. EMRshare [45], Medchain [46], FHIRchain [25], and MedBlock [47] are examples of blockchain-based solutions that ensure high levels of data integrity and privacy for sharing medical records. In addition, smart contracts can enable a new service for health care to facilitate information sharing without a third party. For example, Medchain enables medical record access between multiple roles, such as patients, requesters, and health care providers, and helps them to achieve higher levels of efficiency and to satisfy security requirements [46]. This can improve collaborative decision making between different stakeholders, for example, clinicians and patients, in the health care sector.

Five key challenges must be addressed to develop a secure and effective blockchain framework and thus reduce the alert burden within health care. These 5 key challenges are as follows:

1. Data integrity
2. Privacy issues
3. Verifying and authenticating participants’ identities
4. Lack of secure information sharing
5. The extent of patients’ knowledge in the medical field

Architectural Decisions to Address These Five Key Challenges

In this section, we address the challenges suggested in the previous section. The architectural decisions are summarized in Figure 3.
Challenge 1: Data Integrity

Context
Health information is sensitive and must be highly secured, without the possibility of any data manipulation. Any alteration in a patient’s medical history could result in severe medication errors and even death. Medical data are often stored in and managed by centralized trusted third-party databases. However, such a centralized database can be vulnerable to single-point failures, resulting in loss or corrupted medical data and blocking of access deliberately during disputes by service providers [48]. Some modern EHR systems can be configured to have a backup and data redundancy mechanism that improves data storage resilience, but it requires additional configuration and maintenance that might be error prone due to human factors. According to some security experts, current systems in protecting our health data do not achieve the desired modern security standards [49].

Solution
A solution that offers resiliency out of the box and a tamper-sensitive storing environment to prevent any silent manipulation by making alterations obvious to members in the network.

Technical Requirement
Blockchain technology is a distributed ledger that contains replicated and synchronized digital data. It provides a platform for real-time data sharing between a large number of members in a network with a higher level of data trust [50,51]. Data trust denotes the reliability of the information and data provided [52]. A high level of data trust is important for decision making.

The data storage structure is a salient feature of blockchain, which ensures that information and data are stored in a tamper-evident environment [53]. All valid transactions are recorded in a block format, and each block is linked with a time stamp and hash references forming a chain of blocks [54]. Any attempt to alter information, for example, in the off-chain database, regardless of the intention, breaks the hash reference and thus makes it obvious to the other members of the network. This way, a hash reference creates a tamper-evident environment that maintains and ensures data integrity. The transactions recorded on the blockchain remain immutable and tamper-proofed owing to the structure and writing rights of the blockchain itself, which can guarantee a high level of data integrity.

Challenge 2: Privacy Issues

Context
Medical information, including medical records, prescription histories, patients’ personal information, and surgical records that are stored in digital formats, are classified as digital assets. This information requires high levels of privacy protection because it relates to the patient’s current physical or mental health and can reveal information about his or her health status [55]. Ensuring that current or new health services are in compliance with standards, such as General Data Protection Regulation (GDPR) is crucial to avoid unlawful behavior. For example, encryption, pseudonymization, or anonymization of personal data, whenever possible, to prevent unlawful data processing [55].

Solution
A private permissioned blockchain is a better option when it comes to ensuring on-chain data privacy and compliance with privacy regulations because transactions are visible only to members. Certain members of the network are granted permissions to read and write on the blockchain. By storing only metadata instead of actual health data, we can avoid exposing actual sensitive personal data, such as full name, diagnoses, and prescribed drugs, which could violate a patient’s privacy.

Technical Requirement
To increase the level of privacy protection, private blockchains such as Hyperledger are preferred over public blockchains, primarily because of the lower degree of visibility and level of openness. Information on private blockchains is only accessible to authorized members of the network and not just anyone with internet access. Only an authorized member, in our case clinician, has permission to write and store on the blockchain. This allows the framework to be more compliant with data protection regulations such as GDPR or HIPAA (Health Insurance Portability and Accountability Act) without compromising the privacy of patients [49].

Encrypting metadata in blockchain provides a higher level of security and protection for patients [25] because metadata are treated as sensitive data in health care. This prevents any unauthorized hacker from obtaining actual health information improperly. Encrypted metadata can act as a reference pointer to the patient’s prescription profile in the health system. The reference pointer links transactional data from the blockchain to the actual data stored on an off-chain database. This acts as a form of protection because it isolates the patients’ actual medical information from the reference itself. The pointer breaks and becomes invalidated when any alteration to the patient’s data occurs in the off-chain database. Another benefit in storing encrypted metadata is the lightweight reference pointer, which is more suitable and efficient to store on blockchain, which currently has limited storage capability. This can be a scalable alternative [25].

Challenge 3: Verifying and Authenticating Participants’ Identities

Context
It is important to ensure that the right patient receives the designated clinical alert from the clinicians. Clinicians working in hospitals can verify and authenticate themselves with the credentials offered by health care institutions through logging into the health care system. However, health care systems today lack a standard platform [56], particularly for patients, to verify and authenticate their digital identities.

Solution
Use a trusted digital identity management system to verify patients’ digital identities. Digital identity denotes the digital representation of entity attributes such as birth or other registered name, national ID number, and registered mobile number to...
access systems and applications using an identity mediation process [57-59]. This allows patients to authenticate their identities accurately and thus either authorize or revoke access to certain requestors. This is a way of protecting patients’ sensitive data, including managing their medical records, and it guarantees that security and privacy are compliant with local legislation and laws [60,61].

**Technical Requirement**

Federated digital identity management, registered once and trusted by many concepts, is widely used in consumer spaces such as Facebook and Google and is trusted by many applications [62]. Unlike traditional centralized identity management, users do not need to set up and register their digital identities with every service provider. In this system, mutual trust is established by receiving components of proof distributed by two or more centralized owners or by mutually recognizing each other’s trust and proofing standards [62]. Consortiums of leading banks and mobile operators have created private federated identification procedures, such as BankID in Norway [63] and Smart-ID in Estonia [64], to facilitate the distribution of verified and authenticated identities, thus enabling their citizens or users to access various portals, services, and platforms directly.

**Challenge 4: Lack of Secure Information Sharing**

**Context**

Each medical institution has its own way of governing medical records and data. Often, moreover, they are not interaccessible, thus making information sharing difficult. Along with strict legal regulations and the lack of trust in medical institutions outside the organization, information exchange becomes more challenging [45].

**Solution**

Use a common layer to enable information sharing securely without altering the current health care IT infrastructure and to enhance collaborative decision making.

**Technical Requirement**

Smart contracts can govern and facilitate information exchange between two different actors accurately and verifiably without the intervention of an intermediate third party. It also enables autonomous self-execution, once a set of predefined rules is met [65]. For example, when an alert is generated from CDS, it triggers a smart contract to direct the alert to the identified patient. The integration of smart contracts can increase the efficiency of members’ real-time decision making and overall information exchange. All events are recorded in the blockchain with a time stamp, and the blockchain structure can act as a common layer of information storage without changing the existing IT infrastructure. Smart contracts can track real-time performance and also query past events for the purposes of analysis.

**Challenge 5: The Extent of Patients’ Knowledge in the Medical Field**

**Context**

When directing alerts to patients for a collaborative decision, the main problem is that they may not have sufficient knowledge to make the correct decision. Making a wrong decision can be fatal to patients.

**Solution**

Only low-level and nonlife-threatening alerts are directed to patients governed by smart contracts. Patients will receive clinical alerts and then provide information back to the clinician. The aim of directing alerts to patients is bring the alert to their attention, instead risking its rapid dismissal by clinicians due to the high volumes of alerts. This could reduce alert fatigue and the total number of alerts because clinicians can place the emphasis on higher-level alerts.

**Technical Requirement**

Smart contracts execute actions by sending notifications to patients when the CDS generates an alert. The alert is then directed to the patient in the form of a question with a deterministic answer, either Yes or No. Given a real-time response, the clinician is able to modify the prescription accordingly and eliminate medication prescription errors based on the responses provided by patients.

**Principal Finding: MedAlert**

**Overview**

This section provides an overview of MedAlert as a potential solution for reducing alert fatigue and enabling a more collaborative process of clinical decision making. This case study is developed as a two-step scenario: (1) how a patient logs in with BankID to verify and authenticate his or her identity before revealing the alert and (2) how a patient is involved in the decision-making process.

Figure 4 shows how MedAlert (B) enables the interaction between a clinician in a health care institution (A) and a patient (C). The MedAlert is hosted in a private blockchain framework such as Hyperledger. The clinician authorizes through logging into his or her profile with their credentials issued by the health care institution, whereas the patient can log in with BankID to verify and authenticate himself or herself. The blockchain nodes can be administered by a collection of health care organizations such as hospitals but not on a patient’s mobile device due the high requirement of computational resources and a consistent network connectivity. These nodes host ledgers and smart contracts that can be queried and updated by peer-connected applications.
Application programming interfaces (APIs) can enable alert sharing with multiple health care systems. Representational state transfer (REST) APIs can establish communication between mobile client apps and the blockchain network. A client app sends a transaction proposal using organization-specific REST APIs that enable apps to connect to nodes; invoke smart contracts that generate transactions; submit transactions to the network that will be ordered, validated, and committed to the distributed ledger; and receive events when this process is complete.

The consensus protocol in the private blockchain enables transaction data integrity. For every transaction, each node will verify that the transaction has been endorsed by the required organizations according to the endorsement policy of the smart contract that generated the transaction. For example, some transactions may only need to be endorsed by a single organization, whereas others may require multiple endorsements before they are considered valid. This process of validation verifies that all relevant organizations have generated the same outcome or result.

**How a Patient Logs In With BankID to Verify and Authenticate His or Her Identity Before Revealing the Alert**

This section describes the step-by-step workflow, as shown in Figure 5. Before clinicians can access patients’ EHRs or prescribe new drugs, they need to authenticate their identities by logging in their credentials into the health care system. This event is recorded in the blockchain. When the clinician prescribes a drug to a patient and assumes that it could pose a threat to the patient:

**Figure 5.** Workflow using BankID to verify and authenticate.

1. Alert generated
2. Event recorded in Blockchain
3. MedAlert: Log in to view
4. Enter credential
5. Request one-time code
6. Forward response
7. Record in Blockchain
8. Display Alert
A clinical alert (red exclamation mark) is generated from the CDS system, as shown in Figure 4. This triggers the smart contract.

This event is then recorded in the blockchain.

The smart contract also sends the alert to the patient’s registered mobile number.

The patient receives a message with a link to verify and authenticate his or her identity. Then he or she must log in to verify and authenticate himself or herself by providing his or her registered user ID (e.g., the 11 digits of a social security number) as sketched in Figure 6 (left).

The patient is then required to enter his or her one-time code for final authentication, as shown in Figure 6 (right).

When the authentication and verification is successful, the response is forwarded to the smart contract.

This event is also recorded in the blockchain.

The patient is then able to view the alert.

![Figure 6](image_url) Personal credentials to verify identity (left) and request of one-time code to authenticate (right).

How a Patient Is Involved in the Decision-Making Process

After the patient has verified and authenticated his or her identity, the patient can access and read the information in the alert. The workflow is shown in Figure 7.

The first alert asks: “Do you have renal disease?” The answer to the question is either Yes or No, as shown in Figure 8 (left).

When the patient responds, the smart contract is then triggered, and the patient sends the response back to the clinician. The transaction is recorded in the blockchain.

The clinician updates the prescription according to the answer provided.

If another low-level alert pops up, the patient has to respond in real time before the prescription is finalized. The patient can view his or her history, as shown in Figure 8 (right).

![Figure 7](image_url) Workflow for involving a patient in the decision-making process.
Discussion

Comparison With Prior Work

Three different frameworks (MedAlert, MedRec, and MedAware) are compared in Table 1. These solutions can reduce the total number of alerts generated but with fundamentally different technologies. Both MedRec and MedAware focus on reducing alert fatigue by filtering irrelevant alerts. MedRec utilizes a smart contract embedded in a blockchain platform, from which CDS retrieves medical records via MedRec to retrieve relevant patient information and generate alerts that are more context based. MedAware uses a machine learning algorithm to flag more relevant and accurate alerts in real time after analyzing patients’ historical medical records. However, improving alert fatigue should go beyond just reducing the total number of alerts [39]. These two solutions only capture the clinician’s attention.

Table 1. Comparison of different framework solutions.

<table>
<thead>
<tr>
<th>Solution</th>
<th>MedAlert</th>
<th>MedRec</th>
<th>MedAware</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alert reduction</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Alert capturing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinician</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Patient</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Privacy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ownership</td>
<td>Clinician and patient</td>
<td>Clinician and patient</td>
<td>N/A*</td>
</tr>
<tr>
<td>Encryption</td>
<td>Yes</td>
<td>No</td>
<td>N/A</td>
</tr>
<tr>
<td>Blockchain</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type</td>
<td>Private: Hyperledger</td>
<td>Public: Ethereum</td>
<td>No, machine learning</td>
</tr>
<tr>
<td>Smart contract</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
</tr>
<tr>
<td>Miners</td>
<td>No</td>
<td>Yes, medical background</td>
<td>N/A</td>
</tr>
</tbody>
</table>

* N/A: not applicable.

Unlike MedRec and MedAware, MedAlert reduces alert fatigue by capturing the attention of both clinicians and patients. We believe that the way to reduce alert fatigue is to get the clinician’s attention, but there is no perfect solution in which clinicians are able to pay attention to all alerts [15], not even after the removal of irrelevant alerts. Therefore, MedAlert directs low-level alerts to patients and induces them to pay attention to provide real-time responses. This is a novel initiative moving toward a clinician-patient collaborative decision-making process to avoid potential medication errors resulting from action being overridden. This can improve the quality of the health care domain with respect to better patient outcomes and reducing physician burnout.

MedAlert runs on the private Hyperledger blockchain, which ensures a higher privacy compared with MedRec, which runs on the public Ethereum blockchain. This is because private blockchain is better suited to a highly regulated industry such as health care due to the stricter requirements regarding patient privacy and data protection. To avoid information leakage, both MedAlert and MedRec record only metadata or reference pointers rather than patient’s medical data on blockchain. To enhance patients’ data privacy, all metadata is encrypted and stored on MedAlert blockchain, where only authenticated patients can view the transactions and authorized clinicians can read and write transactions. This makes MedAlert better...
compliant to standards such as GDPR (Art. 32. Security of processing) compared with MedRec.

Apart from ensuring a higher-level privacy environment, MedAlert, deployed in private Hyperledger, has a better performance than MedRec, deployed in Ethereum. The assessments from Pongnumkul et al [66] show that Hyperledger outperforms Ethereum in 3 evaluation metrics: execution time, latency, and throughput. For example, the average latency of Ethereum is about 2 times at a low number of transactions and can increase up to 14 times that of Hyperledger at a high number of transactions. This is important when fast information sharing is needed between a clinician and a patient during collaborative decision making.

MedAlert can improve the flow of communication between clinicians and patients. Clinicians may need to ask for and validate information with patients because without this step, there is a significant risk of error in ordering or prescribing medication [67]. This risk can increase when alerts generated by CDS are simply overridden. MedAlert can reduce this and prevent it from happening by sharing clinical alerts with patients. Patients can receive the alert and be asked to provide information. If they are uncertain, they can enter into direct communication with the clinician and deal with the alert that way.

Future Work

Validation work such as threat analysis is needed in future work to elucidate the effectiveness and the potential vulnerabilities of using MedAlert before deploying it in the eHealth sector [68]. This would provide a documented performance evaluation of MedAlert to persuade health care leaders of the benefits of this new digital tool and gain sufficient support from them for its deployment. Despite numerous published literature on how blockchain can record immutable transactions and enhance interoperability and thus improve health care, many leaders remain unsure about what blockchain has to do with health care. Proof of validation is an important step in scaling up this framework and making it applicable to the real world [69].

Second, sorting and tiering alerts based on severity, for example, sorting into 3 tiers: low, mid, and high, are needed as a part of future work to validate MedAlert. This is to determine which low-level alerts are suitable for patients because clinicians tend to accept high-severity alerts slightly more often than mid- or low-severity interaction alerts [11]. However, the process of tiering alerts is highly subjective when it comes to deciding which alerts are considered low level and time consuming for all medical experts before reaching a common consensus. Thus, this initial step in selecting which alerts are to be shared with patients can be challenging.

Decentralized identity management is an alternative way of verifying and authenticating users. It eliminates the limitations of centralized identity systems, helps achieve compliance with the most comprehensive national data protection laws, and returns ownership and control of identity data back to the individual. Various decentralized identity management systems exist that provide solutions using a distributed ledger technology. Evernym [70], uPort [71], and Sovrin [70] are some examples of identity projects that are working on decentralized identity platforms. However, these sophisticated solutions are still at a provisional stage, where more validation, discussion, and investigation are needed [60].

Limitations

MedAlert is suitable for a specific group of users. Collaborative decision making may be challenging for patients who are less technology savvy, particularly for elderly patients, who may not be able to use MedAlert effectively. For example, the steps where patients need to verify and authenticate themselves and thus gain access to alerts could be confusing for the elderly and may induce unnecessary stress on them. MedAlert is not suitable for in-patients either where they require constant monitoring. This is because they may not be able to provide a response when they are unwell in the hospital.

Directing low-level alerts to patients may create ethical issues where the responsibility is indirectly shifted on to them in cases when they provide incorrect responses. In a study conducted in medical centers in the Netherlands where alerts were directed to nurses, despite improvements in efficiency and effectiveness, the study concluded that such alerts should not be directed to nurses [40]. It is difficult to find the right balance of responsibilities between clinicians, nurses, and patients in a collaborative decision-making process.

Privacy concerns are covered by the GDPR. Storing digital assets, such as medical records on blockchain, could violate personal privacy. Although MedAlert only stores patients’ metadata on blockchain, it is not entirely anonymous. Malicious acts include attempting to learn about and identify actual personal patients based on the pseudo-anonymous information on blockchain. In addition, the permanent storage of information, both data and metadata, belonging to a person could violate GDPR (Art. 17 Right to erasure or to be forgotten) in cases when users want to have their data completely erased or deleted.

Conclusions

CDS supports the decision-making process in preventing medication errors by generating alerts. Clinicians can now rely on these alerts along with their knowledge and past experience to avoid medication errors. Due to the low specificity and highly restricted modifications of the CDS setting, a high volume of irrelevant alerts has caused clinicians to experience alert fatigue. This results in a high overriding rate, which can cause medication errors.

From our scoping review, we found different methods of reducing the number of alerts, such as machine learning algorithms and blockchain technology, by filtering out irrelevant alerts. We developed a different solution that is similar to what medical experts pointed out, where improving alert fatigue should go beyond just reducing the total number of alerts.

In line with this idea, we designed MedAlert, a blockchain-based solution, by sharing low-level alerts with patients where clinicians typically have a greater tendency to override low-level alerts. The goal is to ensure that alerts catch the attention of both patients and clinicians, thus preventing medication errors, instead of being habitually overridden. In our own work, we
introduced a second layer by engaging patients in providing a response and making them, at least, partially responsible for alert verification. This second layer reduces alert fatigue of clinicians and, at the same time, engages patients in the collaborative process, making it harder for medication errors to occur.

Other potential advantages of MedAlert over other frameworks include ensuring a greater degree of patient privacy and the ability to establish a new communication layer between patients and clinicians. Smart contracts and the use of BankID (federated identity management) are useful in authenticating patients and ensuring that the right person receives the alert.

Directing alerts to patients faces challenges such as finding a balance between patients and clinicians without raising ethical issues. This solution may not be suitable for elderly patients or in-patients where they require constant monitoring. Sorting and tiering the alerts based on levels of severity is also challenging because it is subjective and may vary between different panels of medical experts.

For the health care sector to benefit from the potential value of this innovative idea, future work, for example, on the validation of MedAlert based on real-world scenarios, such as the degree of compliance with GDPR, is needed. Providing documented evaluations of the performance of MedAlert is crucial to gain the support of health care leaders in nurturing this idea as a potential solution to reducing alert fatigue.
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Abstract

Background: Facial nerve palsy leaves people unable to move muscles on the affected side of their face. Challenges exist in patients accessing facial neuromuscular retraining (NMR), a therapy used to strengthen muscle and improve nerve function. Access to therapy could potentially be improved through the use of digital technology. However, there is limited research available on patients’ and clinicians’ views about the potential benefits of such telerehabilitation based on their lived experiences of treatment pathways.

Objective: This study aims to gather information about facial palsy treatment pathways in the United Kingdom, barriers to accessing NMR, factors influencing patient adherence, measures used to monitor recovery, and the potential value of emerging wearable digital technology.

Methods: Separate surveys of patients with facial palsy and facial therapy specialists were conducted. Questionnaires explored treatment pathways and views on telerehabilitation, were co-designed with users, and followed a similar format to enable cross-referencing of responses. A follow-up survey of national specialists investigated methods used to monitor recovery in greater detail. Analysis of quantitative data was conducted allowing for data distribution. Open-text responses were analyzed using thematic content analysis.

Results: A total of 216 patients with facial palsy and 25 specialist therapists completed the national surveys. Significant variations were observed in individual treatment pathways. Patients reported an average of 3.27 (SD 1.60) different treatments provided by various specialists, but multidisciplinary team reviews were rare. For patients diagnosed most recently, there was evidence of more rapid initial prescribing of corticosteroids (prednisolone) and earlier referral for NMR therapy. Barriers to NMR referral included difficulties accessing funding, shortage of specialist therapists, and limited awareness of NMR among general practitioners. Patients traveled long distances to reach an NMR specialist center; 9% (8/93) of adults reported traveling ≥115 miles. The thematic content analysis demonstrates positive attitudes to the introduction of digital technology, with similar incentives and barriers identified by both patients and clinicians. The follow-up survey of 28 specialists uncovered variations in the measures currently used to monitor recovery and no agreed definitions of a clinically significant change for any of these. The main barriers to NMR adherence identified by patients and therapists could all be addressed by using suitable real-time digital technology.
Conclusions: The study findings provide valuable information on facial palsy treatment pathways and views on the future introduction of digital technology. Possible ways in which emerging sensor-based digital technology can improve rehabilitation and provide more rigorous evidence on effectiveness are described. It is suggested that one legacy of the COVID-19 pandemic will be lower organizational barriers to this introduction of digital technology to assist NMR delivery, especially if cost-effectiveness can be demonstrated.

(J Med Internet Res 2020;22(10):e20406) doi: 10.2196/20406
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Introduction

Facial Palsy

Bell palsy is an acute unilateral paralysis of the facial nerve, resulting in a patient partially, or completely, losing the ability to voluntarily move facial muscles on the affected side of the face [1]. It is the most common acute disorder affecting a single nerve, and its cause is unknown [2]. Each year, the condition affects 11 to 40 people per 100,000 in the population, most commonly in the age group of 30 to 45 years [3]. The annual incidence of Bell palsy in the United Kingdom is currently 37.7 per 100,000 population [4]. Bell palsy represents only approximately 60% of all facial nerve paralysis (FNP) cases [5]. The total number of FNP cases annually in the United Kingdom is estimated to be at least 22,500, and 1 in 60 individuals will be affected over the course of their lifetime [6,7].

Epidemiological studies indicate that this neurological condition occurs more commonly in those with diabetes, obesity, hypertension, and upper respiratory conditions and people who are immunocompromised or pregnant [2,6,8] or following infection by a virus such as herpes simplex [9]. Data from the United States show a recent rise in incidence, possibly linked to increasing rates of herpes infections [10]. Without intervention, some patients will show an element of recovery within 2 to 3 weeks and complete recovery within 3 to 4 months [2,3,23]. However, although normal facial function is completely restored in approximately 70% of cases, 30% will have a poor recovery [11,12] with facial disfigurement and sometimes facial pain [3,13], and up to 16% of those affected will have residual involuntary movements known as synkinesis [3]. Research shows that people with these residual deficits experience a long-term reduction in quality of life, psychological distress, depression, and social alienation, often relinquishing a previous public-facing role [3,13-16]. As a result, patients with FNP continue to have relatively low public visibility, unless a high-profile international star reveals their own diagnosis [17].

Available Treatments

Although various treatments are available, uncertainty exists regarding the effectiveness of many of these. Cochrane systematic reviews have confirmed the effectiveness and cost-effectiveness of corticosteroids (prednisolone) administered within 72 hours of onset of symptoms [18-20]. Beyond this initial treatment, for those with incomplete recovery, there are a number of medical options available. Various surgical procedures, together with botulinum toxin injections can attempt to normalize facial appearance [21-25]. However, a Cochrane review of surgical interventions has reported that there is insufficient evidence to decide whether such procedures are beneficial and has also concluded that further trials are unlikely [26].

Physical rehabilitation therapy can be used as an adjunct to medical treatments. The use of facial neuromuscular retraining (NMR) to strengthen muscle and improve nerve function has been evaluated more than other physical therapies [27-32]. A 2011 Cochrane review has concluded that there is some evidence that NMR can improve facial function (for moderate nerve paralysis and chronic cases) and reduce sequelae in acute cases, although it was recommended that both need to be confirmed in randomized controlled trials [33]. An update of this systematic review is currently underway [34]. A recent review of physical therapy combined with standard drug treatment (SDT) has reported evidence of positive effects on grade and time to recovery compared with SDT alone [35].

Practice Guidelines and Patient Involvement

In the context of an incomplete evidence base, current international guidelines highlight the need to consider patients’ experiences and preferences [2,36]. Recent clinical practice guidelines from the United States, which conclude that physical therapy can provide potential functional and psychological benefit, add that there is a “large role for shared decision making” [2]. Although Canadian guidelines make no recommendation regarding the use of facial NMR in the acute phase, owing to a lack of good quality trials and risk of bias, its use is suggested for patients who do not have complete facial recovery [36]. In the United Kingdom, clinical guidelines produced by the National Institute for Health and Care Excellence (NICE) recommend rapid initial medication (prednisolone) and referral to a range of hospital-based medical specialists [37]. Guidelines for commissioning neurology services in the United Kingdom also include a recommendation to consider new transformational technologies [38].

Objectives

The potential for the “digital patient” to transform the delivery of care has been demonstrated in many clinical areas [39], but there is a lack of evidence for FNP. The aim of this study, conducted in collaboration with patients and specialist clinicians, is to gather evidence about FNP treatment pathways in the United Kingdom, the referral process and timing of NMR, current outcomes used to monitor recovery, and the potential
role of digital technology to assist in rehabilitation. The study was conducted as part of a research program (Facial Remote Activity Monitoring Eyewear [FRAME]) funded by the UK National Institute for Health Research (NIHR). The FRAME program aims to develop inconspicuous miniaturized sensor devices in spectacle frames to measure facial movement, providing biofeedback to patients and access for clinicians to outcome data, and to conduct early health technology assessment of the wearable FRAME digital technology shown in Figure 1 [40].

Figure 1. Facial Remote Activity Monitoring Eyewear (FRAME) system overview.

Methods

National Surveys

To provide context for technology introduction, national surveys were conducted to explore patients’ and specialist therapists’ experiences of FNP care pathways in the United Kingdom and the potential role of digital technology. Separate questionnaires were co-designed for patients and therapists, piloted, and refined following feedback. Each questionnaire included a mix of closed and open-ended questions (Multimedia Appendix 1) and followed a similar format to enable cross-referencing of some responses [41]. Questionnaires collected demographic details, information on treatment pathways, and ratings of the importance of treatments personally experienced. Respondents were encouraged to add textual comments to expand on responses to closed questions. Further open-ended questions explored the potential value of the emerging FRAME technology. Both questionnaires were uploaded on a web-based platform.

Recruitment to National Surveys

For patients, an open recruitment strategy was adopted to achieve geographical spread. People with experience of FNP were recruited in collaboration with the national charity, Facial Palsy UK [42]; the patient survey was advertised widely, including via social media. Recruitment of specialist therapists was coordinated through a nation-wide professional group, Facial Therapy Specialists UK [43]; all members were emailed a personal invitation containing a link to the questionnaire, and the initial email was followed by 2 reminders over a period of 5 months.

Follow-Up Survey

A preliminary analysis of responses uncovered a range of methods used to report treatment outcomes. Therefore, a further survey was conducted to examine these in greater detail, especially any use of validated scales, and whether there is consensus on the definition of a clinically significant change for these measures. A convenience sample of 50 clinicians attending the Facial Therapy Specialists Annual Meeting held in London (October 1, 2018) were invited to complete this questionnaire.

Analysis of Responses

The closed questions were analyzed using SPSS (version 25, IBM Corporation). Response patterns were summarized using mean and SD or median and IQR, depending on data distribution. Certain variables were grouped to explore changes over time (eg, time since diagnosis). Open-text comments expanding on responses to closed questions and text replying to open questions were analyzed using thematic content analysis [44]. Inductive coding was used, following a flexible analysis approach that helped account for any further themes emerging during the coding process [45]. Data were coded and analyzed...
for thematic patterns and meanings within the data until saturation was reached.
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Ethical approval was granted by the Health and Life Sciences Research Ethics Committee, University of Coventry (ref: P48908).

Results
Respondent Rate and Participants
National Surveys
The response rate (RR) for patients was calculated based on the number of people accessing the invitation link (after viewing an advertisement) versus the number of patients completing the questionnaire (216/216, 100% RR). Patients were resident in England (all 9 English regions), Scotland, Ireland, and Wales.

The RR for clinicians was based on the number of UK therapists contacted who completed the questionnaire (25/49, 51% RR); 5 responses from therapists not currently practicing in the United Kingdom were excluded.

Analysis of patient responses identified that 77.3% (167/216) of patients had acquired FNP as adults, 12.0% (26/216) acquired it at birth or during childhood, 7.9% (17/216) were carers of a child with the condition, and 2.8% (6/216) had another personal or professional connection. Patients with adult-acquired FNP had a mean of 6.96 (SD 7.00) years of experience since first being diagnosed. Table 1 shows that the most common cause of their condition reported by patients was Bell palsy. Specialist therapists were mainly physiotherapists by training (22/25, 88%), with the remainder being speech and language therapists. Clinicians had a mean of 9.72 (SD 7.68) years of experience in treating FNP cases.
### Table 1. Patients in the United Kingdom with adult-acquired facial nerve paralysis: reported diagnosis and treatment pathways (n=167).

<table>
<thead>
<tr>
<th>Patient question</th>
<th>Response</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cause of condition (164 responses)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bell Palsy</td>
<td></td>
<td>89 (54.3)</td>
</tr>
<tr>
<td>Acoustic neuroma or vestibular schwannoma</td>
<td>27 (16.5)</td>
<td></td>
</tr>
<tr>
<td>Ramsay Hunt syndrome</td>
<td>23 (14.0)</td>
<td></td>
</tr>
<tr>
<td>Salivary gland or parotid tumor</td>
<td>4 (2.4)</td>
<td></td>
</tr>
<tr>
<td>Facial nerve neuroma</td>
<td>3 (1.7)</td>
<td></td>
</tr>
<tr>
<td>Birth trauma</td>
<td></td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Lyme disease</td>
<td></td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Stroke</td>
<td></td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Other(^a)</td>
<td></td>
<td>8 (4.9)</td>
</tr>
<tr>
<td>Do not know</td>
<td></td>
<td>7 (4.3)</td>
</tr>
<tr>
<td><strong>Treatments provided to date (166 responses)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advice on eye care</td>
<td></td>
<td>111 (66.9)</td>
</tr>
<tr>
<td>Prednisolone or other corticosteroids</td>
<td>100 (60.2)</td>
<td></td>
</tr>
<tr>
<td>Antivirals</td>
<td></td>
<td>43 (25.9)</td>
</tr>
<tr>
<td>Antibiotics</td>
<td></td>
<td>26 (15.7)</td>
</tr>
<tr>
<td>Botox injections</td>
<td></td>
<td>71 (42.8)</td>
</tr>
<tr>
<td>Facial neuromuscular retraining</td>
<td>101 (60.8)</td>
<td></td>
</tr>
<tr>
<td>Electrical stimulation therapy</td>
<td>35 (21.1)</td>
<td></td>
</tr>
<tr>
<td>Plastic surgery(^b)</td>
<td></td>
<td>33 (19.9)</td>
</tr>
<tr>
<td>Psychological therapy (eg. cognitive behavioral therapy)</td>
<td>16 (9.6)</td>
<td></td>
</tr>
<tr>
<td>Other(^c)</td>
<td></td>
<td>12 (7.2)</td>
</tr>
<tr>
<td>No treatment(^d)</td>
<td></td>
<td>6 (3.6)</td>
</tr>
<tr>
<td><strong>Stage at which first treatment started (164 responses)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within 72 hours following symptoms</td>
<td>109 (66.4)</td>
<td></td>
</tr>
<tr>
<td>Within 1 month of onset</td>
<td>18 (11.0)</td>
<td></td>
</tr>
<tr>
<td>1-6 months postonset</td>
<td>9 (5.5)</td>
<td></td>
</tr>
<tr>
<td>6-9 months postonset</td>
<td>6 (3.7)</td>
<td></td>
</tr>
<tr>
<td>&gt;9 months postonset</td>
<td>11 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Do not know or other</td>
<td>11 (6.7)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Other causes include the virus of the brain stem, postoperative complications, otitis media, skull fracture, side effect of radiotherapy, and accidental injury.

\(^b\)Plastic surgery includes face lift, brow lift, eyelid surgery, and facial sling.

\(^c\)Other treatments provided include acupuncture, self-funded chiropractic, and massage.

\(^d\)No treatment group includes 2 patients diagnosed with acoustic neuroma or vestibular schwannoma and 4 with Bell palsy (1 assigned to the trial control group).

### Follow-Up Survey

The follow-up questionnaire was completed by 28 of 50 clinicians (RR 56%); 75% (21/28) were facial therapists, 11% (3/28) were hospital doctors, 8% (2/28) were neurological physiotherapists, and 4% (1/28) were clinical psychologists.

### Treatment Pathways

An analysis of treatment pathways was conducted for patients with adult-acquired FNP. Respondents reported receiving an average of 3.27 (SD 1.60) different treatments following initial diagnosis, most commonly corticosteroids, advice on eye care, and facial NMR, as shown in Table 1.
Diagnosis and Initial Treatment

Overall, 66.4% (109/164) of adult-acquired cases who reported the timing of their first treatment said this was within 72 hours of symptom onset (Table 1); for those most recently diagnosed (≤1 year ago), this figure was 91% (31/34) versus 47% (32/68) for patients diagnosed 5 to 18 years ago. The average time to first review of their case was 64 (SD 26.8) days; for those diagnosed ≤1 year ago, this figure was an average of 6 (SD 28.8) days. Fewer than 9.6% (16/166) of patients had been referred for psychological therapy.

Referral for NMR

Of 167 respondents with adult-acquired FNP, 98 (58.6%) had been referred for facial NMR, and these patients were treated in 35 different centers. Table 2 shows that nearly half (44/98, 45%) were referred for NMR by a hospital consultant following other treatments; only 28% (27/98) were referred by their general practitioner (GP), and a further 14% (14/98) indicated that they initiated the referral themselves (usually via their GP) following information provided by friends, family, or patient support groups or based on their own research. Therapists reported that their specialist center received a mean of 73.2 (SD 75.5) new facial NMR referrals in an average year, with a large variation between centers (median 30, IQR 123). Table 3 indicates that the mean percentage of referrals from a GP is 37% (SD 32%), with hospital consultants accounting for between 11% (11/98) and 18% (18/98), depending on the specialty.

Table 2. Patients with adult-acquired facial nerve paralysis referred for facial neuromuscular retraining (n=98).

<table>
<thead>
<tr>
<th>Patient question</th>
<th>Response</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Referral route to therapy (98 responses)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General practitioner</td>
<td></td>
<td>27 (27.6)</td>
</tr>
<tr>
<td>Self-initiated (usually via a general practitioner)</td>
<td></td>
<td>14 (14.3)</td>
</tr>
<tr>
<td>Plastic surgeon</td>
<td></td>
<td>18 (18.4)</td>
</tr>
<tr>
<td>Ear, nose, and throat specialist</td>
<td></td>
<td>15 (15.3)</td>
</tr>
<tr>
<td>Neurologist</td>
<td></td>
<td>11 (11.2)</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td>11 (11.2)</td>
</tr>
<tr>
<td>Do not know</td>
<td></td>
<td>2 (2.0)</td>
</tr>
<tr>
<td><strong>Any problems with referral (97 responses)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>22 (22.7)</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>69 (71.1)</td>
</tr>
<tr>
<td>Do not know</td>
<td></td>
<td>6 (6.2)</td>
</tr>
<tr>
<td><strong>Feedback provided during therapy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>70 (72.9)</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>11 (11.5)</td>
</tr>
<tr>
<td>Do not know</td>
<td></td>
<td>15 (15.6)</td>
</tr>
</tbody>
</table>

*Referral routes—Other includes solicitor, speech and language therapist, and Botox consultant.

Feedback tended to be given verbally, with the addition of photographic evidence, sharing of electromyography results, scores from the Sunnybrook Scale, or via percent recovered score.
Table 3. Current referral and treatment pathways reported by facial therapy specialists in the United Kingdom.

<table>
<thead>
<tr>
<th>Source of referral (24 responses), mean percentage (SD)</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>General practitioner</td>
<td>37 (32)</td>
</tr>
<tr>
<td>Plastic surgeon</td>
<td>18 (25)</td>
</tr>
<tr>
<td>Ear, nose, and throat specialist</td>
<td>14 (15)</td>
</tr>
<tr>
<td>Neurologist</td>
<td>10 (11)</td>
</tr>
<tr>
<td>Eye specialist</td>
<td>7 (18)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;a&lt;/sup&gt;</td>
<td>14 (28)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Treatments pathway, n (%)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wait for first appointment following referral (weeks; 25 responses)</td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>4 (16)</td>
</tr>
<tr>
<td>1-2</td>
<td>3 (12)</td>
</tr>
<tr>
<td>3-4</td>
<td>8 (32)</td>
</tr>
<tr>
<td>5-6</td>
<td>4 (16)</td>
</tr>
<tr>
<td>8-12</td>
<td>5 (20)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Treatments patients receive before referral (25 responses)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Advice on eye care</td>
<td>14 (56)</td>
</tr>
<tr>
<td>Facial neuromuscular retraining</td>
<td>6 (24)</td>
</tr>
<tr>
<td>Prednisolone or other corticosteroids</td>
<td>20 (80)</td>
</tr>
<tr>
<td>Botox injections</td>
<td>12 (48)</td>
</tr>
<tr>
<td>Plastic surgery</td>
<td>11 (44)</td>
</tr>
<tr>
<td>Psychological therapy (eg, cognitive behavioral therapy)</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;b&lt;/sup&gt;</td>
<td>6 (24)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Follow-on referral to other specialists (25 responses)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ophthalmology</td>
<td>18 (72)</td>
</tr>
<tr>
<td>Botox injections</td>
<td>19 (76)</td>
</tr>
<tr>
<td>Psychological therapy</td>
<td>16 (64)</td>
</tr>
<tr>
<td>Surgery (dynamic facial reanimation)</td>
<td>13 (52)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;c&lt;/sup&gt;</td>
<td>7 (28)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Feedback provided to referring clinician (25 responses)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Feedback on progress and final outcome</td>
<td>13 (52)</td>
</tr>
<tr>
<td>Feedback on final outcome only</td>
<td>10 (40)</td>
</tr>
<tr>
<td>No feedback provided</td>
<td>2 (8)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Other sources of referral: community pediatricians, neurosurgical or maxillofacial consultants, physiotherapists, speech and language therapists.

<sup>b</sup>Other prior treatments: blood tests, magnetic resonance imaging, electromyography, referral to peer support group, education, soft tissue mobilization, facial massage, and taping.

<sup>c</sup>Other follow-up referrals: radiology; nerve conduction studies; maxillofacial; ear, nose, and throat; speech and language therapy; restorative dentistry; vestibular physiotherapy; and audiology.

Figure 2 shows that the referral for NMR occurs at different points following the onset of symptoms. Overall, 15% (15/98) of adult cases were referred within 1 month; 38% (8/21) of people diagnosed most recently (≤1 year ago), compared with 0% for those diagnosed >18 years ago. Once referred, patients reported that they had to wait an average of 7.14 weeks (range 0.5-23 weeks) for a first appointment. Table 3 shows that therapy centers currently record a mean wait time of 4.67 (SD 3.35) weeks. One in 4 adult patients (22/97, 23%) described experiencing difficulties with their referral, most commonly owing to problems accessing National Health Service (NHS) funding, a shortage of specialist therapists, or difficulties in persuading their GP to refer. Overall, 80% (20/25) of centers were aware that some patients experienced difficulties; the 2...
main causes identified were limited awareness of facial NMR among GPs and a shortage of NHS funding.

**Figure 2.** Timing of referral for tailored facial exercise therapy following onset of symptoms.

### Other Treatments

Therapists reported that before referral for NMR, their patients usually received a number of other treatments, as detailed in Table 3, most commonly corticosteroids, advice on eye care, Botox injections, and plastic surgery. In addition, 24% (6/25) of centers reported receiving referrals following failed NMR, presumably provided by a nonspecialist. On completion of facial NMR, 64% (16/25) of centers regularly refer some patients for psychological therapy, 72% (18/25) to ophthalmology, and 52% (13/25) to surgery (dynamic facial reanimation). Although several specialties are involved in the treatment pathway, only 52% (13/25) of therapists had participated in a multidisciplinary team (MDT) review. Similarly, only 23.0% (38/165) of adult patients were aware of such a review of their case, and a further 24.8% (41/165) were uncertain.

### Views on Treatment

When asked to rate the importance of various treatments, based on their own experience, both patients and therapists rated the same 6 most highly, although median scores indicated little discrimination among them. Patients' scores produced the following ranking: 1st—advice on eye care, 2nd—facial NMR, 3rd—psychological therapy, 4th—corticosteroids, 5th—Botox injections, and 6th—plastic surgery. Therapists identified a similar order, although they ranked psychological therapy lower as 4th and surgery higher as 5th. All other treatments were rated as important by fewer than 4% of respondents.

### Adherence to NMR

Adult patients reported varying levels of adherence to their prescribed NMR program, with only 33% (32/97) recording very high levels, 41% (40/97) reporting medium-to-high adherence, 21% (20/97) recording poor-to-medium levels, and 5% (5/97) being uncertain about adherence. An analysis of patients’ open-text comments identified 3 main barriers, regardless of the level achieved: “difficulties in fitting facial exercises into daily life,” “using a mirror while completing exercises,” and “insufficient regular follow-up.” Patients who reported a very high level of adherence described 3 further facilitating factors: “observing improved outcomes in self,” “belief that the treatment will work,” and “observing positive outcomes in others.” These patients also highlighted a common fear that acted as a spur: “scared of not recovering.” An analysis of comments made by the medium-to-high adherence patient group uncovered 2 additional demotivating factors: an “inability to see any improvement” and “lack of funds to travel for check-ups.” In terms of travel, distances can be considerable. Although most adult patients (75/97, 81%) were referred to a center within their own region, 9% (8/83) reported traveling ≥115 miles to reach a specialist center. Among patients with poor-to-medium adherence, 2 further barriers were identifiable: “pain associated with facial exercises” and “exercises can be tiring”, possibly indicative of poor execution of a prescribed facial exercise regime.

When asked to describe their patients’ level of compliance, 36% (9/25) reported very high levels, 56% (14/25) reported medium-to-high adherence, 4% (1/25) recorded poor-to-medium levels, and 4% (1/25) were uncertain about adherence. Interestingly, therapists appear to have underestimated the level of poor-to-medium adherence, perhaps suggesting overoptimistic feedback by patients. The thematic content analysis shows that therapists identify the same 3 barriers limiting adherence (ie, “fitting exercises into daily life,” “lack of evidence of improvement,” and “use of a mirror”). Unlike patients, therapists did not identify patients’ travel costs. However, they did additionally think that the timing of other treatments influences adherence, for example, “poorer adherence post-surgery because this may be viewed as the primary treatment for managing their condition” and “Botox given too early may reduce compliance if patients rely on this to relieve feelings of tightness and synkinesis.”

### Feedback on Recovery

Table 2 shows that 73% (70/96) of patients received regular feedback on their recovery during the course of treatment. This is provided in a number of ways with no consistent pattern nationally. Table 3 indicates that the regularity of feedback to referring physicians varies; 52% (12/25) of therapists provide feedback throughout treatment, but 40% (10/25) only report a final outcome. Final discharge summaries also vary, some
include validated measures such as the Sunnybrook Scale and others provide photographs showing the patient’s progress.

In response to the follow-up survey, clinicians reported the experience of using various methods for recording treatment outcomes ranging from photographic evidence to recognized disease-specific scales. When asked to name scales they had used, 17 different instruments were identified (Table 4). The most frequently cited was the Sunnybrook Scale (26/28, 93% of respondents) [46], followed by the Facial Disability Index (FDI) identified by 54% (15/28) of respondents [29], and the House-Brackmann (HB) Scale identified by 50% (14/28) of clinicians [47]. Relatively few respondents were able to define a clinically significant change for these measures: 27% (7/26) for Sunnybrook, 7% (1/15) for FDI, and 21% (3/14) for HB. Where answers were provided, there was no consensus.

Table 4. Follow-up survey: outcome measures and minimum clinically significant change (n=28).

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Experience of use, n (%)</th>
<th>Minimum clinically significant change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sunnybrook Scale</td>
<td>26 (93)</td>
<td>Change by 10 points (4 respondents)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Change by ≥5 points (1 respondent)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5:1 change (2 respondents)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No comment (19 respondents)</td>
</tr>
<tr>
<td>Facial Disability Index</td>
<td>15 (54)</td>
<td>Change by ≥5 points (1 respondent)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No comment (14 respondents)</td>
</tr>
<tr>
<td>House-Brackmann Scale</td>
<td>14 (50)</td>
<td>Change by 1 grade (2 respondents)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Grade 3 eye closure or above (1 respondent)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Not sensitive enough for therapy outcomes (2 respondents)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No comment (9 respondents)</td>
</tr>
<tr>
<td>FaCE (Facial Clinimetric Evaluation) Scale</td>
<td>10 (36)</td>
<td>Change by 5 points (1 respondent)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Change by 10 points (1 respondent)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Change by 15 points (1 respondent)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No comment (7 respondents)</td>
</tr>
<tr>
<td>Synkinesis Assessment Questionnaire</td>
<td>7 (25)</td>
<td>Change by 1 point (1 respondent)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Change by 10 points (1 respondent)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Change by 15 points (1 respondent)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Othera (1 respondent)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No comment (3 respondents)</td>
</tr>
<tr>
<td>SF-36 (36-item Short Form Health Survey)</td>
<td>4 (14)</td>
<td>Change by 10 points (1 respondent)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No comment (3 respondents)</td>
</tr>
<tr>
<td>EuroQol-5D</td>
<td>4 (14)</td>
<td>No comment (4 respondents)</td>
</tr>
<tr>
<td>Face-Qb; MEEI facegramc; CORE-10d; MBLFe; Lazarinif</td>
<td>2 (7)</td>
<td>No comment (2 respondents)</td>
</tr>
<tr>
<td>eFACE (electronic Facial Paralysis Assessment)</td>
<td>2 (7)</td>
<td>Change by 10 points (1 respondent)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No comment (1 respondent)</td>
</tr>
<tr>
<td>Smile Index; CCE angleg; Satisfaction with Appearance; Hospital Anxiety and Depression Scale</td>
<td>1 (4)</td>
<td>No comment (1 respondent)</td>
</tr>
</tbody>
</table>

aAfter the treatment score was compared with the opinion of a therapist for training or education purposes.
bDeveloped for facial aesthetic patients, enables users to tailor a version to suit their needs based on over 40 scales measuring a range of concepts important to patients.
cFACE-Gram software (MEEI, Boston, Mass).
dComprises 10 items drawn from CORE-OM which is used in evaluation of counselling and psychological therapies in the UK.
eFrench oro-facial myofunctional assessment to quantify impairment and specify motor and functional deficit.
fGraphic-visual adaptation of House-Brackmann facial nerve grading for peripheral facial palsy.
gAngle between the cheilion, contralateral cheilion, and ipsilateral endocanthion.

**Digital Technology**

A thematic analysis of open-text comments on the potential value of digital technology identified 4 superordinate themes, as shown in Textbox 1. The first theme, System, was predominantly voiced by specialist therapists who highlighted the potential for this technology to help reduce pressure on their time, improve their ability to monitor a patient’s progress, increase coverage, and reduce travel for outpatient reviews. An extra subtheme, expressed by patients within the System theme,
was that new technology could help raise medical awareness, especially in primary care. A second theme, *Self-management*, was identified by both groups. This focused on improving treatment adherence and emphasized factors such as enabling people to fit facial exercises into their daily routines and providing motivational feedback through regular review of daily performance.

The third theme, *Identity*, emerged mainly from patients’ responses. This highlighted psychological benefits such as improved confidence in people who are frightened to draw attention to themselves and hope in individuals that their condition might improve. The final theme, *Innovation*, encompassed views, such as, that innovation is natural and that it can bring positive societal benefits, together with an awareness that funding constraints limit implementation of innovations. Patients demonstrated a great willingness to support future introduction of digital technology, but they also emphasized the need to raise awareness among GPs alongside implementation. Therapists expressed a similarly positive view of telerehabilitation, with a clear consensus that digital technology could not replace the initial face-to-face consultation because patients need to be carefully trained to be able to complete their exercises properly.
Textbox 1. Themes and subthemes: representative quotes from questionnaires.

System:

- **Therapist time**
  - “It is a good adjunct to one-to-one therapy for most patients.” (Therapist)
  - “I think that for our patient group and geography, Telehab would work well… we have no dedicated time for facial therapy. It’s included as an acute treatment” (Therapist)

- **Monitoring**
  - “To be able to monitor a patient's progress remotely will be of great value. It also has the potential to generate and collate a lot of objective data on facial function which will be invaluable in efficient data collection for future research.” (Therapist)
  - “Any technology in the form of an app and use of EMG biofeedback would be massively useful. This would offer real time feedback about how facial muscles are performing and how successful they are in performing their exercises.” (Therapist)

- **Access**
  - “Our community colleagues I think would benefit greatly and more the patients as many travel from long distances to see the team here as rare specialism.” (Therapist)
  - “I am always interested in new advances in medicine. I think if it can provide cover for patients in areas where there is no specialism [in facial neuromuscular], then it will be invaluable.” (Therapist)
  - “These are essential for the future of intervention with this patient group especially as there are few specialists and patients are currently having to travel long distances.” (Therapist)

- **Medical awareness**
  - “It [technology] needs to be embraced, further developed and used to educate the medical profession about the condition, its treatments, causes and correct treatment regime.” (Patient)
  - “New technology can be useful, but primary diagnosis is important - this [facial palsy] needs more awareness.” (Patient)

Self-management:

- **Exercise performance**
  - “It would benefit some patients and encourage those patients who find it hard to fit exercises into their daily routine.” (Therapist)
  - “Using the ‘Fitbit’ technology whereby users are given rewards for exercising, can check on their daily performance and review weekly summaries of how well they have done. Pop up reminders to do exercises may also [be] very useful.” (Therapist)

- **Motivation**
  - “May be very useful to provide motivational feedback.” (Therapist)
  - “Technology could give users rewards for exercising, check on their daily performance and review weekly summaries of how well they have done.” (Therapist)

Identity:

- **Confidence**
  - “Anything that can help the physical issues as well as facial symmetry/making someone feel better about themselves/more confident is so important.” (Patient)
  - “If facial palsy patients can be helped by the use of new technologies; they should be. They are hardly likely to fight for treatment as we are traumatised, embarrassed and scared about bringing attention to themselves.” (Patient)

- **Hope**
  - “Personally, I would try whatever technology was available!” (Patient)
  - “I am open to trying absolutely anything that could help my symptoms.” (Patient)
  - “I would try any new technology in the hope my palsy is improved. Living with it can make you have low self-esteem.” (Patient)

Innovation:

- **Natural**
  - “I think it’s great, it’s good to know there is always research into new ways to aid recovery.” (Patient)
"I think novel ways of assessing and treating patients using technology must be embraced." (Therapist)

"I am all for new technology if it proves helpful to the patient." (Patient)

Societal benefit

"This is exactly what we need! We need to move forward with the times. I feel many new treatment may be expensive initially but if it can change a person life then it is worth it." (Patient)

"In the long term it may work out cheaper ... [the patient] may have their confidence back and be able to work and contribute back to society." (Patient)

Funding

"This is a very interesting area however costing and funding within NHS would be a concern for clinical use." (Therapist)

"I would like to see it made available on the NHS." (Patient)

"Financial pressures on health services, the relative rarity of facial therapists, the increasing familiarity / dependence of many people with / on evolving technologies all make it an important part of facial palsy interventions." (Therapist)

**Discussion**

**Principal Findings**

This exploration of the experiences of patients with facial palsy and their clinicians provides new information on UK treatment pathways, access to facial neuromuscular retraining, the methods in use to monitor recovery, and patients’ and clinicians’ views on the introduction of an emerging digital technology to support facial NMR. The findings highlight the need to understand patients’ and clinicians’ experiences before introducing such a technology. As funding barriers currently limit access to routine NMR, evidence of cost-effectiveness may be needed before implementation.

**Treatment Pathways**

Although variations were observed in the treatment pathways experienced by patients, there are signs that more recent cases (diagnosed ≤1 year ago) received treatment sooner than cases diagnosed >5 years ago. For the only medical treatment supported by Cochrane systematic reviews (rapid initial prednisolone treatment [19]), we observed high adherence by GPs, especially for patients diagnosed most recently (91%, 31/34 treated). For facial NMR therapy (partially supported by Cochrane review evidence [33]), this study found a move toward earlier NMR referrals in more recent cases. Even so, 1 in 4 patients experienced difficulties with their referral, commonly citing poor GP awareness. The fact that guidelines currently contain no firm guidance on referrals for NMR may offer some explanation [37].

In the United Kingdom, NICE advises that uncomplicated FNP cases can be managed by primary care to include referral to various hospital medical specialists and therapists [37]. This is challenging because an average GP will only see one patient every 2 years [48]. An earlier UK study identified an overall reduction in GP referral rates of patients with FNP to hospital medical specialists over the period 2001 to 2012 [4]. In this study, twice as many referrals to specialist facial therapists were initiated by hospital consultants compared with GP referrals, with patients often prompting the GP referrals. The NICE guidance for GPs does not specifically mention NMR referral, instead indicating a need for confirmatory trial evidence as suggested by the Cochrane review [33]. An update to this review may help inform future guidance on referrals [34]. Finally, although patients in our study ranked psychological therapy third highest in terms of its importance, fewer than 10% had been referred; this is presumably linked to the fact that NICE guidelines only contain a weak recommendation for GPs to consider referral for counseling [37].

Once referred for NMR, access to an appropriate therapist can be problematic. Several patients reported traveling very long distances to reach a specialist center; the cost of travel for regular checkups was also identified as a barrier to adherence by patients. Specialist centers reported receiving patients previously referred to a nonspecialist therapist, reinforcing the need for increased access to appropriately trained professionals [49]. Patient adherence to prescribed facial exercises will influence treatment effectiveness. Both patients and therapists identified the same barriers: fitting exercises into daily life, the use of a mirror, and the need for regular feedback. The fact that clinicians perceive higher levels of adherence than those reported by patients indicates a need for improved monitoring of adherence. Other research has shown that a collaboration between specialists can reduce the burden of long-term disability for acute onset FNP [50]. In this study, although patients experienced care pathways that involved referral to several medical specialties, such collaboration was limited; just over half (52%) of the therapists had any experience of participating in an MDT review, and only 23% (38/165) of adult patients were aware of such a review of their case. Interestingly, reports are now emerging of efforts to integrate physical therapy with treatment by ophthalmologists, ocuoplastics surgeons, and ENT and other specialists [51]. It is also considered that MDTs are likely to play an important role in standardizing outcome measures and implementing relevant data collection [52].

Evidence of effectiveness of FNP treatments currently remains reliant on subjective measures, including reduction in *crocodile tears*, incomplete recovery of *motor function*, and *cosmetically disabling sequelae* [19,33]. This study identified inconsistency in the methods used in the United Kingdom to report treatment outcomes. In addition to photographs, various validated scales...
are used. Among these, the Sunnybrook Scale, mentioned by 96% of specialists, is considered to grade patients in a more objective and continuous manner than the HB Scale, which was mentioned by half [53]. However, FDI, mentioned by 54% of clinicians, better represents impairment, disability, and psychosocial status than the 36-item Short Form Survey (SF-36) health status measure, mentioned by 14% [54]. In addition to variation in the scales used to record treatment outcomes, there was no consensus on what represents a clinically significant change in any scale.

Interestingly, very few clinicians (14%) reported the experience of using EuroQol-5D, the health-related quality of life (HRQoL) measure used for NHS reimbursement decisions [55]. Converted into incremental quality-adjusted life years (QALYs), this is used to quantify long-term treatment outcomes [56]. QALYs are particularly relevant as 30% of patients with FNP will continue to live with reduced HRQoL over the rest of their lives [3,13-15]. In addition, because such individuals may give up their original employment [57], this can lead to a significant long-term societal cost burden, especially if the condition was acquired in early life [58]. An international collaboration has recently been established, focusing on pediatric patients with FNP (using a patient-centered approach, similar to this study) with the aim of comparing FNP treatment pathways, standardizing outcome measurement, and developing value-based reimbursement strategies [59].

**Digital Technology**

To our knowledge, this is the first UK study to explore the potential use of wearable digital technology to support facial NMR therapy. The findings show that patients and therapists both demonstrate a positive attitude toward the introduction of such technology, with patients recognizing benefits centered on better self-management and improved confidence, therapists identifying better monitoring of patients’ progress and reduced work pressures, and both highlighting the potential for improved adherence to facial exercise programs. The main barriers to adherence could all be addressed by an appropriate real time (synchronous) digital solution that addresses patients’ and clinicians’ feedback. A review of telerehabilitation articles has recently concluded that patients’ feedback will help improve future areas of applications, although no FNP telerehabilitation studies were identified [60]. A review of real time, web-based consultation has highlighted a number of general barriers and facilitators [61]. The key barriers and facilitators mirror those found in this study. Asynchronous methods for monitoring FNP treatment outcomes have also recently been evaluated by 2 research teams. Tan et al [62] reported that the assessment of videos using the Sunnybrook and HB scales is as good as a face-to-face assessment, although the lack of real time interaction was judged to limit the value of this approach. Mothes et al [63] found that automatic Sunnybrook grading of photographs using machine learning can deliver fair agreement compared with the subjective rating of the same photographs. Neither study addressed real time monitoring and biofeedback.

**Limitations**

A number of limitations should be borne in mind when considering this research. First, patient respondents may not be representative of the wider population because participants were recruited via a specialist support group. Second, there may be recall inaccuracy when participants are asked to provide information sometime after the event. Third, the therapist RR (51% national survey and 56% follow-up survey) means that data may not fully reflect the national picture. Finally, although the greatest care was taken in the questionnaire design, as with all surveys that record individuals’ views, the validity and reliability of the data could not be tested independently.

**Conclusions and Implications for Technology**

**Introduction**

To date, little research has explored the potential value of digital technology in assisting facial NMR therapy. This study provides a baseline overview of FNP treatment pathways in the United Kingdom, the factors limiting access to NMR and influencing therapy adherence, the main methods used to record treatment outcome, and the potential role of digital technology. The study indicates that harmonization of outcome measures is required to both strengthen the evidence on treatment effectiveness and to better support MDT management. The main factors limiting NMR adherence could all be addressed through the use of real time digital technology. However, for the type of wearable technology being considered, product design will be an additional factor likely to influence adherence [64], especially in the younger 30- to 45-year age group affected by this condition [3]. However, although the study clearly demonstrates positive attitudes toward the introduction of digital technology, economic barriers may prove to be a challenge. Previous research has identified funding as a barrier for access to surgical treatments for FNP in England [65] and more recently in Wales, Scotland, and Northern Ireland [66]. This study has similarly identified funding barriers to NMR referral. Finally, organizational and cultural factors are acknowledged to act as important barriers to implementation for all digital health innovations [67], often reinforced by policy priorities [68]. One legacy of the COVID-19 pandemic is that health systems worldwide are rapidly adopting digital options in many clinical areas [69]. Thus, barriers to the introduction of digital technology to assist facial NMR therapy may now be lower, especially if cost-effectiveness can be demonstrated.

**Acknowledgments**

The authors would like to thank all the patients and clinicians who took the time to complete detailed questionnaires describing their experiences.

This study is funded as part of the FRAME program, an inconspicuous, noninvasive, mobile sensor device for real time control of assistive technologies through facial expression, which is supported by the NIHR (reference number II-LA-0814-20008). The

https://www.jmir.org/2020/10/e20406
research funder had no role in study design; in the collection, analysis, and interpretation of data; in the writing of the manuscript; or in the decision to submit the paper for publication.

**Conflicts of Interest**
None declared.

Multimedia Appendix 1
National Survey Questionnaires.
[DOCX File, 219 KB - jmir_v22i10e20406_app1.docx ]

**References**


41. Online Surveys. 2018. URL: https://www.onlinesurveys.ac.uk/ [accessed 2020-08-14]


43. Szczepura et al. JOURNAL OF MEDICAL INTERNET RESEARCH [Medline: 25452547]


Abbreviations

ENT: ear, nose, and throat
FDI: Facial Disability Index
FNP: nerve paralysis
Edited by G Eysenbach; submitted 18.05.20; peer-reviewed by J Diels, G Volk; comments to author 12.06.20; revised version received 18.06.20; accepted 25.06.20; published 05.10.20.

Please cite as:
Szczepura A, Holliday N, Neville C, Johnson K, Khan AJK, Oxford SW, Nduka C
Raising the Digital Profile of Facial Palsy: National Surveys of Patients’ and Clinicians’ Experiences of Changing UK Treatment Pathways and Views on the Future Role of Digital Technology
J Med Internet Res 2020;22(10):e20406
URL: https://www.jmir.org/2020/10/e20406
doi:10.2196/20406
PMID:32763890

©Ała Szczepura, Nikki Holliday, Catriona Neville, Karen Johnson, Amir Jahan Khan Khan, Samuel W Oxford, Charles Nduka. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 05.10.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Opportunities and Challenges Surrounding the Use of Data From Wearable Sensor Devices in Health Care: Qualitative Interview Study

Ijeoma Azodo¹, MD, ChM, MPH; Robin Williams², MA, MSc, PhD; Aziz Sheikh¹, OBE, FRSE, FMedSci; Kathrin Cresswell¹, BSc, MSc, PhD

¹Usher Institute, University of Edinburgh, Edinburgh, United Kingdom
²Institute for the Study of Science, Technology and Innovation, University of Edinburgh, Edinburgh, United Kingdom

Corresponding Author:
Kathrin Cresswell, BSc, MSc, PhD
Usher Institute
University of Edinburgh
Teviot Place
Edinburgh, EH8 9AG
United Kingdom
Phone: 44 131 651 4151
Email: kathrin.cresswell@ed.ac.uk

Abstract

Background: Wearable sensors connected via networked devices have the potential to generate data that may help to automate processes of care, engage patients, and increase health care efficiency. The evidence of effectiveness of such technologies is, however, nascent and little is known about unintended consequences.

Objective: Our objective was to explore the opportunities and challenges surrounding the use of data from wearable sensor devices in health care.

Methods: We conducted a qualitative, theoretically informed, interview-based study to purposefully sample international experts in health care, technology, business, innovation, and social sciences, drawing on sociotechnical systems theory. We used in-depth interviews to capture perspectives on development, design, and use of data from wearable sensor devices in health care, and employed thematic analysis of interview transcripts with NVivo to facilitate coding.

Results: We interviewed 16 experts. Although the use of data from wearable sensor devices in health and care has significant potential in improving patient engagement, there are a number of issues that stakeholders need to negotiate to realize these benefits. These issues include the current gap between data created and meaningful interpretation in health and care contexts, integration of data into health care professional decision making, negotiation of blurring lines between consumer and medical care, and pervasive monitoring of health across previously disconnected contexts.

Conclusions: Stakeholders need to actively negotiate existing challenges to realize the integration of data from wearable sensor devices into electronic health records. Viewing wearables as active parts of a connected digital health and care infrastructure, in which various business, personal, professional, and health system interests align, may help to achieve this.

(J Med Internet Res 2020;22(10):e19542) doi:10.2196/19542
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Introduction

Many countries now see digital transformation and digitally enabled self-management as a way to tackle key challenges of delivering health and well-being with limited health care resources to an increasingly aging population [1]. The transformatory potential of wearable devices forms part of a pervasive set of technological innovations characterized as Internet of Things (IoT) technology; these devices are typically mounted on wireless broadband technologies (ie, mediated by smartphones or equivalent devices) and are often linked to social media platforms. IoT refers to interconnected physical objects,
The promise of IoT in health care lies in its potential to realize business benefits while providing a valuable, integrated health and social care service and superior experience for citizens and patients [7]. Growing internet connectivity and the increasing availability of smartphones and multiple portable devices facilitate digital information sharing, connected devices, and the possibilities for digital health care [8]. These interrelationships are part of a societal reorientation of new networked organizations that use information and digital data to allow new insights for business, populations, and health care delivery [9]. Here, wearable and sensor devices enable health and care practices through internet connectivity combined with mobile, miniature, pervasive computing [10,11]. It is hoped that emerging technologies will achieve a similar return on investment, productivity, and efficiency savings as seen in the financial and manufacturing industries [12,13]. Existing empirical studies of wearables in health care demonstrate the feasibility of creating technologies [14] and running data analytics [15,16]; small pilot studies have demonstrated the use of wearables in managing specific chronic conditions, including diabetes and high blood pressure, as well as contributing to data analytics [17-20]. There is also some evidence from trials that wearables can promote healthy behavior [21-23]. However, because these technologies have transformative potential, and there is limited adoption experience, their ultimate outcomes and significance cannot reliably be assessed at this moment. Nevertheless, the area is full of potential, with many apps already becoming routinely integrated with everyday life, with 1 in 5 Americans now possessing a smartwatch or fitness tracker [24].

There are a number of challenges associated with the use of wearable and sensor devices. Firstly, they are often conceptualized as consumer goods, which potentially limits their use as health apps. Secondly, they can change health care delivery models and also impact on the collection and dissemination of sensitive personal data. For example, continuous monitoring data collected through IoT technologies has the potential to improve the knowledge base for decision making but stands in contrast to the intermittent nature of clinical consultations. Health care professionals already feel overwhelmed with data, and patients may not wish to be monitored [25,26]. In addition, studies from the field of dependable computing have shown that systems produce many false-positive alerts, calling the usefulness of these applications into question [27,28]. Such issues may lead to unintended consequences that can, in turn, result in poor patient outcomes and safety risks [29-32]. Health care data are subject to particular concerns and special privacy and confidentiality protections. The use of wearable sensor devices for health care therefore introduces additional layers of complexity surrounding information privacy, data sharing, autonomy, consent, ownership, data access, and data valuation [25].

Industry reports suggest that as a system, IoT, including wearable sensor devices, is an established emerging technology, estimating 5-10 years until it reaches its “peak of productivity” [33]. The area is, therefore, ripe for scientific investigation. Here, it is crucial to identify emerging risks and challenges in order to anticipate and mitigate them. Therefore, we aimed to explore the opportunities, gaps, and challenges of wearable sensor devices, as one component of an IoT system, in health and care settings.

Methods

Overview and Ethical Approval

We conducted a qualitative interview–based study with international experts and stakeholders involved in designing, developing, and implementing wearable sensor devices in health care [34]. This work was theoretically informed drawing on sociotechnical systems theory [35]. Institutional ethical approval was obtained from the University of Edinburgh Usher Research Ethics Group.

Sampling and Recruitment

We developed a sampling frame by searching the technical, cultural, media, academic, and health care literature to capture the various perspectives and areas of expertise surrounding wearable sensor devices in health care settings. This was used as a basis for recruitment and was supplemented by consulting with local experts at the University of Edinburgh in culture, science and technology, and IoT studies. We used a purposive sampling strategy aiming for maximum variation in order to gain insights into the range of perspectives that need to be taken into account when considering the implementation and adoption of wearable sensor devices in health care settings. In so doing, we sought out experts with experience across a range of health care settings, technological functionalities, and disciplinary backgrounds [36]. This purposive sampling approach was supplemented by snowball sampling using recommendations from the initial purposive sample [37].

Participants were recruited by emails that were sent to publicly available email addresses; each message introduced the project and requested an interview. Interviews were scheduled with respondents who replied and provided informed consent to participate. We sent a total of 79 emails to potential participants. A follow-up email was sent to nonresponders 1 week later, after which we ceased further contact assuming no interest in participation. We stopped recruitment when we reached thematic
saturation (ie, when no new themes emerged in the concurrent analysis) [38].

Data Collection

We collected data through in-depth, semistructured, one-to-one, qualitative telephone and video interviews from May to July 2019. Identified experts were located in various international settings. Interviews were guided by a topic guide exploring personal and professional backgrounds and experiences of, and involvement with, wearable sensor devices in health and care settings (seeTextbox 1) [39]. The questions were based on the existing literature in order to understand the current opportunities, gaps, and challenges associated with the use of wearable sensor devices in health and care settings. They were tailored to the specific characteristics of participants and evolved in light of emerging findings. In doing so, we explored visions of technologies; experiences of implementing, using, and researching technologies, including benefits and risks; and features conducive to accelerating the use of wearable sensor devices in health and care settings.

Textbox 1. Example topic guide.

1. Interviewee’s background: current position and role in relation to health information technology.
2. Their vision surrounding the use of wearable sensor devices in health care:
   • What different models of wearable sensor devices in health care exist?
   • Most promising developments to look out for and their benefits
   • Devices and technologies to collect and analyze data
   • Integration with clinical data and interfacing with other technologies.
3. Experiences of technological innovation in health care:
   • Experiences and lessons learned (eg, consent models, data security, motivating users, scale, and data analytics)
   • How does health care differ from other sectors? Anything we can learn?
   • Which factors hinder developments and how might these be addressed?
4. Accelerating innovation in health care:
   • Perceived risks
   • How can this approach be scaled up?
   • What is the role of regulation and government?
5. Anything else?

The interviews were recorded using Zoom conferencing (Zoom Video Communications) or an encrypted digital audio recorder. We read transcripts multiple times annotating with notes to immerse ourselves in the data. We also kept a field journal noting impressions and emerging analytical thoughts.

Following the interviews, the digitally recorded audio files were transferred via a secure virtual private network to a secure site for professional transcription. Interview transcripts, notes, and file names were anonymized.

Data Analysis

IA, a surgeon and health services researcher, led the data analysis. The analysis drew on sociotechnical systems theory, which assumes reciprocal shaping of technologies and people by their interactions with each other [40]. Through this lens, we viewed the process of integrating wearable sensor devices into health care practices as a sociotechnical practice where technologies shape human behaviors and these, in turn, shape technological design. We analyzed data concurrently with ongoing data collection and stopped collecting new data when no new themes emerged in the analysis.

Completed transcripts and field notes were organized and coded using NVivo 12 (QSR International) [41]. We used a concept-driven thematic approach based on the interview guide and key concepts in health [42], technology [43,44], unintended consequences in health information technology (HIT) [45], and innovation to analyze the data [46]. In doing so, we adhered to the six key features of an inductive and deductive coding approach, namely (1) developing the codebook with key themes a priori, (2) testing code reliability, (3) summarizing data and identifying key themes, (4) applying coding templates and new codes, (5) connecting codes and identifying themes, and (6) corroborating and legitimating coded themes [47]. We used constant comparison to examine themes, irregularities, and patterns across interviews [48].

Results

Overview

We conducted 16 in-depth, semistructured interviews lasting between 30 and 75 minutes with experts in technology, business, health care, and innovation (see Table 1); 1 interview was conducted in person and 15 interviews were audio recorded. All study participants had at least 5 and up to 20 years’ experience in their fields. Contributing participants were located in Europe, the United Kingdom, and the United States.

The analysis generated data around four main themes that demonstrated the significant potential of wearable sensor IoT
in health care, but also highlighted issues around data provenance and quality; transforming health and care relationships; blurring of business, consumer, health, and clinical boundaries; and issues around privacy, confidentiality, and data ownership (see Textbox 2).

Participants agreed that the application of wearable sensor devices in health and care has significant potential to positively transform health outcomes. Interviewees gave examples of the potential to enhance alerting, increase patient and public involvement, facilitate processing of information, and improve efficiency, while increasing the reliability and reducing the cost of manual data capture. Participants emphasized different issues, according to their professional backgrounds. For example, academics and researchers focused on social implications; technologists and engineers on increased connectivity; and clinicians on patient safety, care processes, and quality of care.

So a lot of what I’m more focused on is wearables in everyday life, so the way in which they inspire people to adapt particular modes of care and wellness, so the idea that one wears a Fitbit as a motivational tool or a social tool to share their step counts with people as then creating another form of motivation. [Participant #3, historian, United States]

By delivering care outside the hospital you save a lot more money. By keeping patients outside the hospital with these devices that can proactively monitor and maybe even prevent certain events. That gives significant cost savings to the industry. [Participant #12, engineering and business, United States]

Notably, participants expressed little dissonance in conceptualizing wearable sensor devices as a component of an information ecosystem consisting of various technologies and humans. As such, technological functions were seen as vessels that collected and disseminated data that would then travel through the ecosystem and impact human and organizational behavior, as data were interpreted and acted on.

I realized that the real value in this whole equation is data, and if you can get the data and you can own the data from a wearable device, then we can turn that into meaningful value for someone with an ecosystem, whether that’s patients, providers, caregivers, sports teams, someone within the health universe. [Participant #5, business and innovation, United States]

However, many of these hopes were associated with future developments, interoperability of technologies, improved fidelity to physiology, and enhanced machine learning and predictive capabilities. For the most immediate future, participants highlighted a number of concerns that were perceived to inhibit the potential of wearable sensor devices in health and care settings. These all related to the intersection of social and technological dimensions and will be discussed in turn.

Table 1. Study participants’ expertise, industries, and work locations.

<table>
<thead>
<tr>
<th>Participant No.</th>
<th>Expertise</th>
<th>Sector</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Product developer</td>
<td>Technology</td>
<td>United States</td>
</tr>
<tr>
<td>2</td>
<td>Science and technology studies</td>
<td>Academia</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>3</td>
<td>Historian</td>
<td>Academia</td>
<td>United States</td>
</tr>
<tr>
<td>4</td>
<td>Engineering and business</td>
<td>Academia</td>
<td>United States</td>
</tr>
<tr>
<td>5</td>
<td>Neuroscience, psychology, and business</td>
<td>Technology</td>
<td>United States</td>
</tr>
<tr>
<td>6</td>
<td>Law</td>
<td>Academia</td>
<td>United States</td>
</tr>
<tr>
<td>7</td>
<td>Science and technology studies</td>
<td>Academia</td>
<td>Northern Europe</td>
</tr>
<tr>
<td>8</td>
<td>Health care and life sciences</td>
<td>Consulting</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>9</td>
<td>Design and innovation</td>
<td>Health care and pharmaceuticals</td>
<td>United States</td>
</tr>
<tr>
<td>10</td>
<td>Social and behavioral science</td>
<td>Academia</td>
<td>Western Europe</td>
</tr>
<tr>
<td>11</td>
<td>Electrical, computer, and biomedical engineering</td>
<td>Academia</td>
<td>United States</td>
</tr>
<tr>
<td>12</td>
<td>Business and engineering</td>
<td>Academia</td>
<td>United States</td>
</tr>
<tr>
<td>13</td>
<td>Surgery</td>
<td>Health care</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>14</td>
<td>Biomedical engineering</td>
<td>Consulting (business)</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>15</td>
<td>Rehabilitation</td>
<td>Public health</td>
<td>United States</td>
</tr>
<tr>
<td>16</td>
<td>Electrical engineering</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Quality and improvement</td>
<td>Health care</td>
<td>United States</td>
</tr>
<tr>
<td></td>
<td>Nursing</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Textbox 2. Key themes and subthemes identified in our analysis.

Significant potential of wearable sensor devices in health and care:

1. From data to action: the role of data provenance and data quality:
   - Issues of objective measurement of activity and translation into signals for effective evidence-based decision making
   - Data provenance and quality as central considerations for effective adoption and diffusion
   - Risk of data overload among health care professionals.

2. Transforming relationships through wearable sensor devices and associated data:
   - Integration of devices and data with existing workflows of health care professionals
   - Wearable sensor devices as potentially perceived mechanisms of surveillance and control
   - Disruption of the traditional hierarchy of specialist information processing through health and care professionals
   - Impact on the provider and patient relationship.

3. Increasing blurring of business and consumer as well as health and care boundaries:
   - Tension between consumer product and use for wider public good
   - Asymmetry of interests through financial sustainability of wearable sensor devices
   - Need for new business models.

4. Privacy, confidentiality, and data ownership:
   - Lack of regulation of data flows between health care, commercial, and private spaces
   - Need for development of standards, especially for apps that were not designed primarily for use in health- and care-related settings.

From Data to Action: The Role of Data Provenance and Data Quality

Participants highlighted that incorporating unannotated data into health and care practices was, at present, problematic, as it decoupled social and technological dimensions and thereby assumed that (1) data presented a robust and consistent measurement of activity, (2) data could be translated into recognizable signals, and (3) data were appropriately situated in context for dependable, effective, and evidence-based decision making. A key issue here was establishing baseline, “normal,” pathologic, and “unusual” not otherwise-specified activity. High hopes were placed on algorithms to support the recognition of unusual signals that could then trigger clinical intervention.

...using algorithms to interpret what normal activity for a patient is, or what a normal baseline is for that patient preoperatively. And then using algorithms and AI [artificial intelligence] to try and refine that and improve, either predicting that patients are deteriorating at an early stage; or purely for providing individual feedback to say, “actually, you’re progressing well,” or “you’re not progressing as much as we’d expect.” [Participant #13, surgery, United Kingdom]

Data provenance and quality, therefore, became central considerations for effective use of data generated by wearables in health and care settings. This was particularly true where observed data patterns may not have distinct correlates to disease mechanisms or physiology. This makes it difficult to confidently base clinical decisions or interventions on them. Here, participants made distinctions between clinical, health, and well-being data. For example, variability in data used for individual empowerment was sufficient and acceptable (eg, increasing a person’s daily step count), while variability in clinical parameters (eg, the measurement of blood glucose levels that may indicate the need to give an insulin injection) was viewed as problematic, as resulting human actions had potentially impactful consequences.

...now we’ve got abundant data and we train algorithms, particularly if I do things like I drive a deep learning algorithm hard, then I’m going to find some pattern and some interesting stuff emerging about how you...you know, is that actually an artefact of the data? Yes, it’s a real pattern, but is it actually meaningful in any true physiological sense that’s a response of causal reality or only correlative? [Participant #4, engineering and innovation, United States]

In addition, participants raised concerns that health care staff were already overloaded with data and that the integration of further, potentially irrelevant, data from additional devices could unnecessarily burden already-busy professionals and, therefore, fail to mobilize an important actor in the ecosystem. The interviews broadly reflected a presumption that device data would be actioned in consultation with a clinician and that the devices would serve to augment the clinician’s capability in making decisions, rather than eliminate them from the care process.

The challenge is that, as yet, data that’s collected from wearables is very difficult to integrate into the health record of a patient. So, a patient turning up at their doctor’s with a whole list of data and tracking...
Increasing Blurring of Business and Consumer as well as Health and Clinical Boundaries

Wearable sensor devices were seen as a key example of blurring boundaries between business and consumer as well as health and care worlds, and this posed challenges associated with the assumptions underlying the design of the technology and the contexts of use. Technology and business actors saw the promotion of a commercial market for consumer technology health and care applications, aligning this unproblematically with promoting public health.

*Companies like Samsung and Alexa, Apple, Google, they see health care as a potential pinpoint that their technology could potentially solve, and so it’s a good thing, I think.* [Participant #5, business and innovation, United States]

However, for others, aligning actors around financing and development was a major rate-limiting step for the potential wider public good, as companies came with their own commercial strategies tied to their own proprietary standards. These participants were skeptical that data generated by wearable sensor devices could be used to allow better management of individual health conditions. This indicates a misalignment of higher-level health policy goals and the reality of evidencing improved outcomes for patients and business functions using technology in health and care.

*One of the upshots is it’s encouraging healthier behavior overall, I’m for that. I want people to live their healthiest best lives. And if there’s a technology that allows us to do that, I’m a little skeptical, but if there is, I’m for it.* [Participant #6, law, United States]

Payments and financial sustainability of wearable sensor devices in health care was raised as a concern about the technology partners’ motives, perhaps contributing to a lack of adoption in clinical contexts. In addition to creating products and services to support good health outcomes, uncertainty remained about sustainability. This included issues around maintenance and product iteration, updating equipment and devices, continued use of devices by health care professionals and patients, aligning of different interests over time, and financing of ongoing data analyses. These queries indicated a desire to rethink how goods and services are designed and delivered when technology is closely intertwined with health care. Existing business models reflected in existing technological designs were considered inappropriate.

*Our business model was one which we assume we’d have to make money on subscription income, because in order to deliver a good experience, the bill or materials costs can be high, and to make the economics stack up, you couldn’t do it by charging somebody up front for the device. The price would be too high, it could be a couple thousand dollars at that point.* [Participant #4, engineering and innovation, United States]

Privacy, Confidentiality, and Data Ownership

Participants also raised questions about misuse of data, balancing how much data to collect, data ownership, data portability, and
implications for insurability. It was unclear how the data generated in devices were regulated, and many participants raised concerns of data flows between health care, commercial, and private spaces. The overarching concern of clinicians in this area was the impact of altered data flows on trust, given the lack of clarity over control, sharing, and repurposing of health-related data.

I think the big question [that] will come about is actually, well, who owns that data? And who uses that data? Because the problem is, if you then have it on a Google server, then is it not only accessible by the researchers and by the clinicians but accessible by the company themselves. Then it only takes, kind of, one example of that industry partner using that data for something else, that potentially patients haven’t consented for, that it then starts to become quite a big issue and then trust, kind of, is degraded...

[Participant #13, surgery, United Kingdom]

Important considerations for developers and implementers included the development of technology standards, especially as many applications were not designed primarily for use in health- and care-related settings. This was perceived to promote trust among the user community and ensure a closer fit between technological design and clinical practice.

What is needed also are some standards. So a lot of these technologies, particularly in the consumer technologies, have been developed as a consumer product and they won’t necessarily conform to the health care standards that are needed, either in terms of the technology, the interoperability standards, in terms of the health care side of it, they won’t have passed as a medical device for health care.

[Participant #8, consulting, United Kingdom]

Similarly, participants also called for increasing regulatory efforts to ensure that devices that were applied to health and care systems achieved maximum benefit, while minimizing harm.

It’s to work collaboratively with regulators so that we expedite and maximize the potential of the technologies that we have without doing any harm to patients. [Participant #14, biomedical engineering and consulting, United States]

Discussion

Principal Findings

Wearable sensor devices have significant potential, particularly in relation to promoting patient engagement. However, achieving these potential benefits is dependent on addressing the current gap between data created and meaningful interpretation in health and care contexts. Current applications cannot fulfill their potential if they do not yield benefits for clinical users and thereby integrate effectively within the existing ecosystem of social and organizational actors. This may be achieved through modifying technological design to allow data to integrate effectively into health care professional decision making, negotiating of blurring lines between consumer and medical care, and appropriate regulatory contexts incorporating pervasive monitoring of health.

Strengths and Limitations

We have drawn on a range of perspectives from various sectors to explore the potential benefits and challenges of incorporating data generated by wearable sensor devices into health and care settings. The breadth of participant expertise across disciplines, projects, and national contexts allowed triangulation and constant comparison of generated data. These in-depth interviews have identified a range of barriers that stakeholders need to negotiate and provide an overview of the extended health care ecosystem of care providers and technology developers that can help to maximize the potential benefits of this technology. Actively anticipating and mitigating risks, before they impact negatively on the safety and quality of health and care, can help to inform future system design, implementation, and optimization.

Some limitations of this study include the diversity of applications and contexts discussed, so that it was at times difficult to extract common themes, and a potential lack of generalizability of findings across settings with different regulatory environments (as most participants came from the United States). Providing accessible and broad coverage of key concerns in the field of applying wearable sensors in health care may also have compromised in-depth insights into the concerns of different stakeholder groups. Unfortunately, none of the insurance companies that we reached out to on multiple occasions responded to our invitation to be interviewed, so we were not able to gain insights into these perspectives. There may also have been pressure on participants to construct knowledge during the interviews. For example, participants responded to a handful of the interview questions with “good question,” and their responses likely represented efforts to collate their thoughts and experiences into durable representations of the subject [49].

Integration of Findings With the Current Literature

The value of this work lies in providing accessible and broad coverage of key concerns in the field of applying wearable sensors in health and care settings. It shows that wearable sensor devices should not be viewed as stand-alone technologies in isolation, but as part of an emerging IoT ecosystem of actors. In doing so, they emerge as a key driver of service redesign in health care innovation. Our analysis revealed tensions in overlapping goals and agendas that challenge the effective integration of data generated by wearable sensor devices into health and care settings. This finding is similar to other sociotechnical studies of HIT where a range of actors with different agendas have to align for successful adoption [50-52].

Wearable sensor devices and associated data, however, do add an extra layer of complexity. Data fluidity means that many stakeholders have to be mobilized in different ways to ensure that data are captured and relayed meaningfully to various actors. In addition, this case also vividly illustrates tensions between visions and real-life challenges of using mobile devices to connect health-related data to meet public health and consumer market agendas. It further highlights the need to
develop new business models that do not exploit certain groups of stakeholders for commercial agendas.

Data generated by wearable sensor devices also create new challenges and opportunities for health care professional work practices and relationships with patients. Previous work has surfaced unintended consequences of HIT on communication, coordination of care, and clinical work practices that our findings confirm [53]. In addition, we have shown how data from wearable sensor devices can introduce new insights for, but also disruptions to, communication and work practices of health and care professionals [54].

Given the potential consequences of acting on data improperly, or of acting on improper data, this study highlights the importance of addressing data provenance and quality and of presenting relevant information. Existing commercial stakeholders are increasingly building on this. Health data aggregation companies, such as 1upHealth [55], Open mHealth [56], Validic [57], Seqster [58], Human API [59], and Apple combine information from many data sources, wearables, apps, sensors, and electronic health records, producing information for health care organizations, clinicians, and users. New start-ups like Conversa and LifeWIRE have added human and nonhuman intermediaries to help patients and providers navigate aggregated health data [60,61]. Generally, efforts promoting solutions that blur lines between consumer and medical care too much are unlikely to be effective, as a functioning ecosystem requires clinicians to be active actors to realize the potential benefits of wearable sensor devices in health and care settings. Nevertheless, changing social contexts, as seen in the COVID-19 pandemic, may change these dynamics. For example, companies like Current Health have expanded their range of sensors and connections to peripheral devices providing patient health data for remote monitoring [62].

Overall, while there is, at present, limited interest in bringing data generated by wearable sensor devices into the care consultation from the provider side [63-65], the ongoing COVID-19 pandemic has mandated a reconsideration for how best to provide care at a distance using wearable sensor devices. Even within this unexpected contextual shift, interconnected devices and data will need to represent the communications, contexts, conversations, and social connectedness of care interactions in order to maximize usefulness and effectiveness for a range of stakeholders [66-68].

**Policy Recommendations and Implications for Practice Emerging From This Work**

Wearable sensor devices are best conceptualized as data-generating components within a distributed information system. They are not a simple device implementation; rather, such devices are key components of regular input into an IoT platform in a health care ecosystem. Further mixed methods research now needs to demonstrate effects of these devices on cost and health care outcomes, how data are used, and how health care knowledge and practices are presented and represented in the data obtained.

Implications for accelerating the integration of data generated by wearables into health care practices include negotiating the fit with existing health care professional and patient relationships, mitigating adverse unintended consequences, and aligning interrelated agendas. Triangulation of the agendas of providers and those that organize care will be key, as this seems to be crucial for promoting effective self-management. Conceptualizing specific solutions as complex public health interventions with aligned business models could help to achieve this, facilitated by rigorous evaluation to achieve mainstream utility and use [69,70].

Interviewees highlighted that regulatory guidance was lacking in the field; there were also international differences in regulatory contexts. Regulators do not classify most wearable sensors as medical devices, despite increasingly blurring lines [71,72]. There is evidence to support that regulation can both facilitate and stifle innovation [73,74]. The regulatory landscape for wearable sensor devices in health care is challenging because of the distributed stakeholder network, the involvement of technical specialists, tight regulations, and privacy and security concerns. Whether data generated by wearable sensor devices will contribute to the transformation of health and care will, in part, depend on deliberate and consistent regulatory policy to reduce uncertainty around investments [75].

In the United States, such efforts are likely to be most effectively led by national bodies to facilitate widespread diffusion and sustain wearable sensors in routine practices. The United States Centers for Medicaid Services proposed rules to take effect in 2021 that clarify that devices supporting remote physiological monitoring must be defined as medical devices by the United States Food and Drug Administration and must be “reliable,” “valid,” and collect data “electronically” to qualify [76]. This proposal follows expansion of physician reimbursement fees for remote physiological monitoring in 2020. These fee schedules create a favorable environment for expansion of existing and emerging digital health services using devices to take physiological and biometric measurements [77].

**Conclusions**

Our work suggests that meaningful use of wearable sensor devices in health and care settings occurs through a platform of interconnected devices and data users around a specific use case. This platform represents the sum of knowledge, practices, and contexts of health care, oriented to improve a system of care, rather than a singular focus on a specific device. Engaging the range of relevant stakeholders who participate in design and development of systems is therefore essential to maximize scale, impact, and adoption.

Wearable sensor devices have great potential in improving patient engagement and thereby contributing to preventive, diagnostic, and treatment approaches. Such technologies are, however, most likely to be successful in achieving this potential if systems can align business, professional, personal, and health systems agendas.
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Abstract

Background: Large-scale national eHealth policy programs have gained attention not only for benefits but also for several unintended consequences and failed expectations. Given the complex and mixed accounts of the results, questions have been raised on how large-scale digitalization programs are governed to reach health policy goals of quality improvement and equal access along with necessary digital transformations. In this qualitative systematic review, we investigate the following question: How is governance implemented and considered in the studies included in the qualitative review?

Objective: The aim of this study is to arrive at informed and recognizable conceptualizations and considerations of models of governance connected to eHealth, as presented and discussed in the scientific literature. In turn, we hope our results will help inform the discussion of how to govern such processes to obtain collectively negotiated objectives.

Methods: A qualitative systematic review is a method for integrating or comparing with the findings from qualitative studies. It looks for “themes” or “constructs” that lie in or across individual qualitative studies. This type of review produces a narrative synthesis with thematic analysis and includes interpretive conceptual models. The goal is an interpretation and broadens the understanding of a particular phenomenon. We searched the PubMed database using predefined search terms and selected papers published from 2010 onwards. We specified the criteria for selection and quality assessment.

Results: The search returned 220 papers. We selected 44 abstracts for full-text reading, and 11 papers were included for full-text synthesis. On the basis of the 11 papers, we constructed four governance models to categorize and conceptualize the findings. The models are political governance, normally depicting top-down processes; medical governance, which normally depicts bottom-up processes; the internet and global model, emphasizing international business strategies coupled with the internet; self-governance, which builds upon the development of the internet and Internet of Things, which has paved the way for personal governance and communication of one’s own health data.

Conclusions: Collective negotiations between the nation-state and global policy actors, medical and self-governance actors, and global business and industry actors are essential. Technological affordances represent both positive and negative opportunities concerning the realization of health policy goals, and future studies should scrutinize this dynamic.

(J Med Internet Res 2020;22(10):e17214) doi:10.2196/17214

KEYWORDS
digital transformations in health care; health policy goals; national and international governance models
Introduction

Background

Over the last two decades, large-scale digital health programs and services, such as electronic health records (EHRs), have proliferated with equal access, improved quality, and resource optimization as wider health policy goals. National eHealth policy programs have gained attention not only for their benefits, but also for several unintended consequences and failed expectations. Given the mixed, complex results of these programs, questions are increasingly being asked about the executive power of political-governance strategies and how large-scale digitalization programs are governed to achieve the health policy goals of quality improvement and equal access with the necessary digital transformations.

In this study, based on a qualitative systematic review, we take a closer look at how governance has been implemented and considered in the realm of digitalization in health care by scholars in health care and the health sciences. The objective of the review is to arrive at an informed, recognizable conceptualization and consideration of governance. By summarizing existing and emerging models and the ways they are considered, including suggestions for improvement, we analyze the features of each model and how they possibly interfere with each other. In turn, we hope to inform the discussion on improving governance to obtain eHealth policy goals.

In a 2013 editorial in the *British Medical Journal*, the English national program for information technology (IT) was discussed 10 years after its inception [1]. This program promised to revolutionize care in the English National Health Services (NHS) and was originally scheduled to run for 2 years and 9 months starting in April 2003 [2].

The editorial summarized the results of the national program for IT and discussed its flaws and benefits. We draw attention to the following conclusion on governance: “There have been substantial improvements in the technical knowledge base underpinning information systems in the NHS, in organizational capacity to introduce any new IT system, and in information governance processes and procedures. Ten years on, only a handful of hospitals can be described as paperless, and most communication between NHS organizations still occurs by snail mail, fax, or patient messenger” [1].

Governmental opponents of the program described it as a huge disaster, but in the final benefits statement released by the Department of Health, its proponents largely described it as a success. They predicted that by 2022, financial benefits would be £10.69 bn (US $13.86 bn), outweighing the cost of £9.78 bn (US $10.09 bn).

Similar accounts of the contested, intended, and unintended results of eHealth programs were described in the United States in 2019: “The US health system has recently achieved widespread adoption of EHR systems, primarily driven by financial incentives provided by the Meaningful Use (MU) program” [3]. Although successful in promoting EHR adoption and use, this program and other contributing factors also produced important unintended consequences, such as failed expectations, EHR market saturation, innovation vacuum, physician burnout, and data obfuscation, with far-reaching implications for the United States health system [4]. To avoid unintended consequences, these authors proposed improved governance, including efforts from diverse players such as health care providers, administrators, health information technology (HIT) vendors, policymakers, informatics researchers, funding agencies, and outside developers. The authors also argued for the promotion of new business models, collaboration between academic medical centers and informatics research departments, and improved methods for evaluating HIT.

These accounts of mixed, complex results, challenges to the realistic calculation of benefits and costs, and implementations of intentional changes constitute the background of this paper. Perhaps unintended consequences could have been minimized through stronger, better governance of these processes in England and the United States.

At the outset, we understand health care governance as a political process regarding national eHealth goals. National health care services differ between countries and regions, and they are broadly categorized into 2 systems: single-payer and multi-payer systems [5]. National authorities are responsible for governing their respective national health care services, including eHealth governance strategies that are often top-down through legal regulation and reimbursement schemes, where resources are allocated to prioritized service providers. However, political governance can be driven by evidence-based medical imperatives, which are bottom-up strategies [6]. National eHealth policy adjustment in such cases occurs according to new medical evidence.

Governance is extensively discussed in social and political sciences and is one of the most common social science terms [6]. One prominent definition is “an interactive process through which society and the economy are steered toward collectively negotiated objectives” [6]. Political goals are normally the result of compromises obtained through collective negotiations between stakeholders. “Public governance should thus be considered as composite and mixed with inbuilt tensions between competing concerns, actors, ethics, resources, and time horizons” [6,7].

This paper considers eHealth governance as a dynamic process in which development, decisions, implementation, evaluation, and adjustments overlap and interact. The development grows out of conscious and unconscious interdependencies. To realize deliberate policies in such interdependent situations, collective negotiations might be increasingly important. In Norway, the word “co-management” captures this process, which blurs the strict distinction between bottom-up and top-down governance.

One group of researchers has emphasized the need for more empirical studies in the field of governance to strengthen both conceptual and empirical knowledge [8].

We report on the results of a systematic, qualitative review of how eHealth governance has been conducted and experienced. We investigate how governance has been addressed and has played out in eHealth programs as described in the health
sciences literature. We do not aspire to compare different enactments of governance, but instead, perform a descriptive analysis by conceptualizing the characteristics of governance and the experiences presented in the cited papers. We also discuss how different models interfere with each other and summarize suggestions for improvements.

We have restricted our search to PubMed because digital health is a popular emerging topic, and it is of interest to learn how governance is addressed and considered in health sciences. On the basis of political and social sciences, we contribute to a cross-fertilization of scientific traditions by communicating with practitioners, medical internet researchers, and political health authorities.

**Question**

How do the papers included in the qualitative review define and consider governance?

**Objectives**

The objective is to arrive at informed, recognizable conceptualizations and considerations of governance models of eHealth, as presented and discussed in the scientific literature. In turn, we hope our results will help inform the discussion on how to govern such processes to obtain collectively negotiated objectives.

**Outline**

The remainder of the paper contains an account of the methods used, quantitative and qualitative results, and a discussion section in which we distinguish between and elaborate on models based on our constructs from interpreting the empirical results of the cited papers. We discuss suggestions for governance improvements, present our conclusions, and point to areas for further research. We also discuss the limitations of this review. Due to the coronavirus pandemic, we have provided a postscript that connects our models and conclusions to possible (eHealth) governance in the COVID-19 era.

**Methods**

**Qualitative Systematic Review**

A qualitative systematic review is a method for integrating or comparing with the findings from qualitative studies. It looks for themes or constructs that lie in or across individual qualitative studies and may employ selective or purposive sampling. This type of review produces a narrative synthesis with a thematic analysis and includes interpretive, conceptual models. The accumulated knowledge resulting from this process may lead to the development of a new theory, an overarching narrative, a wider generalization, or an interpretative translation. The goal is not aggregative in the sense of adding studies together, as with a meta-analysis; rather, it is interpretative and broadens the understanding of a particular phenomenon [9].

**Search Strategy and Information Sources**

Our search was performed in November 2018 using the previous version of PubMed. PubMed was updated in the spring of 2020. We searched “All fields” with the following search criteria:

Search ("governing reforms" OR (telemedicine governance) OR (governance “national telemedicine programme”) OR (governance “national eHealth programme”) OR (governance “national eHealth programme” OR (governance innovation ICT) OR (“innovative procurement” health*) OR (“innovative procurement” health) OR (“whole system demonstrator programme” lessons) OR (Sundhedsplatformen) OR (Governance “regional EHR implementation” Denmark)).

The search was restricted to scientific papers, including systematic reviews published in peer-reviewed journals. A systematic review was defined as an overview with an explicit question and a methods section with a clear description of the search strategy and methods used to produce the review. The review was also expected to report on and analyze empirical data. As many papers were retrieved (220), we included only reviews and papers published from 2010 onwards in the final review for pragmatic reasons.

**Inclusion Criteria**

**Population and Participants**

We included papers on the governance of national, regional, or global eHealth programs focusing on population, public health, hospitals, communities, patients, consumers, health professionals, and family caregivers, regardless of diagnoses or conditions.

**Interventions and Issues**

The review included governance issues connected to all eHealth interventions, information and communication technologies (ICT) for communication in health care, and internet-based interventions for diagnosis, self-management, and treatments. Social care was considered relevant if it was an important part of health care and occurred in collaboration with health care for patients with chronic conditions.

**Comparisons**

Papers that compared governance of eHealth and governance of standard care or other types of care were included in the review.

**Outcomes**

Only papers and reviews that reported relevant outcomes were included. Relevant outcomes were specified as eHealth governance with health-related outcomes (morbidity, mortality, quality of life, and patient satisfaction), process outcomes (quality of care, professional practice, adherence to recommended practice, professional satisfaction, governance strategies, organizational aspects, policy and implementation), and costs or resource use. Systematic reviews and papers reporting on emerging issues, such as unexpected findings or important new insights, were also included.

**Languages**

Articles published in English, French, or a Scandinavian language were included.

**Exclusion Criteria**

The governance of general health reforms, innovation programs, public reforms, and innovation programs was excluded, as were
conference papers, dissertations, proceedings, and irretrievable papers.

**Design**

Papers and reviews considered nonsystematic or nonrigorous, such as commentaries, editorials, and proceedings, were excluded, as were systematic reviews with major limitations (low quality) according to a revised checklist for systematic reviews from the Cochrane Effective Practice and Organisation of Care Group. If the same authors had produced several publications of the same review, the most updated and/or the fullest review was selected while other versions were excluded.

**Participants**

Studies with participants considered irrelevant to the review were excluded, such as studies on the use of ICT outside the health care domain. Animal studies were also excluded.

**Interventions Considered Irrelevant to the Review**

Studies on the governance of interventions considered irrelevant to the review included internet-based education of students and health professionals, medical technology in clinical practice in general, such as medical and surgical examinations and treatments based on computer technologies, except when used in remote diagnosis and treatment (telehealth); the use of telephones (including cell phones) only; eHealth as only a limited part of an intervention; and the use of the internet for surveys, research, web-based prescriptions, mass-media interventions, and veterinary medicine.

**Outcomes**

Articles without relevant outcomes were excluded, that is, those not meeting the inclusion criteria.

**Study Selection**

Articles were stored in the free software Rayyan, where we inserted the selection criteria and read the abstracts [10]. On the basis of the inclusion and exclusion criteria, two reviewers independently screened the list of the titles and abstracts from the literature searches and identified potentially relevant studies, the full-texts of which were then retrieved. We resolved any disagreement through dialogue between the two reviewers based on the selection criteria. The citations were then exported to EndNote.

**Data-Collection Process**

Data collection was carried out using a web-based data-extraction form created by the authors in Google Docs, which is enclosed in Appendix 1. The 2 authors collected data based on full-text papers. The following quality domains were assessed to identify, include, and critically appraise the studies: explicit accounts of data-collection methods, explicit accounts of methods used to analyze the findings, and overall assessments of the qualities of the papers and reviews.

**Analytical Perspective**

We analyzed the papers from a grounded perspective by interpreting the qualitative data in the included papers. Grounded theory is a form of empiricism that emphasizes inductive reasoning and hypothesis generation, in contrast to the hypothetic co-deductive model of the positivist scientific method [11]. Our interpreted models can be used as working hypotheses for further empirical development and research.

**Results**

In total, we included 44 of the 220 abstracts extracted from PubMed.

**Quantitative Results**

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses diagram below (Figure 1) presents the quantitative results [12].
Qualitative Results: Governance Models

In the background section, we briefly indicated 2 broad governance strategies: political governance, which normally depicts top-down processes and medical governance, which normally depicts bottom-up processes. On reviewing the 11 papers, we found it difficult to subsume all of them under either political or medical strategies.

Therefore, we constructed four governance models to categorize and conceptualize our findings. We chose to construct models because “Models seek to simplify phenomena as an aid to conceptualisation and explanation” [13]. They are also tools to realize a narrative synthesis, which includes thematic analysis and interpretive, conceptual models.

The 4 models are: political governance, medical governance, internet and global business governance, and self-governance.

We briefly describe the models below before sorting the different papers into them.

1. Political governance: Health policy and implementation are nation-state responsibilities. However, nation-states are also members of the World Health Organization, which has a global perspective on governance. Regional or local authorities are also responsible for collectively negotiating goals. National authorities can choose top-down governance approaches or delegate responsibility to the regional and local levels to facilitate bottom-up strategies. Some papers described this up-and-down process as a national "middle-out" approach to eHealth decision-making. We have conceptualized all these strategies as political strategies, implying that the top-down perspective is broad and dynamic, as our background section indicates.

2. Medical governance: The medical model implies that governance initiatives and executive agencies rest with medical and health care professionals and professional organizations, which provide the terms of development. This model also comes with dynamic adaptations, such as adjustments to the political model. In radiology, for instance, which was fully digitalized at an early stage, radiologists saw its national medical potential and consequently influenced political strategies.

3. Internet and global business governance: In this category, we include governance mechanisms by nongovernmental organizations, the health care industry, and private internet companies. The structure of the internet facilitates new business models, which may challenge political strategies and national control. The internet is accessible to almost everyone, and no international quality assurer exists, which prohibits the diffusion of information or services that might contradict medical evidence and challenge public health. Illicit drug sales on the internet is an example of a new business model.

4. Self-governance: This model builds on the development of the internet and the Internet of Things (IoT), which has paved the way for the personal governance of health by storing, developing, and communicating one’s own health data. This model considers eHealth to be developed by individuals’ efforts to optimize their own health. The self-management of diabetes through apps, for instance, may facilitate individual governance (by patients and citizens) of eHealth services through demand for new apps and simultaneously empower patients and strengthen their digital literacy.

The Political-Governance Model

The following 4 papers align with the political-governance model: Atalag addresses a single content model for eHealth interoperability and secondary use in New Zealand [14]; Park and Atalag address the national approach to health care ICT standardization and focus on progress in New Zealand [15];
Kierkegaard addresses interoperability after EHR deployment and describes persistent challenges and how the Danish government applied a combination of bottom-up and top-down strategies to realize full-scale EHR implementation [16]; de Riel et al [17] address success factors for implementing and sustaining a mature electronic medical record, iSante, in a low-resource setting in Haiti (Table 1).

In the political-governance model, eHealth is governed top-down through a national eHealth strategy. The papers included in this model describe national top-down strategies on technical infrastructure, legal frameworks, and institutional structures, such as national advisory boards or a multi-editorial expert group [15,16] (Table 1).

Atalag describes the national top-down strategy of New Zealand as a “middle-out transitional approach to achieving semantic interoperability in eHealth” [14]. Kierkegaard describes how the Danish authorities combined top-down and bottom-up approaches to realize national eHealth goals: “Changes in the organizational setup and redistribution of responsibilities between the Danish regions and the state play a pivotal role in producing viable and coherent solutions in a timely manner” [16].
<table>
<thead>
<tr>
<th>Reference</th>
<th>Country</th>
<th>1: Political governance</th>
<th>2: Medical governance</th>
<th>3: Global internet governance</th>
<th>4: Self-governance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atalag K., 2013 [14]</td>
<td>New Zealand</td>
<td>Single content model; top-down strategy – framework for standards</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Park YT, 2015 [15]</td>
<td>New Zealand</td>
<td>National Health Board and National Health IT Board; top-down strategy</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>De Riel E., 2018 [17]</td>
<td>Haiti</td>
<td>The Haitian Ministry of Health Management Unit; top-down strategy for a national electronic medical record model</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Kierkegaard P., 2015 [16]</td>
<td>Denmark</td>
<td>The National eHealth Authority; top-down strategy – frameworks for standards</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Wade, VA 2012 [18]</td>
<td>Australia</td>
<td>Governmental rebates for medical specialists using telehealth</td>
<td>Telehealth as a game-changer in clinical practice in ethical, legal and medical governance aspects</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Crocker M., 2010 [19]</td>
<td>United Kingdom</td>
<td>Neuroscience centers organized as a clinically driven tertiary referral service; bottom-up strategy from the medical society (radiology)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Sutton LN, 2011 [20]</td>
<td>United Kingdom</td>
<td>National PACS&lt;sup&gt;b&lt;/sup&gt; part of the National Program for IT after reacting to bottom-up strategy on realizing benefits</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Bagot KL, 2017 [21]</td>
<td>Australia and United Kingdom</td>
<td>Creating sustainable medical networks in stroke care; cultural differences in medical governance; bottom-up strategy</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Mackey TK, 2014 (A call for a moratorium) [22]</td>
<td>Global</td>
<td>N/A</td>
<td>N/A</td>
<td>Internet Corporation for Assigned Names and Numbers, nonprofit organization; bidding process and dot-health (health)-industry business strategy</td>
<td>N/A</td>
</tr>
<tr>
<td>Mackey TK, 2014 [23]</td>
<td>Global</td>
<td>N/A</td>
<td>N/A</td>
<td>Internet Corporation for Assigned Names and Numbers chose the International Chamber of Commerce to adjudicate dot-health concerns</td>
<td>N/A</td>
</tr>
<tr>
<td>Williams SJ, 2015 [24]</td>
<td>Global</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Self-management and web-based community member outside national health services; self-health-optimizing strategy</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
<sup>b</sup>PACS: Picture Archiving and Communication System
The Medical-Governance Model

The following 4 papers align with this model: Wade et al [18] presented a qualitative study of ethical, medico-legal, and clinical governance matters in Australian telehealth services; Sutton considers a Picture Archive Communication System and diagnostic imaging service delivery from the UK perspective [20]; Bagot et al [21] performed a qualitative analysis comparing with the experience of Australia and the United Kingdom in integrating acute stroke telemedicine consultations into specialists’ “usual practice”; and Crocker et al [19] address patient safety and image transfer between referring hospitals and neuroscience centers, exploring possible methods of improvement.

The bottom-up strategy may grow out of local needs [18,20], and sometimes it is picked up and transformed into a national top-down strategy. For instance, Crocker et al [19] claim that “Part of the remit of the National Programme for Information Technology in the NHS (NPfIT) was to improve neuroscience teleradiology.” The researchers wanted to evaluate whether their experiences were part of the national top-down strategy; so the paper describes how the medical society experienced their recommendations presented in an NHS report from 2004 being “largely ignored” in the national program. National top-down strategies do not necessarily align with bottom-up strategies [19].

Wade et al [18] state that, from a medical point of view (bottom-up), concerns about data security in telemedicine need to be governed through national top-down guidelines.

The Internet and Global Business–Governance Model

The following 2 papers align with this model: Mackey et al [23] addressed health domains for sale and argued for the need for global political health governance on the internet, and Mackey et al [23] discussed a call for a moratorium on the top-level domain “generic health” to prevent the commercialization and exclusive control of web-based health information [22].

These authors argue that the national jurisdiction of privacy and data protection is largely ignored and challenges existing international governmental organizations, such as the World Health Organization and European Union [7]. According to the authors, the business interests of large actors and market mechanisms overrule both political and medical governance.

Mackey et al [22] claim that the processes of the Internet Corporation for Assigned Names and Numbers (ICANN) “appear to favour business interests and generation of profits over the future integrity of the Health Internet, failing to make any tangible commitments to protect public health or enforce norms as would be found in a responsible global governance Framework.”

However, they also state that “Direct-to-consumer advertising of prescription products is not allowed in the vast majority of countries other than the United States and New Zealand, and it may be unlawful for pharmaceutical manufacturers to engage in multijurisdictional web-based advertising that could occur through future gTLDs (generic top-level domain name)” [23]. There is a lack of global governance in health that may challenge human rights in public health [23].

The Self-Governance Model

We have included one paper in this category by Williams et al [24], who discussed governance in terms of individual agency as opposed to political governance. They also envision the opposite of individual agency: the ways in which digitalization and the use of technological affordances change individuals and identities. The paper describes a complex model, a dynamic dualism between the governance of individuals by eHealth versus the self-governance of eHealth.

We have presented the included papers under 4 governance models: political governance, which is normally limited to nation-state jurisdiction, international, evidence-based medicine and health care guidelines, large-scale industries governed by business goals, and self-governance by consumers.

Summary of Empirical Results

Table 1 lists the 11 papers by author, year published, country in which the governance model is discussed, and model or strategy. Some papers do not refer to a specific country because they describe global models or models related to the consumers’ use of the IoT products and services.

Table 2 lists the included papers by author, year published, country in which the characteristics, experiences and challenges are described, and the suggested improvements related to a specific governance strategy. Three papers do not relate to a specific country but describe aspects related to global governance and self-governance models.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Country</th>
<th>Experience and performance (descriptive)</th>
<th>Considerations and suggested improvements (descriptive)</th>
<th>Trends and emerging governance models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atalag K, 2013</td>
<td>New Zealand</td>
<td>Suggesting “a middle out” approach; a single top-down approach does not produce the expected outcome; success relies on a relationship based on trust between the authorities and the medical society</td>
<td>The national Single Content Model is flexible and “enables smooth transition to a comprehensive solution through gradual replacement over time”</td>
<td>The openEHR trend and Archetypes; governance based upon a top-down strategy for interoperability</td>
</tr>
<tr>
<td>Park YT, 2015</td>
<td>New Zealand</td>
<td>Strong top-down governance strategy and organizational structures and rules has been the most important factors for successful eHealth governance</td>
<td>Next steps will be to analyze how the eHealth structure influence health outcomes and minimize errors</td>
<td>Strong belief in strong government involvement leads to successful goal attainment in eHealth</td>
</tr>
<tr>
<td>De Riel E, 2018</td>
<td>Haiti</td>
<td>A key learning is leadership engagement to create an understanding of how the system works</td>
<td>Haiti’s health care service is dependent on national and third-party funding; realizing a sustainable information and technology communication infrastructure is a muddle-through process</td>
<td>System migration to the OpenMRS platform to take advantage of a global community and ensure sustainability</td>
</tr>
<tr>
<td>Kierkegaard P, 2015</td>
<td>Denmark</td>
<td>Setting national goals and adapting the middle-out approach as part of a national strategy is the best way to realize full-scale implementation of electronic health records, an approach based on cross-regional coordination</td>
<td>A collective phase-out of all systems may be costly, but it may be the only way to create a common national platform of high interoperability; risk of regions working with one vendor, which creates regional dependency on an actor with market monopoly</td>
<td>The Danish framework is flexible and in line with the European Union eHealth Interoperability framework</td>
</tr>
<tr>
<td>Wade VA, 2012</td>
<td>Australia</td>
<td>This study indicates that telehealth can be a tool to realize medical quality of care governed bottom-up and in line with evidence-based medicine</td>
<td>The medico-legal aspects did not seem to be as difficult as anticipated; national reimbursement schemes may increase substantial system benefits</td>
<td>N/A²</td>
</tr>
<tr>
<td>Crocker M, 2010</td>
<td>United Kingdom</td>
<td>Image transfer is delayed by an immature technology infrastructure</td>
<td>Bottom-up recommendations from the teleradiology society in United Kingdom has been ignored by the top-down process</td>
<td>N/A</td>
</tr>
<tr>
<td>Sutton LN, 2011</td>
<td>United Kingdom</td>
<td>Creation of a UK reporting “Grid” with remaining organizational and governance challenges</td>
<td>Telehealth challenges around “team organisation” when the reporter and doctor are in separate organizations at a distance</td>
<td>Creation of a medical governance model in radiology across the United Kingdom which harmonize with the national top-down strategy of National Health Services</td>
</tr>
<tr>
<td>Bagot KL, 2017</td>
<td>Australia and United Kingdom</td>
<td>UK model: teledicine integrated in the specialist work plan; Australia telemedicine was ad hoc</td>
<td>Both networks see telemedicine as part of future organisation; can reduce workload by a “follow-the-sun model”</td>
<td>N/A</td>
</tr>
<tr>
<td>Mackey TK, 2014</td>
<td>Global</td>
<td>The governance of health-related internet domains should be run by international organizations and not by a for-profit company like Internet Corporation for Assigned Names and Numbers, which does not respond to actors who want this policy change</td>
<td>The international society should stop the Internet Corporation for Assigned Names and Numbers governance model</td>
<td>Is it feasible to realize a global internet governance model based on international interstate cooperation?</td>
</tr>
<tr>
<td>Mackey TK, 2014</td>
<td>Global</td>
<td>The governance model of dot-health and other internet health domains is not run by the World Health Organization or another international health organization, which may represent a global threat to public health: access to evidence-based medicine and quality assured health information</td>
<td>The main challenge is to realize a shift from a privately-run model to an international model governed by legitimate international public health actors</td>
<td>The combination of internet and global markets challenges political and medical governance</td>
</tr>
</tbody>
</table>
Discussion

Elaborating Models, Experiences and Suggestions for Improvement

This section focuses on the features and considerations of the different models, the ways in which they interfere with each other, and suggestions for improved governance.

Features and Considerations of the Different Models

Features and Considerations of Political Governance

The 4 papers in this category describe top-down governance models and discuss how top-down national policy has used regional eHealth models as tools to implement wider national health strategies through a defined framework and governmentally assigned top-level working groups.

When, for instance, the Danish government wanted to speed up EHR implementation, they focused on regional governance to replace their former top-down strategies. Likewise, when the government found it more suitable to decrease the number of existing EHR systems, they strengthened the top-down national model by using regional middle-out strategies [16]. The government encouraged cross-regional coordination as part of the national eHealth strategy (Table 2).

The history of Denmark’s health care system demonstrates the inherent difficulties of a state-centric approach to technology harmonization. Similar results have been obtained when other countries applied a top-down approach to national-level shared medical records, such as the ambiguities in the NHS National Programme for IT (NPfIT). Moreover, Denmark’s methods for overcoming the interoperability issues between EHRs demonstrated that health information exchange is not merely a technical issue, “but a challenge fraught with organisational and political complexities” [16].

In New Zealand, the government governs the top-down implementation of eHealth using a national eHealth strategy and standards. Atalag argued that it was difficult to achieve a high level of interoperability through a top-down strategy, partly because of resistance from different organizational actors. The model was therefore replaced by “a middle-out (transitional) approach to achieve semantic interoperability in eHealth” [14]. This approach was strategically used temporarily until the top-down approach was resumed (Table 2).

The Haitian model included three multi-site electronic medical records as the cornerstone of the broader planned national eHealth architecture, eventually feeding into an overarching system to aggregate health-indicator reporting (called Système d’Information Sanitaire National Unique). The Haitian Ministry of Health set this model as a priority in 2013 [17], a middle-out approach that included both the top-down governmental strategy, the bottom-up medical strategy, and the donor strategy as a third actor. This middle-out approach helped realize health policy goals related to sustainable health service.

The case from Haiti shows that a top-down strategy may apply in low-resource, donor-dependent settings. “Strong leadership was essential to system continuity and expansion. In addition, many developing countries may not have a legal framework that addresses management or protection of health information” (Table 2).

In New Zealand, Atalag emphasized that “the success of the described approach relies heavily on appropriate governance, and it is imperative to put in place new models of collaboration” [14]. The government of New Zealand, unlike those of other countries, established specific HIT bodies to drive and support standardization, including the National Health IT Board and the Health Sector Architects Group, which actively participated in the standardization processes (Table 1). They collected ideas from the health care industry and the public sector and developed HIT standards. In the second paper, Park and Atalag further emphasize that New Zealand’s governmental structures and processes may be a direct and efficient way of achieving the benefits of HIT standardization because government power has a strong influence on markets, and many health care organizations are under government control [15].

In summary, political-governance models encompass bottom-up, top-down, and middle-out approaches. We chose to label them top-down however, because even bottom-up strategies are a part of top-down governance since health care is a nation-state responsibility. These strategies seem to fluctuate dynamically within the nation-state, following a thesis-and-antithesis curve. Bottom-up and middle-out strategies seem to be shifting to improve top-down governance incrementally and instrumentally. The models enact governance through and of eHealth: influential human actors use eHealth programs as tools, and shifting strategies are applied to obtain wider health political goals.

Features and Considerations of Medical Governance

The political-governance model’s top-down focus on governance by standards, legal frameworks, and national boards may lead to an underestimation of other important aspects affecting governance, such as knowledge, identity, roles, cultures, trust, quality, and asymmetric power relations.

Medical governance may shed light on these aspects of governance in eHealth. Medical governance is enacted within medical networks by medical and health care professionals, who see potential in technology and create networks to maximize its benefits and improve medical practice. “Clinical governance is a systematic approach to implementing quality
and safety in health care, which aims to maximize evidence-based practice and reduce risk” [18]. In this paper, Wade et al [18] suggest that various examples have shown that telemedicine can be used to enforce medical governance as a driving force to support the uptake of evidence-based care because it has been difficult to change organizational cultures in health care systems. The literature on the organizational effects of telehealth has been sparse and has focused on the details of implementation. Wade et al [18] further comment on governance within eHealth communities: “Telehealth could be a key factor in quality improvement as it produces immediate contact between providers, is based on the management of real patients and promotes trust in interprofessional relationships” (Table 2).

Bagot et al [21] argue that clinicians must adapt to this new way of delivering services; adaptation subsequently affects the trust and roles and responsibilities between organizations that collaborate on eHealth governance: “Successful telemedicine networks require specialists adapting clinical practice to provide remote consultations.” The authors indicate a knowledge gap with respect to medical governance between different countries (Table 2).

Sutton discusses experiences in medical governance as part of the development of telemedicine networks: “It is important for local health care communities and their patients to ensure teleradiology does not destabilize or de-skill smaller departments. Teleradiology should be complementary and not an alternative to progressing development of the service locally by enhancing the expertise of the local radiology workforce” [20].

Radiology in England has undergone reorganization due to digitalization. Currently, following the merger of clusters into three main areas across England, there are three major Picture Archiving and Communication System providers with associated storage archives [20]. This process includes the medical society bottom-up: “The Radiology Service Improvement Team of the NHS . . . is now part of the NHS Institute for Innovation and Improvement” [20] (Table 2).

Other authors also note that the medical society opined that the teleradiology recommendations of the 2004 NHS Modernization Agency Neuroscience Critical Care Report have been largely ignored, even though “part of the remit of the National Program for Information Technology in the NHS (NPfIT) was to improve neuroscience teleradiology” [19].

The included papers demonstrate that implementing telemedicine services requires inter- and intraorganizational cooperation and raises questions that transcend standards, infrastructures, and legal frameworks. These include implementation challenges, clinicians’ trust, and the associated uncertainty around how best to ensure stable access to skilled personnel at local departments. There is also uncertainty about clinical accountability and responsibility. Clear governance of these aspects is considered crucial to clinicians.

Including high-ranking medical professionals in the implementation process of national programs, such as the NPfIT, is suggested to increase clinicians’ trust in national implementation. In cases where the medical society considered their input largely ignored, trust was lost in the top-down strategy. However, these papers do not describe how the implementation process is affected by the lack of trust from the medical society.

Other scholars who have evaluated national EHR implementation programs point out similar results: Strategic, organizational, and human challenges are usually more difficult to master than technical aspects” [25].

In summary, the medical model addresses governance within and by professional eHealth communities. Medical governance represents the bottom-up and middle-out perspectives. The papers describe how medical governance systematically outlines how digitalization maximizes evidence-based practice, reduces risk, and thereby increases quality and access to care. Trust, responsibility, role definition, and skill development are considered crucial to obtaining evidence-based results. This model also faces ongoing challenges that require serious effort to succeed.

**Features and Considerations of Internet and Global Business Governance**

In the governance literature, the term “organized anarchy” is used to describe a “loosely coupled” organized structure, which refers to a “relatively open and unspecialized” structure [7]. We interpret this model to denote the internet as a technology with affordances that facilitate organized anarchy. It transcends the jurisdictions and economies of the nation-state and allows global discovery and innovation. Technology facilitates the realization of this anarchy, opening the possibilities for actors to create organizations and services beyond national jurisdiction. eHealth can be part of this global development.

The 2 papers included describe how the internet, which consists of a hierarchical domain-naming system for the internet protocol addresses of computers, services, and other digital resources, relies on domain names as an easily recognizable way for users to search and navigate web-based content. “The Internet Corporation for Assigned Names and Numbers (ICANN), a nonprofit corporation founded in 1998 that controls this system, is currently undergoing the largest expansion of the internet in history” [23].

ICANN is a nongovernmental organization established by the United States government but is notionally independent of it. It manages this hierarchical naming system and roughly 500 accredited domain-name registrars. “ICANN relies on an international Board of Directors consisting of various ICANN constituents, a CEO, staff, and advisory committees consisting of stakeholders from national governments, Internet technical experts, and Internet organizations to inform its decisions” [22].

The authors of the two papers are critical of the ways ICANN governs, noting that it has created “the largest expansion of the Internet in history . . . adding over a thousand new generic top-level domain names (gTLD), potentially including a new .health domain and close to 20 other gTLDs related to medicine and health” [23]. They consider that ICANN’s complex, highly political process of awarding health-related gTLDs profoundly impacts information privacy, use, and sale as well as health
marketing and content quality, which could influence future trust, security, and credibility of the Health Internet. Hence, they argue that it is critical that applicants are carefully scrutinized to ensure that they are abiding by ethical principles, practices, and rules with respect to public health and the public interest.

More than 100,000 health-related websites are estimated to exist, and internet users may have difficulty accessing evidence-based sources and often seek information through simple search-engine queries (eg, Google, Yahoo, and Bing) that may prioritize sites of lower quality, undisclosed commercially sponsored content, irrelevant information, and/or misinformation. “For example, illicit online pharmacies have been detected illegally marketing and selling pharmaceuticals without prescriptions, misrepresenting crucial risk information, and not disclosing other risks of their often counterfeit and otherwise dangerous products” [23]. “Because it governs the majority of the domain name system, ICANN bears great responsibility for those standards, and how the Internet can be used to help or harm individual users” [22].

Objections to ICANN’s governance model have come from the World Health Organization, scholars, and international public health organizations. In 2000, the World Health Organization and other stakeholders proposed the formation of health top-level domain names (TLD), but ultimately their proposal was not chosen as one of the seven proof-of-concept names for new TLDs in that round [23]. The authors underline that ICANN lacks “enforceability, because it has no appeal process to take proactive action against websites that violate laws that accredited registrars fail to report. Consequently, many websites feature illicit online content with clear public health and patient safety concerns that registrars take no action against, such as websites selling medicines without a prescription and that also potentially traffic counterfeit or falsified medicines” [22].

The authors give reasons to worry that the situation will be exacerbated by simply awarding new health domains to the highest bidders. “ICANN’s processes appear to favor business interests and generation of profits over the future integrity of the Health Internet, failing to make any tangible commitments to protect public health or enforce norms that would be found in a responsible global governance framework” [22].

According to the United Nations, health is a fundamental human right. More people than ever are using the Health Internet to seek information and make behavioral choices. “Now is not the time either to compromise this legal right or complicate the factual reality, in favor of profit-making interests merely for the sake of unlimited Internet expansion” [22].

The authors argue that governing health-related internet domains should be a priority for international public health organizations as well as global IT organizations, such as ICANN, the World Health Organization, the International Telecommunication Union, the World Summit on the Information Society and its Internet Governance Forum. ICANN, as a nongovernment organization with a global autonomous governance structure, does not seem to make any tangible commitments to protect public health or enforce norms, as would be found in a responsible global governance framework [22].

In summary, this model exceeds the political and medical governance models and puts international business actors in a dominant role. The authors envision a rather dystopian future, especially for the governance of health data and services on the internet, and they argue for action by global health authorities.

**Features and Considerations of Self-Governance Models**

We have included one paper in this category. It describes how sleep-monitoring and diagnosing sleep problems and treatment were moved from medical governance to a self-governance model. This “health service” takes place outside health care institutions and is facilitated by the IoT, which may exist at the global level beyond nation-state jurisdictions. In this model, nongovernmental or private actors may deliver services outside the national health system, as discussed in the previous chapter.

The difference between these devices and previous portable devices is that the user–technology relationships configured by new digital sleep-monitoring technologies are primarily between sleepers and devices. “The information about sleep feeds directly back to the user, providing sleepers with new knowledge about their dormant (or not-so-dormant) body/self; knowledge that itself is imbued with a sense of responsibility for them to act to improve their sleep” [24]. The authors argue that sleep, or the sleeping body or self, is yet another site for improvement or self-optimization.

Further, they point out a certain seductive power in tracking, monitoring, and managing ourselves in the interest of self-knowledge, or even self-governance, for self-improvement or self-optimization.

Referring to Deleuze, the authors warn against forms of more or less continuous control [23,26]. Further, they envision submission and postpanoptical surveillance, referring to Massumi, Foucault, and Bauman [27-29].

In summary, self-governance enacts a dynamic between global internet governance that forces or nudges humans, on the one hand, to adhere to technologies and connected health businesses, and on the other, to rely on them as sources of individual self-governance and control. Governance is characterized by a shifting, dynamic tension: governance of the individual by eHealth (submission) versus self-governance within eHealth services, involving empowered, conscious citizens.

**The Ways the Models Interfere With Each Other**

Wade et al [18] argue that medical governance needs help from political governance to regulate responsibility, ethics, and accountability by stating that it is unclear whether responsibility should rest with the primary clinician or be divided between the local clinician, the distant clinician, and the technology provider. They substantiate this by asserting that this responsibility is not regulated in Australian law, noting that there is “no case law relevant to telehealth in Australia” [18]. In addition, they expect this to change: “These matters have not been resolved in Australia, although with the advent of universal telehealth rebates, standards for practice are under development by the professional colleges” [18].
Top-down political-governance strategies are used by national authorities to ensure national frameworks of standards and legal aspects, and medical governance seems to be used as a bottom-up model and strategy to ensure that the process is anchored and incorporated into medical practice. In the cases in Denmark and New Zealand (Tables 1 and 2), both governance models were expected to work in tandem. When the tension between them grew or the governments became aware of possible tensions that could slow the process, they used a middle-out approach to increase the legitimacy of the top-down eHealth strategy.

The middle-out approach is often defined by national advisory boards, which include multiple stakeholders. This was the case for Denmark, New Zealand, and Haiti, which recognized tensions between stakeholders and consequently included medical professionals, vendors, patients, and bureaucrats in their eHealth governance models to facilitate and enforce negotiations. eHealth governance is recognized as an arena for collective negotiations to co-manage tensions to realize national health policy goals.

The global internet and business model describes challenges concerning forces that are complex, ubiquitous, unpredictable, and ungovernable by established policy structures and strategies. This model defines governance in terms of challenges in the governance of health-related data and digital services. Such challenges occur because of interactions between technological affordances and international business actors.

According to the 2 papers on ICANN, the internet and global model interfere with the other 3 models because the ICANN overrules World Health Organization efforts.

The political models were based on the abilities of nation-states to regulate and govern eHealth policy alone or through international cooperation in international governmental organizations or supranational organizations. The anarchical structure of the internet adds a challenge to the political and medical governance of eHealth; however, combined with the internet’s global outreach, it facilitates business growth and reduces political and medical governance, leaving it up to the consumer to validate services and products. The European Union passed the General Data Protection Regulation to precisely address this challenge and protect consumers [30].

Self-governance may fit into wider patterns of voluntary and involuntary submission, particularly in the digital era of big data, which Williams et al [24] call “creeping forms of monitoring and surveillance that seem to characterize our lives today within and beyond the medical and health domains.”

Such submissions may also be used by global web-based businesses to target services to specific user groups and control markets. Thus, there is a tension between self-governance and global internet and business governance concerning control and manipulation.

Elaborating Suggestions for Governance Improvements

Scholars in the political-governance category articulate the need for more documentation of the successful, locally-led governance of donor-funded systems, including any capacity-building for local responsible entities and joint system design, planning, and implementation [17]. Experiences with political strategies point to a demand for ongoing efforts to improve them, with stronger political executive power building on medical relevance to achieve wider goals.

In the medical-governance category, scholars point out the need for continued monitoring of a more robust image-routing system across the NHS and audits of its functionality by the Connecting for Health Safety Team and the National Patient Safety Authority to combine bottom-up and top-down strategies [19].

In support of this argument, Sutton claims that “There is much hope that despite the current economic climate, the established IT programmes in the UK are able to continue to facilitate the development of new solutions. In 2010, the Department of Health in England adopted the ‘Quality, Innovation, Productivity and Protection’ agenda to maximize the benefits of existing IT systems and promote improved patient care and productivity” [20].

In a paper concerning ethical and legal matters in Australian and UK telehealth, the authors reported that Conducting organizational case studies would give a deeper understanding of the matters identified, particularly those of governance and system change” [18]. In their comparison of the integration of acute stroke consultations and specialists’ usual practice, the authors suggest that “Future research might investigate the transferability of UK and Australian experiences to broader European, Asian and American networks” [21]. In general, medical culture is similar across national borders.

The medical society is global and agrees on evidence-based medicine being the core driver of medical diagnoses and treatment procedures. However, integrating telemedicine into care requires juggling international medical culture and local cultural variations in medical delivery. Medical-governance strategies need to embed evidence-based medicine and telemedicine into different organizational set-ups. Incremental “juggling” is considered useful for solving organizational challenges.

Regarding internet and global business governance, the authors of the two reviewed papers suggest that “Focusing on the public good can be a first and crucial step to ensure an accurate, reliable, and evidence-based online presence for health for this generation and the next” [23]. They recommend that the “Internet community needs to be vigilant to ensure the reliability and trustworthiness of health information online, and take immediate action to secure the future integrity and proper governance of this important namespace for the health internet” [22]. The authors hope to encourage ICANN to appoint the World Health Organization and a multitude of governmental and health nongovernment organizations as sponsors. This presupposes that the World Health Organization has executive governance power with the ability to overrule the global internet market and the political governance within each member state. They express a need for political governance to dominate global business strategies.

The papers propose solutions for “future e-Health governance approaches to ensure the appropriate management of health
could be accomplished by requesting ICANN to recategorize health as a sponsored gTLD and proactively appoint WHO as its sponsors” [23]. They suggest that the World Health Organization should develop policies to ensure accountability and transparency in gTLD operations that meet the best interests of the global health community and enforce eligibility rules regarding all future health registrants.

They propose that the World Health Organization’s possible appointment as a gTLD sponsor should be governed by a diverse, globally representative board of health stakeholders in partnership with responsible internet service providers. “This governance mechanism can have representation and be organized into subject-specific advisory panels to review and recommend content to be included on for health” [23].

In the self-governance category, consciousness and data activism is important, which resonates with an argument from Alan Peterson, who calls for “algorithmic accountability’ which highlights the potential for citizens to create alternative futures—ones oriented to fulfilling human needs rather than techno-utopian visions” [31].

**Limitations of the Review**

By limiting our inclusion criteria to 2010 onwards, we might have missed important papers that could enhance the review. Qualitative reviews are not all-embracing, and the results are colored by the search criteria. Nevertheless, our paper provides valuable insights into various governance strategies at play in the realm of eHealth and valuable suggestions for further work to improve governance and scientific knowledge.

**Postscript – Governance and the Coronavirus Pandemic**

The current coronavirus pandemic might provide an excellent illustration of our findings and main conclusions.

To govern and control the pandemic, collective, transparent efforts are in demand: political decisions followed by financial incitements, firm global medical knowledge and advice, international business actors’ financial and ethical decisions, and personal decisions by citizens to adhere to the advice. Following a process when the collectively negotiated goal to fight the pandemic is at stake, puts strong demands on each of these “nodes” in dynamic co-governance.

**Conclusions**

We have identified 4 different governance models linked to national eHealth programs, national health ICT infrastructures, regional and local professional networks, Health Internet businesses, consumer-driven self-management solutions, and virtual health services beyond national health services.

The political model depicts governance through various management strategies to influence wider health political goals and innovation. The model also enacts eHealth governance by establishing financing schemes, infrastructures, standards, and laws. Stronger leadership, by involving stakeholders in national health IT boards, is suggested to achieve goals. The medical-governance model enacts governance within and by eHealth communities grounded in evidence and trust. The authors of papers addressing this model argue that evidence-based medicine should be the basis for the development of political-governance strategies. The internet and global business model put international business actors in dominant roles in eHealth governance, challenges the jurisdictions of nation-states, and limits the influence of international health actors, such as the World Health Organization. The authors of papers that address this model envision a dystopian future, especially for the governance of health data and services on the internet, and they argue for action by global health authorities. In the self-governance model, governance is characterized by shifting, dynamic tensions: governance and control of the individual by their submission to eHealth versus self-governance within eHealth by empowered, conscious citizens.

On the basis of this review, we conclude that to achieve health policy goals in large-scale eHealth policy programs, collective negotiations between nation-states, global policy actors, medical and self-governance actors, and global business and industry actors are essential. Digital technology affordances present opportunities for both benefit and harm concerning the realization of health policy goals, a dynamic that future studies should scrutinize. Technological affordances and both optimistic and pessimistic views deserve serious consideration.

According to our findings, further research is needed to produce knowledge about

1. How large-scale eHealth programs are realizing national and international health goals through collective negotiations
2. How the interference dilemmas between models are (creatively) accommodated and dealt with by patients or consumers to obtain quality and equal access
3. How the consequences of interference between models are (creatively) co-managed by global vendors, regional, national, and international governmental actors, and national and international nongovernment organizations to achieve health policy goals?
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Abstract

Background: The introduction of next-generation sequencing (NGS) into molecular cancer diagnostics has led to an increase in the data available for the identification and evaluation of driver mutations and for defining personalized cancer treatment regimens. The meaningful combination of omics data, ie, pathogenic gene variants and alterations with other patient data, to understand the full picture of malignancy has been challenging.

Objective: This study describes the implementation of a system capable of processing, analyzing, and subsequently combining NGS data with other clinical patient data for analysis within and across institutions.

Methods: On the basis of the already existing NGS analysis workflows for the identification of malignant gene variants at the Institute of Pathology of the University Hospital Erlangen, we defined basic requirements on an NGS processing and analysis pipeline and implemented a pipeline based on the GEMINI (GEnome MINIng) open source genetic variation database. For the purpose of validation, this pipeline was applied to data from the 1000 Genomes Project and subsequently to NGS data derived from 206 patients of a local hospital. We further integrated the pipeline into existing structures of data integration centers at the University Hospital Erlangen and combined NGS data with local nongenomic patient-derived data available in Fast Healthcare Interoperability Resources format.

Results: Using data from the 1000 Genomes Project and from the patient cohort as input, the implemented system produced the same results as already established methodologies. Further, it satisfied all our identified requirements and was successfully integrated into the existing infrastructure. Finally, we showed in an exemplary analysis how the data could be quickly loaded into and analyzed in KETOS, a web-based analysis platform for statistical analysis and clinical decision support.

Conclusions: This study demonstrates that the GEMINI open source database can be augmented to create an NGS analysis pipeline. The pipeline generates high-quality results consistent with the already established workflows for gene variant annotation and pathological evaluation. We further demonstrate how NGS-derived genomic and other clinical data can be combined for further statistical analysis, thereby providing for data integration using standardized vocabularies and methods. Finally, we demonstrate the feasibility of the pipeline integration into hospital workflows by providing an exemplary integration into the data integration center infrastructure, which is currently being established across Germany.

(J Med Internet Res 2020;22(10):e19879) doi:10.2196/19879

http://www.jmir.org/2020/10/e19879/
Introduction

Background
Combining omics data with other clinical patient data has been the focus of multiple studies in the past years [1-3]. In particular, the emergence and widespread use of next-generation sequencing (NGS) for the identification of pathological gene variants has led to an increase in the amount of data available for diagnosis. This has directly improved the quality of medical care for many diseases [4-6]. The meaningful combination of NGS data with other patient data from varying sources has been challenging for a number of reasons. First, the amount of data generated by NGS is vast compared to other data such as laboratory and clinical data, data derived from classical diagnostic tests, and demographic data, for example, age and gender. Second, NGS data typically contains many data points, which might not be relevant for subsequent analysis. Third, NGS data are highly sensitive in terms of privacy and more difficult to anonymize in a meaningful way. Therefore, any analysis within and across institutions will have to be carefully considered and crafted in a privacy-preserving manner. Many different studies have been conducted to investigate the feasibility of directly integrating omics data into clinical data repositories such as OMOP (Observational Medical Outcomes Partnership) [7], i2b2 (informatics for integrating biology and the bedside), and transMART [2]. The OHDSI-OMOP (Observational Health Data Sciences and Informatics-OMOP) common data model (CDM) focuses on observational research, and i2b2 focuses on the integration of different types of data into 1 clinical repository. These systems require an extra genomics pipeline to be run before the data can be loaded and integrated into the data repositories. Many of the proposed methods are not optimized for initial data investigation, automatic annotation of the data, or privacy-preserving cross-hospital analysis.

This study focusses on bridging this gap by creating a system that supports the whole process. It starts from variant call format (VCF) files. The data are then annotated and preanalyzed. In the final step, selected genomics data are combined with other structured and standardized patient data in 1 data set in a table format for further statistical analysis. We achieve this by extending the open source framework GEMINI (GENome MINIng) [8]. It allows a user to load VCF files and places genetic variants, sample phenotypes and genotypes, as well as genome annotations into 1 database. This supports powerful exploration of genetic variations for disease and population genetics. GEMINI makes it possible to analyze the NGS data using structured query language (SQL), which allows researchers to filter variants by clinical relevance, rarity, and read quality. Our proposed system then combines GEMINI with the Fast Healthcare Interoperability Resources (FHIR) [9], a standard for health care data exchange. FHIR describes the clinical information in so-called resources. These modular components describe different elements found in electronic health records, for example, a patient or a clinical observation such as a laboratory result. It was developed to address the shortcomings of the previously developed HL7 clinical care document standard. The FHIR standard aims to improve interoperability, and its lightweight nature and direct use of common data formats such as JSON and XML allows it to easily integrate with lightweight web services, similar to the ones created in the pipeline described here.

In order to create a pipeline on standardized data such as FHIR, heterogeneous hospital data need to be transformed into a standardized format first. The German Medical Informatics Initiative (MI-I) [10] has recently funded 4 consortia of mainly university hospitals across Germany to investigate how heterogeneous clinical data, including omics data, can be integrated into clinical data repositories. One aim of the MI-I is to establish data integration centers (DICs), which are the backbone of the cross-hospital and cross-consortia communication. The DICs will provide different services, including data integration, data harmonization, standardized data repositories, consent management, and ID management [11-14]. This study builds on efforts of 2 use cases from the MIRACUM (Medical Informatics in Research and Care in University Medicine) [14], particularly on 1 use case, which aims to establish a genomics pipeline to support NGS data interpretation and clinical decision making at molecular tumor boards. This MIRACUM-Pipe [15], similar to other genomics pipelines, creates VCF files in the process. These VCF files provide a good point of integration for further data analysis beyond the use for the molecular tumor board. Another use case of the MIRACUM consortium focuses on analyzing data within and across hospitals in a privacy-preserving manner, as well as deploying prediction and decision support models in a clinical context.

Aim of the Study
In order to treat individual patients within the molecular tumor board, individual sequencing data are generated in VCF. Our study supports research by building on these data, aggregating them across multiple patients and enriching them with clinical data. These integrated data sets are analyzed with open-source analysis tools and frameworks to generate or validate hypotheses. Our proposed system extends GEMINI with multiple web services and a user interface to support the whole data flow as well as the subsequent integration with the already established FHIR [9] data repository, KETOS [16], and DataSHIELD [17] platforms for statistical analysis. To validate our approach, we implemented and applied this data analysis pipeline to data from the 1000 Genomes Project, which yielded highly consistent results. We then applied our pipeline to high-throughput gene panel sequencing data from a cohort of 206 patients from the Institute of Pathology of the University Hospital Erlangen and compared the findings with the results of the established Illumina genomics pipeline [18]. Finally, as a proof of concept, we combined the selected data from this patient cohort with diagnosis codes from the local FHIR server.
and analyzed the correlation between locations based on the diagnoses and gene mutations to demonstrate one potential use of the system.

**Methods**

**Common Requirements for NGS Analysis**

To understand the requirements for NGS analysis, we studied the status quo of the Institute of Pathology of the University Hospital Erlangen. The institute analyses gene mutations by using a commercial pipeline provided by Illumina and presents its findings to the local molecular tumor board. A detailed description of the DNA and RNA library preparations from patient tissues can be found in Multimedia Appendix 1. The pipeline currently used by the institute has limited capabilities when it comes to performing cross-patient analysis and is not easily integrated with other open-source solutions. Therefore, the following requirements were defined, which need to be met: be on-premises, be open-source, deliver the same results as a commercial product, allow analysis across multiple patients, and possibility of web-based integration with existing and new infrastructure to be developed.

**Data Analysis**

The biggest drawback of the current system is that it does not support cross-patient analysis and integration of additional patient data, as the patient data are distributed across multiple systems in the hospital. The system therefore does not currently support a way to, for example, correlate a patient’s diagnosis with particular gene mutations as is done in our exemplary analysis shown below. We therefore propose a new pipeline, which improves on these drawbacks. Figure 1 depicts the multistep analysis workflow of such a genomics pipeline. In the first step, VCF files are uploaded into a database for gene annotation and, subsequently, gene variant filtering and analysis. To allow further processing of the data, it is crucial to filter variants that are irrelevant for a particular research question. The amount of data and noise must be reduced. For this, researchers need to be able to query and filter the genomic database. This would satisfy any research only focusing on NGS data; however, in a clinical setting, NGS data become truly meaningful when clinical patient data are available. To achieve this, a standardized way to combine genomics data with clinical data is essential. Finally, combined data needs to be transformed to a common format that can easily be analyzed, processed further, and integrated into existing data analysis frameworks. The resulting system described in Figure 1 can be split into 2 larger parts: (1) Part 1: an NGS processing and analysis pipeline and (2) Part 2: a system for integrating clinical patient data for further analysis.

**Figure 1.** Genomics pipeline and analysis system. NGS: next-generation sequencing; VCF: variant call format.

![Part 1: NGS Processing and Analysis Pipeline](image)

**Part 1: NGS Processing and Analysis Pipeline**

Figure 2 shows the first part of the architecture of the implemented genomics pipeline and analysis system. The proposed system includes a graphical user interface (GUI, Figure 2), which supports all steps. The GUI is used to upload a VCF file via the VCF web service, which is then processed and loaded into GEMINI via the GEMINI web service. The web service then uses our integrated GEMINI pipeline (Figure 3) to process and load the data into GEMINI.
This GEMINI pipeline (Figure 3) first decomposes the VCF file using the Variant Tools software [19] decompose functionality, which splits up multiallelic variants of a VCF file, resulting in a separate row for each reference sequence/alternative sequence pair. The decomposed VCF file is then normalized using the normalize function of the Variant Tools software. This step ensures that each VCF entry is left aligned and parsimonious, as described by Tan et al [20]. The resulting VCF file is then automatically annotated using the SNP (single nucleotide polymorphism) effect (SnpEff) tool, reported by Cingolani et al [21]. The SnpEff annotation process enriches the VCF file with information about possible effects or malignancies. One important functionality of GEMINI is the addition of multiple extra annotations during the load process.

Once loaded, data can be analyzed using the user interface (GUI, Figure 4) and the GEMINI web service. The user interface allows one to download a GEMINI database in the form of an SQLite file for further use. It further implements a web-based query tool for the GEMINI database. The advantage of this web-based query tool is that the researcher does not need to learn how to use the command line tool, while still providing full GEMINI query functionality.
**Part 2: A System for Integrating Clinical Patient Data for Further Analysis**

Figure 5 depicts the structure of the complete system (numbers indicate the order of the executable steps). A VCF file (Step 1) is read, annotated, and loaded into GEMINI (steps 2-4). Then, NGS data are combined with nonomics, clinical patient data in an FHIR format using the patient ID as a link in a prepared data set (steps 5-8) for the final analysis. The combining of the NGS and clinical patient data is performed by the combining web service, which is described in more detail with an example in the Results section. One of the advantages of an on-premises open source solution is the straightforward extendibility with the other already established web services. Here, we used the KETOS analysis platform established as part of the local DIC. Further, the creation of a prepared data set in the form of a comma-separated values (CSV) file allows a direct import into the DataSHIELD platform for privacy-preserving cross-hospital analysis (steps 8, 9a, and 9b). DataSHIELD supports this as its underlying data warehouse supports the loading of CSV files for further analysis.

Figure 5. Combining genomics and patient data. VCF: variant call format; GEMINI: GEnome MINing; FHIR: Fast Healthcare Interoperability Resources.
Results

Overview
We implemented and deployed the above-described architecture at the University Hospital Erlangen. Its functionality was then validated by comparing the results of our analysis system to the results from the 1000 Genomes Project [22] and subsequently by assessing the ability of the system to identify relevant tumor-associated gene variants. Finally, we used the system to combine gene mutation data from 206 patients with diagnosis codes from the local FHIR data repository. We analyzed the resulting prepared data set by using KETOS and Jupyter Notebook (interactive cell-based code development in a web browser) [25].

Comparison with the 1000 Genomes Project
To demonstrate the accurate functionality of the pipeline, we investigated the genomic variations of the X-chromosome in a cohort of 1092 individuals, which were studied in the initial phase of the 1000 Genomes Project [26]. First, we loaded the publicly available VCF file data supplied by the study into a GEMINI database by using our pipeline. Then, we compared the variation data in our database to the results from the 1000 Genomes Project [27] (Table 1).

Table 1. Comparison of the statistical evaluation of the 1000 Genomes Project and GEMINI (GEnome MINing) pipeline.

<table>
<thead>
<tr>
<th>Mutations</th>
<th>1000 Genomes Project (n)</th>
<th>GEMINI (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single nucleotide polymorphisms</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total variants</td>
<td>~1,300,000</td>
<td>1,275,275</td>
</tr>
<tr>
<td>Average per sample</td>
<td>~105,000</td>
<td>104,757</td>
</tr>
<tr>
<td>Indels</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total variants</td>
<td>~59,000</td>
<td>59,157</td>
</tr>
<tr>
<td>Average per sample</td>
<td>~13,000</td>
<td>12,715</td>
</tr>
<tr>
<td>Large deletions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total variants</td>
<td>432</td>
<td>432</td>
</tr>
<tr>
<td>Average per sample</td>
<td>26</td>
<td>26</td>
</tr>
</tbody>
</table>

As shown in Table 1, results generated with our system were identical to the results generated by the 1000 Genomes Project. The analysis, including converting and loading the data into GEMINI, took approximately 3 hours to run on a MacBook Pro (15-inch, 2016)-System with 2.7 GHz Intel Core i7-Processor and 16 GB 2133 MHz LPDDR3-RAM. Once loaded, the SQL queries took approximately 120 seconds to complete. This clearly demonstrates that the bottleneck is loading the data rather than the subsequent analysis using GEMINI.

Comparison With Illumina Pipeline and Genomic Analysis

Single Patient Analysis
We loaded individual patient–derived VCF files into the GEMINI database and prepared an SQL query according to established filter criteria used in the Illumina pipeline at the Institute of Pathology. In the first iteration, the resulting SQL query (Multimedia Appendix 2) filtered the following: all variants that failed to pass any of the variant quality filters, all variants that displayed a low impact in regard to protein functionality, and all variants that were not considered pathogenic as they did not change the coding protein (eg, synonymous variants, intronic variants, upstream/downstream variants). In addition, all variants with a population-based allele frequency of ≥2% were also excluded. Table 2 shows an exemplary comparison of the results from the Illumina versus the GEMINI pipeline. Illumina VariantStudio yielded 16 variants, while GEMINI yielded 15 variants. The Illumina VariantStudio included chromosome 4 position 10085736. GEMINI also included chromosome 9 position 21970916.
## Table 2. Comparison of the filtered results of the mutations in the GEMINI (GEnome MINIng) and Illumina pipeline.

<table>
<thead>
<tr>
<th>Chromosome</th>
<th>Position</th>
<th>Codon change (according to the Human Genome Variation Society coding)</th>
<th>Illumina</th>
<th>GEMINI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40366658</td>
<td>c.539A&gt;G</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>1</td>
<td>40366659</td>
<td>c.537_538insCG</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>215632255</td>
<td>c.1518_1519delTGinsCA</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>12645693</td>
<td>c.776C&gt;G</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>106156187</td>
<td>c.1088C&gt;T</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>112178795</td>
<td>c.7504G&gt;A</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>176520270</td>
<td>c.1189_1190delGGinsAC</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>176522605</td>
<td>c.1702_1704delCCAinsGCC</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>116411990</td>
<td>c.3029C&gt;T</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>9</td>
<td>21970916</td>
<td>c.442G&gt;A</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>16</td>
<td>3778424</td>
<td>c.6624A&gt;C</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>16</td>
<td>3779338</td>
<td>c.5709dupG</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>16</td>
<td>3779338</td>
<td>c.5709delG</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>17</td>
<td>7579408</td>
<td>c.277_278delCT</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>22</td>
<td>41546158</td>
<td>c.2773C&gt;A</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Based on this result, we revised the filter criteria ([Multimedia Appendix 3](#)) so that only variants with the filter impact_severity high or one of the impact types (disruptive_inframe_deletion, disruptive_inframe_insertion, missense_variant) were included in the results. Furthermore, the ClinVar database was used to assess the pathogenicity of individual gene alterations, which is readily available in the annotated GEMINI database. All mutations that were classified as benign, likely_benign, and benign/likely_benign according to the ClinVar database were deleted from the data set. Mutations without known ClinVar status were kept and manually classified by interrogating web-based variant repositories. The adjusted SQL query yielded the same results as the Illumina pipeline, which qualifies the open source solution for routine use in clinical practice. Finally, the automation of the filtering steps saves hands-on time of approximately 30 minutes per patient analysis.

### Multiple Patient Analysis

We used gene sequencing data of 206 patients from the University Hospital Erlangen. To analyze the data, the 206 individual VCF files were first merged and then loaded into GEMINI. Each file had a size of 57 MB, which adds up to a total file size of 12 GB. The merged VCF file had a size of 4.8 GB, and the GEMINI database a size of 664 MB. To analyze the whole patient cohort, we first created an SQL query to provide simple descriptive statistics of the cohort, such as the overall number of mutations by impact_severity and type (snv, indel). As expected, most mutations were classified with a low impact severity. We then further analyzed the merged data with another SQL query to determine the occurrence of gene mutations, impact, and codon_change ([Multimedia Appendix 4](#)). This analysis revealed that impact_severity is not a suitable filter for dichotomizing high impact variants from synonymous variants. Therefore, specific impacts (impact column) were used instead. In addition, the same filter criteria as described for the adjusted query were used for further analysis ([Multimedia Appendix 3](#)). Looking at the results in more detail, it became clear that many of the mutations were sequencing artefacts, which would have to be excluded before further analysis. Especially critical is the fact that merging of multiple VCF files leads to information loss and reduces the quality of the sequencing data. We discovered that the merge function vcf-merge of VCFtools only keeps the lowest passed quality filter for each variant. This means that a higher quality grade will only be listed in the FILTER column if it was passed by each sample for a variant. Other merge functions such as the merge function of BCFtools allow the user to choose between either keeping the lowest passed or the highest passed filter for each variant. However, in all cases, the quality criteria of each individual sample cannot be reconstructed. This poses a potential problem for further analysis as 1 low-quality read for a variant in 1 sample would obscure potential good results in others, leading to the exclusion of good-quality reads; vice versa, 1 high-quality read may mask low-quality reads, which might impact the data analysis. A solution for this problem is to either exclude particularly poor-quality samples before joint analysis is executed or to load and analyze samples individually in an automated way. This will preserve sample quality information in a combined data set.

### Creating a Prepared Data Set for Combined Analysis

To create a combined prepared data set and to make it available for further analysis, we integrated the combining web service with the KETOS platform by making the web service, which combines the NGS data with the nonomics data, available to the KETOS host by using internet protocol address restriction.
as well as password protection. The combined prepared data set is a combined subset of all the available NGS and clinical data, which were prepared for 1 specific research question. The combining web service data for a particular research question is identified using JSON syntax. It includes an fhir part to specify patient data in the form of the required FHIR resources and a GEMINI part to specify the filtered variants to be included. The specification also requires patient IDs to identify the patient cohort for further analysis (see Multimedia Appendix 5). In an initial combining web service specification, we required the user to specify the exact variant positions and alleles. This resulted in a data set similar to Table 4. This allowed us to avoid information loss regarding read quality, as the combining web service can query an individual database for each patient, thereby omitting data-merging steps. The resulting data set could then be imported into the KETOS analysis environment where further analysis could be conducted within a Jupyter Notebook [25] by using a researcher’s favorite tools. Further, the comma-separated nature of the data set means that it could also be imported into DataSHIELD, which supports further privacy-preserving analysis across institutions.

Exemplary Analysis of Tumor Entity and Diagnosis Inside KETOS by Using Jupyter Notebook

As a proof of concept for our system, we created a data set with combined diagnostics and tumor mutational data for further analysis. The initial data set included 206 patients. In the first step, we identified 135 cancer-related diagnosis codes across our cohort. We then used the revised GEMINI query (Multimedia Appendix 3) to collect the gene mutations across our cohort. The combined data set comprised 206 patients, 135 diagnoses, and 152 genes. The final raw data set had the format shown in Table 4.

Using Jupyter Notebook in one of the analysis environments inside the locally installed KETOS data analysis platform; we requested the data from our combining web service. Patients without diagnosis were removed. We removed all secondary tumor diagnoses from our data set and focused on primary tumor locations. Tumor entities represented by less than 4 patients were regarded as underrepresented and were also removed prior

Table 3. Example of a prepared data set.a

<table>
<thead>
<tr>
<th>Patient_ID</th>
<th>Gender</th>
<th>Date of birth</th>
<th>Disease</th>
<th>&lt;prefix&gt;b ref</th>
<th>&lt;prefix&gt;b alt</th>
<th>&lt;prefix&gt;b gts</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>male</td>
<td>01.10.41</td>
<td>1</td>
<td>G</td>
<td>C</td>
<td>C</td>
</tr>
</tbody>
</table>

*aThis table shows only the examples of values.

b<prefix> is the concatenation of the chromosome, chromosomal location of the variant, and nonreference allele, eg, chrX#154158284#154158285#C#—this would, for example, result in the following column name: chrX#154158284#154158285#C#.

Table 4. Format of the initial raw data set.a

<table>
<thead>
<tr>
<th>Patient_ID</th>
<th>Gender</th>
<th>Date of birth</th>
<th>Diagnosis (ICD10 Code)</th>
<th>Gene</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSEUDO-ID-1</td>
<td>Female</td>
<td>01.01.50</td>
<td>2019-01-01T00:00:00+00:00</td>
<td>PIK3CB</td>
</tr>
<tr>
<td>PSEUDO-ID-2</td>
<td>Male</td>
<td>01.01.50</td>
<td>2019-01-01T00:00:00+00:00</td>
<td>PIK3CB</td>
</tr>
<tr>
<td>PSEUDO-ID-3</td>
<td>Male</td>
<td>01.01.50</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PSEUDO-ID-4</td>
<td>Male</td>
<td>01.01.50</td>
<td>2019-01-01T00:00:00+00:00</td>
<td>-</td>
</tr>
</tbody>
</table>

aSince the combined data set comprised 206 patients, 135 diagnoses, and 152 genes, values shown in this table are only examples, as the entire data cannot be represented here.

bExamples of IDs of patients.

cExamples of genders.

dExamples of birth dates of patients.

eExample value, C20 or C61; timestamp diagnosis. (One column per diagnosis - if there is no diagnosis for a patient, the column will be empty in this patient's row.)

fInternational Classification of Diseases.

gGene name examples. (One column per Gene - if there is no gene mutation for a patient, the column will be empty in this patient's row.)
to further analysis. This yielded a sample group of 124 patients across 12 tumor entities. A total of 142 unique genes with mutations were identified across this population. As a proof of principle, we aimed to identify the driver mutations for each tumor entity. Therefore, we included only genes that were mutated in more than 50% of the patients, resulting in the heat map depicted in Figure 6. This filtering step identified 14 frequently mutated genes within the patient cohort, mainly bona fide tumor suppressor genes such as APC, ATM, BRCA2, or TP53 and well-known protooncogenes such as GNAS, KRAS, and NRAS. Notably, this analysis revealed tumor characteristic mutational profiles. For instance, the colorectal cancer cohort displayed a characteristic rate of APC, TP53, KRAS, and NRAS mutations when compared to previously reported data [28]. Likewise, KRAS mutations were highly prevalent in the pancreatic cancer cohort, a malignancy with an observed KRAS mutation rate of up to 95% [29]. Since patients with cancers were distributed across multiple sites and the number of patients for some locations was small, a very accurate distribution by location might have been lost in the analysis process. This could be remedied using a larger sample size and factoring the multisite cancers into the analysis.

**Figure 6.** Distribution (%) of the gene mutations by location. Y-axis: location (number of patients); x-axis: gene, eg. 80% for stomach for TET2 means that 4 of 5 patients with stomach cancer had a mutation in TET2.

**Discussion**

**Overview**

We presented an open-source web-based NGS annotation pipeline based on the GEMINI database, which produced the same results as the established Illumina pipeline used in routine diagnostics. We then extended our pipeline to combine the annotated NGS data with other clinical data and demonstrated the feasibility of our approach in an exemplary analysis, which combined gene mutation data with clinical diagnosis codes. The new pipeline improved on the current pipeline by supporting this cross-patient analysis. This allowed us to combine the NGS data with other patient data from other systems across the hospital in 1 data set. The source code of this project is open to the public and is available on GitHub [30].

Previous studies have investigated the integration of omics with other clinical data. In particular, 2 larger systems, which have recently seen efforts to achieve this integration, are the OHDSI-OMOP CDM and i2b2. Murphy et al [2] compared 3 different strategies for integrating omics data into i2b2, 2 of which combined omics and clinical data in the same database. The third approach is similar to the one described in this study. It kept omics data in a separate database. For the OMOP CDM, NGS data were integrated into 1 database with clinical data by creating additional tables for the omics data. All approaches had 1 thing in common that they did not provide a user interface for loading data into the respective databases. In contrast, our pipeline significantly improves usability by providing a user interface, which allows a user to process VCF files and load them into the GEMINI analysis database. Additionally, using an established omics database allowed us to fast-track querying and preanalysis of the genomics data, thereby significantly reducing the amount of data at an early stage in the process.
GEMINI is part of the pipeline used by the MIRACUM consortium and therefore provides us with a clear point of integration. This means that once the MIRACUM-Pipe has been established across the different DICs, it can potentially replace the Illumina pipeline and integrate directly with the solution described here.

Generalizability of the Pipeline
In this paper, we focus on the integration with the DICs currently being established across Germany. However, as the system relies on common formats (VCF for NGS data and FHIR for clinical patient data), it could easily be applied to other hospitals. The FHIR format, in particular, is currently seeing a rise in popularity and as electronic health record vendors will provide more and more data in the FHIR format, establishing a local FHIR store with patient data should be feasible for many institutions. However, as with any standardized format, studies that have captured data in their own format or another standard format such as OMOP would have to convert their data into FHIR formatted data in order to take advantage of this solution. As the whole solution can be deployed on premises, acceptance for the solution should be high as the deployment can be tailored to the specific needs of individual institutions and no data has to leave the institution at any time. In our example, we show how the prepared data sets, which result from the pipeline, can be analyzed in Jupyter Notebook and KETOS, a web-based analysis platform. Generally, the prepared data sets in the CSV format could be read into many other analysis platforms such as DataSHIELD, converted into table-like formats, and analyzed further.

Potential Use of the System
We have demonstrated in this paper how our system can be used to combine diagnoses with NGS data for further analysis. Connecting the system to an FHIR repository of standardized data means that there is a great opportunity to undertake further analyses in the future with other data available in an FHIR store. The MIRACUM FHIR store at the University Hospital in Erlangen currently has information about patients, encounters, diagnoses, laboratory results, procedures, and medications. The system described here would, for example, support further investigation of the correlation between the diagnosis of COVID-19, disease outcome from hospital discharge information, and gene mutations. The prerequisite for this would be that the gene sequences of respective patients are sequenced as part of a wider investigation.

Lessons Learned
We were able to augment the existing GEMINI software with web services. The resulting pipeline, which is based on the open source project, could be hosted on premises. It fulfilled the requirement of producing the same results as the established commercial pipeline. One of the biggest drawbacks of the GEMINI database is that it does not allow the uploading of the data of multiple patients directly into 1 database. Instead, data from multiple patients have to be merged first, which leads to a loss of information regarding the sequencing quality for a particular variant. This may impact analysis and data interpretation as low-quality reads and high-quality reads would be interpreted in the same way. However, this limitation can be augmented by preselecting files with good-quality reads or loading each file individually and focusing only on variants that are relevant to the particular research question. The combining web service in sql_mode described above can also be used for this type of analysis by simply requesting GEMINI data from individual databases. Once loaded into the GEMINI database, queries for a particular variant were very fast and results were returned within seconds, making the analysis across multiple patients feasible.

Limitations
The web-based user interface provides direct access to different databases. However, exporting prepared data sets is currently not supported and has to be triggered using a web service representation state transfer call. Therefore, the platform presented here requires the user to be proficient with SQL and basic programming skills in order to extract and analyze the data, making it unsuitable for users with no programming or SQL skills. The chosen method of prefiltering data for further analysis using an established, fast open source tool allows one to avoid large data volumes. However, it also limits the explorative analysis of NGS with other patient data. The medical device regulations in Germany approves the use of the system described above for research purposes only. The MIRACUM DICs follow these regulations. The reliance on FHIR requires the infrastructure to provide an FHIR server. However, the MI-I initiative has already set FHIR as the format of choice for interconsortia communication [31].

Future Directions
In this study, we focused on 1 hospital to show how a potential analysis can be made possible within a hospital. In the future, it would be of interest to duplicate the platform across multiple hospitals to establish cross-hospital analysis pipelines and run analyses across institutions by using DataSHIELD. Pipeline automatization, ie, automated variant annotation and execution of predefined variant filtering/classification steps as well as automated inclusion of results in clinical reports could lead to significant time savings. Another prospective extension would be the integration of therapy suggestions from different web-based databases such as Somatic Mutations In Cancer [32], My Cancer Genome [33], and ClinicalTrials.gov [34]. The prepared data set or combining web service should be integrated further into existing workflows to automate data selection and preparation as well as to make the data provision easier. The FHIR standard for patient data is constantly being developed and as electronic health record vendors will provide more and more data in the FHIR format, establishing a local FHIR store with patient data should be feasible for many institutions. The web-based user interface provides direct access to different databases. However, exporting prepared data sets is currently not supported and has to be triggered using a web service representation state transfer call. Therefore, the platform presented here requires the user to be proficient with SQL and basic programming skills in order to extract and analyze the data, making it unsuitable for users with no programming or SQL skills. The chosen method of prefiltering data for further analysis using an established, fast open source tool allows one to avoid large data volumes. However, it also limits the explorative analysis of NGS with other patient data. The medical device regulations in Germany approves the use of the system described above for research purposes only. The MIRACUM DICs follow these regulations. The reliance on FHIR requires the infrastructure to provide an FHIR server. However, the MI-I initiative has already set FHIR as the format of choice for interconsortia communication [31].

Conclusion
In this study, we successfully demonstrated how NGS genomics data can be combined with FHIR clinical data to provide accessory analysis to existing gene variant analysis solutions in clinical settings. The chosen method of prefiltering data for further analysis by using an established database, which is based on the fast GEMINI open source tool, means that large data
volumes can be avoided. In addition, we showed that a pipeline and web services built on open-source tools delivered the same results as a commercial product and could be hosted on the premises, and be integrated well within a clinical DIC, building on existing structures, and benefiting from the data standardization DICs provide. Finally, we showed how the system could be used to create and analyze a data set, which included gene mutation and diagnosis data.
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Abstract

Background: In the prevention and control of infectious diseases, previous research on the application of big data technology has mainly focused on the early warning and early monitoring of infectious diseases. Although the application of big data technology for COVID-19 warning and monitoring remain important tasks, prevention of the disease’s rapid spread and reduction of its impact on society are currently the most pressing challenges for the application of big data technology during the COVID-19 pandemic. After the outbreak of COVID-19 in Wuhan, the Chinese government and nongovernmental organizations actively used big data technology to prevent, contain, and control the spread of COVID-19.

Objective: The aim of this study is to discuss the application of big data technology to prevent, contain, and control COVID-19 in China; draw lessons; and make recommendations.

Methods: We discuss the data collection methods and key data information that existed in China before the outbreak of COVID-19 and how these data contributed to the prevention and control of COVID-19. Next, we discuss China’s new data collection methods and new information assembled after the outbreak of COVID-19. Based on the data and information collected in China, we analyzed the application of big data technology from the perspectives of data sources, data application logic, data application level, and application results. In addition, we analyzed the issues, challenges, and responses encountered by China in the application of big data technology from four perspectives: data access, data use, data sharing, and data protection. Suggestions for improvements are made for data collection, data circulation, data innovation, and data security to help understand China’s response to the epidemic and to provide lessons for other countries’ prevention and control of COVID-19.

Results: In the process of the prevention and control of COVID-19 in China, big data technology has played an important role in personal tracking, surveillance and early warning, tracking of the virus’s sources, drug screening, medical treatment, resource allocation, and production recovery. The data used included location and travel data, medical and health data, news media data, government data, online consumption data, data collected by intelligent equipment, and epidemic prevention data. We identified a number of big data problems including low efficiency of data collection, difficulty in guaranteeing data quality, low efficiency of data use, lack of timely data sharing, and data privacy protection issues. To address these problems, we suggest unified data collection standards, innovative use of data, accelerated exchange and circulation of data, and a detailed and rigorous data protection system.

Conclusions: China has used big data technology to prevent and control COVID-19 in a timely manner. To prevent and control infectious diseases, countries must collect, clean, and integrate data from a wide range of sources; use big data technology to analyze a wide range of big data; create platforms for data analyses and sharing; and address privacy issues in the collection and use of big data.
Introduction

Big data are complex data sets that traditional data processing systems cannot efficiently and economically store, manage, or process. Compared to traditional data, big data has five “V” characteristics: volume, variety, velocity, veracity, and value [1]. In the digital economy era, data are a fundamental strategic resource for countries, enhancing the government’s social governance capacity and public service levels. Big data technology supports a wide range of health care functions, including clinical decision support, population health management, and disease monitoring [2,3]. By discovering correlations in data and understanding patterns and trends, big data technology can improve health care, save lives, and reduce health system costs. Through the analysis of patient characteristics and patient nursing costs, the most clinical cost-effective treatment methods can be determined; the application of big data analysis technology to patient files can identify individuals who may benefit from preventive care or lifestyle changes; the collection and analysis of medical procedure data can determine the most valuable patient nursing programs; and through analysis and drug treatment data, the health status of the population can be monitored and the health status of patients maximized through drug treatments [4]. In the prevention and control of pandemics, large data technology can be used for epidemic prediction, pandemic alerts, tracking and tracing of infected individuals, identifying potential pharmacological treatments, and optimal resource allocations within the health system [5-10].

Big data analytics is fast becoming a crucial component for the modeling of virus transmission, aiding infection control measures and emergency response analyses required during local or international disease outbreaks [11]. In the prevention and control of infectious diseases, previous research on the application of big data technology has mainly focused on the early warning and monitoring of infectious diseases. Four data streams are used for early warning and monitoring infectious diseases: medical health data, participatory syndromic data, internet data, and nonhealth digital data [12]. Medical health data include electronic records of medical institutions, medical insurance claims, discharge records, and death certificates. Such data can provide information about disease conditions and can be monitored at various levels or aggregated by geographic location before reporting [13-15]. Participatory syndromic data are data from crowdsources, where volunteers report a series of symptoms on their own. These data streams do not provide the confirmed infection status of specific pathogens but provide personal-level health data in almost real time [16-18]. Internet data does not depend on a specific patient or medical condition but originates from the use of internet search engines, social media, or online consumption. In addition to self-reporting health results, these data streams also provide information about health-related behaviors, including contact and travel patterns, and vaccine status, which are key elements to understanding the spread of diseases [19-24]. Nonhealth digital data mainly include social and natural factors such as weather, temperature, humidity, population movement, transportation, infrastructure, and medical environment [25-28]. With the development of computer and space technology, geographic information system remote sensing is increasingly used in infectious disease monitoring and early disease warning research because of its powerful geospatial data acquisition, management, processing, analysis, and display capabilities [29,30].

Before the outbreak of COVID-19, China mainly used infectious disease case data reports for disease early warning and monitoring. In recent years, China has been working to advance the informationization process of medical institutions, store information related to medical services in computer network systems, and accumulate a large amount of medical service data. For example, the hospital information system (HIS) is an important source of medical health data. HIS mainly includes a hospital management information system, laboratory information system (LIS), medical image archive and communication system (picture archiving and communication system), radiation information management system (radiology information system), and clinical decision support system. The electronic medical record system (EMRS) in the medical and health departments includes data on patient name, treatment data, illnesses, test results, orders, operation records, and nursing records.

After experiencing the severe acute respiratory syndrome (SARS) outbreak in 2003, the Chinese government formulated plans to identify the early signs of infectious diseases, setting in law the requirement under the Emergency Regulations for Public Health Emergencies that units that discover infectious diseases must report the disease one level up within a specified time frame. These reports contain information on patient’s name, ID number, age, occupation, residential address, date of disease onset, date of diagnosis, type of infectious disease, and route of transmission. In addition, China has established a service network that links disease control institutions, hospitals, and primary medical and health institutions. Under the National Infectious Disease Report Information Management System (NIDRIMS), institutions immediately report new infectious disease cases online. Those institutions without direct network reporting capabilities were instructed to immediately report the case to the local district-level disease control institution and complete an infectious disease report card within 2 hours. Based on the newly entered data on the direct network reporting system and the historically accumulated infectious disease data, an automatic national infectious disease early warning and surveillance information system was created in April 2008, and an infectious disease monitoring data system trailed in December 2009. For example, a doctor diagnosing a patient with tuberculosis can use the test results to extract the information needed to complete the infectious disease report from the...
patient’s electronic medical records, which is submitted to the NIDRIMS. NIDRIMS can query the detailed information of the case to monitor and provide an early warning of infectious diseases. The national infectious disease early warning system and surveillance system significantly facilitated the prevention and control of infectious diseases in China. In the H7N9 epidemic in 2013, although the virus spread widely and affected more than ten Chinese provinces and cities, the actual number of infected people was only 132, with 29 deaths and no medical staff infected.

After the outbreak of COVID-19, the Chinese government and social organizations actively used big data technology to prevent and control the disease. At the Scheduling Meeting on Big Data Supporting the Prevention and Control of Corona Virus Disease 2019 held by the Ministry of Industry and Information Technology on January 26, 2020, a joint antiepidemic prevention and control mechanism was proposed, and big data analysis was mobilized to guide research and predict the epidemic’s developments, including the deployment of antiepidemic work and monitoring the health of mobile personnel. On February 14, 2020, the government further ordered the use of digital technologies including big data, artificial intelligence (AI), and cloud computing to include epidemic monitoring and analysis, tracing of virus sources, epidemic prevention and treatment, and resource allocation.

Existing papers on COVID-19 big data provide limited discussion and analysis on specific big data applications [10,31]; address the application of big data in a subdivision of COVID-19 prevention and control, and discuss the application of specific types of data in the prevention and control of COVID-19 [6,7,30,32]; or mainly discuss the application methods and achievements of big data technology outside of China [8,9]. Adding to the existing literature, this paper reviews the data collection methods and data information that existed in China before the outbreak of COVID-19. We introduce China’s post–COVID-19 data collection methods and data information analyses. Based on the increased data collected, China’s experiences in applying big data technology for personnel tracking, epidemic surveillance, early warning, tracing of virus sources, drug screening, medical treatment, resource allocation, and production recovery are detailed. We also analyzed the issues, challenges, and responses encountered by China in the application of big data technology to prevent and control COVID-19 from four perspectives: data access, data use, data sharing, and data protection. Suggestions for further improvements are made from four perspectives, data collection, data circulation, data innovation, and data security, to help understand China’s response to the epidemic and to provide lessons for other countries facing the COVID-19 pandemic.

Methods
By June 2019, the number of mobile internet users in China was 847 million [33]. In recent years, the degree of informatization by the Chinese government and various social organizations has continuously improved. China’s data collection methods and data reserves also increased. Textbox 1 summarizes the pre–COVID-19 key data collection methods and data information that helped prevent and control COVID-19, while Textbox 2 provides an outline of the newly added data collection methods and data information implemented after the outbreak of COVID-19.
**Textbox 1.** Pre–COVID-19 disease prevention and control data from government, commercial and public welfare sources and websites, academic papers, public reports, institutional reports, and fieldwork.

<table>
<thead>
<tr>
<th>Location information data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Telecommunication operators</td>
</tr>
<tr>
<td>- Mobile phone signaling generates location data allowing the</td>
</tr>
<tr>
<td>user’s location to be identified and tracked based on the</td>
</tr>
<tr>
<td>location of the base station. The acquisition of these data</td>
</tr>
<tr>
<td>requires the authorization of the Public Security Department.</td>
</tr>
<tr>
<td>- When applying for a mobile phone number, you need to provide</td>
</tr>
<tr>
<td>the user’s name, ID number, residential address, and other</td>
</tr>
<tr>
<td>information which can be accessed by the operator and</td>
</tr>
<tr>
<td>government departments.</td>
</tr>
<tr>
<td>Mobile payment</td>
</tr>
<tr>
<td>- The electronic wallet is bound to the user’s ID card and</td>
</tr>
<tr>
<td>mobile phone number. The payee is usually a store or an</td>
</tr>
<tr>
<td>enterprise and has location information on the map. Mobile</td>
</tr>
<tr>
<td>payment is widely used in China.</td>
</tr>
<tr>
<td>Takeaway</td>
</tr>
<tr>
<td>- Can provide the user's residential address</td>
</tr>
<tr>
<td>Online shopping</td>
</tr>
<tr>
<td>- Requires mobile phone number and residential address</td>
</tr>
<tr>
<td>Courier</td>
</tr>
<tr>
<td>- Courier requires customer’s ID card number, mobile phone</td>
</tr>
<tr>
<td>number, and residential address.</td>
</tr>
<tr>
<td>Internet Protocol address</td>
</tr>
<tr>
<td>- Users will leave location information when they go online.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Travel data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ticket purchase information</td>
</tr>
<tr>
<td>- Purchase of train tickets, plane tickets, ferry tickets, and</td>
</tr>
<tr>
<td>bus tickets require the user’s name, ID number, and mobile</td>
</tr>
<tr>
<td>phone number information.</td>
</tr>
<tr>
<td>Toll station vehicle information</td>
</tr>
<tr>
<td>- At the entrance and exit of the road, the license plate</td>
</tr>
<tr>
<td>number is bound to the ID card information.</td>
</tr>
<tr>
<td>Taxi software</td>
</tr>
<tr>
<td>- Online car-hailing software (Didi, Shenzhou special car,</td>
</tr>
<tr>
<td>Shouqi car-hailing, etc) collect the departure and destination</td>
</tr>
<tr>
<td>addresses.</td>
</tr>
<tr>
<td>Map data</td>
</tr>
<tr>
<td>- Automatically locates the user’s location when running map</td>
</tr>
<tr>
<td>software.</td>
</tr>
<tr>
<td>Card swipe information data</td>
</tr>
<tr>
<td>- The bus and subway provide payment records.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Medical health data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronic medical records</td>
</tr>
<tr>
<td>- Includes data on patient name, treatment data, illnesses,</td>
</tr>
<tr>
<td>test results, orders, operation records, and nursing records</td>
</tr>
<tr>
<td>National Health Commission</td>
</tr>
<tr>
<td>- Name, ID number, age, occupation, residential address, date</td>
</tr>
<tr>
<td>of onset, date of diagnosis, and type of infectious disease</td>
</tr>
<tr>
<td>when encountering infectious disease cases</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Internet Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumer data</td>
</tr>
<tr>
<td>- Online shopping</td>
</tr>
</tbody>
</table>
- News data
  - Online news media information

- Social data
  - Communicated by the public through social software

- Retrieve data
  - User search history

**Government data**

- Tax data
  - Tax department continues to collect

- Electricity data
  - The energy department will continue to collect and record

- Legal data
  - The legal department will continue to collect and record
Textbox 2. Newly added data collected in China after the outbreak of COVID-19 from government, commercial and public welfare sources and websites, academic papers, public reports, institutional reports, and fieldwork.

<table>
<thead>
<tr>
<th>Location information data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Questionnaire data from schools and various organizations, including current residential address, through an online questionnaire (WeChat or Alipay applet)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Consumption data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• When purchasing special medicines (treatment of colds, fever, and coughing, and other medicines), ID number and residential address information</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reservation data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• To go to hospitals, parks, and other places, you need to use your ID number and mobile phone number to make an appointment</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Registration data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Temporary access to shopping malls, restaurants, and other public places requires registration of ID card number and mobile phone number</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Travel data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Questionnaire</td>
</tr>
<tr>
<td>• When you travel, you need to provide departure address and destination information.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Patient data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• National Health Commission</td>
</tr>
<tr>
<td>• Information on confirmed and suspected COVID-19 cases (name, ID card number, age, occupation, residence address, date of onset, date of diagnosis) by the National Health Commission</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Health status data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Questionnaire survey</td>
</tr>
<tr>
<td>• Daily report of health status (temperature and the presence of cold, fatigue, coughing symptoms) on time every day by internet applet</td>
</tr>
<tr>
<td>• Drug purchase information</td>
</tr>
<tr>
<td>• When purchasing special drugs (treatment of colds, fever, and coughing, and other drugs) data on name, ID, and address, and data on body temperature and cold, fatigue, and coughing symptoms</td>
</tr>
<tr>
<td>• Smart devices</td>
</tr>
<tr>
<td>• Thermal imaging human body temperature measurement devices in public places such as train stations, airports, shopping malls, hospitals, and pharmacies automatically collect data.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Treatment data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Hospital</td>
</tr>
<tr>
<td>• Statistics on the treatment effect on patients with COVID-19 treated with different drugs</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Prevention and control materials data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• The government department</td>
</tr>
<tr>
<td>• Supply and demand information, price, and quantity of various epidemic prevention materials into a system platform</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data of designated</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Hospitals, government, and map suppliers</td>
</tr>
<tr>
<td>• Government’s listed designated hospitals have special identification label on map</td>
</tr>
</tbody>
</table>

Figure 1 sets out a diagrammatic representation of the conceptual basis of big data technology for COVID-19 prevention and control on four levels: application, analysis, data, and collection. In the next section, we discuss the key elements within each collection, data, analysis, and application layer of Figure 1.
**Results**

**Location Data and Travel Data**

Turning to the collection, data, analysis, and application layers in Figure 1, the scale of population migration is crucial for disease space propagation predictions, risk area identification, and control measure decisions to control infectious diseases [34]. Studies have shown that there is a close relationship between the number of train trips and the number of COVID-19 cases [35]. Before Wuhan was quarantined on January 23, 2020, more than 5 million people left Wuhan for other parts of China [36]. Internet companies used ticket purchase information and toll booth information to create population migration maps. The maps show the movement of population between cities in specific time ranges. For January 22, 2020, the day before the closure of Wuhan, the data found that 74.77% of the total number of people who moved out of Wuhan migrated to other parts of Hubei Province including 14.56% in Xiaogan City, 14.08% in Huanggang City, and 7.65% in Jingzhou City; 5.67% moved to Henan Province; and 3.24% moved to Hunan Province [37]. In the early stage of the epidemic, the travel data identified cities and regions susceptible to potential future outbreaks, allowing government organizations to make timely preparations for epidemic prevention and control.

According to the patient information data provided by the National Health Commission, internet companies and government official websites produced epidemic maps showing the number of patients diagnosed with COVID-19, the number of suspected patients, and the number of cured patients in each province and city [38]. The death toll allowed the public to keep abreast of the epidemic’s development. For example, based on a unified geographic framework, research institutions quickly absorbed and integrated geographic big data including internationally published World Health Organization data, daily family health and disease control data, professional population health platform data, Tencent site selection request data, Baidu migration data, patient spatial-temporal trajectory data, international airline data, census data, remote sensing images, and other multisource data. Multi-scale comprehensive spatial-temporal dynamic visualization technology allowed provinces, cities, counties, communities, and individual epidemic data to be unified in a spatial-temporal data visualized on a multidimensional “one map.” The map service provider identified the residential areas with confirmed or suspected cases on the map, and the map users can interrogate the information around their specific locations on the map. Individuals can avoid activities in high-risk areas, and hospitals that can receive suspected cases are highlighted on the map so that people can find COVID-19 treatment hospitals. Map service providers also used mobile phone signaling data to measure the density of people in specific areas and differentiate the display on the map through red, yellow, and green color differences to remind the public of areas to avoid to reduce the risk of infection.

Based on the card swipe information data, systems developed by the public transportation management departments allowed passenger flow and full load of subways and buses data to be queried in a timely manner to select the best travel arrangements and times, to avoid congestion, and to reduce the risk of infection. The epidemic prevention department can quickly confirm the flight, train, or bus information of travelers infected with COVID-19 within the past 2 weeks and inform fellow travelers who have been in close proximity to be tested and take self-isolation measures. To inform the traveling public about high-risk travel, internet companies entered the information of
flights, trains, or buses used by patients with COVID-19 into a tracking system and developed a “close contact measurement instrument.” By entering their ID number and name, a traveler can immediately check whether they have taken the same flight, train, or bus as a patient with COVID-19.

Through epidemiological surveys based on questionnaires, the staff of the epidemic prevention department can identify the areas and the specific times patients with COVID-19 visited before becoming sick and can promptly notify others who were active at the same time and place to pay attention to their health. For example, if a confirmed case occurs in a hospital, the hospital can notify other patients and people entering the hospital to isolate themselves through their mobile phone number. The operator’s mobile phone signaling data can timely and accurately identify the country where the user stayed in the previous 14 days and the domestic city where the user stayed for more than 4 hours to determine whether the user has been in a key epidemic area or country.

Most provinces and cities in China have established a big data health code system. When travelers scan their official Quick Response (QR) code, register, and fill in personal relevant information (including name; ID number; mobile phone number; body temperature; cities and travels in the past 14 days; and whether they have symptoms such as fever, coughing, and fatigue), the system will automatically generate a personal “health QR code,” which is divided into three color levels of red, yellow, and green [39]. Green means that the person did not appear in the virus-infected area during the quarantine period and can carry out cross-regional movement. When people with green codes have been to high-risk areas and in contact with high-risk people, their code will turn red. People with red or yellow codes will be quarantined, and the codes will turn green when certain conditions are met.

The digital epidemic prevention system, jointly developed by Alibaba’s Bodhidharma, Dingding, Alipay, and Alibaba Cloud, summarizes information from the hospital’s diagnosed cases and identifies people who have purchased fever-reducing drugs in pharmacies within the past month. Big data technology is then used to analyze the activity trajectories of confirmed cases and close contacts, and an epidemic spread model is constructed in combination with the positioning system. Based on the mobile phone positioning system of the diagnosed cases and close contacts, the expert team can find other mobile phone numbers within a 3-meter transmission range and more than a specified contact time based on the physical distance between the mobile phones to analyze the infection risks between parties. The big data positioning information can identify a large number of close contacts and quickly establish a province-wide big data outbreak early warning mechanism. For example, major epidemic transmission centers have been identified, including the Baodi Mall, a Tianjin hospital, the Tulong shopping mall in Harbin, and the Yintaidaoshopping mall in Wenzhou [30].

Medical and Health Data

For epidemic prevention and control, big data in health care can promote the timely detection and reporting of cases, improve the probability of finding diagnosis and treatment methods quickly, and improve the efficiency of hospital management in a pressure environment. There were initial failures in fully identifying and reporting COVID-19 cases in the EMRS disease reporting system. EMRS information should be complete and accurate. In the early stages of the epidemic, frontline doctors were not efficient in collecting patient data, identifying patients’ conditions, and reporting infectious diseases. One way of addressing this problem was to link EMRS data to epidemic decision making through China’s Center for Disease Control and Prevention (CDC), the government’s public welfare institution responsible for the technical management of disease control and public health [40]. By connecting the CDC’s monitoring and early warning system to hospitals’ EMRS, big data technology was applied in a timely manner to extract and analyze medical big data. First, through automatic matching, CDC’s AI knowledge base interrogated EMRS for keywords such as pneumonia. When suspected hospitals cases were identified, the EMRS immediately monitored front-end doctors’ computers, prompting doctors to verify the completeness and accuracy of the EMRS information and generate an infectious disease report. Such monitoring systems attenuate concealing or underreporting infections. Second, CDC monitoring improved the discovery and testing of EMRS big data to ensure the effective transmitting of health data and to avoid late or underreporting. For example, the CDC monitoring system reduced the average time required for doctors to report a COVID-19 case from the previous 5-8 minutes to within 40 seconds and the time required for online reporting via the CDC web-based infectious disease reporting system from 2-3 minutes to a few seconds [41]. CDC monitoring also supported COVID-19 diagnosis both within China and worldwide. One example was the successful isolation of the first COVID-19 virus strain in China, with the publication of the virus’ scientific information, electron micrographs, specific primers, and probes for global use. In the early stages of COVID-19 in China, the failure to provide timely data allowed the virus to spread both locally and worldwide. In the middle stages of the disease, timely release of scientific resources and data provided COVID-19 genes and gene sets, and big data information for COVID-19 research platforms for Chinese and international researchers [42]. CDC monitoring also supported hospital management. For example, the CDC promoted the integration of EMRS, HIS, and LIS data, and the hospital operations data to manage protective supplies, health status reports, epidemic developments, and telecommuting. By analytically and visually processing the integrated data, managers made decisions and assessments, which supported hospital treatment regimens [40]. When medical resources were overwhelmed by patients, big data technology helped develop a hierarchical diagnosis and treatment system, which allocated scarce health resources efficiently. In epidemic prevention and control, big data predictive analytics were mainly applied to predicting the impact of epidemic developments on medical resources. Based on big data models such as communication dynamics and risk level distribution of the incidence rate and close contacts, predictive analytics estimated epidemic peaks and inflection points, which allowed the differential allocation of resources to regional hospitals. Big data searches on internet platforms and susceptible-exposed-infectious-removed (SEIR) transmission modeling can predict COVID-19 transmission trends [43]. Using
population migration data to fill in the dynamic propagation SEIR model combined with AI methods trained with SARS data. Yang et al. [44] predicted a COVID-19 pandemic curve. The authors showed that if the Chinese authorities had postponed the implementation of strict public health measures for 5 days, the scale of the epidemic would have tripled. A loosening or removal of lockdown interventions would have caused Hubei Province to peak again from mid-March to late April [44].

Based on the predicted epidemic trends and risk level information, health departments deployed prevention resources in advance of the epidemic in specific areas to contain the spread of the virus and avoid second outbreaks. Relevant government departments also used big data predictive analytics to identify the epidemic’s peak and inflection point to determine the approximate time to resume normal work. Finally, big data predictive analytics was applied to integrate HIS medical costs and insurance information to estimate epidemic trends, proportion of patients of different histology types, the cost of diagnosis and treatment, and the allocation of health resources.

Further, big data diagnostic analytics can screen existing clinical pneumonia drugs to treat patients with COVID-19. For example, big data on patients prescribed traditional Chinese medicine were used to explore the efficacy of Chinese medicinal materials and their composition to treat COVID-19. Zhang et al. [45] systematically screened natural compounds used in Chinese treatment and found 13 of them to exert potential anti–COVID-19 benefits in terms of the regulation of viral replication, modulation of immune and inflammatory pathways, and hypoxia cascade.

**News Media and Social Data**

During the outbreak, there were inaccurate statements and misleading information on the internet, such as rumors that high alcohol content drinks and gargling with salt water could resist COVID-19, drinking Banlangen and smoked vinegar could prevent COVID-19, and that children could not be infected with COVID-19 [46]. Such false information will lead the public to relax their vigilance and take incorrect COVID-19 epidemic prevention measures. After identifying this type of false COVID-19 information, internet companies alerted epidemic prevention experts and national authoritative epidemic prevention organizations to take action to correct such false or inaccurate information. China took action to correct false information through authoritative national media, short films, and live broadcasts [47].

When a major epidemic occurs, the negative impact of uncertainty and panic on social activities may exceed the negative impact of viral diseases. Social media data can track and evaluate the spatial spread of public sentiment. By tracking topics and sentiments that appeared in microblog users’ timelines in response to COVID-19, a user semantic behavior evolution model was introduced to measure and analyze changes in public opinion [30,43]. The results indicated that from January 9 to February 10, 2020, more than 60% of posts related to science popularization of disease prevention and government COVID-19 announcements were positive and stable. For example, the posts with the topic of “help-seeking” were concentrated in the key epidemic area of Wuhan, and the posts related to “donation information” were widely distributed throughout the country [30].

Through real-time monitoring of keyword information searched by users, such as the frequency of the words “fever,” “epidemic,” “cough,” “pneumonia,” and “infection” on internet platforms, health officials assessed the health status of people in various regions. When the frequency of such keyword searches increased rapidly in a certain area, the risk of a large-scale outbreak in that area was increased accordingly [5]. Such tracking allowed relevant health departments to formulate epidemic prevention and treatment measures in advance. For example, Qin et al. [43] used big data to predict the number of suspicious or confirmed new cases of COVID-19. Using a series of lagging “social media search indexes” for various keywords including clinical symptoms of COVID-19 (such as dry cough, fever, chest pain, and pneumonia), the authors found that COVID-19 outbreaks could be found 6-9 days in advance.

**Data Collected by Intelligent Equipment**

Using thermal imaging human body temperature measurement equipment in public places such as train stations, airports, shopping malls, hospitals, and pharmacies to automatically collect data, individuals with an abnormal body temperature in a large number of passing people can be identified using face recognition technology [48]. Once identified, people with COVID-19 can be isolated, containing the spread of the virus. This big data early warning system can automatically collect and analyze information to diagnose people with COVID-19 in real time.

**Data on Epidemic Prevention Materials**

The spatial distribution of medical resources is usually balanced according to factors such as population density, but the uneven spatial outbreak and spread of COVID-19 creates large regional imbalances in the supply and demand for medical resources. The key to epidemic prevention and control is to understand the spatial and temporal dynamics of the supply and demand of medical resources to optimize the distribution of materials, resources, and medicine. Sharing data with emergency suppliers and public resource national trading institutions underpins a system that provides information on supply and demand for resources and maintains unified prices to minimize unfair competition, ensure material security, and guarantee material quality [49]. Through telephone and online inquiries, the dynamic status of medical protection equipment in China was analyzed. Data analytics on material needs identified the demand from multiple locations and allowed health organizations to coordinate the release and tracking of medical supplies by their name and quantity of required materials, contact information, and transport mode [50]. By stopping the release of material supplies through scattered, uncoordinated channels, big data allowed the managed allocation of supplies to hospitals and cities with the greatest need, balanced supply and demand, and ensured the efficient allocation of medical resources.

A stable and efficient national material supply and transportation system provides important support for successful epidemic prevention work. For example, using provincial epidemiological data, online consumption data and postal service data identifies
each provinces’ supply and demand status for necessities and food, preventing shortages and price changes [51]. At the same time, by tracking the transportation of materials, highly sensitive nodes that may cause virus transmission during transportation were identified, and early warning and decision support were provided to prevent and control the regional spread of COVID-19.

Online Consumer Data
Big data can help enterprises to target production, marketing, logistics, and safe work resumption. Amid the epidemic, enterprises producing medical products and basic necessities can assess public demand using big data to ensure supply and demand equilibrium by scheduling optimal production and efficient distribution of products. Big data, for example, identified electric pressure cookers as one of the most talked about products during the epidemic, which allowed firms to target the production and distribution of pressure cookers [52].

Government Data
During the epidemic, the use of big data technology for population information management and decision making was a fundamental approach by government service departments [53]. Tax data, especially value-added tax invoice data, have the unique advantages of wide coverage, strong timeliness, and fine granularity, helping to schedule the resumption of work, production, and the operation of enterprises [54]. Gathering data on industry, region, scale, and economic type, national and local governments analyzed the dynamics of the economy’s operation, planned the resumption of work, determined the production levels and sales of enterprises, identified and solved problems along the industrial supply chain, and provided targeted assistance to individual business and business sectors. For example, the Shandong Provincial Taxation Administration used big data to help a local pharmaceutical glass company to distribute their epidemic prevention supplies by screening logistics companies that had a high degree of credibility and carrier capacity, ensuring the smooth delivery of their supplies [55].

Through big data analysis, governments can assess the impact of the epidemic on socioeconomic operations in the near and long term; establish economic emergency response systems; implement various incentive measures such as tax cuts, fee reductions, and special subsidies; mitigate the risk of financial chain breakage; and promote the continuous operation of small- and medium-sized enterprises. For example, the Shanghai Municipal Tax Administration used tax data to identify potential targets for tax incentives and subsequently launched more than 30 tax incentive programs, covering more than 200,000 tax companies [56].

Deep Learning Data
Used in a variety of fields, deep learning is a machine learning analytic method frequently used to interrogate big data, performing tasks that are difficult for conventional analysis methods [57-60]. Mobilizing big data, deep learning offers a method to better forecast disease trends, including COVID-19. For Hong Kong, Xu et al [61] showed deep learning yielded better prediction performance for flu-like diseases than the generalized linear model, the least absolute shrinkage and selection operator model, and the autoregressive integrated moving average (ARIMA) model. Wang et al [62] found deep learning provided a convenient tool for fast screening COVID-19 and finding potential high-risk patients, which may be helpful for medical resource optimization and early prevention before patients show severe COVID-19 symptoms. Various non-China studies indicate that infectious disease can be predicted more effectively when large amounts of data including weather variables and internet big data are used to predict infectious diseases. Using deep learning, Chae et al [63] found that deep neural network and long-short term memory learning models outperformed ARIMA approaches when predicting for three infectious diseases in Korea 1 week into the future. Using data mining algorithms to predict COVID-19 outbreak trends, Ayyoubzadeh et al [8] showed that the most effective predictive factors, besides the previous day incidence, was the search frequency of handwashing, hand sanitizer, and antiseptic topics. Togacar et al [64] found a deep learning model using data on COVID-19, pneumonia, and normal x-ray imaging could detect COVID-19 efficiently.

Discussion

Issues and Challenges in COVID-19 Big Data

Data Collection and Access
During a pandemic, the way data are collected and the quality of the collected data pose challenges. When data were collected by government workers exposed to disease environments, causing physical and mental dangers, data standards were not uniform. For organizations, different information reporting systems and data reporting formats were adopted, resulting in inconsistent standards, unreliable structures, and untimely reporting, especially in the process of statistical aggregation [65]. Frequently, data were not updated in a timely manner. Against the backdrop of the rapid spread of the COVID-19 virus, immediate data updates were essential to assess the state of the epidemic and its dangers, and to avoid panic among the public. However, due to insufficient awareness of the epidemic’s risk in the early stages, the lack of advanced means of data collection, the large number of subjects involved in data collection and release, and the inevitable “fragmentation” of big data platforms, much of the data were not updated timely or optimally.

Data Use
Data use depends heavily on visualization, and data mining techniques were found inadequate. Data source, quality, and scale all influence data integration, and raw data collection issues contribute to the difficulty of data integration. Converting low-value density big data into high-value density knowledge through data integration is the purpose of big data management applications [66]. Given existing data development capabilities, there has been a general lack of effective integration of data sources. This has been complicated by the rapid development of internet and information technology, and the rapidly expanding types and volume of data resources. Data quality and degree of data analysis determines big data’s role in epidemic
prevention and control. Much of the data used for epidemic prevention and control were available through official channels or accumulated by enterprises during their operations but were of widely varying quantity, quality, and variety. It is often the case that data holders do not have sufficient skills to exploit good data, or those with good data development skills do not have sufficient data.

The visual presentation of spatial, temporal, and quantitative features of epidemic data in the form of maps is the most common means of using epidemic big data. Epidemic surveillance is about spatial governance through spatial-temporal modeling and analysis, including the control of population flow, logistics, information flow, and technology flow. Although geographic information technology has unique advantages in data collection, processing, and management, most visualization products simply present, rather than analyze, information about the epidemic. In the immediate COVID-19 period, there were insufficient data on transportation networks, service facilities, public opinion, prevention and control effects, and the information on their mutual relationship. More importantly, there was inadequate innovation in the way the data were used.

Data Sharing
The key to the role of digital government and smart cities in managing major public emergencies is to enable data sharing. In 2015, China’s State Council issued the Action to Promote the Development of Big Data [67], which proposed that big data should be used as an important means to enhance the government’s governance capacity, improve the level of government decision making, and manage risk prevention through efficient collection and integration of government and social data. By the end of 2017, China had introduced a series of policies to promote effective government data sharing and completed the construction of a national data sharing platform to promote the sharing of data resources at the provincial and ministerial levels. In practice, data sharing has displayed a silo effect. Data sharing among Chinese departments and regional governments remains inadequate, and the phenomenon of “block islands” still exists. For example, the health code is a two-dimensional risk assessment code generated from personal travel information and health status information. During the use of these health codes, some regions did not recognize the health codes generated by other regions [39]. Partly, this is due to inadequate infrastructure for urban data collection, lack of community data resources, and lack of big data management expertise, which led to a disconnect between spatial and social governance. However, there was a continuing unwillingness to share data across provinces and municipalities, and insufficient means of information interaction, resulting in inaccurate data analysis and weak regional joint prevention capacity. Only by fully realizing data flow across regions, levels, and sectors can data be efficiently integrated and better applied to epidemic management.

Data Protection
In terms of data protection, there is inadequate privacy protection and undisclosed compliance risks. The value of big data lies in its disclosure and concrete application. In the age of the internet and electronic information, people’s lifestyles generate big data on all aspects of their life, but privacy may be compromised. In the face of the rapidly spreading epidemic, government investigates and closely monitors the health of individuals, collecting a large amount of personal information on COVID-19 confirmed, suspected, and potential cases and their close contacts. Information on people leaving Wuhan to visit their home villages and cities have been exposed on the internet, which caused a serious negative impact on individuals and families who were subjected to unwarranted harassment, discrimination, and physical threats [68].

Strategies and Recommendations
Data Collection and Access
From China’s big data experience during the first stages of the COVID-19 pandemic, data collection should have been more timely, comprehensive, and accurate. To improve data collection and access, electronic questionnaires should be promoted to conduct information surveys, including the use of the WeChat applet or Alipay applet. For COVID-19 tracking, after scanning their QR code, individuals can efficiently input their information such as ID card number, household registration, residential address, and itinerary of the past 2 weeks, and then update their body temperature every day. Of course, manual collection of data can lead to delays, concealment, inaccuracies, and underreporting. One solution is to collect these data automatically by apps, which will improve data accuracy and use. Accurate tracking data can be collected using portable electronic equipment, cameras, access control, license plates, and other information.

To conduct more in-depth scientific analyses, data on weather, news, transportation, business, and health are currently collected in addition to collecting accurate personal information data. The credibility of these data is important. For example, when the mobile phone number registered according to an individual’s ID card information is used by others, there will be errors in predicting a person’s movements. In addition, individuals deliberately concealing their own information or falsely reporting their own information leads to data errors. Data sharing will allow cross-comparisons of different data sources, including mutual authentication of government, operator, traffic, public security, network, and other information. For example, the National Health Commission and the national information security department could work together to formulate common standards of data structure, format, attributes, content, and scope for individuals, and release these data to the institutions or departments with investigation rights to ensure the quality of the data. Cross-comparisons of data raise issues of privacy and whether intentionally concealing or falsely reporting data should be legally punished.

Data Use and Sharing
Data use and sharing require the integration of data sets and the strengthening of data sharing. One way to integrate data is to give full play to the technical advantages of scientific research institutions or commercial units. For example, the functions of the Guiyang big data exchange center, Shanghai Data Trading Center, and commercial data package trading platforms (such as COFCO, Youyi, Yaxin, and shuduoduo) can integrate, use,
and share data. In addition, one way to innovate data use is to use blockchain technology to build a neutral third-party security housing platform to realize the separation of ownership and use rights [69]. Secure house platforms allow the demand side to use data that it does not own. For the data supplier, secure house platforms provide massive data access to multiple data sources. For the data demander, it uses data fusion technology to provide multiparty high-quality data resources that the data demander did not have previously. In addition, it supports the third-party algorithm and user-defined algorithms. For example, AI companies can carry out AI analysis and algorithm modeling for pathological sections of patients in the secure house, which not only ensures patients’ privacy and prevents the leakage of medical data but also optimizes the use of the AI. To fully realize big data sharing in a secure way, governments can set an identity for big data assets and establish a data query mechanism to realize cross-platform data tracing and extraction.

**Data Innovation**

The value and efficiency of big data use can be improved by making full use of big data mining and data analysis methods. Based on big data resources and big data analysis methods such as machine learning and data simulation, a more comprehensive and rapid assessment of the risk and impact of the epidemic could be carried out. Strengthening data collaboration, for example, between data owners and big data technology platforms, and integrating multidisciplinary knowledge and analysis methods will yield innovative big data solutions. The health code is a successful example. Information on individuals’ ID, residential address, health status, whether they have been to the infected area, and contact history of key personnel were entered into the applet and a QR code generated. Spatially, the risk level of the epidemic in defined areas were assessed temporally by the number of visits, length of stay, and interpersonal relations between individuals in epidemic areas, allowing three risk states (red, green, and yellow) to be measured, analyzed, and assessed [39].

A further innovation would be the expanded use of the QR code, where individuals would be required to scan their QR code to show their health code status before entering public places. At the same time, the health code would also record the current position of the individual. When their QR code is red or yellow, they would be denied entry to public areas. In addition, when there are COVID-19 cases in specific public areas, the health department can quickly inform individuals not to enter or to isolate through information automatically reported by their health code. In addition to obtaining basic health information of residents during the epidemic, the health code can obtain medical insurance information and other disease information, realize a series of digital services in the hospital system from registering appointments to picking up medicines, and fully exploit new opportunities for online appointments and online consultations while accumulating data assets for the analysis of medical and health big data intelligence applications.

**Data Security and Privacy**

Attention should be paid to big data privacy issues [70]. Privacy issues are fundamentally country-specific legal requirements, where China’s privacy framework will vary from that of other countries. Guarantees of nondisclosure and proper use of personal privacy information are the most basic requirements for data collection and use. Statistical processes involving the collection, aggregation, sharing, and disclosure of personal information should require the protection of personal information to prevent data leakage, loss, and abuse. Governments should establish institutional safeguards, listing situations that require the public to declare private information data. The government should also specify the list of institutions that can request personal privacy information and the requirements allowing third-party access to personal data. In China, the law on the prevention and control of infectious diseases stipulates that “any unit or individual within the territory of China must accept the prevention and control measures such as the investigation, inspection, collection of samples, isolation and treatment of infectious diseases by the Department of Disease Prevention and Control, and truthfully report the relevant information” [71]. On February 9, 2020, China issued a notice protecting personal information and regulating the use of big data to support joint prevention and control of diseases, specifying that personal information collected for epidemic and disease prevention and control should not be used for other purposes. No unit or individual may disclose information such as name, age, ID card number, telephone number, or home address without the consent of the collector, except for those who have been desensitized due to the need for epidemic prevention and control [72]. Government departments only release information of public concern, such as “digitizing” individual patients. Each confirmed patient has a code, which only shows their gender, age, disease severity, and frequent activity area. There are legal penalties for failing to follow the legal requirements on data handling.

Privacy concerns might be further addressed by enhancing big data’s privacy framework, including setting access and use permissions for the encrypted data collected, making the data available only to institutions or organizations with a clear purpose, ensuring only the minimum personal information for epidemic prevention and disease control is collected, and setting retention periods that limit the time collected personal information is retained.

Big data helped contain, suppress, and control COVID-19. The main lesson is that COVID-19 big data technology can be applied to epidemic alerts, tracking the spread of viruses in real time, planning public health interventions, monitoring the effectiveness of treatment regimens, identifying potential vaccine candidates, strengthening community and regional government responses to epidemics, and guiding social and economic recovery in the postepidemic period. In the long run, big data technology helps build smart, healthy, and resilient cities and countries.

**Conclusion**

In China, big data technology displayed its potential in containing, suppressing, and controlling COVID-19, with the Chinese government and nongovernmental organizations making full use of big data information from the major areas of medical institutions, telecommunication operators, internet companies, government departments, commercial companies, and AI...
equipment. Through the analysis of big data technology to prevent and control COVID-19, we found that big data technology played an important role in epidemic surveillance and early warning, tracing of virus sources and personal tracking, planning public health interventions, monitoring drug screening and medical treatment, strengthening community and regional government responses to epidemics, and guiding social and economic recovery in the postepidemic period. These big data applications were central for the public, enterprises, and governments in their response to COVID-19.

We also identified gaps in the use of big data technology to prevent and control COVID-19, including problems in data acquisition, data use, data circulation, and data protection. The application of big data technology in the prevention and control of infectious diseases like COVID-19 requires further development in the collection, analysis, distribution, and privacy around personal and public information. Although China’s big data application to fighting the COVID-19 epidemic was a success story, it also provides lessons for the continuous improvement in the application of big data technology to epidemics in China and for other countries managing the COVID-19 pandemic.
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Abstract

Background: Hereditary angioedema is a rare genetic condition caused by C1 esterase inhibitor deficiency, dysfunction, or kinin cascade dysregulation, leading to an increased bradykinin plasma concentration. Hereditary angioedema is a poorly recognized clinical entity and is very often misdiagnosed as a histaminergic angioedema. Despite its genetic nature, first-line genetic screening is not integrated in routine diagnosis. Consequently, a delay in the diagnosis, and inaccurate or incomplete diagnosis and treatment of hereditary angioedema are common.

Objective: In agreement with recent recommendations from the International Consensus on the Use of Genetics in the Management of Hereditary Angioedema, to facilitate the clinical diagnosis and adapt it to the paradigm of precision medicine and next-generation sequencing-based genetic tests, we aimed to develop a genetic annotation tool, termed Hereditary Angioedema Database Annotation (HADA).

Methods: HADA is built on top of a database of known variants affecting function, including precomputed pathogenic assessment of each variant and a ranked classification according to the current guidelines from the American College of Medical Genetics and Genomics.

Results: HADA is provided as a freely accessible, user-friendly web-based interface with versatility for the entry of genetic information. The underlying database can also be incorporated into automated command-line stand-alone annotation tools.

Conclusions: HADA can achieve the rapid detection of variants affecting function for different hereditary angioedema types, and further integrates useful information to reduce the diagnosis odyssey and improve its delay.

(J Med Internet Res 2020;22(10):e19040) doi:10.2196/19040
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Introduction

Hereditary angioedema (HAE) is a rare genetic disease caused by an increase of vascular permeability, generating recurrent acute swelling episodes commonly localized on the face, trunk, and extremities. HAE can also be life-threatening when the upper airways or the tissues from the oral cavity are affected [1,2]. Because of its nonspecific clinical signs, HAE is poorly recognized by physicians. Therefore, delayed or ambiguous diagnoses are common, increasing the risk of patient morbidity and mortality [3]. With exceptions for particular subtypes, the recent international consensus guidelines recommend the use of genetic testing to reach a definitive HAE diagnosis in clinical practice [4]. However, with increasing recognition that the genetic cause of HAE is more complex than previously anticipated [5], the tasks involved in the identification of the genetic defect in each patient are increasingly demanding [6].

With the decreasing cost and increasing sequencing throughput of next-generation sequencing (NGS), the screens for gene defects can now be accomplished through a simultaneous evaluation of gene sets, the exome, or the whole genome as indicated [7]. However, access to either high-performance computational equipment and trained bioinformatics personnel or, alternatively, to paywalled cloud-based all-inclusive solutions is the most limiting factor for NGS to be efficiently used in clinical settings [5]. To facilitate the identification of pathogenic variants in HAE patients, Kalmár et al [8] developed HAEdb, an online locus-specific database to centralize the information of the genetic alterations, which allows researchers to retrieve mutation information and contribute new detected variants. However, HAEdb focuses only on the most frequently affected gene (SERPING1, encoding the C1 esterase inhibitor [C1-INH]) and uses a data retrieval scheme based on matching with the existing records, requiring the user to prioritize the most likely variant affecting function. Besides, HAEdb has not been updated to include the pathogenic classification according to the standard guidelines established by the American College of Medical Genetics and Genomics (ACMG) [9], which would allow for standardization between laboratories and studies, while guiding global efforts for improving NGS-based diagnosis to move toward the precision medicine paradigm. More recent efforts such as that of Ponard et al [10] have aimed to fill this gap and updated the mutational spectrum in two of the known HAE genes (SERPING1 and F12) based on the Leiden Open Variant Database (LOVD) v3.0, a platform-independent framework for the maintenance and curation of a web-based database of genetic variants [11]. Nevertheless, these resources are ill-adapted to current NGS technologies and to the evolving knowledge of the genetic causes of HAE.

To fill this gap, we here present the Hereditary Angioedema Database Annotation (HADA) tool, a freely accessible, user-friendly, and versatile web-based interface to facilitate the identification of the genetic variants causing HAE.

Methods

Gene and Variant Extraction to Build the Database

We retrieved the variants found among HAE cases and relatives from HAEdb [8] (accessed June 18, 2020) and LOVD v3.09 (Figure 1). These databases contain hundreds of records for variants in the SERPING1 or F12 genes detected in clinical studies of families with one or more members affected by HAE. Additionally, a search was performed on January 1, 2020 in PubMed for the terms “angioedema” and “mutation” with the aim of retrieving other HAE genes from the literature. From this search, studies focusing on acquired forms of angioedema were ruled out, and an in-depth analysis of each prioritized study was performed. The VarSome database [12] was also screened to retrieve variants, as well as to update the genetic nomenclature of variant descriptors. The information described in the corresponding articles where each variant was described was manually inspected to verify that the original descriptions were accurate.

Figure 1. Schematic representation of the steps involved in gene and variant extraction, annotation, and database curation. All genetic variants reported in the articles studying hereditary angioedema (HAE) families in PubMed, HAEdb, VarSome, and the Leiden Open Variation Database (LOVD) were collected (n=502). ANNOVAR was used for annotation of frequencies, pathogenic predictors, and pathogenic classifications, among other information. Variants with a minor allele frequency below 1%, declared as pathogenic in HAEdb or as unknown but with a pathogenic prediction were kept as the set of known variants affecting function (n=450).

Given that a confident clinical interpretation of structural variants is challenging and that the standards for reporting those involving copy number variants have only recently been set [13], the criteria indicated above were only applied to single nucleotide variants (SNVs) and small insertion/deletions (indels). Therefore, the 45 gross mutations (ie, structural variants in the SERPING1 gene) from HAEdb that have been identified in HAE families were not integrated into HADA.

Database Variant Annotation

According to their chromosomal coordinates, the selected variants were first adapted to the GRCh37/hg19 reference
genome, exonic locations, Human Genome Variation Society (HGVS) nomenclature, coding effect, and PubMed citation. ANNOVAR v18.04.16 [14] was used to annotate according to RefGene, the allele frequency in gnomAD v2.1.1 [15] and ExAC [16] (November 29, 2015 release), dbSNP build 150 information, and precalculated pathogenicity predictors (SIFT, PolyPhen2, MutationTaster, CADD, DANN, MetaSVM, LRT, and phastCons mammalian). Pathogenic probabilities according to ClinPred [17] and the ACMG pathogenic classification as determined by ClinVar [18] (March 5, 2019 release), InterVar [19] (January 18, release), and VarSome (accessed June 13, 2020) were also annotated (Figure 1).

Database Curation

Many original descriptions of the genetic studies in HAE did not clearly declare the causality of the reported variants, thereby increasing the difficulty to identify variants with effects on the disease as opposed to variants without a disease effect [4]. To facilitate the interpretation of HADA results, we imposed the following filters for a variant to be designated as a variant affecting function (Figure 1): (1) variants described as pathogenic in HAEdb; (2) variants with unknown effects in HAEdb but predicted as pathogenic, likely pathogenic, or of uncertain significance (VUS) by VarSome, ClinVar, or InterVar (a flag will advise users in the case that contradictory classification information is reported for a variant); and (3) a reported minor allele frequency<1% in gnomAD, either on the overall sample or for non-Finish Europeans (because most of the genetic studies in HAE to date have focused on European families).

Finally, to facilitate the identification of potentially novel variants in the user’s uploaded data, HADA also includes all SNVs and small indels that were not classified as a variant affecting function using the criteria indicated above from dbSNP build 150, ClinVar, and InterVar located within 50-bp flanking regions of all exons from known HAE genes.

Implementation of HADA

The database is built on MongoDB v4.2.1, a NoSQL query engine, to speed up database user queries and the variant calling file (VCF)-oriented analysis (Figure 2). HADA is built in Shiny v1.3.2, an R v3.6.1 package (R Foundation for Statistical Computing, Vienna, Austria) for building web apps. Specifically, we used ShinyJS v1.0 to run JavaScript code within the web app frontend and Plotly v4.9.0 to generate interactive plots. ANNOVAR v18.04.16 is used to provide annotations from the database in the uploads. To preserve potentially sensitive information included in the uploaded VCFs, HADA uses an encrypting code based on Cryfa [20] that automatically secures the access to the file and decrypts it once returned to the user. This provides a high level of security and transfers the data control to the user. No sensitive sample information is stored or maintained in the server.

Figure 2. Schematic representation of the HADA architecture and user interface. HADA is hosted on a server at TeideHPC, through a UI-based on Shiny. When the user sends a query to the server, it is encrypted and interrogates the HADA database, and returns matched variants affecting function associated with hereditary angioedema. The app also searches the data for other variants located within known hereditary angioedema genes to facilitate the identification of potentially novel variants. Once finished, an email with the link to download the annotated variant calling file (VCF) is sent to the user. At the end of the process, uploaded and annotated files are deleted from the server.
The curated database used by HADA is also available as a separate download at github [21] and has been configured to annotate VCFs using ANNOVAR from the command line interface tool so that it can be easily incorporated into routine standalone NGS bioinformatics workflows. The HADA web interface is publicly accessible [22] hosted on TeideHPC premises [23].

Validation in an HAE Family

To validate HADA with comprehensive NGS data, we generated whole-exome sequencing (WES) data from a patient with HAE and his two family members recruited by the Allergy Service from the Hospital Universitario Nuestra Señora de Candelaria (HUNSC), Santa Cruz de Tenerife, Spain. The study was approved by the HUNSC Ethics Committee and written informed consent was obtained from the patients. The index patient was a 31-year-old male who visited the emergency department more than 5 times due to acute angioedema attacks with facial and cutaneous symptoms, manifesting as episodes affecting the upper airways from the age of 23 years. His biochemical blood test showed normal levels of C1-INH (47 mg/dL) based on the N Antisera to Human Coagulation Factors (Thermo Fisher Scientific, Waltham, MA), and reduced C1-INH activity (10%) (Berichrom C1 inhibitor, Siemens Healthcare Diagnostics, Marburg, Germany), suggesting HAE type II. His mother (60 years old) and a sister (23 years old) reported no symptoms of HAE, and also consented to participate in the study.

Briefly, sequencing libraries were prepared from DNA extracted using a commercial column-based kit (GFX kit, GE Healthcare, Little Chalfont, UK) using Nextera DNA Exome Kit (Illumina Inc, San Francisco, CA). The TapeStation 4200 system (Agilent Technologies, Santa Clara, CA) was used for library size estimation and the concentration was determined by the Qubit dsDNA HS Assay (Thermo Fisher Scientific, Waltham, MA). Libraries were sequenced on a HiSeq 4000 Sequencing System (Illumina Inc) with paired-end 75-base reads. Libraries were sequenced along with 1% of PhiX control V3 to an average depth of 50X after removal of duplicate reads. Sequencing reads were preprocessed with bcl2fastq v2.18 and mapped to hg19/GRCh37 with the Burrows-Wheeler Aligner 0.7.15-r1140 [24]. Resulting BAM files were processed with Qualimap v2.2.1 [25], SAMtools v1.3 [26], and Picard v2.10.10 [27]. Variant calling was performed using HaplotypeCaller following the Best Practices workflow recommendations for germline variant calling in GATK (v3.8) [28], obtaining one VCF for each sequenced individual. A high confidence set of variants was obtained after applying the following filters: variants with PASS, read depth≥20, genotype quality≥100, mapping quality≥50. The transition-to-transversion nucleotide substitution ratio was also obtained as a quality control for the refined set of variants. Sequencing data and variant identification were obtained by the Instituto Tecnológico y de Energías Renovables (Santa Cruz de Tenerife, Spain).

Results

Overall Characteristics of the Database

A total of 502 variants from 5 genes causally linked to HAE were retrieved from PubMed, HAEdb, VarSome, and LOVD. A subset of 450 variants was designated as variants affecting function, including variants reported in the following 5 genes: SERPING1 (n=431), F12 (n=14), PLG (n=3), ANGPT1 (n=1), and KNG1 (n=1) (Figure 1). Three of these genes were discovered in the last 2 years based on WES approaches in HAE patients without C1-INH defects but not carrying F12 variants affecting function [29-31]. ClinVar offered very limited information on this set of variants affecting function, as only 34 of them (7.6%) had corresponding ACMG class assignment: 2 are reported as benign or likely benign, 6 are indicated as VUS, and 26 are classified as pathogenic and likely pathogenic. InterVar included information for half of the set (226/450, 50.2%). However, 171 (75.7%) of these were classified as VUS. VarSome was the only resource that allowed assigning ACMG classes to all retrieved variants affecting function. According to VarSome, most of the HAE variants affecting function are classified as pathogenic (183/450, 40.6%) or likely pathogenic (171/450, 38.0%) (Figure 3). Although VarSome did not classify any of the HAE variants affecting function as benign or likely benign, 96 of them (21.3%) were still reported as VUS. Besides, precalculated pathogenicity predictors were available for a mean of 243 of the variants affecting function in the database. Taken together, these results highlight the existing gap in current interpretations of variant pathogenicity [32,33].

Figure 3. Prevalculated pathogenic scores by the American College of Medical Genetics and Genomics (ACMG) pathogenic class for variants affecting function recorded in HADA. Panel A: VarSome proportions of ACMG classes among the hereditary angioedema variants affecting function. Panels B–F: pathogenicity prediction scores by ACMG pathogenic classes as provided by VarSome.
HADA Interface and Usage

HADA has been developed as a user-friendly graphical web-interface tool. It is designed with the objective of enabling the analysis of genetic variants regardless of the detection approach used for the screening of the genetic causes of HAE (Figure 4). As such, HADA is compatible with individual VCFs that have been obtained at any scale (gene panel, exome, or whole genome) and by any NGS technology. Alternatively, the user could opt to provide hg19 chromosome coordinates of the variant(s) of interest as the rsID number, HGVS coordinate, or amino acid change, among others. The latter is still a common standard in laboratories relying on Sanger sequencing results. All of the annotation information used to construct the underlying database can be selected by the user to extract the available information. To facilitate a prospective analysis of each query variant, references to the corresponding articles reporting the variant are also offered (in chronological order). Direct links to external tools (ie, VarSome), which allows accessing graphical information of gene transcripts, complement the possibilities of HADA. Despite the fact that sensitive patient information is not necessary for HADA to provide results, HADA integrates an automatic data encryption algorithm for the queries based on VCF data, ensuring a password-secured encryption of the input data while uploaded and of the decryption when results are downloaded. Furthermore, the information provided by the user is not stored permanently by the server.

The data processing workflow is shown in Multimedia Appendix 1. Once the data are uploaded, the variants contained in the VCF or that were provided by the user in chromosomal coordinates are matched against HADA. Automated detection and information extraction occur on the fly. Matched variants are subsequently shown in tabular format, accompanied by information previously selected by the user. HADA provides the ACMG classifications for each variant according to a color key to facilitate the identification of the HAE variants affecting function in the queries. HADA also suggests the subtype of HAE for which the variant affecting function is involved.

We anticipate that a user query might involve variants that have not yet been described among HAE genes (ie, novel HAE-related variants) or that have not been described in the scientific literature as an affecting functional variant to date. HADA integrates a genomic coordinates file that allows for the retrieval of predictions for any variant with any reference/alternative allele combination in any exonic region (plus a 50-bp flanking region on both ends of each locus) of the known HAE genes. Query results provided by HADA can be downloaded by the user in plain-text format in a comma-separated file, or as an annotated VCF in cases in which a VCF was uploaded by the user.

Finally, publication-ready plot generation and downloading are also incorporated in HADA. These functions plot graphs that summarize the information obtained from input data (ie, a VCF), as well as charts summarizing the proportions of the ACMG pathogenic classes predicted by VarSome, ClinVar, and InterVar separately, and the subtype of HAE that is associated with a variant affecting function that is identified in the query.

Figure 4. Selected snapshots of the HADA graphical interface with step-by-step instructions. Users can query variants of interest or alternatively upload an individual variant calling file (VCF) in the home page (A). The detected variants tab (B) shows the existence of variants affecting function in the query, as well as other variants in hereditary angioedema (HAE) genes. Plots are also generated and available for users to download (C).
Validation of HADA in an HAE-Affected Family

To demonstrate the utility of HADA for the NGS-based identification of the variant affecting function involved in an HAE type II family, WES data (45 Mb) from the index patient, and the unaffected mother and sister were obtained. This detected a mean of 16,650 high-confidence variants per individual. Sequencing metrics and variant calling results are shown in Table 1. Resulting individual VCFs were processed with HADA, which reported a variant c.1396C>A (rs28940870) within SERPING1 both in the index case and the sister that was heterozygous in both cases (compatible with an autosomal dominant inheritance pattern). The depth of coverage at this locus was 72X and 69X, respectively.

Table 1. Summary of the sequencing results in the validation study.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Index</th>
<th>Sister</th>
<th>Mother</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median insert size (bp(^a))</td>
<td>297</td>
<td>268</td>
<td>268</td>
</tr>
<tr>
<td>Total reads (millions)</td>
<td>130.4</td>
<td>100.5</td>
<td>148.7</td>
</tr>
<tr>
<td>Aligned reads (%)</td>
<td>99.5</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Mean coverage (%)</td>
<td>49.3</td>
<td>44.3</td>
<td>54.2</td>
</tr>
<tr>
<td>Targeted fraction ≥ 30X (%)</td>
<td>66</td>
<td>55</td>
<td>76</td>
</tr>
<tr>
<td>Ti/Tv(^b)</td>
<td>3.16</td>
<td>3.19</td>
<td>3.22</td>
</tr>
<tr>
<td>Number of variants(^c)</td>
<td>16,394</td>
<td>16,231</td>
<td>17,325</td>
</tr>
<tr>
<td>SNVs(^d)</td>
<td>16,087</td>
<td>15,917</td>
<td>16,984</td>
</tr>
<tr>
<td>Indels(^e)</td>
<td>307</td>
<td>314</td>
<td>341</td>
</tr>
</tbody>
</table>

\(^a\)bp: base pairs.
\(^b\)Ti/Tv: ratio of transitions to transversions.
\(^c\)High confidence variants (FILTER=PASS; total depth≥20; genotype quality≥100; and mapping quality ≥ 50).
\(^d\)SNVs: single nucleotide variants.
\(^e\)Indels: insertion/deletion.

Most pathogenic prediction scores provided by HADA supported the variant as deleterious/damaging, and ACMG class predictors classified it either as a pathogenic/likely pathogenic variant or VUS (Table 2). This variant predicts an amino acid change (p.Arg466Ser) affecting the catalytic center of the protein, which has been previously described in independent HAE type II cases and was shown to be responsible for reduced C1-INH activity [34-36]. These observations are fully compatible with the clinical and biochemical findings supporting a diagnosis of HAE type II in the index case. Surprisingly, the sister was asymptomatic and had never experienced angioedema attacks, which further exemplifies the incomplete penetrance of HAE or that disease onset has not yet occurred. In any case, the provided genetic information could be used to anticipate potential clinical symptoms.
Table 2. American College of Medical Genetics and Genomics (ACMG) class predictions and pathogenic scores provided by HADA for the c.1396C>A variant found in a hereditary angioedema–affected family.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACMG class prediction</td>
<td></td>
</tr>
<tr>
<td>VarSome</td>
<td>VUS&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>ClinVar</td>
<td>Pathogenic</td>
</tr>
<tr>
<td>InterVar</td>
<td>Likely pathogenic</td>
</tr>
<tr>
<td>Pathogenic predictors</td>
<td></td>
</tr>
<tr>
<td>SIFT&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Damaging</td>
</tr>
<tr>
<td>Polyphen2&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Benign</td>
</tr>
<tr>
<td>MutationTaster</td>
<td>Disease-causing</td>
</tr>
<tr>
<td>CADD&lt;sup&gt;d&lt;/sup&gt;</td>
<td>31</td>
</tr>
<tr>
<td>DANN&lt;sup&gt;e&lt;/sup&gt; score</td>
<td>0.997</td>
</tr>
<tr>
<td>DANN rankscore</td>
<td>0.798</td>
</tr>
<tr>
<td>LRT&lt;sup&gt;f&lt;/sup&gt;</td>
<td>Deleterious</td>
</tr>
<tr>
<td>MetaSVM</td>
<td>Damaging</td>
</tr>
</tbody>
</table>

<sup>a</sup>VUS: variant of uncertain significance.
<sup>b</sup>SIFT: Sorting Intolerant From Tolerant.
<sup>c</sup>PolyPhen2: Polymorphism Phenotyping v2.
<sup>d</sup>CADD: Combined Annotation Dependent Depletion.
<sup>e</sup>DANN: Deleterious Annotation of genetic variants using Neural Networks.
<sup>f</sup>LRT: likelihood ratio test.
<sup>g</sup>MetaSVM: meta-analytic support vector machine.

Discussion

Principal Findings

Here, we present HADA, a web-based analysis tool to facilitate the identification of the genetic variants causing HAE. With HADA, we aimed to provide a user-friendly tool to assist in the diagnosis of HAE that is adapted to NGS technologies and to the evolving knowledge of the causes of HAE. HADA has potential to reduce the time to interpret the detected variants in the NGS era by aggregating data from multiple sources, a process that commonly takes several hours to complete if it is handled manually [37,38]. At the moment, HADA integrates information from 450 SNVs and indels from 5 genes (SERPING1, F12, PLG, ANGPT1, and KNG1) that we classified as variants likely affecting function. While curating this information, we found that variant descriptions in HAE cases did not follow a standard [4], and many of the studies did not clearly declare the causality of the reported variants [35,39]. This situation helps to explain why up to 21.3% (n=96) of the simple bona fide variants affecting function continue to be reported as VUS in the best case. Finally, we demonstrated the utility of HADA for explaining HAE type II in a family that was assessed by WES in three family members, and offered conclusive information about the existence of the previously described variant c.1396C>A (p.Arg466Ser) in SERPING1.

As is the case for many other rare diseases, genetic testing in HAE has become an important step to reduce the diagnostic odyssey [40], increase the diagnostic yield, and tailor treatments [4,5]. The widespread adoption of NGS technology in clinical settings has led to the emergence of a wide variety of bioinformatics tools to assist and accelerate the detection and interpretation of associated genetic variants and their impact on disease risks. In recent years, an array of variant prioritizers and interpreters have been developed to obtain optimal rankings for the variants causing the disease. However, NGS-based solutions have not been adopted in the HAE community until recently [29-31]. Part of the explanation may reside in the fact that only two causal genes were known until 2018, and therefore most clinical diagnoses could only be made based on clinical symptoms and the biochemical measurements of C4 and C1-INH levels in plasma, along with C1-INH activity [5]. Importantly, public resource updates to assist in variant interpretation lag behind the pace of genetic discoveries. This is the case of Simply-ClinVar [41] or ClinVar, which are still outdated with respect to the genetic causes of HAE, reporting information for only two of the associated genes (SERPING1 and F12). Simply-ClinVar also suggests SLC34A1 as another HAE gene, although this evidence is unsupported by the current literature. This situation is changing currently, and the benefits of using NGS technologies to assess multiple genes simultaneously for HAE diagnosis are now clearer [5]. In fact, in patients with normal levels and activity of C1-INH, genetic testing is recommended for the routine diagnosis of many HAE subtypes. Furthermore, according to Germenis et al [4] and the international consensus on genetic aspects of HAE, it is widely
recognized that C4 and C1-INH plasma measurements can generate inconclusive results even in patients with genetic defects in C1-INH. Based on this, HADA will surely help practitioners to adapt to the NGS-based genetic screens of HAE cases.

HADA has some strengths and limitations for the interpretation of genetic variants involved in the causes of HAE. Among the limitations, the tool does not currently assess VCFs from families or trios and does not allow inferring whether a variant affecting function has a de novo origin from the patient’s data. Similarly, HADA uses GRCh37/hg19 coordinates, which is still considered to be the gold standard in clinical settings [42]. Despite the fact that HADA can report the existence of variants residing in introns near the key elements for splicing, as has been recently found for a type I HAE case [43,44], novel variants affecting function residing deep within intron positions will remain undetected. The main reason is the limited capacity of current algorithms to predict the pathogenic potential of deep intrinsic variants [45]. Similarly, a variable proportion of information remains unavailable for many of the variants affecting function collected in the underlying database. For example, allelic frequencies are currently available from gnomAD and ExAC for as few as 11 to 20 (2%-4%) of the variants affecting function in HAE. As an example, the variant detected in the family analyzed in this study is a bona-fide causal variant of HAE. However, there are no records of this variant in the gnomAD or ExAC databases. Similarly, not all variants affecting function in HAE are described in current ClinVar or InterVar versions. Collectively, this situation adds to the challenge of better predicting disease effects of many of the variants that are declared as VUS.

Structural variants have an important role in HAE due to the presence of Alu element–related reorganizations affecting function in SERPING1, potentially causing HAE type I [46,47]. However, structural variants will not be interpreted by HADA at the moment as they have not been collected in the database. One of the main reasons for this is that, unlike the case for SNVs and small indels, current locus-oriented databases such as HAEdb do not provide the chromosomal coordinates of recorded structural variants from HAE families, making it difficult to integrate in HADA.

Among the strengths of HADA, we highlight the versatility of the tool to allow performing simple queries or to directly upload VCFs. This offers the possibility of analyzing a variant detected at any throughput scale, using either NGS technologies or Sanger sequencing. This feature is a great advantage compared to HAEdb or LOVD, which are not adapted for the automated analysis of NGS data (eg, from a VCF), serving only for single-variant queries, and neither of these previous tools has been subjected to a curation process or the inclusion of novel HAE genes. In addition to the imposed filters to construct the curated database of HADA, allele frequencies are also provided for all populations that are currently collected in the gnomAD and ExAC population databases. To cover the possibility of new discoveries, HADA also includes information from all other described variants in the coding regions, the 5′ and 3′ untranslated regions, and the 50-bp flanking regions (where most splicing variants affecting function are located) to easily flag novel variants in the uploaded data. Finally, despite the fact that its use does not require sensitive information for the analysis, HADA automatically conducts a password-secured encryption of the data and does not permanently store any data on the server.

We anticipate that HADA will be constantly updated to register new variants affecting function and associated information, changes in the pathogenic classification, and the possibility to assess structural variants, and GRCh38/hg38 coordinate and reference sequence number conversions. This will be based on third-party requests and internal updates according to novel discoveries and standards.

Conclusions
To adapt the genetic diagnosis of HAE to the era of NGS-based genomic medicine, we have developed HADA as a free and publicly available tool for simplifying the identification of simple variants affecting function in HAE. HADA will allow users to focus on biologically relevant questions instead of having to learn to install software dependencies, variant annotation tools, and become familiar with the UNIX command line. The main advantages of HADA are that it is focused on a disease, its ease of use, the ability to display specific and curated information of HAE either from individual or VCF queries, and that it is freely available. By combining these features into a single graphical and interactive tool, we expect that variant prioritization in HAE will become easier, faster, and standardized.
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In a paper published in the Journal of Medical Internet Research, Bidmon et al [1] investigated the relationships between 24 attributes of the service provided by physicians and 4 features of patient satisfaction with these physicians. The service attributes were assessed via 4-category rating scales coded from 1 for “strongly disagree” to 4 for “strongly agree” and the satisfaction features via 5-category rating scales from 1 for “bad” to 5 for “excellent.” The latter measures were rescaled to range from 1 to 4.

The authors stated that their measures “have to be assumed at ratio scale level.” Ratio scale level is a concept defined in the representational theory of measurement [2]. According to this theory, measurement means assigning numbers to objects so that the numerical relations reflect the empirical relations between objects. Examples of empirical relations are the relations that emerge when a double pan balance is used. When two objects A and B are compared, the relations “A is heavier than B,” “B is heavier than A,” or “A is as heavy as B” might emerge. When, for all objects, “A is heavier than B” and “B is heavier than C” imply that “A is heavier than C,” then these relations can be represented numerically by always assigning the higher number to the heavier object. This is the prototypical example of an ordinal scale. When two objects A and B are placed together on one pan of the scale and an individual object C on the other, empirical relations between pairs of objects and individual objects emerge that are analogous to those for comparing individual objects. When, for these relations, the same regularities hold as for the addition of numbers, these relations can be represented by assigning numbers so that number(A) + number(B) = number(C), if and only if A and B together are as heavy as C. Such an assignment is empirically determined except for the arbitrary choice of the measurement unit. The position of the zero-point is empirically determined. This is, by definition, a ratio scale.

In the measurements presented by Bidmon et al [1], the basic objects are statements regarding attributes or, respectively, physician practices. The relevant empirical relations are results of comparative judgments regarding these objects. Presently, there is no evidence that, for such judgments, empirical structures exist that permit the position of the zero-point to be determined. Hence, the zero-points for the rating scales analyzed by Bidmon et al [1] cannot be determined empirically. In fact,
these zero-points are determined by arbitrary settings established by convention. Therefore, these scales are definitely not ratio scales.

In the absence of empirically determined zero-points, the analyses performed by Bidmon et al [1] are questionable. The authors estimated parameters for the model

\[
\ln(Y) = b_0 + b_1 \ln(X)
\]  

(1)

where \(Y\) represents satisfaction with a specific feature and \(X\) is an agreement with a statement regarding a service attribute. The estimations for these parameters change when the locations of the zero-points are changed. Consequently, what these parameters tell us about the actual relationships between satisfaction and service attributes is unclear.
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We appreciate the comments made by Konerding [1] and are thankful for the opportunity to take part in this research dialogue. Konerding [1] states that “the zero-points for the rating scales analyzed by Bidmon et al [2] cannot be determined empirically” and “what these parameters tell us about the actual relationships between satisfaction and service attributes is unclear.” It is obvious that the arguments of Konerding [1] rely solely on the paradigm of representational theory of measurement. However, the academic literature acknowledges three theories in this domain: the representational, the operational, and the classical (we refer to Michell [3] for an excellent discussion on this topic, which has already been cited in our paper [2]). Consequently, we understand the point of view conveyed by Konerding [1], but perceive it as too narrow in the spirit of empirical research. We are pleased to clarify as follows.

First, our assumption for the scale level of the satisfaction ratings draws from a well-known conceptual framework: the 3-factor model of customer satisfaction [4-6]. This model includes the concept of linear and nonlinear relationships between satisfaction ratings of a service attribute and the overall satisfaction rating with the service (describing diminishing, constant, or increasing returns).

Second, the methodological assumptions to empirically identify the 3-factor model of customer satisfaction are clearly spelled out in our methods section (see our paper [2], subsection Statistical Analysis), and the approach using the log-log regression model to estimate elasticities is well established in the literature of econometric models of demand [7]. Elasticities allow the interpretation of slope coefficients in terms of diminishing, constant, and increasing returns.

Third, in our work [2], we emphasize the range and conditions where our results can be interpreted: the empirical meaning of our nonlinear slope coefficients and the prediction of changes in patient satisfaction apply to the range of publicly available ratings on the physician rating website. Explicitly assuming ratio-scale level within our specific range of satisfaction ratings is a helpful and valid assumption to empirically identify the 3-factor model of customer satisfaction (which has only been implicitly assumed in previous research). Our choice of numerical coding for the ratings (which follows common...
practice in empirical research) ensures that the diminishing, constant, and increasing returns are correctly identified within the relevant range of our satisfaction ratings.

Fourth, we provide a robustness check in our paper [2] to show that our empirical findings do not rely on the log-log regression model or the elasticities (this robustness check was explicitly suggested by the author of the comments [1] during the review process of our paper [2]). The most important finding from applying the alternative approach is that it leads to results that are identical to those from our main approach for the classification of the service attributes to the 3-factor model of customer satisfaction. We would like to take the opportunity to emphasize that this alternative approach (leading to the same results) should not be preferred to our main approach because it violates the principle of sparse parametrization and lacks straightforward hypothesis testing.

Taken together, we are thankful for the fruitful discussion concerning our main approach, which has led us to clearly spell out the assumptions under which our results are valid, and to emphasize the robustness check that supports the validity of our main approach. We advise researchers to bear these assumptions in mind when interpreting our results and especially when adopting our main approach to empirically identify nonlinear slopes from rating data.
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We read the article “Facebook as a Novel Tool for Continuous Professional Education on Dementia: Pilot Randomized Controlled Trial” by Chan et al [1] with great interest. The idea that face to face education is difficult and education via the internet or social networking systems is necessary is intriguing; this is an important perspective in the midst of the COVID-19 pandemic. In the article, the editor wrote, “readers are advised to carefully assess the validity of any potential explicit or implicit claims related to primary outcomes or effectiveness”; hence, we would like to discuss some perspectives.

First, the primary outcome was measured using the differences in the scores of the pre- and postintervention knowledge assessments, which comprised the 25-item Dementia Knowledge Assessment Scale (DKAS) and a formative evaluation of 20 multiple-choice questions. However, the authors’ conclusion is focused on the outcome of improving participants’ knowledge concerning a single subscale in DKAS. This interpretation might be a spin that could warp the interpretation of results and mislead readers [2].

Second, the article has issues with multiple testing. When tests are divided into subscales, some of them may have significant differences. To show a significant difference in the effect, corrections to the multiple tests are required [3].

Finally, this study is a pre and post study; therefore, a paired t test should be used instead of a two-sample t test. The two-sample t test estimates the treatment effect using only the responses at follow-up, and it does not use any information at baseline, which may be useful for increasing efficiency if the baseline and follow-up outcomes are correlated [4].
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We would like to thank Dr Saishoji and colleagues [1] for the opportunity to respond to the issues raised in their letter and to clarify aspects of our study design in relation to these concerns. We would also like to thank Dr Saishoji and colleagues for their interest in our paper [2] and for taking the time to express their concerns.

Our study, a pilot randomized controlled trial, adopted mixed-research methods (quantitative and qualitative) to evaluate the feasibility and acceptability of utilizing Facebook to deliver a continuous professional education (CPE) program to health care professionals. We believe that it is important to explore different effects of the intervention on participants’ own provision of care. Therefore, we focused on measuring the knowledge relevant for the practical care of people with dementia rather than a high level of scientific knowledge related to dementia [3].

In addition to the primary outcome (knowledge about dementia, via the Dementia Knowledge Assessment Scale), we also evaluated participants’ compliance, participants’ engagement in the intervention, participants’ satisfaction, and participants’ attitudes toward using Facebook for professional education from a quantitative perspective. Although significant differences between the intervention group and the control group were not observed in the primary outcomes, we found that the Facebook intervention did well in offering gains to participants’ knowledge and enhanced their engagement and compliance. For that reason, we tried to elaborate on all the outcomes to bring readers a comprehensive picture of the actual application of Facebook for future CPE programs.

We agree that there may be an increased risk of type 1 error when applying multiple statistical tests, and in some cases, correction, such as the Bonferroni correction, can be used. However, we understand that adopting this kind of correction is not a must; it depends on the rationale of the study [4]. Our study was exploratory, involving a few posthoc comparisons, which were regarded as hypotheses for further investigation. Thus, we believe that no correction would be needed in our pilot study.

We appreciate the comment on how our statistical analysis was reported. Hence, we would like to take this opportunity to
provide additional details pertaining to our analysis. In measuring the primary outcomes, an independent sample t test was used to compare the changes in the mean knowledge gain scores between the two groups at the postintervention assessments.

We agree with Dr Saishoji and colleagues [1] that online education is intriguing and important during the current COVID-19 pandemic. We would be glad to keep communicating with investigators on research in this area.
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In “Building a Digital Tool for the Adoption of the World Health Organization’s Antenatal Care Recommendations: Methodological Intersection of Evidence, Clinical Logic, and Digital Technology” (J Med Internet Res 2020;22(10):e16355) the authors noted three errors.
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Figure 6. Screenshots of the World Health Organization Digital Antenatal Care (WHO digital ANC) module. A: List of patients; B: Individual patient record summary; C: Home screen; D: Patient contact summary.
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Abstract

As the demand for telepsychiatry increases during the COVID-19 pandemic, the strengths and challenges of telepsychiatry implementation must be articulated to improve clinical practices in the long term. Currently, observations within US contexts are lacking; therefore, we report on the rapid implementation of telepsychiatry and workflow experiences in a psychiatric practice based within a large health care system in southeast Texas with a national catchment area. We discuss the logistics of the implementation, including modes of communication, scheduling, coordination, and capacity; the psychological effects of web-based services, including both the loss of the physical therapeutic environment and the unique interpersonal dynamics experienced in the virtual environment; and postadoption patterns of engagement with our services and with other clinical functions affected by the rapid adaptation to telemedicine. Our art therapy group programming serves as an applied case study, demonstrating the value of a well-managed web-based program (eg, patients were receptive and well-engaged, and they appreciated the continuity of accessible service) as well as the challenges (eg, the need for backup plans and technological fallbacks, managing interruptions and telecommunication learning curves, and working around the difference in resources for art and music therapy between a well-stocked clinical setting versus clients’ home spaces). We conclude from our experience that the overall strengths of telepsychiatry include receptive and well-engaged responses from patients as well as the expansion of boundaries, which provides a directly contextualized view into patients’ home lives. Challenges and corresponding recommendations include the need for more careful safety planning for high-risk patients; maintaining professional boundaries in the newly informal virtual setting; designing the physical space to both frame the patient encounter and maintain work-life balance for the therapist; allowing for delays and interruptions (including an initial acclimation session); and preserving interprofessional care team collaboration when the physical locations that normally facilitate such encounters are not accessible. We believe that careful observations of the strengths and challenges of telepsychiatry during this pandemic will better inform practices that are considering telepsychiatry adoption both within pandemic contexts and more broadly thereafter.

(J Med Internet Res 2020;22(10):e22523) doi:10.2196/22523
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Introduction

The spread of COVID-19 and wide-scale self-quarantine and shelter-in-place orders have led many nonemergency practices to adopt telehealth solutions to continue serving their patients [1], and psychiatry is no exception. While some cases will still warrant inpatient psychiatric admissions, including coordinated care for psychiatric inpatients who test positive for COVID-19.
telepsychiatry is a viable option for handling outpatient scenarios. Best practices are already in place [3], and there is a supportive evidence base for telepsychiatry [4-6], particularly for web-based therapy for depression [7] and posttraumatic stress disorder [8]. However, the forced adoption of and mass transition to telehealth during the COVID-19 pandemic has resulted in significant challenges for the implementation of telehealth for psychiatric services [9,10]. While guidelines exist for postpandemic telepsychiatry [11,12], given the unique characteristics of this COVID-19 pandemic, lessons learned from these transitions as well as implementation-specific guidelines would be highly applicable to other practices. To date, clinical implementations and lessons learned (and with largely positive results) have been reported largely from settings outside the United States, such as China [13,14], Europe [15-23], Turkey [24], and Australia [10,25-28], with only some US coverage (notably [9], [29], and [30]). In this paper, we document our experience with telehealth adoption at a psychiatry practice embedded in a large health system in the United States and summarize several important successful improvisations and challenges to support broader and more diverse adoption efforts.

Established in January 2018, the psychiatric outpatient clinic at Houston Methodist Hospital offers programs of care to address gaps in the current mental health treatment continuum. The therapeutic outpatient assessment services span approximately 10 business days (2 to 4 hours per day) and are tailored to patients with complex and persistent psychiatric conditions, including depression, anxiety-related disorders, trauma, psychosis, interpersonal dysfunction, chronic pain, sleep disorders, emotional regulation problems, and suicidality. The team-based, multidisciplinary assessment is designed to optimize insight, produce maximal diagnostic clarity, and create a roadmap for future treatment.

The clinic offers access to mental health care through a >5-week Functional Rehabilitation Program that includes morning group therapy sessions and individual sessions in the afternoon. The program proceeds on an outpatient basis, enabling patients to complete treatment while remaining engaged with their lives. The approach to treating patients incorporates an understanding of broader contexts, such as medical comorbidities and social determinants of health. The clinic also offers services to meet the varied and dynamic needs of our patients, including an intensive outpatient program, a modified functional rehabilitation program, individual psychotherapy, couples counseling, psychotropic medication management, and art and music therapies.

In some ways, our clinic had a “head start” on the COVID-19 pandemic compared to most other clinics, as it was already transitioning to digital platforms before the pandemic [31]. The system-wide support for innovative technologies in our health system had resulted in early adoption of and significant investments in telehealth, including secure and integrated technology to facilitate virtual visits embedded within our electronic health record (EHR), a virtual intensive care unit [32], and adoption of telemedicine postoperative follow-up [33]. We had already vested and integrated a platform called CareSense (MedTrak, Inc) for previsit and postvisit care coordination and patient-reported outcomes (see [31] and Fowler et al, forthcoming). Hence, frequently cited sources of provider hesitation to adopt teledmedicine, including workflow integration and infrastructure-related logistics [4,34-37], did not apply to our practice or to our overall culture. However, the COVID-19 pandemic still necessitated rapid adoption of changes to go live before full testing.

Implementation and Experiences

On March 18, 2020, our outpatient clinic transitioned to a 100% telehealth platform, and it is continuing with this approach as of this writing. Our complete transition and continued use of telehealth technologies contrasts with many other outpatient practices, where clinics have followed suit with local businesses and have opened to provide at least some in-person treatment. We chose a more conservative approach to the ongoing use of telehealth technologies for many reasons. Hospital-wide policies require face masks and six feet of social distancing for all outpatient visits for both patients and providers. These safety requirements reduce the risk of COVID-19 transmission but come at a significant cost to the daily practice of outpatient psychiatric care. Our assessments and interventions rely heavily on nonverbal and verbal communication. Masks cover well over half of patients’ faces, limiting providers’ assessment of patient affect. Additionally, masks muffle voices. This facet of mask-wearing has the potential to negatively affect the content of verbal output and subsequently affect comprehension for patients and providers alike. Verbal communication from at least six feet away only worsens the potential negative consequences of muffled voices.

Diversifying Modes of Communication: One Size Does Not Fit All

In our practice, we found it essential to leverage multiple platforms and modalities (eg, Cisco Webex, Microsoft Teams, email, telephone calls, the EHR, patient portal communications) to facilitate the initial transition. While such an inclusive strategy may increase the logistical complexity of care for the providers, our clients found the backup options and redundant systems to be essential. For instance, one client became anxious and frustrated by initial difficulties downloading Webex; therefore, we pivoted to using FaceTime (Apple Inc), which did not require an additional tool and was familiar to the client. Another client, who was feeling lonely and disconnected but struggled to find time for sessions because of childcare demands, was able to feel connected by occasionally texting her therapist. The texts included YouTube links to humorous videos on shared pandemic struggles. In addition to serving a wide range of client preferences, this flexibility was key to help us maintain the availability of service even when one modality lagged or became unresponsive. In addition, having different levels of fidelity on hand (eg, from high-tech Webex to low-tech telephone calls) created a scaffold for backup options and platforms that can be used in tandem. Of course, a list of both COVID-19–provisional approved applications and technology that is more generally compliant with the Health Insurance Portability and Accountability Act (HIPAA) should be consulted to ensure digital security and privacy [38].
Conversely, diversifying the modes of communication also carries efficiency costs (both within the care team and in team-client interactions). These include logging in to platforms and waiting for others to do the same; pausing for deliberate transition between speakers; and reporting the same information in different forms and in multiple places (eg, rapid switches between sessions on Microsoft Teams and formal documentation of the same in the EHR).

Special Logistical Concerns

Handoff procedures were particularly transformed in the new process. Using the gaps between sessions for quick handoffs results in moving from meeting to meeting without a break and then ending the day with more in-depth documentation. We experienced an increased need for communication between team members; casual hallway or “water-cooler” handoffs frequently occur in physical clinic settings, but these could not occur when the care team shifted to telecommuting. Some team members adapted to the loss of this natural and implicit means of coordination by more explicit efforts, while others “went silent.” We learned that staff should consciously expect and prepare for these easily underestimated differences in communication dynamics.

Management of schedules and appointment times was also more stressful and demanding, as tardiness or absence from appointments became ambiguous. An office no-show can occur for many reasons but at least is always counted as an absence. Web-based absence can result from an otherwise ready client experiencing technical difficulties, a broken or misdirected link, or an adjacent appointment; other no-show reasons include forgetfulness or distractions due to other turmoil (quarantine-related or otherwise). In addition, team members’ and clients’ free time has been transformed, limited or expanded, and distributed differently due to lockdown. Factors such as childcare, other caregiver needs, or the presence or absence of other adults in the home have become factors that affect schedules.

Finally, we found that team members and clients had variable capacity to formulate their communication behaviors and subsequently adapt them to the virtual leap. Technological comfort, literacy, and fluency also played roles. When finally online, users experienced differences in the conversational flow in the web-based environment and had to adjust their interviewing styles, such as avoiding talking over the patient. Video exists in a liminal space between in-person interaction and nonvisual interaction. When face-to-face, interlocutors experience familiar nonverbal cues to signal when a speaker is finished or when a listener is still attentive or becoming unsettled, which informs the turn order of speaking as needed; in radio communications, there is a clear expectation that these cues will be absent (hence, conventions are in place such as saying “over” to replace the cues). Web-based video lacks the fidelity to retain the cues but “teases” users with at least some visual context; therefore, we may not properly reset our expectations (nods are missed in choppy video feeds, pitch cues are missed in the audio transmission, eye contact is disrupted by the offset camera eye, etc.). Delays in communication as speakers are confused by the turn order affect the length and efficiency of the session, and more time is required to build rapport and trust with new patients.

Psychological Effects of Web-Based Audiovisual Chat

Our clinic emphasizes differentiation through “time and team” to produce a therapeutic effect. With telehealth, we need to be more mindful of the “time” aspect, which as noted above has been transformed. Web-based chat fatigue (also referred to as “Zoom fatigue” during the COVID-19 pandemic) of patients and team members has sometimes motivated us to limit the duration and frequency of sessions to spread out the mental effort required. Patients still receive the time that our clinic promises; however, they may need to be more flexible with the duration of our programs. As a team, we do not have as much time to talk about patients together because we are confined to team meetings and have strict cutoff times and schedules before the next Webex meeting begins. We also miss the in-person consultations between staff, which have social and not purely logistical benefits. For both our clients and health care workers, a well-established period of reflective time can be as therapeutic and rejuvenating as any sacred or holy space [39]; therefore, the fragmentation of that time into asynchronous processes such as emails is felt. We have used other technology formats and call or text providers as needed to communicate. The needed information is communicated; however, these consultations are quick and detailed information is lost.

Time and space coalesce to form a therapeutic environment for mental health. Space is now virtual, with sessions taking place in the patient’s home or home office in a manner contiguous with the rest of their day. Thus, they can lose the effect of relocating to a separate and unique space, such as the psychiatrist’s office. In this new space, team members and clients have needed to work harder to generate and sustain interpersonal connection. Social signals and efforts must be amplified to overcome the loss of intimacy and belonging derived from physical proximity. This is difficult when new relationships begin in the virtual environment, in contrast to existing clients, with whom rapport was already established before the transition to virtual sessions. Conversely, video chat garners some closeness because of the virtual invitation into normally private spaces (eg, the therapist’s and client’s home office or kitchen table). Viewers obtain unintended but inevitable glimpses into each other’s home lives (children, pets, spouses roaming in the visual or audio background) [40], and even dress tends to be less formal.

Services and Service Lines Under Telehealth

We carefully scrutinized which services can transition without an unacceptable loss of integrity and which cannot. Individual therapy is an easy and established service for telehealth [5,7]; group therapy has been received well by providers and clients alike, perhaps because the program is small. Art and music therapy programs had precedents; however, the success of transition was uncertain, and exploratory efforts were required to establish workability, as in our case study below. Neuropsychological services had to be limited to simple screening. These choices were determined by individual workplaces but should not arise in a vacuum.
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Some programs may thrive more during quarantine than they otherwise would via telemedicine or other modes. Namely, we suspect that people are currently happy to connect in group programs because they are not seeing anyone else due to quarantine. Although there are still some technological challenges, patients are glad to have a social space. Once clients re-engage with their normal social supports and are not quarantined, participation in group sessions may decrease.

Specific functions of our psychiatric practice have also been transformed. Some psychological testing can now be completed through vendor-supplied web-based portals. Other tests require a physical presence, such as medical tests, genetic testing, and magnetic resonance imaging (MRI), and therefore present a challenge. More time is needed to order these tests and to receive results. We no longer have the luxury of ordering and coordinating care within our system. We must rely on external facilities, and relevant information is not always readily available in our EHR. Releases of information and other paper forms must be completed by hand, scanned by patients, and then emailed to us. Fillable forms (eg, smart PDFs) are more efficient and easier for patients who may lack access to technology or suitable home office supplies.

Case Study: Art/Music Therapy Group

Art and music therapies are integral components of our uniquely structured Functional Rehabilitation Program; all patients participate in these forms of therapy in both individual and group settings. While more common forms of psychotherapy are also features of the core clinical programming (eg, acceptance and commitment therapy, dialectical behavioral therapy skills training, process-oriented group therapy), we chose to highlight art and music therapy because of the additional logistical challenges these therapies required in transitioning from in-person sessions to a telehealth platform—namely, the need for therapy-specific equipment, such as painting supplies and musical instruments.

The first tele-art therapy group was held by telephone rather than video due to technical difficulties. While it was difficult to conduct an art therapy group session without being able to see anything, the planned session included a writing prompt, and patients were able to share what they had written along with a description of what they had started to create (demonstrating the importance of backup plans and backup technologies noted above). The timing was a challenge as well because the session took a long time to get started due to technical issues; however, the patients were open to continuing to work on their art pieces on their own, and they brought their pieces to the next session (anticipating in-session time spent on technology; managing interruptions). By the second session, the video was functional, and the patients were able to share their images. The idea of using the group session as the time to start a piece and then continuing to work on the piece or create additional images during the week was well received, with mixed participation (patients as receptive and well-engaged). Availability of art materials is another challenge; some people have plentiful supplies at home, while others have more limited supplies. Ordering items for delivery now faces delays in shipping for many items and low stock due to the increase in the numbers of people who are quarantined or sheltering in place who are ordering art supplies (setting the in-home therapeutic space).

Our providers observed that the patients seemed grateful to have the groups as a way to create structure in their days and to connect with others. Pre-existing rapport noticeably helped in this case: while similar online offerings are available, there is a sense of community for existing patients that they would not find by selecting a different offering, such as an online support group or art class. At the same time, our staff served as an anchor that enabled the patients to reach out to other support groups and engage in more opportunities during this time than they might normally have done because they knew they could check in with us about the other things they were trying.

Despite positive outcomes, the applied and physical nature of art and music therapy poses unique challenges, largely revolving around the resources necessary for traditional session plans. The therapist and patient do not have equal and shared access to instruments. If a patient wants to use music education in their therapy, such as learning guitar skills, they do not have access to the music therapist’s instruments to achieve this. Time lags in internet video conferencing also make joint music-making difficult. This removes real-time improvisation and some re-creative approaches from the therapist’s repertoire until technological adjustments or advancements are made; for example, music-making interventions such as group drumming are removed from the music therapist’s toolbox.

In this type of therapy, there is also an increased burden on the patient to learn technological skills to participate in telemedicine. Even if the therapist has the resources to provide high-quality video and audio, that quality can be lost if the patients’ technological resources are not equivalent. Higher-quality technology resources are needed to ensure quality experiences more than in conversation-based interventions (which, as we’ve seen, can default to mechanisms as simple as the telephone). USB microphones and high-speed home internet are not ubiquitous even among fairly privileged patients, raising additional concerns of potentially exacerbating disparities for lower-income patients and their care access to telemedicine programs of this nature. For patients who can obtain the necessary resources, technical literacy may still present a barrier; therefore, the therapist serves a dual role as the patient’s information technology support in troubleshooting not only the teleconferencing method in general but also the audiovisual equipment required.

Although not ideal for re-creative or improvisational models, the internet and its associated technologies are rich in opportunities for receptive and compositional methods of music therapy. Most technology platforms (which are free but also require a certain amount of internet bandwidth) enable screen sharing and high-quality video for receptive music therapy interventions. This includes screen sharing for collaboration on lyrics or looking up chord charts on the internet. These web-based techniques take time to learn; therefore, the therapist should budget extra time accordingly for self-orientation and patient orientation. It is important for the therapist to test their new technology skills before entering sessions. The therapist
should practice their new skills with a fellow therapist or family member. Free and easy-to-learn software programs are available for music production and composition, such as GarageBand and Audacity. Granted, “easy-to-learn” is relative to the more complex software available as well as the patient’s or therapist’s baseline technological skills, although learning and improving one’s self-efficacy can have benefits and rewards as well.

Summary of Strengths, Challenges, and Recommendations

Our clinical team identified several strengths and key challenges when moving forward with our rapidly implemented telemedicine program; these may be instructive both to other psychiatric practices that are thinking of adopting telemedicine and to practices seeking to improve currently implemented programs.

Strengths

Patients Are Receptive and Well-Engaged

All our prepandemic established patients continued to engage in some degree of programming when we transitioned from an in-person platform to telehealth. We were mindful of individual differences in the extent to which patients were willing to transition to telehealth programming and in their preferred platforms. Patients and providers engaged in a shared decision-making process, and we tailored our programming and mode of service delivery based on patient preferences. Postpandemic patients generally chose a reduced intensity of treatment from the beginning of their treatment with us. Overall, most patients seemed relieved that in the midst of the pandemic, therapeutic structures and support were still accessible. Rapport is enhanced by a sense that both providers and patients are going through a crisis together; this humanizes the providers to the patients while also giving providers an opportunity to model intentional coping, balanced responses to the crisis (on most occasions), and active anxiety regulation in real time. Our experience is corroborated by other US sites that implemented telemedicine rapidly [9] as well as by generally positive reviews showing patient satisfaction with telepsychiatry [5,6].

Virtual Groups Have Been Well-Attended, and Engagement in Some Respects Has Increased

The relative isolation that group members are feeling has spurred them out of their comfort zones to engage more actively and depend more on their peers. For some group members, especially those with more avoidance and social anxiety, the current circumstances are leading them by necessity to experience their peers as a new and positive source of support.

Telepsychiatry Expands the Boundaries of Psychological Intervention Into the Real World

By necessity, telehealth visits take providers out of the one-on-one environment of traditional brick-and-mortar practice and into their patients’ everyday lives, living rooms, and backyards. In one session, we were actually able to see one patient relate with her son in real time instead of just talking with her about their interaction and interpreting it as filtered through her perception. This direct and contextualized interaction increases the ecological validity and relevance of therapy and opens opportunities for more flexible service delivery models in future practice that are more effective and helpful for patients and less restrained by antiquated “red tape.”

Challenges and Recommendations

High-Risk Patients

High-risk patients require more active safety planning, case management, and tolerance of anxiety and uncertainty related to unknown aspects due to lack of in-person visits. For our established chronically suicidal patients, we made emergency contact details readily available prior to scheduled sessions, expressed the ability and willingness to engage emergency medical services if necessary, and provided direct access to our inpatient psychiatric unit should the need arise. Fortunately, we did not need to mobilize any of these contingencies for prepandemic established patients. However, for patients who were admitted to our practice after we transitioned to an exclusively virtual platform, risk management created significant logistical challenges. We did facilitate inpatient psychiatric admissions with significant assistance from family members, who needed to bring their loved ones to the hospital emergency department, were not allowed to accompany them past that point, and were required to communicate with the inpatient care team almost exclusively by telephone. Additionally, we supplemented our outpatient programming with home health aides out of medical necessity. Management of risk in a virtual setting requires considerably more time, effort, and creative problem-solving than in-person clinical care [20]. To date, we have managed risk without adverse events. In this area, further research on the process, patient and provider experience, and outcomes is warranted.

Establish a Provider Culture of Telemedicine Adoption

One observed strength was not a strength of our telemedicine program per se but of provider willingness to adopt telemedicine as a solution: 100% of providers transitioned to telemedicine platforms with varying degrees of fluency and need for ongoing logistical support. Studies have reported provider hesitation to adopt telemedicine based on concerns about workload [34], usability [35,36], EHR and systems integration [36], other logistics related to time and staff [37], and incentives, reimbursements, and regulations [35,36], especially in the case of telepsychiatry, which deserves special consideration when COVID-19–based federal policy changes and leniencies expire [4,41]. Hence, the success of telemedicine adoption is greatly facilitated by investing in the cultural, logistical, and infrastructural factors to enable success (see also Kalin et al [29], who likewise credit their successful COVID-19–related telepsychiatry adoption to organizational culture and prior technological readiness). However, “from-scratch” implementation is also possible, as in the case reported by Yellowlees et al [9], who impressively planned a complete program to adapt in-person sessions to telepsychiatry in one day and had fully implemented it for all patients within three working days. Other attempts were more encumbered by technical and training difficulties; however, it was found, as in
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our study, that use of multiple platforms had a mitigating effect [30].

Set the Therapeutic Frame With Intentionality to Manage Risk

The transition to a virtual frame risks blurring normal therapeutic boundaries by decreasing the formality of the encounter. For example, there is a need to demarcate a telephone-based therapy appointment from a telephone call with a friend or a fellow citizen in the midst of a pandemic. In an office, this frame is set through physical elements, including the office, furniture, and waiting room. In virtual space, this frame must be instituted verbally, though not rigidly, through maintaining intentionality about how the conversation relates to the patient’s overall goals. Mindfulness and management of the professional practitioner-patient relationship remains as important as ever. It is also worth noting that most web platforms allow for anonymous telephone calls or web-calling using a web-based profile, which allows the therapist to avoid disclosing their own personal account or telephone number when checking in with the patient.

Setting the Physical and Visual Backdrop Requires Forethought and Design

Setting the frame requires more than verbal and behavioral monitoring. Although it can be humanizing for the patient to see the therapist in their natural habitat, it may be necessary to hide unattractive objects in the therapist’s home. A foldable standing blind can be useful for hiding items such as laundry baskets, beds, and the kitchen counter. The blind also provides a consistent, professional, and aesthetically pleasing therapeutic environment. Lighting is also a consideration; for webcasting, it is better to be lit from the front than from the back. To avoid additional glare from the ceiling fan, the laptop computer or camera should be positioned so that the ceiling fan is not in view.

Maintain Work-Life Balance by Separation of Space and Time

The blinds and other physical rearrangements needed for the therapeutic space can also benefit the therapist as a transitory demarcation of work versus home spaces. Home is a refuge from work, and working from home blurs the roles of the home and work environments. Using a blind to “set up” the office changes the environment from home to work and vice versa at the end of the day. This transition helps to “give back” the space to the therapist and acts as an affordance to return to normal use of the space. If the therapist’s floor plan allows for a permanent home office space, this can also demarcate a work zone from a home zone; however, the lack of physical actions and motions for setup and breakdown in this case should be replaced by disciplined scheduling to signal work time and free time in some other way. It is worth noting that health care workers, including psychiatrists and mental health workers, can also benefit from receiving telepsychiatry services [24].

Introduce the Client to the Virtual Space and Expect to Take Up Initial Session Time

When beginning initial sessions, it is important to allow time for orientation to the technology [9]. In the same way a new patient may need help to find their way into the building and park their car, they may need our help to orient to the technology. It is important for the therapist to take a “walking with” stance with the patient and express that the therapist and the patient are “in this together.” Allowing time for technology and normalizing it as part of the orientation to therapy can help assuage a new patient’s anxiety about their first session. The therapist should aside a generous 10 or 15 minutes simply to help the patient with the technology. This also has the effect of building trust between the patient and the therapist. Provider-guided orientation may thus be uniquely warranted in telepsychiatry in contrast to other forms of telemedicine, in which the provider and patient may both prefer to save time by using pre-session tutorials or medical assistant–led guidance to use the technology instead.

Interruptions May Disrupt Session Plans and Will Require Management

Potential interruptions naturally arise as the patient’s family or pets enter the picture, particularly if home childcare is an issue for either the patient or the therapist. These interruptions are inevitable and must be managed. In group sessions, this may cause patients to miss key discussions. Interruption recovery techniques include video replay (if sessions are recorded) or history logs (if time-stamped real-time notes are taken) [42]. Privacy issues can be mitigated through sound localization. Headphones are fairly essential, as they prevent family members from overhearing confidential session details or comments by therapy group members. Headphones also signal to others that the patient is absorbed in a task. If a meditative or focused exercise is planned, such as guided imagery or progressive muscle relaxation, it is important to let patients know this ahead of time so that they can take steps to help their family understand that they cannot be disturbed (and establish a backup plan in case of internet connectivity disruptions). Therapists and patients alike can also look into any affordable or employer-provided childcare options they feel safe with during the pandemic to mitigate childcare-related interruptions while remaining consistent with their household’s social distancing plan.

Shelter-in-Place Restrictions Challenge Active Interprofessional Collaboration

Clinical isolation highlights the value of in-person informal consultation and colocation of a multidisciplinary team, both to preserve benefits to the patient derived from such team support [20,24] and for the morale of the team itself. Having short conversations in the hall, dropping by a colleague’s office for a minute, and eating lunch with colleagues keep providers apprised of shared clinical work. Without these channels, more active time and participation are needed. We have implemented additional scheduled consultation meetings to account for the loss of informal consultation.
Conclusion
The circumstances of the COVID-19 pandemic have created unprecedented challenges that are taxing the physical and mental health of the populace; however, the pandemic has also created unprecedented opportunities to learn, teach, innovate, and evaluate telepsychiatry strategies as necessity spurs their adoption.
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Abstract

Background: COVID-19 became a global pandemic not long after its identification in late 2019. The genomes of SARS-CoV-2 are being rapidly sequenced and shared on public repositories. To keep up with these updates, scientists need to frequently refresh and reclean data sets, which is an ad hoc and labor-intensive process. Further, scientists with limited bioinformatics or programming knowledge may find it difficult to analyze SARS-CoV-2 genomes.

Objective: To address these challenges, we developed CoV-Seq, an integrated web server that enables simple and rapid analysis of SARS-CoV-2 genomes.

Methods: CoV-Seq is implemented in Python and JavaScript. The web server and source code URLs are provided in this article.

Results: Given a new sequence, CoV-Seq automatically predicts gene boundaries and identifies genetic variants, which are displayed in an interactive genome visualizer and are downloadable for further analysis. A command-line interface is available for high-throughput processing. In addition, we aggregated all publicly available SARS-CoV-2 sequences from the Global Initiative on Sharing Avian Influenza Data (GISAID), National Center for Biotechnology Information (NCBI), European Nucleotide Archive (ENA), and China National GeneBank (CNGB), and extracted genetic variants from these sequences for download and downstream analysis. The CoV-Seq database is updated weekly.

Conclusions: We have developed CoV-Seq, an integrated web service for fast and easy analysis of custom SARS-CoV-2 sequences. The web server provides an interactive module for the analysis of custom sequences and a weekly updated database of genetic variants of all publicly accessible SARS-CoV-2 sequences. We believe CoV-Seq will help improve our understanding of the genetic underpinnings of COVID-19.

(J Med Internet Res 2020;22(10):e22299) doi:10.2196/22299
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Introduction

Since its identification in late 2019, the novel coronavirus SARS-CoV-2 has caused an outbreak of viral pneumonia and has become a global pandemic. Despite efforts to contain its spread, as of late September 2020, SARS-CoV-2 had infected nearly 33 million patients and caused nearly 1 million deaths worldwide [1]. To understand its evolution and genetics, scientists have sequenced SARS-CoV-2 genomes from patients across different age groups, genders, ethnicities, locations, and disease stages [2]. These genomic sequences are being shared on public repositories at a rapid pace, with thousands of new sequences every week [3-5]. To keep up with the latest developments, scientists need to frequently download and clean new data sets, which is an ad hoc and time-consuming process. Furthermore, scientists with limited knowledge of bioinformatics...
or programming may experience difficulty in analyzing SARS-CoV-2 genomes.

We developed the CoV-Seq toolkit to address these challenges. CoV-Seq consists of several components: a data analysis pipeline that takes FASTA sequences and generates variant callsets in variant call format (VCF) and open reading frame (ORF) predictions. The pipeline automatically filters low-quality sequences, removes duplicate sequences, performs sequence alignment, and identifies and annotates genetic variants. We provide a web server [6] to enable the rapid analysis of custom sequences without any programming. The web interface includes an interactive genome visualizer and tabulated displays of genetic variants and ORF predictions. All results can be downloaded for downstream analysis. Further, we provide a command-line interface to allow high-throughput processing in local environments. To facilitate data sharing, we aggregate SARS-CoV-2 sequences from the Global Initiative on Sharing Avian Influenza Data (GISAID) [3], National Center for Biotechnology Information (NCBI) [4], European Nucleotide Archive (ENA) [5], and China National GeneBank (CNGB).

Methods

Data Collection

The majority of publicly available SARS-CoV-2 genomic sequences are deposited into the following databases: GISAID (Multimedia Appendix 2 lists GISAID contributors), NCBI, ENA, and CNGB. All databases provide the option of downloading data in a batch. We used Selenium [7] to automate the data download process.

Data Preprocessing

We aggregated SARS-CoV-2 sequences from GISAID, NCBI, ENA, and CNGB. Many sequences represented incomplete genomes, sometimes containing only a single gene. We filtered these genomes using a lenient cutoff of 25,000 nucleotides because doing so removed distinctly incomplete genomes while retaining complete genomes (Figure 1 in Multimedia Appendix 1). Both NCBI and ENA are part of the International Nucleotide Sequence Database Collaboration (INSDC) and therefore contain duplicate submissions, which we removed by comparing the accession IDs. Further, dual submissions can appear in both GISAID and INSDC under different accession IDs. We considered two submissions as suspect duplications if they had identical genomic sequences. These suspect duplications were marked in the metadata but not removed because a strain can infect multiple patients.

Pairwise Sequence Alignment

We performed pairwise alignment against the reference sequence (NCBI accession ID: NC_045512.2) using Multiple Alignment using Fast Fourier Transform (MAFFT) [8] with default options.

Variant Calling

We used a custom Python script for variant calling, in which we considered single nucleotide polymorphisms (SNPs), insertions, and deletions. We left-normalized each variant with bcftools [9] and removed samples with too many variants, indicative of sequencing error. We used a lenient cutoff of 350 variants because doing so removed samples with extremely large numbers of variants while keeping most samples (Figure 2 in Multimedia Appendix 1). During postprocessing, we removed multiallelic sites because these sites were more likely to occur in regions prone to sequencing error, such as the two ends of the genome (Figure 3 in Multimedia Appendix 1). Further, we removed variants within the poly-A tail. The filtered variant callset was annotated with snpEff [10].

ORF Boundary Detection

To detect ORF boundaries, we employed a method similar to Viral Annotation Pipeline and iDentification (VAPiD) [11]. Since NCBI Genbank provides genetic annotations for the SARS-CoV-2 reference genomes, we translated the coordinates of ORF boundaries from the reference genome to the query genome using their pairwise alignment. For multisegment ORFs (ie, due to ribosomal slippage), we annotated each segment independently and combined them afterward.

Interactive Visualization

The CoV-Seq web server is hosted on Amazon Web Services (AWS) Elastic Beanstalk with load balancer enabled, running with the Flask framework [12], Jinja template engine [13], and Werkzeug [14] Web Server Gateway Interface (WSGI) toolkit. After the user submits data through either a text box (for a single sequence) or file upload (for an arbitrary number of sequences), the back-end program will perform pairwise sequence alignment, variant calling, and ORF boundary detection to generate results in VCF and JSON formats. The front-end templates will then render genome sequences on a new page using JSON data, the ECharts [15] library, and dedicated designed JavaScript functions. The result page highlights mutations on submitted sequences against the reference sequence and shows details upon cursor hover. Users can also zoom in to check the details of the genomic sequence. Selecting a specific ORF will expand the display to show the mutation table, the ORF table, and the gene sequence for the selected ORF.

Results

Statistics on Collected Sequences

The number of SARS-CoV-2 sequences submitted to GISAID, NCBI, ENA, and CNGB has increased over time. Figure 1 shows the cumulative number of sequences by collection date. Sequences from Asia increased steadily since January, whereas sequences from other continents initially grew slowly but saw a dramatic increase in pace in March. The submission volume reflects the global spread of the virus, starting with the initial outbreak within China in January and followed by the subsequent global outbreak in March. Note that although the number of submissions correlates with the number of cases overall, the number of submissions does not reflect the actual case numbers (Figure 2). The ten countries with the highest number of submissions include five European countries (United Kingdom, Spain, Portugal, the Netherlands, and Switzerland), two Asian countries (India and China), two North American countries (United States and Canada), and one Oceanian country (Australia).
**Figure 1.** The cumulative number of sequences hosted by public databases has increased over time. Sequences from Asia increased steadily since January, whereas sequences from other continents saw a dramatic increase in March. Each data point represents a week. Note that the x-axis shows collection dates, which can precede submission dates by several weeks (e.g., a sequence collected in July may be submitted in August). Therefore, lines that do not reach August indicate that sequences recently collected have not been submitted yet.

![Cumulative Number of Strains Collected](image)

**Figure 2.** The number of submissions by country. The ten countries with the highest numbers of submissions are marked.

![Number of Submissions by Country](image)

---

**Interactive Visualization With Custom Sequences**

CoV-Seq provides an intuitive web interface (Figure 3A) for analyzing and visualizing SARS-CoV-2 variants and ORFs. Upon receiving custom sequences, CoV-Seq identifies ORF boundaries and genetic variants and displays them alongside a full-length genome (Figure 3B). Users interact with the genome by dragging the zoom bar to adjust the magnification and the position bar to pan along the genome. When the genome window contains less than 150 nucleotides, letters will appear to indicate both the nucleotide bases and amino acid residues. Hovering over ORF bodies or variants will trigger pop-up windows for relevant information (Figure 3B, red box). Clicking on an ORF brings up three tables. The first table shows all variants and their positions, alleles, and ORFs in which they belong (Figure 3C). A second table shows ORF annotations obtained by aligning input sequences against the reference sequence and transferring annotations from Genbank (Figure 3D). A third table shows nucleotide and protein sequences for the selected ORF (not shown). All tables can be downloaded for further analysis.
CoV-Seq Command-Line Interface

Due to the rapid accumulation of SARS-CoV-2 genomic sequences, a point-and-click web interface is time-consuming for large collections. Therefore, we provide a command-line interface (CLI) for high-throughput processing of sequence batches [16]. The CLI allows the user to identify variants and ORF boundaries from multiple sequences with a single command. Further, the CLI allows the user to identify variants from multiple sequences from a FASTA file with one command.

Downloading Analysis-Ready Data

To facilitate downstream analysis with publicly available data, we aggregated SARS-CoV-2 genomic sequences from GISAID, NCBI, ENA, and CNGB; we also identified and annotated genetic variants. In addition, we aggregated metadata with key information such as the location and collection date for each sequence (see Methods). All aggregated information can be downloaded from the CoV-Seq web server [17]. Based on this set of information, we provide statistics on the geographical and chronological distributions of sequence submissions and encourage further analysis by other scientists.

Discussion

Principal Results

In this paper, we have described CoV-Seq, a web server that enables the rapid analysis of SARS-CoV-2 genomic sequences. CoV-Seq consists of several components. The interactive visualization module accepts custom sequences as input and displays the genetic variants and ORF boundaries on an interactive genome browser. For batch processing needs, CoV-Seq provides a CLI interface that processes many sequences at once. To encourage downstream analysis with publicly available data, CoV-Seq provides downloadable analysis results (updated weekly) with sequence metadata and genetic mutations.

Limitations

CoV-Seq is currently limited to SARS-CoV-2 sequences. The web server does not allow custom reference sequences other than SARS-CoV-2. We chose to focus on this virus because it has constituted the majority of processing requests during the COVID-19 pandemic. We plan to provide additional functionality to accept custom reference sequences in a future release.

https://www.jmir.org/2020/10/e22299
Comparison With Prior Work

The existing software packages VAPiD [11] and Viral Genome ORF Reader (VIGOR) [18] focus on gene annotations. To our knowledge, a software package that identifies, annotates, and visualizes genetic variants of SARS-CoV-2 has not previously been created.

Conclusions

We developed the CoV-Seq web server for fast and easy analysis of SARS-CoV-2 sequences. We hope CoV-Seq will help improve our understanding of the genetics of COVID-19. In the future, we plan to expand the scope of CoV-Seq to include other viruses.
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Abstract

Background: Patient-facing digital health tools have been promoted to help patients manage concerns related to COVID-19 and to enable remote care and self-care during the COVID-19 pandemic. It has also been suggested that these tools can help further our understanding of the clinical characteristics of this new disease. However, there is limited information on the characteristics and use patterns of these tools in practice.

Objective: The aims of this study are to describe the characteristics of people who use digital health tools to address COVID-19–related concerns; explore their self-reported symptoms and characterize the association of these symptoms with COVID-19; and characterize the recommendations provided by digital health tools.

Methods: This study used data from three digital health tools on the K Health app: a protocol-based COVID-19 self-assessment, an artificial intelligence (AI)–driven symptom checker, and communication with remote physicians. Deidentified data were extracted on the demographic and clinical characteristics of adults seeking COVID-19–related health information between April 8 and June 20, 2020. Analyses included exploring features associated with COVID-19 positivity and features associated with the choice to communicate with a remote physician.

Results: During the period assessed, 71,619 individuals completed the COVID-19 self-assessment, 41,425 also used the AI-driven symptom checker, and 2523 consulted with remote physicians. Individuals who used the COVID-19 self-assessment were predominantly female (51,845/71,619, 72.4%), with a mean age of 34.5 years (SD 13.9). Testing for COVID-19 was reported by 2901 users, of whom 433 (14.9%) reported testing positive. Users who tested positive for COVID-19 were more likely to have reported loss of smell or taste (relative rate [RR] 6.66, 95% CI 5.53-7.94) and other established COVID-19 symptoms as well as ocular symptoms. Users communicating with a remote physician were more likely to have been recommended by the self-assessment to undergo immediate medical evaluation due to the presence of severe symptoms (RR 1.19, 95% CI 1.02-1.32). Most consultations with remote physicians (1940/2523, 76.9%) were resolved without need for referral to an in-person visit or to the emergency department.

Conclusions: Our results suggest that digital health tools can help support remote care and self-management of COVID-19 and that self-reported symptoms from digital interactions can extend our understanding of the symptoms associated with COVID-19.
Introduction

Contemporary health care systems have limited capacity for managing epidemics; they are structured on the model of in-person interactions between patients and clinicians, which results in the congregation of patients in emergency departments and waiting areas during crises [1]. During the COVID-19 pandemic, it has been suggested that digital technologies can be used to deliver rapid urgent assessments, aid management of nonurgent conditions, and reduce the risk of iatrogenic COVID-19 exposure [1-3]. Indeed, several medical associations have encouraged the use of these tools during the COVID-19 epidemic, including the American Medical Association and the American Academy of Family Physicians [4,5]. Moreover, it has been suggested that these technologies can provide novel insights regarding the epidemiology and clinical characteristics of this new disease [6], especially in early stages and in community settings, as most published studies focus on hospitalized patients [7].

Digital tools have been promoted and deployed during previous infectious disease outbreaks, such as severe acute respiratory syndrome (SARS) and Ebola virus [8,9]. These tools focused primarily on surveillance, contact tracing, case management, and management of laboratory results [10]. In recent years, a wide range of patient-facing digital health modalities have emerged. These include protocol-based triage tools, artificial intelligence (AI)–driven tools for diagnosis and self-assessment, use of at-home remote monitoring devices, and virtual consultations by remote physicians. These tools are rapidly being deployed to support the medical management of the current epidemic [2]. However, despite the rapid growth in patient-facing digital and AI-driven technologies, other than reports of user satisfaction [11-13], there are limited data on the usage patterns and characteristics of these technologies in the management of COVID-19 and on their utility for advancing clinical research of COVID-19. Examining the characteristics and symptoms of digital technology users can help identify novel features associated with positivity or severity of COVID-19 and advance our understanding of the disease. Analysis of use patterns of digital tools can provide insight regarding their utility in the management of COVID-19 and can also highlight opportunities for further development.

During the pandemic, K Health, a novel AI-driven digital health platform deployed in the United States [14], offered three tools: a protocol-based COVID-19 self-assessment tool, an AI-driven symptom checker, and text–based telemedicine visits. This study aims to further our understanding of the use of digital health technologies in COVID-19 management and research. Specifically, the study describes the demographic and clinical characteristics of people using digital health tools for COVID-19–related concerns, explores self-reported symptom patterns among digital health users with COVID-19 compared to users who do not have the disease, and characterizes the information and management recommendations provided by different digital health tools.

Methods

Population and Settings

K Health is a novel AI-driven digital health app; at the time this paper was written, it was available for download in the United States, Mexico, Indonesia, and Israel [14]. The app was built using a data-driven approach in collaboration with Maccabi Health Services (MHS). MHS is the second largest health maintenance organization in Israel, with over 2 million members [15,16]. Data from the MHS health records were used to develop an AI-driven symptom-checker, whose methodology has been described elsewhere [14]. The K Health app was launched in the United States in 2018 and has been used by over 4 million adults [14]. The app is free to download, and the symptom checker is available for free to adults over 18 years of age; thus, the app provides the public with reliable and personalized information on diagnoses related to their symptoms and medical history.

In June 2019, K Health began offering a service that enables users to consult directly with a remote physician. The platform provides the users with the option to receive a diagnosis, prescriptions, lab referrals, a referral to remote management of mental health concerns, or a referral to primary or emergency care. Consulting with a remote physician involves a fee or enrollment in a relevant health plan.

Early in April 2020, a protocol-based COVID-19 self-assessment was added to the app to provide users with up-to-date guidance for managing suspected cases of COVID-19. The self-assessment was developed by a team of board-certified physicians and was based on guidance issued by the World Health Organization and the US Centers for Disease Control and Prevention [17,18]. The user was asked to report the presence and severity of COVID-19–related symptoms as well as the presence of concomitant conditions known to increase risk of severe disease. Following the self-assessment, users were provided with one of four recommended actions based on their risk profile: social distancing, quarantine, isolation, or seeking immediate medical evaluation. Users were also informed if they were at increased risk for COVID-19 complications, and users with risk factors and symptoms were encouraged to consult a physician. For further details, including the full questionnaire, see Multimedia Appendix 1.

Study Design

This study describes use of three digital tools, namely a protocol-based COVID-19 self-assessment tool, an AI-driven symptom checker, and communication with a remote physician, by adults (>18 years of age) seeking COVID-19–related health information and services during the 10-week period between the launch date of April 8 to the date of data extraction on June
The COVID-19 self-assessment included questions regarding symptoms known to be associated with COVID-19 (eg, cough, dyspnea, and fever) as well as symptoms hypothesized to be related to these symptoms. Following use of the symptom checker, a subset of 2523 users proceeded to consult with remote physicians, who provided guidance on the users' disposition.
(16,080/71,619, 22.5%), and hypertension (13,952/71,619, 19.5%) (Table 1).

The self-assessment results provided users with information and recommendations related to their risk of COVID-19, with the most common recommendations involving social distancing (20,984/71,619, 29.3%) and isolation (23,706/71,619, 33.1%) (Table 2).

Figure 1. Flowchart describing the cohort of US individuals who used the COVID-19 self-assessment between April 8 and June 20, 2020. AI: artificial intelligence.

Table 1. Characteristics of the cohort of COVID-19 self-assessment users (N=71,619).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>34.5 (13.9)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>51,845 (72.4)</td>
</tr>
<tr>
<td><strong>Chronic conditions, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>13,952 (19.5)</td>
</tr>
<tr>
<td>Morbid obesity</td>
<td>7676 (10.7)</td>
</tr>
<tr>
<td>Smoking</td>
<td>13,505 (18.9)</td>
</tr>
<tr>
<td>Stroke</td>
<td>897 (1.3)</td>
</tr>
<tr>
<td>Cancer or immunosuppression</td>
<td>1868 (2.6)</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>1313 (1.8)</td>
</tr>
<tr>
<td>Chronic lung disease</td>
<td>16,080 (22.5)</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>3835 (5.4)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>5958 (8.3)</td>
</tr>
<tr>
<td><strong>Tested for COVID-19 (n=2901), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Tested positive</td>
<td>433 (14.9)</td>
</tr>
<tr>
<td>Tested negative</td>
<td>2468 (85.0)</td>
</tr>
</tbody>
</table>
Table 2. Outputs provided by the digital health tools (N=71,619), n (%).

<table>
<thead>
<tr>
<th>Output</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COVID-19 assessment recommendation</strong></td>
<td></td>
</tr>
<tr>
<td>Practice social distancing</td>
<td>20,984 (29.3)</td>
</tr>
<tr>
<td>Isolate yourself</td>
<td>23,706 (33.1)</td>
</tr>
<tr>
<td>Quarantine yourself</td>
<td>7735 (10.8)</td>
</tr>
<tr>
<td>Seek immediate evaluation</td>
<td>19,194 (26.8)</td>
</tr>
<tr>
<td><strong>Most common symptom checker potential diagnoses (n=41,425)</strong></td>
<td></td>
</tr>
<tr>
<td>Upper respiratory infection</td>
<td>15,232 (36.7)</td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>2457 (5.9)</td>
</tr>
<tr>
<td>Gastroesophageal reflux disease</td>
<td>2075 (5.0)</td>
</tr>
<tr>
<td>Dehydration</td>
<td>1512 (3.6)</td>
</tr>
<tr>
<td>Tension-type headache</td>
<td>1152 (2.8)</td>
</tr>
<tr>
<td>Allergic rhinitis</td>
<td>957 (2.3)</td>
</tr>
<tr>
<td>Depressive mood disorder</td>
<td>833 (2.0)</td>
</tr>
<tr>
<td>Pulmonary embolism</td>
<td>783 (1.9)</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>721 (1.7)</td>
</tr>
<tr>
<td>Acute food poisoning</td>
<td>708 (1.7)</td>
</tr>
<tr>
<td><strong>Remote physician management and disposition</strong> (n=2523)</td>
<td></td>
</tr>
<tr>
<td>Medication or laboratory tests</td>
<td>1072 (42.5)</td>
</tr>
<tr>
<td>Information and reassurance</td>
<td>431 (17.1)</td>
</tr>
<tr>
<td>Other</td>
<td>363 (14.4)</td>
</tr>
<tr>
<td>Referral to primary care or a specialist</td>
<td>325 (12.9)</td>
</tr>
<tr>
<td>Referral to the emergency department</td>
<td>257 (10.2)</td>
</tr>
<tr>
<td>Referral to COVID-19 testing</td>
<td>169 (6.7)</td>
</tr>
<tr>
<td>Referral to a remote behavioral health service</td>
<td>73 (2.9)</td>
</tr>
</tbody>
</table>

*Dispositions are not mutually exclusive.*

Testing for COVID-19 was reported by 2901 users, of whom 433 (14.9%) reported testing positive. Users who were tested for COVID-19 were predominantly female (2022/2901, 69.7%), with a mean age of 38.1 years (SD 13.8). Of users who were tested, those who reported testing positive were of similar age (mean 37.5 years, SD 37.4, vs mean 38.2 years, SD 37.4, P=.32), less frequently female (62.4% vs 69.9%), and much more likely to have reported a close contact with a known case of COVID-19 (relative rate [RR] 7.13, 95% CI 6.00-8.49), compared to those who tested negative. The symptoms reported by users as part of the COVID-19 self-assessment differed between those who reported positive and negative test results. Most notably, the relative prevalence of reporting loss of smell or taste was significantly higher among individuals who tested positive for COVID-19 (RR 6.65, 95% CI 5.53-7.94), as was the prevalence of fever (RR 2.58, 95% CI 2.04-3.26) and chest pain (RR 2.59, 95% CI 2.12-3.18). Cough, difficulty eating or drinking, dry eye, eye pain, feeling weak and lightheaded, and chest pain were also significantly associated with positive COVID-19 tests (Figure 2).
Individuals using the COVID-19 self-assessment were prompted to use the AI-driven symptom checker to receive additional information about other conditions potentially related to their symptoms. This tool enables users to input a wide range of symptoms that are not systematically collected as part of the COVID-19 self-assessment; thus, it recorded a wide range of additional symptoms that were not already included in the protocol-based self-assessment. Among these, the most common additional symptoms reported by individuals who tested positive for COVID-19 were headache, sore throat, fatigue, diarrhea, chest pain, nausea, nasal congestion, runny nose, and sweating (Supplementary Table 1, Multimedia Appendix 1). The AI-driven algorithm provided users with information about the most common conditions people with symptoms and personal characteristics similar to theirs were diagnosed with (“potential diagnoses”). The most common non–COVID-19 conditions classified as relevant for the 41,425 users were upper respiratory infection (15,232, 36.7%), anxiety disorder (2457, 5.9%), gastroesophageal reflux disease (GERD) (2075, 5.0%), and dehydration (1512, 3.6%) (Table 2).

Among individuals initially evaluating their COVID-19 risk, a small subset (2523/41,425, 3.5%) chose to communicate with a remote physician. Users who chose to communicate with a remote physician were older (mean age 38.6 years, SD 13.2, vs mean age 34.3 years, *P* < .001) and more likely to be male (37.9% vs 27.2%, *P* < .001) than users who did not; however, they were less likely to have comorbidities (RR 0.88, 95% CI 0.82-0.95). These individuals were more likely to report severe symptoms such as severe chest pain (RR 1.13, 95% CI 1.03-1.25) and to be encouraged by the self-assessment to seek immediate evaluation (RR 1.19, 95% CI 1.02-1.32). Additionally, features and symptoms supporting higher suspicion of COVID-19 were more common among users who communicated with a remote physician, including exposure to a close contact with COVID-19 (RR 1.21, 95% CI 1.1-1.35), fever (RR 1.56, 95% CI 1.43-1.72), shortness of breath (RR 1.25, 95% CI 1.16-1.33), and loss of smell and taste (RR 1.22, 95% CI 1.09-1.37) (Table 3).

<table>
<thead>
<tr>
<th>Symptom</th>
<th>COVID-19 Positive, n(%)</th>
<th>COVID-19 Negative, n(%)</th>
<th>RR Lower CI</th>
<th>Upper CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Close contact with COVID-19</td>
<td>213 (49.2)</td>
<td>170 (6.9)</td>
<td>1.13</td>
<td>0.86</td>
</tr>
<tr>
<td>Travel to area with COVID-19</td>
<td>9 (2.1)</td>
<td>112 (4.5)</td>
<td>0.47</td>
<td>0.23</td>
</tr>
<tr>
<td>Chest pain</td>
<td>169 (26.2)</td>
<td>239 (9.7)</td>
<td>2.60</td>
<td>2.12</td>
</tr>
<tr>
<td>Dry eye</td>
<td>126 (29.1)</td>
<td>387 (15.7)</td>
<td>1.87</td>
<td>1.57</td>
</tr>
<tr>
<td>Eye pain</td>
<td>93 (19.2)</td>
<td>294 (11.9)</td>
<td>1.71</td>
<td>1.29</td>
</tr>
<tr>
<td>Joint pain</td>
<td>111 (25.6)</td>
<td>410 (16.6)</td>
<td>1.54</td>
<td>1.29</td>
</tr>
<tr>
<td>Muscle pain</td>
<td>166 (24.6)</td>
<td>264 (10.7)</td>
<td>2.29</td>
<td>1.87</td>
</tr>
<tr>
<td>Reduced sense of smell or taste</td>
<td>193 (44.6)</td>
<td>186 (6.7)</td>
<td>6.68</td>
<td>5.53</td>
</tr>
<tr>
<td>Severe weakness or light-headedness</td>
<td>118 (27.3)</td>
<td>361 (14.6)</td>
<td>1.97</td>
<td>1.56</td>
</tr>
<tr>
<td>Cough</td>
<td>185 (42.7)</td>
<td>588 (23.0)</td>
<td>1.86</td>
<td>1.63</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>117 (40.9)</td>
<td>488 (19.8)</td>
<td>2.07</td>
<td>1.80</td>
</tr>
<tr>
<td>Fever</td>
<td>93 (19.2)</td>
<td>153 (6.2)</td>
<td>3.09</td>
<td>2.42</td>
</tr>
</tbody>
</table>

Figure 2. Forest plot presenting the RRs and 95% CIs of each item in the self-assessment questionnaire among users who reported testing positive for COVID-19 compared to those who reported testing negative. Muscle pain was not present in early versions of the self-assessment. Proportions were calculated for self-assessments where the symptom was reportable. RR: relative rate.
Table 3. User characteristics and self-assessment protocol disposition associated with consulting a remote physician (N=71,619).

<table>
<thead>
<tr>
<th>Item or disposition</th>
<th>Did not consult a remote physician (n=69,096), n (%)</th>
<th>Consulted a remote physician (n=2523), n (%)</th>
<th>RR(^a) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Self-assessment items</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Close contact</td>
<td>7431 (10.8)</td>
<td>331 (13.1)</td>
<td>1.21 (1.10-1.35)</td>
</tr>
<tr>
<td>Travel</td>
<td>1908 (2.8)</td>
<td>59 (2.3)</td>
<td>0.82 (0.66-1.09)</td>
</tr>
<tr>
<td>Eye pain</td>
<td>6257 (9.1)</td>
<td>218 (8.6)</td>
<td>0.95 (0.84-1.09)</td>
</tr>
<tr>
<td>Dry eye</td>
<td>7242 (10.5)</td>
<td>269 (10.6)</td>
<td>1.02 (0.93-1.17)</td>
</tr>
<tr>
<td>Joint pain</td>
<td>61,741 (89.4)</td>
<td>2271 (90.0)</td>
<td>1.01 (0.83-1.06)</td>
</tr>
<tr>
<td>Loss of smell or taste</td>
<td>6051 (8.8)</td>
<td>270 (10.7)</td>
<td>1.22 (1.09-1.37)</td>
</tr>
<tr>
<td>Feeling weak/light-headed</td>
<td>11,101 (16.1)</td>
<td>462 (18.3)</td>
<td>1.14 (1.05-1.24)</td>
</tr>
<tr>
<td>Chest pain</td>
<td>8279 (12.0)</td>
<td>343 (13.6)</td>
<td>1.13 (1.03-1.26)</td>
</tr>
<tr>
<td>Muscle pain</td>
<td>7643 (11.1)</td>
<td>289 (11.5)</td>
<td>1.04 (0.93-1.16)</td>
</tr>
<tr>
<td>Cough(^b)</td>
<td>21,832 (31.60)</td>
<td>859 (34.05)</td>
<td>1.07 (1.02-1.14)</td>
</tr>
<tr>
<td>Shortness of breath(^b)</td>
<td>14,424 (20.8)</td>
<td>656 (26.0)</td>
<td>1.25 (1.16-1.33)</td>
</tr>
<tr>
<td>Fever(^b)</td>
<td>7147 (10.34)</td>
<td>409 (16.21)</td>
<td>1.57 (1.43-1.72)</td>
</tr>
<tr>
<td>Testing for COVID-19</td>
<td>660 (1.0)</td>
<td>34 (1.3)</td>
<td>1.30 (1.00-2.00)</td>
</tr>
<tr>
<td><strong>Disposition of self-assessment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Practice social distancing</td>
<td>17,827 (25.8)</td>
<td>777 (30.8)</td>
<td>1.19 (1.15-1.13)</td>
</tr>
<tr>
<td>Isolate yourself</td>
<td>24,118 (34.9)</td>
<td>781 (30.9)</td>
<td>0.89 (0.67-0.96)</td>
</tr>
<tr>
<td>Quarantine yourself</td>
<td>9016 (13.1)</td>
<td>176 (6.9)</td>
<td>0.53 (0.34-0.65)</td>
</tr>
<tr>
<td>Seek immediate evaluation</td>
<td>18,135 (26.3)</td>
<td>789 (31.3)</td>
<td>1.19 (1.02-1.32)</td>
</tr>
</tbody>
</table>

\(^a\)RR: relative rate.
\(^b\)Users could report these symptoms at the end of the self-assessment or as part of the symptom-checker dialog. See Multimedia Appendix 1 for details.

The remote physicians provided a wide range of evaluation and counseling services, including assessing severe cases and referring them to the emergency department (257/2523, 10.2%) or to ambulatory care in the community (325/2523, 12.9%), advising on and prescribing medications (1072/2523, 42.5%), providing remote behavioral health services to individuals with mild to moderate anxiety or depression (73/2523, 2.9%), providing additional information and reassurance (431/2523, 17.1%), and referring users to COVID-19 testing (169/2523, 6.7%) (Table 2).

**Discussion**

**Principal Findings and Interpretation**

This study describes the characteristics and management of >71,000 individuals who used digital tools to seek health information and services related to COVID-19. These individuals were relatively young and predominantly female. Users received information regarding COVID-19 risk and management, received AI-driven information about other relevant diagnoses, and consulted with remote physicians. Users who chose to communicate with a remote physician were more likely to have been classified as requiring immediate medical evaluation by the COVID-19 self-assessment. Correspondingly, these users were also older, more likely to report severe symptoms, and more likely to report characteristics cognate with risk of COVID-19 (such as known exposure to COVID-19 and loss of sense of smell or taste). The majority of consultations with a remote physician (1940/2523, 76.9%) were resolved without need for referral to an in-person health visit or to the emergency department.

Taken together, the differential communication with remote physicians according to symptom severity and the high resolution rates without need for referral to in-person visits suggest that the digital tools provided information and advice that assisted users in making health decisions. These tools may therefore reduce the burden on health care systems during times when resources are limited and may help minimize unnecessary physical interactions that could lead to iatrogenic COVID-19 exposure. However, research on health care use and health outcomes following digital health tool use is needed to conclusively demonstrate this potential.

In addition, individuals who chose to communicate with a remote physician tended to have lower rates of comorbidity. This suggests that these individuals were more likely to have an established relationship with a health care provider whom they consulted regularly and were more likely to require an in-person evaluation and more complex care when presenting with significant symptoms.
This study also highlighted differences in self-reported symptoms between users who reported testing positive for COVID-19 and those who reported testing negative. The symptom most strongly associated with positive testing for COVID-19 was loss of sense of taste or smell (RR 6.66, 95% CI 5.53-7.93). Surprisingly, travel to an area with COVID-19 appeared to be associated with a lower rate of positive testing (RR 0.47, 95% CI 0.23-0.90); however, this estimate is based on a relatively small number of subjects and should therefore be interpreted with caution. As the decision to test or be tested is driven by the presence of risk factors for COVID-19, travel to an area with COVID-19 may appear protective because individuals who were tested due to this risk factor may be less likely to have other stronger predictors of positivity, such as exposure to an individual with COVID-19 or the presence of COVID-19 symptoms. Additional features associated with COVID-19 included other widely recognized COVID-19 symptoms, such as fever and cough. These results emphasize the potential utility of taste and smell as strong signals of COVID-19 positivity in the community setting, and they are similar to results reported in recent studies of self-reported symptoms among individuals who tested positive for COVID-19 [19,20].

Finally, in our study, we found that dry eye (RR 1.87, 95% CI 1.57-2.22) and eye pain (RR 1.61, 95% CI 1.29-2.01) were more common among individuals who reported testing positive for COVID-19. These symptoms were added to the self-assessment to explore the possible link between COVID-19 and eye symptoms as well as the utility of these symptoms in evaluating suspicion of COVID-19. Although some early hospital-based studies reported low rates of ocular symptoms in patients with COVID-19 [20], several other studies have suggested that ocular symptoms are common among individuals with COVID-19 [21-23]. Ocular symptoms have been documented in some cases as the first [24] and even only [25] symptomatic manifestation of COVID-19, and studies have documented positive reverse transcriptase–polymerase chain reaction COVID-19 test results from ocular secretions [23,26]. This study adds to the body of evidence suggesting that the manifestations of COVID-19 include ocular symptoms and that they may be more common symptoms of COVID-19 than generally recognized.

Seen from a wider perspective, these results demonstrate that self-reported symptoms on a digital app can replicate symptoms known to be associated with COVID-19, that they can help distinguish between individuals who test positive and negative for COVID-19, and that they may add to our understanding of symptoms associated with COVID-19. This exemplifies the potential of data generated from digital tools to improve our understanding of the clinical manifestations of COVID-19 and of patient-reported experiences in general.

**Comparison With Prior Work**

The potential benefits of digital tools during the COVID-19 epidemic have been noted in multiple health policy commentaries [1-3,19,27]. This stance has been adopted by several leading medical associations, including the American Medical Association and the American Academy of Family Physicians [4,5]. However, there has been limited research to date on the actual usage patterns and impact of these tools during the COVID-19 epidemic. The body of literature on digital health for COVID-19 primarily features perspectives and opinion pieces, guidance papers, and a few studies. These studies tend to be small, focus on a single digital tool, and/or report primarily on survey results of user satisfaction. Two larger studies have provided some additional insight. The first study reported the results of a satisfaction survey of 6194 people following wide-scale deployment of digital tools for COVID-19 education, self-assessment, and symptom monitoring in the Netherlands; high satisfaction rates were reported [11]. The second study reported on the treatment and high satisfaction rates of 4589 patients in China using web-based physician consultation for COVID-19 concerns [13].

The demographic characteristics of digital health users described in this study match previous reports on digital health users. While the use of digital health technologies among seniors has been reported to be increasing [28], users of digital health applications are still predominantly younger adults [29]. The current low level of adoption of digital health by older adults is unfortunate, as digital health technologies have the potential to improve communication and collaboration and promote healthy and independent ageing. Indeed, recent research suggests that digital solutions tailored for older adults improve health management [30]. Barriers to the adoption of digital health by older adults include visual impairment, limitations in dexterity, and lack of self-confidence when using technology. Several solutions are being developed to circumvent these barriers, including the development of voice-based applications and unobtrusive sensors and trackers [31].

**Strengths and Limitations**

This study has a number of strengths. First, it uses a large sample of over 71,000 individuals to provide timely information on the use of a number of different digital health tools for managing COVID-19–related concerns. Second, the study reported on the differential use of these tools by these individuals as well as on both self-reported variables and physician-reported disposition and management. Third, the study was able to provide insight into self-reported symptoms of individuals who were tested for COVID-19; the results highlighted the strong link between COVID-19 and loss of sense of smell and taste and added to the body of evidence that ocular symptoms may be a more common feature of COVID-19 than is widely recognized.

The study has a number of limitations as well. The population of this study is not representative of the entire population, and the study uses data from digital tools developed by a single provider. However, the characteristics of the study population and the COVID-19 symptoms reported correspond with those in previous reports on digital health tools [11,20-22]. In addition, data on COVID-19 test status were based on self-reporting and may not accurately capture test results. Furthermore, the data are limited to individuals who used a tool for initial COVID-19 assessment. Tools enabling longitudinal logging and monitoring of symptoms can both provide additional utility to users and improve our understanding of disease progression and the time course of symptoms. Enabling users to provide unsolicited data on their experience may provide important insight as well, as
the self-assessment tool described focused on a predefined list of questions. Lastly, while we had data on the disposition of users who chose to consult with a remote physician, the disposition of individuals who did not consult with a remote physician following use of the automated tools is unknown. Research on health care use and health outcomes of digital health users is needed to conclusively demonstrate the utility of these services in assisting individuals with health decision-making and reducing the burden on the health system.

Conclusion
This study describes the integration of three digital health tools for the direct management of COVID-19–related concerns. The results suggest that automated, data-driven digital solutions as well as remote care provided by a human physician can help provide health information and guidance during an epidemic. In addition, interactions across digital services can provide insight regarding the characteristics of new diseases. The integration of these tools can be an important resource for health care providers and policy makers.
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Abstract

Background: In December 2019, the COVID-19 outbreak started in China and rapidly spread around the world. Lack of a vaccine or optimized intervention raised the importance of characterizing risk factors and symptoms for the early identification and successful treatment of patients with COVID-19.

Objective: This study aims to investigate and analyze biomedical literature and public social media data to understand the association of risk factors and symptoms with the various outcomes observed in patients with COVID-19.

Methods: Through semantic analysis, we collected 45 retrospective cohort studies, which evaluated 303 clinical and demographic variables across 13 different outcomes of patients with COVID-19, and 84,140 Twitter posts from 1036 COVID-19–positive users. Machine learning tools to extract biomedical information were introduced to identify mentions of uncommon or novel symptoms in tweets. We then examined and compared two data sets to expand our landscape of risk factors and symptoms related to COVID-19.

Results: From the biomedical literature, approximately 90% of clinical and demographic variables showed inconsistent associations with COVID-19 outcomes. Consensus analysis identified 72 risk factors that were specifically associated with individual outcomes. From the social media data, 51 symptoms were characterized and analyzed. By comparing social media data with biomedical literature, we identified 25 novel symptoms that were specifically mentioned in tweets but have been not previously well characterized. Furthermore, there were certain combinations of symptoms that were frequently mentioned together in social media.

Conclusions: Identified outcome-specific risk factors, symptoms, and combinations of symptoms may serve as surrogate indicators to identify patients with COVID-19 and predict their clinical outcomes in order to provide appropriate treatments.

Introduction

COVID-19 is an emerging infectious disease that has quickly spread worldwide. Since its outbreak in China in December 2019, over 4 million cases have been confirmed across more than 200 countries [1] (as of May 20, 2020), with the number of cases continuing to increase. Several studies have characterized possible symptoms (physical or mental features indicating a disease condition) and risk factors (variables associated with an increased risk of disease) for patients infected with COVID-19 [2,3]. However, the majority of retrospective studies have been based on a single outcome from a single center and counted the number of aggregate cases [4], providing a scattered and incomplete picture of the risk factors for disease severity. Furthermore, uncharacterized or uncommon symptoms have made COVID-19 difficult to diagnose, making it difficult to provide appropriate treatment to patients. Lack of a vaccine or optimized treatment raises the importance of early and definitive diagnosis for this disease. Additionally, there are...
limited hospital resources to triage patients based on symptoms to determine who is more or less likely to require intensive treatment (eg, intensive care unit [ICU] admission or intubation).

All of these uncertainties suggest there are urgent needs for a low-cost and efficient method of gathering COVID-19 symptom- and risk factor–related data as quickly as possible to reduce the medical and economic burden in our society. Instead of conducting time-consuming and costly clinical trials to examine patients, an alternative research avenue involves scraping public social media data to investigate potential risk factors of COVID-19 development. Social media provides an efficient method of gathering large amounts of representative data on the general public, in a cost-effective, scalable, and convenient manner any time of day, especially in remote or unattended regions. Here, we systematically investigated published biomedical literature to identify risk factors associated with outcomes of patients with COVID-19. We then gathered public Twitter data from COVID-19–positive users to expand the scientific literature and also examine rare or uncommon symptoms that were not previously well characterized.

Methods

Compiling Biomedical Literature on COVID-19, and Identifying Clinical and Demographic Variables


From the semantic analysis, we found 116 articles that contained both keywords and were likely to be relevant to our study. We next extracted 535 tables in those articles using Camelot [6] based on the notion that tables listed clinical and demographical variables, and their associated statistics. Articles without tabulated information (n=12) were removed. After careful manual curation of tables, reported data, and article themselves, 45 studies were chosen (Table S1 in Multimedia Appendix 1).

In total, 304 clinical and demographic variables were evaluated in 45 studies. They were composed of 92 comorbidities/complications, 49 treatments, 124 lab findings, 34 symptoms, and 4 demographic variables (age, sex, alcohol drinking history, and smoking history). Literature collection was conducted in accordance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) guidelines (Figure S1 in Multimedia Appendix 1) [7].

Association Between Clinical and Demographic Variables and Clinical Outcomes

To explore the consistency between individual variables and clinical outcomes, we defined three types of associations. Positive associations indicated that a variable in the outcome group had a hazard or odd ratio >1, or a higher value with statistical significance (P value <.05) compared to the control group. In case a statistical test was not performed, we decided that there was a positive association when the outcome group had a 1.5-fold higher value than the control group. Negative association indicated that a variable in the outcome group had a hazard or odd ratio <1, or a lower value with statistical significance (P value <.05) compared to the control group. In case a statistical test was not performed, we decided that there was a negative association when the outcome group had a 1.5-fold lower value than the control group. When there was no significant change between the outcome group and the control group, the variable and clinical outcomes were assigned a “no association” designation. In terms of sex, when there were more males compared to females, we assumed there was a positive association with an outcome based on the case studies of sex and age of patients with COVID-19 in Italy [8] and New York City [9] (as of April 14, 2020). To identify outcome-specific risk factors in biomedical literature, we performed consensus analysis. Risk factors were the variables associated with an increased risk of disease or infection. Seven outcomes, which were studied at least twice, and 107 variables tested two or more times in studies were used for further analyses. Clinical and demographic variables with positive associations in >50% of studies, which investigated the same output, were defined as outcome-specific risk factors.

Compiling Social Media Data and Identifying Symptoms of COVID-19–Positive Users

Twitter was used as the social media source. To identify COVID-19–positive users, we first collected users who used one of these phrases: “my positive COVID test,” “my positive COVID diagnosis,” “I am positive for COVID,” “I tested positive for COVID,” and “I have COVID-19” in their original tweets between January 2020 and March 2020. In total, 1036 users were identified as self-identified patients with COVID-19. We then collected additional tweets generated 14 days before and 14 days after the original tweets mentioning users’ COVID-19 status (n=84,140 tweets). To identify symptoms that were mentioned in tweets, we applied two symptom extraction methods. The Amazon Comprehend Medical tool [10] was applied to an entire set of tweets. Symptoms were physical or mental features indicating a disease condition. We considered two medical entities (symptoms and signs) as symptoms that users mentioned. We also implemented a symptom extraction model using Scispacy, version 0.2.4 (Python Software Foundation). Scispacy can handle scientific document and extracts medical and clinical terminology [11]. The model was trained on publicly available, domain-specific corpus of medical notes, which consists of 1500 PubMed articles with over 10,000 disease and related chemical terms. The model identifies medical name entities in tweet texts. We considered the medical entity “disease” as a symptom that users mentioned. In total, 51
symptoms from 574 COVID-19–positive users were identified from both symptom identification methods.

**Results**

**Landscape of Clinical and Demographic Variables of COVID-19 in Biomedical Literature**

To understand the clinical and demographic properties of COVID-19, we performed a meta-analysis of 45 recently published biomedical studies (Figure 1A, and Table S1 in Multimedia Appendix 1). The literature evaluated 299 clinical variables (92 comorbidities/complications, 124 laboratory findings, 49 treatment options, and 4 demographic variables (age, sex, alcohol drinking history, and smoking history) in 13 clinical outcomes. Seven outcomes (disease severity, death, ICU admission, diagnosis, acute respiratory distress syndrome [ARDS], O₂ saturation, and hospitalization) were studied at least twice (Figure 1). On average, each study examined 72 variables, and 102 variables were assessed in at least five studies. Age and sex were measured in more than 80% of the studies. Diabetes and hypertension were the most commonly measured comorbidities (>50% of studies). Fever, cough, myalgia/fatigue, chest tightness/dyspnea, diarrhea, and headache/dizziness were the most commonly measured symptoms (>50% of studies). Eleven laboratory test values that measured liver and kidney function (eg, alanine aminotransferase and aspartate aminotransferase) and hematologic index (eg, lymphocytes, platelets, and neutrophils) were examined in >50% of studies. Therapy involving antiviral agents, antibiotics, and oxygen inhalation were used in more than 30% of the studies (Table S2 in Multimedia Appendix 1).

**Figure 1.** Properties of clinical and demographic variables of COVID-19. (A) Landscape of clinical and demographic variables. (B) Association between variables and overall clinical outcomes. Number of variables tested in ≥5 studies appears in brackets. Asterisk indicated association types of cancer. (C) and (D) Association types of clinical outcomes of COVID-19; association types of (C) dry or sore throat and (D) cardiovascular disease depending on different clinical outcomes were shown. CRRT: continuous renal replacement therapy; ARDS: acute respiratory distress syndrome; ICU: intensive care unit.

We next investigated the association between identified variables and clinical outcomes of patients with COVID-19. We considered 102 frequently tested variables (≥5 studies), and examined the proportion of studies that showed positive, negative, and no associations between clinical outcomes and a given variable (Table S3 in Multimedia Appendix 1). Positive associations indicated higher values (eg, disease severity increases as patients get older), while negative associations indicated lower values (eg, disease severity increases as basophil count decreases) of variables associated with clinical outcomes (see Methods for details). A no-association designation indicated there was no relation between variables and outcomes.

We found that the majority of variables (n=95, 93%) had inconsistent associations across clinical outcomes showing mixed association types (Figure 1B). Of those, 46 (45%) variables had all three types of associations. For example, cancer
showed positive, negative, and no associations in 58% (n=11), 26% (n=3), and 16% (n=5) of studies, respectively (marked with an asterisk in Figure 1B). In total, 43% (9/21) of comorbidity/complication, 40% (6/15) of treatment, and 73% (11/15) of symptom variables showed all three types of associations. Laboratory findings showed relatively more consistent associations with clinical outcomes: 38% (18/48) of variables showed all association types. Furthermore, we found that variables had unique association types depending on different clinical outcomes. Dry or sore throat, one known symptom of COVID-19, showed positive, negative, and no associations in death, hospitalization, and O$_2$ saturation, respectively (Figure 1C). Meanwhile, it showed mixed associations with other clinical outcomes, such as disease severity, ICU admission, and diagnosis. Cardiovascular disease, one common comorbidity of COVID-19, showed mixed associations in death, positive association with ICU and disease severity, but no association with ARDS (Figure 1D).

**Consensus Identification of Outcome-Specific Clinical and Demographic Variables**

According to biomedical literature at the time of publication, there were no effective treatment options, or well-identified symptoms, comorbidities, and lab findings to predict outcomes of COVID-19. Therefore, it seemed relevant to find a set of clinical and demographic variables that were specific for individual outcomes for better guidance on disease detection, treatment, and control. To generalize the importance of clinical and demographic variables, a consensus (level of agreement) analysis was performed. We collected 107 variables that were tested at least twice in a given outcome and defined them as outcome-specific risk factors when they showed positive associations with a given outcome in more than half of studies (Figure 2, and Table S4 in Multimedia Appendix 1). In total, we characterized 72 outcome-specific risk factors from the literature. As shown in Figure 2A, different sets of variables were specifically associated with individual outcomes. Arrhythmia, thyroid disease (comorbidity/complication), confusion/fluster, tonsil swelling, enlargement of lymph nodes/sinus (symptom), and levels of interleukin (IL)-10 and N-terminal pro-brain natriuretic peptide (NT-proBNP; lab finding) were specifically associated with the severity of disease progression. Level of prothrombin time was a specific risk factor for ICU admission. For death, Sequential Organ Failure Assessment (SOFA) score (lab finding) and anemia (symptom) showed positive associations. Fever was specifically associated with O$_2$ saturation. We also observed 15 variables that were associated with several clinical outcomes (≥3 outcomes; Figure 2B). Age was a risk factor for ARDS, disease severity, death, ICU admission, and O$_2$ saturation, but not for diagnosis and hospitalization. Sex (male) was a specific variable for ARDS, disease severity, death, and ICU admission. Three lab findings (D-dimer, C reactive protein, and lactate dehydrogenase) were specifically associated with four outcomes. Diabetes and hypertension (comorbidity/complication) were specific risk factors for disease severity and death. Identified outcome-specific variables could be surrogate risk factors to identify patients with COVID-19 and determine their treatment options.
Expanding the COVID-19 Symptom Landscape and Identifying Novel Symptoms Using Social Media

Early identification of symptoms is important for the successful treatment of disease [12]. Although COVID-19 showed heterogeneous and uncharacterized symptoms, a limited number of symptoms known to be associated with infectious diseases, such as fever, cough, and fatigue, were considered in the biomedical literature. Social media can provide rapid and efficient surveillance of disease risk and outbreaks [13,14]. Therefore, we decided to expand the symptom landscape by integrating social media data with biomedical literature. We first identified 1036 twitter users who introduced themselves as COVID-19–positive patients, and selected 574 users (55%) who openly and voluntarily discussed their COVID-19 symptoms (see Methods for details). In total, 51 symptoms were identified in social media data (Figure 3A, and Table S5 in Multimedia Appendix 1). On average, individual users mentioned 3 different symptoms (range 1-15). We grouped 51 symptoms into three categories based on their frequency of mention (Figure 3B). Common symptoms (n=11) were mentioned by >10% of users. Many were nonspecific symptoms.
of respiratory infections, such as fever, cough, and chest tightness/dyspnea (Table S5 in Multimedia Appendix 1). However, 14 symptoms were potentially COVID-19–specific and rarely reported in social media (ie, in <1% of users). Sputum, dehydration, anemia, urination problem, hair loss, enlargement of lymph nodes or sinus, and oral problems (eg, abrasions in mouth, mouth ulcers, sensitive teeth, toothache, and dry mouth) were defined as rare symptoms. In all, 26 symptoms were observed in 1% to 10% of users (less common). They included chills, chest pain, gastrointestinal symptoms, arthritis, anorexia, allergy-like symptoms, dyssomnia, ear-and eye-related problems, and skin problems such as blister, dry skin, chapped lips, rash, and itching. We next examined the symptoms that were mentioned together in social media (Figure 3C). We identified 612 co-occurring symptom pairs (Table S6 in Multimedia Appendix 1). In total, 264 (43%) symptoms ranged from common to less common (Figure 3D). One major cluster of symptoms was frequently mentioned together (Figure 3E). They were composed of 8 common symptoms, such as dry or sore throat, fever, chest tightness/dyspnea, cough, weakness, myalgia/fatigue, headache/dizziness, and body ache/pain (eg, neck and back pain and general body ache), and 8 less common symptoms, such as cold-like symptoms, chest pain and congestion, gastrointestinal symptoms, chills, stuffy or runny nose, nausea/vomiting, and respiratory symptoms such as lung pain. In total, 99 (16%) pairs were between common symptoms and rare symptoms. Cough, fever, headache/dizziness and body ache/pain (common symptoms) co-occurred with sputum, dehydration, and anemia at least 10 times (Table S6 in Multimedia Appendix 1). There were also two pairs of rare symptoms (Figure 3D): anemia–weight gain and anemia–urination problems (eg, urinary retention and weakened bladder).

Figure 3. COVID-19–related symptoms extracted from social media data. (A) Landscape of symptoms identified from social media data. Orange and white indicate the presence and absence of symptoms in a given user, respectively. (B) Fraction of common, less common, and rare symptoms. Common symptoms were mentioned from >10% of users, and rare symptoms were mentioned from <1% of users. (C) Co-occurrence of symptoms. One major cluster was shown in the red-dashed box. (D) Number of symptoms pairs depending on mentioning frequency. Blue bars (bottom) indicate the number of co-occurring pairs. (E) One major cluster of symptom pairs. Green, gray, and orange indicate rare, less common, and common symptoms, respectively.
Finally, we identified novel symptoms potentially related to COVID-19. We first extended the repertoire of symptoms by integrating social media data with biomedical literature. In total, 59 symptoms were identified (Figure 4, and Table S7 in Multimedia Appendix 1). Indeed, social media identified more symptoms (n=51) than the literature (n=34), and most symptoms (26/34, 76%) in the literature were equally observed in social media. Interestingly, 25 (42%) were novel symptoms that were only mentioned in social media and were not considered in the literature. Loss of smell or taste, and body ache/pain were frequently mentioned common symptoms in social media. Problems involving eyes (e.g., dry eye and eye pain) and ears (e.g., ear pain and earache), sweating, sneezing, and allergy-like symptoms were mentioned at a moderate frequency only in social media. Of 14 rare symptoms, 10 were only observed in social media: dehydration, dryness-related symptoms (e.g., feeling dry), oral problem, hair loss, urination problem, spasm, hemorrhoids, constipation, hiccups, and weight gain. These social media–specific rare symptoms would be potential novel symptoms for COVID-19, when we considered that 4 rare symptoms (i.e., abdominal pain, anemia, sputum, and enlargement of lymph nodes or sinus) were already evaluated in the literature (Figure 4).

Figure 4. Identification of novel symptoms of COVID-19, and comparison of symptoms between biomedical literature and social media data. Symptoms that were observed in the literature or social media are colored in blue; 25 social media–specific symptoms are presented. Green, gray, and orange indicated rare, less common, and common symptoms, respectively.

Discussion

Principal Findings

Our meta-analysis based on biomedical literature showed the inconsistency of clinical and demographic variables across clinical outcomes. From the consensus analysis, we identified outcome-specific risk factors that may be helpful to identify patients and predict their specific clinical outcomes. Social media data expanded the repertoire of COVID-19 symptoms from biomedical literature. In addition to more commonly reported symptoms, social media data revealed loss of smell or taste, body ache/pain, and back/neck pain, as well as other less common and rare symptoms such as urination problems, dehydration, allergy-like symptom, and ear- and eye-related problems. Indeed, loss of smell or taste was recently proposed as one of the key features of a COVID-19 diagnosis model [15], and body ache/pain was suggested by the Centers for Disease Control and Prevention. COVID-19 is an ongoing health problem, and the symptoms that medical institutes and ordinary people should consider will be evolving as more studies are published and social media data are explored. This evolution may help improve the definitions of symptom types (common, less common, and rare symptoms) and social media–specific symptoms.

From social media data, we observed that certain combinations of symptoms were frequently observed among patients with COVID-19. Interestingly, we identified two pairs composed of rare symptoms (anemia–weight gain and anemia–urination...
problems, such as urination retention and weakened bladder). It has been shown that COVID-19 attacks hemoglobin in red blood cells and restricts oxygen transportation [16]. A persistent reduction of oxygen transportation leads to the development of anemia [17]. Urinary bladder is enriched with ACE2 positive cells and proposed as a target organ for COVID-19 invasion [18]. Our results highlighted that symptom combinations could guide the reliable identification of patients with COVID-19 rather than a single common symptom that may result in false positives.

Limitations and Future Work
One of the limitations of our study is the self-reported nature of social media data and the lack of more detailed information from the patients. We observed that 55% of social media users who were self-identified patients with COVID-19 mentioned symptoms, and an additional 8% mentioned potential comorbidities. Thus, only 63% of social media users communicated information on COVID-19 conditions, which means that at least 37% of users could be either false positives (they were not COVID-19–positive users) or asymptomatic patients. Alternatively, it is possible that we have not captured all COVID-19–positive patients in our social media collection due to the limited amount of keyword searches. Nevertheless, various studies have indicated that between 4% and 78% of all COVID-19–positive patients were asymptomatic [19], and this seems to vary widely based on age of patients, test location, and time of testing after infection [20-23]. Thus, our research is in line with other studies demonstrating the vast range of patients with COVID-19 who show or report no symptoms. It should also be noted that Twitter was the source of the social media data we examined, and perhaps more symptoms would be discovered if we analyzed other sources. Twitter does have a wide, representative user base around the world, and provides open source information that can be easily gathered, but future research could examine alternate social media sources.

Although social media may lack depth of patient information, it provides an effective method of collecting breadth of data. Social media data can be gathered noninvasively across the world, 24 hours a day, and is an extremely efficient method [24] for rapidly disseminating new knowledge related to COVID-19. In other words, clinicians and scientists can collect new patient information from various regional locations, as well as quickly circulate public service announcements for a wide range of audiences. Social media hubs provide a useful alternate source of patient data to explore clinical characteristics of various disease states and populations.

Another limitation of our research involves the limited number of available biomedical studies on individual outcomes. Of the 13 reported clinical outcomes for COVID-19, 7 were studied at least two times, limiting opportunities to perform more systematic and consensus analyses of the landscape of risk factors and symptoms. In fact, we observed there was no significant risk factors associated with diagnosis and hospitalization indicating the current lack of clinical understanding at the early stage of COVID-19. Use of additional literature that will be published in the future and electronic health record studies [25] may refine the assessment of risk factors and symptoms, and increase the accuracy of patient identification for different clinical outcomes.

Conclusion
In this meta-data study, we demonstrated the extensive variability present in clinical and demographic variables across COVID-19 outcomes, and the usefulness of gathering social media data as an effective and alternative way to uncover less common or other types of symptoms that have not been previously reported. Our findings show the practicality and feasibility of employing social media data for investigating new disease states. These practices could be incorporated into routine procedures for early COVID-19 identification and determination of clinical outcomes, in order to provide appropriate interventions and treatments.
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Abstract

Background: The COVID-19 outbreak has affected people’s health worldwide. For college students, web-based physical education is a challenge, as these courses are normally offered outdoors.

Objective: The aim of this study was to use data from a web-based survey to evaluate the relationship between the mental health status of college students and their sports-related lifestyles. Problems related to web-based physical education were also examined.

Methods: A web-based survey was conducted by snowball sampling from May 8 to 11, 2020. Demographic data, mental health status, and sports-related lifestyles of college students in Wuhan as well as issues related to web-based physical education were collected. Mental health status was assessed by the Depression, Anxiety, and Stress Scale (DASS-21).

Results: The study included 1607 respondents from 267 cities. The average scores of the DASS-21 subscales (2.46 for depression, 1.48 for anxiety, and 2.59 for stress) were significantly lower in our study than in a previous study (P<.05). Lower DASS-21 scores were significantly correlated with regular exercise, maintaining exercise habits during the outbreak of COVID-19, exercising more than 1 to 2 times a week, exercise duration >1 hour, and >2000 pedometer steps (all P<.05). None of the three forms of web-based physical education was preferred by more than 50% of respondents. Frequent technical problems were confronted by 1087/1607 students (67.6%). Shape-up exercises (846/1607, 52.6%), a designed combination of exercises (710/1607, 44.2%), and Chinese kung fu (559/1607, 34.8%) were suggested sports for web-based physical education.

Conclusions: Mental status was significantly correlated with regular exercise and sufficient exercise duration. Professional physical guidance is needed for college students in selected sports. Exercises not meeting students’ preferences, frequent technical problems, and the distant interaction involved in web-based physical education were the main problems that should be solved in future.

(J Med Internet Res 2020;22(10):e21301) doi:10.2196/21301
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Introduction

In December 2019, a novel coronavirus, SARS-CoV-2, was first recognized in Wuhan and then quickly spread worldwide, infecting millions of people [1]. Furthermore, uninfected people were also greatly affected and were required to adopt a totally different lifestyle because of quarantine in Wuhan [2]. Many basic necessities of living, as well as education, were transferred to the internet [3,4]. Web-based education was not new in many fields [5]; however, it is novel in sports education, which requires essential interaction between teachers and students.

Previous studies have stated that mental illness symptoms are common among university students according to the Depression, Anxiety, and Stress Scale (DASS-21) [6,7]. Dogra’s study [8] described that vigorous physical activity is associated with lower possibility of poor mental health and depressive symptoms. As physical education plays an important role in relieving pressure not only on the body but also on the mind [9], it is particularly essential during the pandemic [10]. According to a report by the United Nations Educational Scientific and Cultural Organization (UNESCO), more than 160 countries have shut down schools [11]; therefore, web-based physical education is an issue that most countries must face. It has been reported that SARS-CoV-2 will coexist with humans for a long time [12], which suggests that web-based physical education could last for a relatively long time in the future. A recent scientometric analysis reviewed research topics related to COVID-19; however, the impact of COVID-19 on physical education was not researched [13].

Since February, web-based physical education, which is the only choice in a quarantined city, has been adopted by many universities and colleges in Wuhan [14]. Whether the web-based physical education was efficient or a waste of time may be reflected by the mental and physical state of students. Several studies have reported the mental state of the general population, medical staff, or college students during the peak of the COVID-19 epidemic; these studies have proved the existence of anxiety, depression, and stress in different populations [15-18]. However, as far as we know, no report has evaluated the mental and physical state of students in universities and colleges in Wuhan after the implementation of web-based physical education.

As a newly developed mode of physical education, web-based physical education presents challenges and opportunities. Because the characteristics of physical education, suitable sports should be chosen while considering the restrictions of sports fields and related equipment. Also, the performance of network platforms and teaching resources for web-based physical education remains a question. Furthermore, the extended effects of web-based physical education on family members when the activities are performed at home is a concern, which may be related to the similar atmosphere to class learning. Therefore, the primary aim of our study is to describe the association between the mental health and physical activity of students in Wuhan universities and colleges after a 3-month web-based physical education program. The secondary aim of our study is to identify the problems that students encountered during the web-based study, and we hope that these problems can be solved by educators in the near future.

Methods

Study Design and Study Population

This cross-sectional study was conducted from May 8 to 11, 2020. A snowball strategy was employed to recruit students in Wuhan universities and colleges after a 3-month web-based physical education program.

Procedure

To minimize face-to-face interactions as recommended by the Chinese government, an anonymous questionnaire was completed through a web-based survey platform (SurveyStar, Changsha Ranxing Science and Technology). The web-based survey was first disseminated by teachers to students through the educational platform, and the students were encouraged to spread it to other students. This study was approved by the institutional review board of Wuhan Children’s Hospital (WHICH 2020029). Informed consent was requested at the very beginning of this web-based survey, and informed consent was provided by all the respondents.

Measurements and Outcomes

A structured questionnaire was employed to evaluate the mental health status and sports-related lifestyles of students in Wuhan universities and colleges as well as their issues related to web-based physical education. There were 45 items included in the questionnaire, and approximately 6 minutes were required to complete it.

Demographic data included gender, age, grade, residential location, and BMI, which was calculated as weight in kilograms divided by height in meters squared. The categorization of BMI was based on reference data for Chinese people (BMI <18.5, 18.5 ≤BMI <23, 23 ≤BMI <26, 26 ≤BMI) [19]. The mental health status of students was evaluated by the DASS-21, which consists of depression, anxiety, and stress subscales [20]. Sports-related lifestyle variables included exercise habits, changes in weight, frequency and duration of exercise, preferred sports, pedometer steps, and access to sports facilities. The minimal amount of weight to indicate weight loss or weight increase was 3 kg. The average number of pedometer steps was calculated as the average number of steps taken per day during the past month according to a mobile phone app, WeChat (Tencent). There was no control for other physical activities or exercises performed in addition to web-based physical education. Variables for characteristics of web-based physical education included different exercise classes offered, frequency of web-based physical education, influence on other family members which may be related to the similar atmosphere to class learning, problems confronted, and suggested sports for web-based physical education.

In addition to the total score of the DASS-21 scale, the scores of the three subscales were calculated as follows [15]: the depression subscale consisted of questions 3, 5, 10, 13, 16, 17, and 21, classified into normal (0-9), mild depression (10-12), moderate depression (13-20), severe depression (21-27), and...
extremely severe depression (28-42); the anxiety subscale consisted of questions 2, 4, 7, 9, 15, 19, and 20, classified into normal (0-6), mild anxiety (7-9), moderate anxiety (10-14), severe anxiety (15-19), and extremely severe anxiety (20-42); the stress subscale consisted of questions 1, 6, 8, 11, 12, 14, and 18, classified into normal (0-10), mild stress (11-18), moderate stress (19-26), severe stress (27-34), and extremely severe stress (35-42).

Statistical Analysis
Respondents who did not complete the questionnaire were not included in our study; we deleted the respondents with missing data. Descriptive statistics were employed for categorical variables, including demographic data, sports-related lifestyle, and issues related to web-based physical education. Each categorical variable was presented as the percentage of responses to the corresponding question, which was calculated by dividing the number of respondents per response by the number of total responses to the question. The scores of the DASS-21 scale and its subscales were expressed as mean (SD) as well as median (IQR). The Cronbach alpha values of the reliability of the DASS-21 and its subscales were calculated as a measure of internal consistency. We performed a descriptive comparison of the mean scores of the subscales of the DASS-21 between our study and Wang’s first study [15], which described the mental health state of the general population during the peak of the COVID-19 epidemic. Linear regressions were used to analyze the univariate associations between sports-related lifestyle variables and the DASS-21 scales. All the tests were two-tailed, with a significance level of \( P < .05 \). Statistical analysis was performed using SPSS 19.0 (IBM Corporation).

Results

Survey Respondents
A total of 1673 surveys were received; as 66 respondents did not complete the questionnaire, we included 1607 (96.1%) respondents from 267 cities in the study. Questionnaires were received on the first day (May 8) from 292 respondents, on the second day (May 9) from 1130 respondents, on the third day (May 10) from 130 respondents, and on the fourth day (May 11) from 55 respondents.

Demographic Data
The demographic features of all the students in our study are shown in Table 1. Most respondents were male (1041/1607, 64.8%) and were aged 18 to 22 years (1573/1607, 97.9%). Most of the students were freshmen or sophomores (1524/1607, 94.8%), and urban areas (723, 45%) were the most common place of residence of the college students. The BMI values of most of the 1607 college students were in the normal range (969, 60.3%), while the BMI values of 638 respondents (39.7%) were out of the normal range.

Table 1. The demographic characteristics of the respondents (N=1607), n (%).

<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1041 (64.8)</td>
</tr>
<tr>
<td>Female</td>
<td>566 (35.2)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>&lt;18</td>
<td>20 (1.2)</td>
</tr>
<tr>
<td>18-22</td>
<td>1573 (97.9)</td>
</tr>
<tr>
<td>&gt;22</td>
<td>14 (0.9)</td>
</tr>
<tr>
<td>Grade</td>
<td></td>
</tr>
<tr>
<td>Freshman</td>
<td>784 (48.8)</td>
</tr>
<tr>
<td>Sophomore</td>
<td>740 (46.0)</td>
</tr>
<tr>
<td>Junior</td>
<td>70 (4.4)</td>
</tr>
<tr>
<td>Senior</td>
<td>13 (0.8)</td>
</tr>
<tr>
<td>Place of residence</td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>723 (45.0)</td>
</tr>
<tr>
<td>Rural-urban</td>
<td>431 (26.8)</td>
</tr>
<tr>
<td>Rural</td>
<td>453 (28.2)</td>
</tr>
<tr>
<td>BMI, kg/m²</td>
<td></td>
</tr>
<tr>
<td>&lt;18.5</td>
<td>275 (17.1)</td>
</tr>
<tr>
<td>18.5-22</td>
<td>969 (60.3)</td>
</tr>
<tr>
<td>23-25</td>
<td>231 (14.4)</td>
</tr>
<tr>
<td>≥26</td>
<td>132 (8.2)</td>
</tr>
</tbody>
</table>
Mental Health Status
The respondents’ mental health status was measured by the DASS-21 scale. The mean (SD) of the total DASS-21 score was 6.52 (7.86). The mean (SD) values of the depression, anxiety, and stress subscales were 2.46 (3.02), 1.48 (2.35), and 2.59 (3.09), respectively. The median (IQR) of the total score on the DASS-21 was 4 (1-10). The median (IQR) values of the depression, anxiety, and stress subscales were 1 (0-4), 0 (0-2), and 1 (0-4), respectively. The comparison between the mean (SD) values in our study and Wang’s study [15] is as follows: for the depression subscale, 2.46 (3.02) versus 6.25 (7.16); for the anxiety subscale, 1.48 (2.35) versus 6.16 (6.57); for the stress subscale, 2.59 (3.09) versus 7.76 (7.74). The classification of responses in the different groups for the depression, anxiety, and stress subscales are shown in Table 2. The Cronbach alpha value of the reliability of the DASS-21 was .94, and the Cronbach alpha values for the depression, anxiety, and stress subscales were .84, .85, and .86, separately.

Table 2. Classification of responses to the depression, anxiety, and stress subscales of the DASS-21 (N=1607), n (%).

<table>
<thead>
<tr>
<th>DASS-21 subscale</th>
<th>Normal</th>
<th>Mild</th>
<th>Moderate</th>
<th>Severe</th>
<th>Extremely severe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td>1551 (96.5)</td>
<td>36 (2.2)</td>
<td>19 (1.2)</td>
<td>1 (0.1)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>1519 (94.5)</td>
<td>71 (4.4)</td>
<td>14 (0.9)</td>
<td>2 (0.1)</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td>Stress</td>
<td>1574 (97.9)</td>
<td>30 (1.9)</td>
<td>3 (0.2)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

aDASS-21: Depression, Anxiety, and Stress Scale.

Sports-Related Lifestyle and Exercise Status
The sports-related lifestyle variables of the college students who responded to the survey are shown in Table 3. Although most of the 1607 students (1088, 67.7%) exercised regularly, 1279 (79.6%) of the students were disturbed by the outbreak of COVID-19 and spent less time on sports (826, 51.4%) and/or gained weight (592, 36.8%). Exercising <3 times a week was observed in 1010/1607 students (62.9%), and <2000 average pedometer steps were observed in 1155/1607 students (71.9%). Restrictions on access to sports facilities were experienced by 1198/1607 students (74.5%).
Table 3. Sports-related lifestyle variables of the survey respondents after the outbreak of COVID-19 (N=1607), n (%).

<table>
<thead>
<tr>
<th>Sports-related lifestyle variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Regular exercise</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1088 (67.7)</td>
</tr>
<tr>
<td>No</td>
<td>519 (32.3)</td>
</tr>
<tr>
<td><strong>Negative influence of COVID-19 on exercise habits</strong></td>
<td></td>
</tr>
<tr>
<td>No, exercise habits were maintained</td>
<td>328 (20.4)</td>
</tr>
<tr>
<td>Yes, but only slightly</td>
<td>889 (55.3)</td>
</tr>
<tr>
<td>Yes, it has a great impact on my exercise habits</td>
<td>390 (24.3)</td>
</tr>
<tr>
<td><strong>Time spent on sports after the outbreak of COVID-19</strong></td>
<td></td>
</tr>
<tr>
<td>Less</td>
<td>826 (51.4)</td>
</tr>
<tr>
<td>Same</td>
<td>460 (28.6)</td>
</tr>
<tr>
<td>More</td>
<td>321 (20.0)</td>
</tr>
<tr>
<td><strong>Weight change after the outbreak of COVID-19</strong></td>
<td></td>
</tr>
<tr>
<td>Less</td>
<td>321 (20.0)</td>
</tr>
<tr>
<td>Same</td>
<td>694 (43.2)</td>
</tr>
<tr>
<td>More</td>
<td>592 (36.8)</td>
</tr>
<tr>
<td><strong>Frequency of exercise</strong></td>
<td></td>
</tr>
<tr>
<td>Occasionally or never</td>
<td>549 (34.2)</td>
</tr>
<tr>
<td>1 to 2 times per week</td>
<td>461 (28.7)</td>
</tr>
<tr>
<td>≥3 times per week</td>
<td>377 (23.4)</td>
</tr>
<tr>
<td>Every day</td>
<td>220 (13.7)</td>
</tr>
<tr>
<td><strong>Average duration of exercise performed in a week (hours)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>1253 (78.0)</td>
</tr>
<tr>
<td>&gt;1</td>
<td>354 (22.0)</td>
</tr>
<tr>
<td><strong>Favorite sport after the outbreak of COVID-19</strong></td>
<td></td>
</tr>
<tr>
<td>High-intensity interval training</td>
<td>119 (7.4)</td>
</tr>
<tr>
<td>Shape-up exercises</td>
<td>200 (12.4)</td>
</tr>
<tr>
<td>Strength training</td>
<td>312 (19.4)</td>
</tr>
<tr>
<td>Ball game</td>
<td>288 (17.9)</td>
</tr>
<tr>
<td>Walking</td>
<td>665 (41.4)</td>
</tr>
<tr>
<td>Body combat</td>
<td>23 (1.4)</td>
</tr>
<tr>
<td><strong>Average pedometer steps</strong></td>
<td></td>
</tr>
<tr>
<td>0-500</td>
<td>413 (25.7)</td>
</tr>
<tr>
<td>501-2000</td>
<td>742 (46.2)</td>
</tr>
<tr>
<td>2001-4000</td>
<td>224 (13.9)</td>
</tr>
<tr>
<td>&gt;4000</td>
<td>228 (14.2)</td>
</tr>
<tr>
<td><strong>Restricted access to sports facilities</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1198 (74.5)</td>
</tr>
<tr>
<td>No</td>
<td>409 (25.5)</td>
</tr>
</tbody>
</table>

[a] Exercising regularly was defined as ≥3 times a week and ≥60 minutes each time.
[b] Time spent on sports was defined as time spent on all types of sports, including web-based physical education.
[c] The minimum amount of weight to indicate weight loss or weight increase was 3 kilograms.
The average number of pedometer steps was calculated as the average number of steps taken per day during the past month according to the WeChat mobile phone app.

The differences in the association between sports-related lifestyle variables and the scores of the DASS-21 and its subscales are represented in Table 4. The respondents who exercised regularly had lower scores on the DASS-21 and all its subscales (for depression, B=−1.257, t=−7.962, P<.001; for anxiety, B=−0.700, t=−5.636, P<.001; for stress, B=−1.013, t=−6.211, P<.001; for total score, B=−2.969, t=−7.197, P<.001), as well as the respondents who maintained their exercise habits during the outbreak (for depression, B=−2.017, t=−9.171, P<.001; for anxiety, B=−1.211, t=−6.988, P<.001; for stress, B=−2.198, t=−9.788, P<.001; for total score, B=−5.427, t=−9.491, P<.001) or were influenced little by the outbreak (for depression, B=−2.017, t=−9.171, P<.001; for anxiety, B=−1.211, t=−6.988, P<.001; for stress, B=−2.198, t=−9.788, P<.001; for total score, B=−5.427, t=−9.491, P<.001) or were influenced little by the outbreak (for depression, B=−2.017, t=−9.171, P<.001; for anxiety, B=−1.211, t=−6.988, P<.001; for stress, B=−2.198, t=−9.788, P<.001; for total score, B=−5.427, t=−9.491, P<.001) or were influenced little by the outbreak (for depression, B=−2.017, t=−9.171, P<.001; for anxiety, B=−1.211, t=−6.988, P<.001; for stress, B=−2.198, t=−9.788, P<.001; for total score, B=−5.427, t=−9.491, P<.001) or were influenced little by the outbreak (for depression, B=−2.017, t=−9.171, P<.001; for anxiety, B=−1.211, t=−6.988, P<.001; for stress, B=−2.198, t=−9.788, P<.001; for total score, B=−5.427, t=−9.491, P<.001). The respondents who exercised more than 1 to 2 times a week demonstrated significantly lower scores on the DASS-21 and all its subscales compared to respondents who exercised occasionally, with all P<.05. The respondents who exercised >1 hour had lower total scores (B=−0.588, t=−3.248, P=.001) and lower scores on the depression (B=−0.588, t=−3.248, P=.001) and stress (B=−0.503, t=−2.708, P=.007) subscales of the DASS-21 compared to respondents who exercised <1 hour. Respondents with >2000 average pedometer steps had significantly lower scores on the DASS-21 and all its subscales compared to respondents with <599 average steps, with all P<.05.

**Issues of Web-Based Physical Education**

Three main modes of web-based physical education were adopted by universities and colleges in Wuhan. Interaction between teachers and students was the most common mode (1056/1607, 65.7%). Moreover, this was the only mode in which students could interact with the teacher; the other two modes involved unilateral teaching. Web-based physical education was accessed once per week or less by 1256/1607 students (78.2%). Surprisingly, the family members of 728/1607 students (45.3%) were motivated to exercise because of web-based physical education. Many problems arose during web-based physical education, which were confronted by 1087/1607 students (67.6%). Considering convenience and availability, the respondents suggested that shape-up exercises, designed combinations of exercise by teachers for a specific purpose, and Chinese kung fu were suitable sports for web-based physical education. Here, the designed combinations of exercise were combinations of various physical education exercises that were designed by teachers, such as a combination of shape-up exercises and Chinese kung fu. Detailed information is summarized in Table 5.
Table 4. Associations between sports-related lifestyle variables and scores on the DASS-21 and its subscales (N=1607).

<table>
<thead>
<tr>
<th>Sports-related lifestyle variable</th>
<th>Depression subscale score</th>
<th>Anxiety subscale score</th>
<th>Stress subscale score</th>
<th>Total DASS-21&lt;sup&gt;a&lt;/sup&gt; score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>t</td>
<td>P value</td>
<td>B</td>
</tr>
<tr>
<td>Exercise regularly&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>-.195</td>
<td>-.796</td>
<td>&lt;.001</td>
<td>-.139</td>
</tr>
<tr>
<td>No</td>
<td>Ref.&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Negative influence of COVID–19 on exercise habits</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No, exercise habits were maintained</td>
<td>-.270</td>
<td>-9.171</td>
<td>&lt;.001</td>
<td>-.208</td>
</tr>
<tr>
<td>Yes, but only slightly</td>
<td>-.215</td>
<td>-7.299</td>
<td>&lt;.001</td>
<td>-.166</td>
</tr>
<tr>
<td>Yes, it has a great impact on my exercise habits</td>
<td>Ref.</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Time spent on sports after the outbreak of COVID–19&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More</td>
<td>-.075</td>
<td>-2.854</td>
<td>.004</td>
<td>-.037</td>
</tr>
<tr>
<td>Same</td>
<td>-.102</td>
<td>-3.896</td>
<td>&lt;.001</td>
<td>-.043</td>
</tr>
<tr>
<td>Less</td>
<td>Ref.</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Weight change after the outbreak of COVID–1&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less</td>
<td>.018</td>
<td>.633</td>
<td>.53</td>
<td>.012</td>
</tr>
<tr>
<td>Same</td>
<td>-.035</td>
<td>-1.275</td>
<td>.20</td>
<td>-.036</td>
</tr>
<tr>
<td>More</td>
<td>Ref.</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Frequency of exercise</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Every day</td>
<td>-.109</td>
<td>-3.998</td>
<td>&lt;.001</td>
<td>-.095</td>
</tr>
<tr>
<td>≥3 times per week</td>
<td>-.146</td>
<td>-5.212</td>
<td>&lt;.001</td>
<td>-.096</td>
</tr>
<tr>
<td>1 to 2 times per week</td>
<td>-.112</td>
<td>-3.946</td>
<td>&lt;.001</td>
<td>-.089</td>
</tr>
<tr>
<td>Occasionally or never</td>
<td>Ref.</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Average duration of exercise performed in a week</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;1 hour</td>
<td>-.081</td>
<td>-3.248</td>
<td>.001</td>
<td>-.046</td>
</tr>
<tr>
<td>≤1 hour</td>
<td>Ref.</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Average pedometer steps&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;4000</td>
<td>-.123</td>
<td>-4.283</td>
<td>&lt;.001</td>
<td>-.100</td>
</tr>
<tr>
<td>2001-4000</td>
<td>-.103</td>
<td>-3.620</td>
<td>&lt;.001</td>
<td>-.062</td>
</tr>
<tr>
<td>501-2000</td>
<td>-.078</td>
<td>-2.566</td>
<td>.01</td>
<td>-.044</td>
</tr>
<tr>
<td>0-500</td>
<td>Ref.</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Restricted access to sports facilities</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>-.040</td>
<td>-1.602</td>
<td>.11</td>
<td>-.027</td>
</tr>
<tr>
<td>Yes</td>
<td>Ref.</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>DASS-21: Depression, Anxiety, and Stress Scale.

<sup>b</sup>Exercising regularly was defined as ≥3 times a week and ≥60 minutes each time.

<sup>c</sup>Ref.: reference.

<sup>d</sup>N/A: not applicable.

<sup>e</sup>Time spent on sports was defined as time spent on all types of sports, including web-based physical education.

<sup>g</sup>http://www.jmir.org/2020/10/e21301/
The minimum amount of weight to indicate weight loss or weight increase was 3 kilograms.

The average number of pedometer steps was calculated as the average number of steps taken per day during the past month according to the WeChat mobile phone app.

<table>
<thead>
<tr>
<th>Conditions and problems of web-based physical education</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participation in web-based physical education</strong></td>
<td></td>
</tr>
<tr>
<td>Watching recorded video</td>
<td>841 (52.3)</td>
</tr>
<tr>
<td>Watching real-time video</td>
<td>820 (51.0)</td>
</tr>
<tr>
<td>Communicating with a teacher on an education platform</td>
<td>1056 (65.7)</td>
</tr>
<tr>
<td><strong>Preferred type of web-based physical education</strong></td>
<td></td>
</tr>
<tr>
<td>Watching recorded video</td>
<td>497 (30.9)</td>
</tr>
<tr>
<td>Watching real-time video</td>
<td>536 (33.4)</td>
</tr>
<tr>
<td>Communicating with a teacher on an education platform</td>
<td>574 (35.7)</td>
</tr>
<tr>
<td><strong>Frequency of participation in web-based physical education</strong></td>
<td></td>
</tr>
<tr>
<td>Once every two weeks</td>
<td>25 (1.6)</td>
</tr>
<tr>
<td>Once per week</td>
<td>1231 (76.6)</td>
</tr>
<tr>
<td>Twice per week</td>
<td>351 (21.8)</td>
</tr>
<tr>
<td><strong>Has web-based physical education motivated other family members to exercise?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>728 (45.3)</td>
</tr>
<tr>
<td>No</td>
<td>879 (54.7)</td>
</tr>
<tr>
<td><strong>Problems confronted during web-based physical education</strong></td>
<td></td>
</tr>
<tr>
<td>Network instability</td>
<td>752 (46.8)</td>
</tr>
<tr>
<td>Lack of familiarity with software</td>
<td>384 (23.9)</td>
</tr>
<tr>
<td>No interaction with teacher</td>
<td>481 (29.9)</td>
</tr>
<tr>
<td>Lack of self-control</td>
<td>608 (37.8)</td>
</tr>
<tr>
<td>Inability to keep up with the lesson</td>
<td>73 (4.5)</td>
</tr>
<tr>
<td><strong>Frequency of technical problems (network, software, platform)</strong></td>
<td></td>
</tr>
<tr>
<td>Every class</td>
<td>142 (8.8)</td>
</tr>
<tr>
<td>&gt;4 times per month</td>
<td>270 (16.8)</td>
</tr>
<tr>
<td>≤4 times per month</td>
<td>675 (42.0)</td>
</tr>
<tr>
<td>Never</td>
<td>520 (32.4)</td>
</tr>
<tr>
<td><strong>Would you like to continue to participate in web-based physical education?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>760 (47.3)</td>
</tr>
<tr>
<td>No</td>
<td>847 (52.7)</td>
</tr>
<tr>
<td><strong>Suitable sports suggested for web-based physical education</strong></td>
<td></td>
</tr>
<tr>
<td>Shape-up exercise</td>
<td>846 (52.6)</td>
</tr>
<tr>
<td>Designed combination of exercises</td>
<td>710 (44.2)</td>
</tr>
<tr>
<td>Chinese kung fu</td>
<td>559 (34.8)</td>
</tr>
<tr>
<td>Rhythmic sport</td>
<td>459 (28.6)</td>
</tr>
<tr>
<td>Table tennis</td>
<td>364 (22.7)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

The main purposes of our study were to determine the mental status of college students using the DASS-21 after 3 months of web-based physical education and to evaluate the relationship of the students’ mental health status with their sports-related lifestyle. A web-based survey was employed to collect related information. The results showed that the average scores on the DASS-21 subscales were significantly lower than in a previous study. Lower DASS-21 scores were significantly correlated with positive sports-related lifestyle. Furthermore, web-based physical education was unsatisfactory due to several issues related to technology and content.

Relationship Between Mental Health Status and Sports-Related Lifestyle

Previous studies have proven that the general population, including college students, suffered numerous negative effects induced by the outbreak of COVID-19 [21,22]. According to the DASS-21, depression, anxiety, and stress could be observed in various populations during the outbreak of COVID-19 in China, which lasted for at least 4 weeks [15]; these populations included the general population [21], general workforce [23], psychiatric patients [24], and health care professionals [25]. All groups in the general population were required to change and rebuild their lifestyles. For college students, in addition to the changes in their ordinary lifestyles, a brand new education style was rapidly established. Physical education, typically an outdoor course, was required to be conducted on the internet. Whether physical education is essential during the COVID-19 epidemic and how to suitably provide it are issues that most countries will be facing for a long period of time.

In Wang’s study [15], which reported a higher psychological impact of COVID-19 in respondents aged 12-21 4 years, it was suggested that respondents in this age group might be affected by prolonged school closure and require web-based education support. Comparing our study with Wang’s study, we observed lower scores on the DASS-21 subscales, which were obtained 3 months after web-based physical education was established. The difference between our study and the previous study may result from the restoration of web-based education support, of which physical education was an important part. To demonstrate the importance of exercise in our study, linear regression was employed to analyze the correlation between the DASS-21 scores and sports-related lifestyle variables. Unsurprisingly, lower scores on the DASS-21 and its subscales were observed in respondents who exercised regularly and maintained their exercise habits during the outbreak of COVID-19. The respondents who exercised more than 1 to 2 times a week, had an exercise duration >1 hour, and had >2000 average pedometer steps had significantly lower scores on the DASS-21 and all its subscales compared to other participants. These data suggest that exercise, especially regular exercise with sufficient duration, is related to a lower risk of mental disturbance, which is in accordance with a previous study [26]. It is surprising that although more than 70% respondents accumulated <2000 pedometer steps per day, the mean DASS-21 scores were low.

We believe that the low number of steps per day may be related to the exercises chosen for the physical classes during COVID-19 confinement. Some exercises may not involve many steps, such as tai chi and shape-up exercises. According to a large cross-section study, which verified that all exercise types are significantly associated with lower mental health burden [27], the exercise itself mattered rather than the type. Strong evidence from a meta-analysis supported that exercise can protect populations from depression regardless of age and geographical region [28], which may also apply to the COVID-19 pandemic. Therefore, we suggest that a positive sports-related lifestyle is significantly associated with mental health during the confines of the COVID-19 pandemic.

Issues Related to Web-Based Physical Education

It is unfortunate that 1198/1607 respondents (74.5%) were restricted from using sports facilities, which may be an obstacle preventing them from exercising regularly. Moreover, the BMI of 638/1607 respondents (39.7%) was out of the normal range, which may be related to an unhealthy lifestyle [29]. These results suggest that the respondents were in need of professional guidance for physical education, considering the available facilities and equipment. Interestingly, 728/1607 respondents (45.3%) observed that other family members were motivated to exercise by web-based physical education. This may be related to the similar atmosphere to class learning, in which the other participating family members can be considered as classmates or companions. This also suggests that web-based physical education is not only a new learning style for college students but may also be a new lifestyle for the general population [30,31].

As stated above, effective web-based physical education is essential for lifestyle rebuilding not only for college students but also for the general population as part of behavior therapy [32], health education [33], and promotion by local health authorities [34]. However, as a totally new mode of physical education, web-based learning involved several issues that must be noted. As far as we know, only three types of web-based physical education were available to the college students, including watching recorded video, watching real-time video, and communicating with a teacher on an education platform. However, none of these types was preferred by more than 50% of respondents, and more than 50% of respondents did not want to experience physical education on the internet. However, in contrast, motivation of family members to exercise by web-based physical education was observed by nearly 50% of respondents. This suggests that web-based physical education is welcomed by the general population but cannot meet the requirements of college students. We believe that the dissatisfaction of college students may result from the comparison between web-based physical classes and face-to-face classes, whereas the general population would be more interested in trying this new style without having experienced face-to-face classes. Moreover, frequent technical problems were confronted by 1087/1607 respondents (67.6%), including network instability (752/1607, 46.8%) and unfamiliarity with software (384/1607, 23.9%), which further worsened the experience of the physical course. Furthermore, lack of interaction with the teacher (481/1607, 29.9%), lack of self-control (608/1607, 37.8%), and...
inability to keep up with the lesson (73/1607, 4.5%) could be observed in the respondents, which was frustrating for the college students. However, Soffer’s study [35] suggested that in many aspects of the examined effectiveness, web-based education was at least as effective as a face-to-face course [35]. We suppose that web-based physical education is promising if substantial improvements are made, such as technology support, optional exercises, and accommodation of students’ preferences. According to Chekroud’s study [27], all exercise types were significantly associated with lower mental health burden; numerous types of exercises could be chosen for web-based physical education. Considering the access to sports facilities and available sports equipment, only a few sports were suggested for web-based physical education, including shape-up exercises, a designed combination of exercises, Chinese kung fu, and rhythmic sport, and table tennis; meanwhile, ordinary physical courses could not be conducted properly, such as ball games and athletic events. Improving the physical fitness of college students with limited sports is the major issue of web-based physical education; to address this issue, we may learn from other courses and search for help from other fields, such as virtual reality [36].

Limitations
There are several limitations of our study. First, due to anonymity and confidentiality requirements, a prospective study could not be performed through the web-based snowball sampling survey, and the respondents to the survey may not be a representative sample of Chinese students. Second, mental health was evaluated by the DASS-21 scale instead of by mental health professionals; floor effects could not be excluded, although both methods of evaluation are based on the respondents’ feelings and self-reporting. Third, due to the inherent nature of a cross-sectional study, we could only verify the association between sports-related lifestyle and mental health and could not verify the causal relationship. Finally, the assessment of sports-related lifestyle variables depends on non-standardized questions that have not been validated.

Conclusions
The mental status of most of the college students in Wuhan who responded to our survey was normal. The mental status of the students was significantly correlated with regular exercise and sufficient exercise duration. Therefore, professional physical guidance is needed for college students as well as the general population. Considering the restrictions on sports facilities and equipment, selected sports were suggested for web-based physical education to improve physical fitness. However, web-based physical education is still far from satisfactory. Exercises not meeting students’ preferences, frequent technical problems, and distant interactions are the main problems that should be solved in future.
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Abstract

Background: The Great COVID-19 Shutdown aimed to eliminate or slow the spread of SARS-CoV-2, the virus that causes COVID-19. The United States has no national policy, leaving states to independently implement public health guidelines that are predicated on a sustained decline in COVID-19 cases. Operationalization of “sustained decline” varies by state and county. Existing models of COVID-19 transmission rely on parameters such as case estimates or R₀ and are dependent on intensive data collection efforts. Static statistical models do not capture all of the relevant dynamics required to measure sustained declines. Moreover, existing COVID-19 models use data that are subject to significant measurement error and contamination.

Objective: This study will generate novel metrics of speed, acceleration, jerk, and 7-day lag in the speed of COVID-19 transmission using state government tallies of SARS-CoV-2 infections, including state-level dynamics of SARS-CoV-2 infections. This study provides the prototype for a global surveillance system to inform public health practice, including novel standardized metrics of COVID-19 transmission, for use in combination with traditional surveillance tools.

Methods: Dynamic panel data models were estimated with the Arellano-Bond estimator using the generalized method of moments. This statistical technique allows for the control of a variety of deficiencies in the existing data. Tests of the validity of the model and statistical techniques were applied.

Results: The statistical approach was validated based on the regression results, which determined recent changes in the pattern of infection. During the weeks of August 17-23 and August 24-30, 2020, there were substantial regional differences in the evolution of the US pandemic. Census regions 1 and 2 were relatively quiet with a small but significant persistence effect that remained relatively unchanged from the prior 2 weeks. Census region 3 was sensitive to the number of tests administered, with a high constant rate of cases. A weekly special analysis showed that these results were driven by states with a high number of positive test reports from universities. Census region 4 had a high constant number of cases and a significantly increased persistence effect during the week of August 24-30. This change represents an increase in the transmission model R value for that week and is consistent with a re-emergence of the pandemic.

Conclusions: Reopening the United States comes with three certainties: (1) the “social” end of the pandemic and reopening are going to occur before the “medical” end even while the pandemic is growing. We need improved standardized surveillance techniques to inform leaders when it is safe to open sections of the country; (2) varying public health policies and guidelines unnecessarily result in varying degrees of transmission and outbreaks; and (3) even those states most successful in containing the pandemic continue to see a small but constant stream of new cases daily.
Introduction

Without question, SARS-CoV-2, the novel coronavirus that causes COVID-19 [1,2], has resulted in an unprecedented pandemic in modern history with significant morbidity and mortality [3-7]. Although some countries have had success in controlling COVID-19 [8-11], others have encountered much difficulty [12-17], resulting in significant adverse outcomes [18-21]. Beyond the overall implications related to infection and death [9,11,22-29], the COVID-19 pandemic has a deleterious impact on the global economy [27,30,31], violence [32-37], mental health [38-43], and food security [44-47], and disproportionately affects vulnerable populations such as the elderly [48-52], the poor [53,54], and racial and ethnic minorities [55-61]. We must establish COVID-19 control through good policy [10,12,62-68]; unfortunately, different states have implemented various and inconsistent COVID-19 policies [67,69-76] in the absence of a national plan [77,78]. Without a COVID-19 vaccine [79-81], we need systematic public health surveillance [7,82-89] to inform policies and guidelines for COVID-19 control and prevention such as quarantines, social distancing, face masks, crowd control, and hygiene to prevent viral spread [90-98]. Good surveillance can safely inform our leaders when, how, and where our country can reopen [76,99-103].

According to Teutsch and Churchill [85], public health surveillance is the “systematic, ongoing assessment of the health of a community, based on the collection, interpretation, and use of health data and information. Surveillance provides information necessary for public health decision making” (pg 1). Surveillance does not rely on a single indicator; it depends on a variety of metrics to identify high-priority COVID-19 health events such as incidence, prevalence, mortality, severity, cost, preventability, and communicability [104]. We need to meet these objectives of a surveillance system to prevent infectious diseases [104]. The United States must address several public health surveillance objectives, specifically to detect outbreaks (eg, the distribution and spread of COVID-19) and evaluate control strategies [104]. A surveillance system also includes “the functional capacity for data collection and analysis, as well as the timely dissemination of data” (pg 1) [87]. To this end, our study aims to create novel, validated metrics of speed, acceleration, and jerk in COVID-19 transmission in the United States.

The Great COVID-19 Shutdown refers to the variety of “lockdown” [105] public health policies adopted by countries around the globe to prevent the further spread of COVID-19, ranging from strict and complete quarantines [106-108] to disorganized and piecemeal closures [105]. It worked in places when it was implemented properly and in a timely manner, such as China, South Korea, Singapore, and Vietnam [10,11,62,109]. Some countries eliminated COVID-19, defined as achieving zero new cases over 14 days, while others flattened the curve [64,110-113]. Governments that failed to effectively close down public movement and interactions resulted in increases in SARS-CoV-2 infections [50,114-120]. The United States had no national policy and was late in responding to the looming pandemic [105]. In fact, COVID-19 was technically classified as an epidemic by the Centers for Disease Control and Prevention when it accounted for >7.3% of all deaths in the United States. According to the National Center for Health Statistics, this was reached during the week of March 29-April 4 when COVID-19 accounted for 13.87% of all causes of death [121].

In response to the large death toll exacted by the epidemic, states independently implemented public health guidelines [14,19,70,71,122-125] regarding closures, social distancing, masks, and hand hygiene, which begs the question: when is it safe to reopen [126]? Reopening guidelines are predicated on a sustained decline in COVID-19 cases; however, operationalization of “sustained decline” varies by state [127]. Existing contagion models for COVID-19 rely on parameters such as case estimates or $R_0$ and use intensive data collection efforts [128,129]. “Static” statistical models do not capture all of the relevant dynamics required to measure sustained declines [130-135]. Moreover, existing COVID-19 models use data that are subject to significant measurement error and other contaminants. Estimates of new SARS-CoV-2 infections suffer from undercounts due to asymptomatic carriers [136,137], access to testing [9,138-140], testing delays [141], testing sensitivity and specificity [142-145], and access to health care [60,146-150]. Surveillance systems and any enumeration of COVID-19 cases will err on the side of severity, meaning the most severe cases are more likely to be captured, the consequence of which is a significant undercount [71,104,130,151-156].

The conventional approach to modeling the spread of diseases such as COVID-19 is to posit an underlying contagion model and then to seek accurate direct measurement of the model parameters such as effective transmission rates or other parameters, often through labor-intensive methods relying on contact tracing to determine the spread of the virus in a sample population. For viral epidemics with an incubation period of up to 14 days, it takes weeks if not months to generate accurate parameter estimates even for simple contagion models [130]. For example, Li et al [157] provided early estimates of contagion parameters for COVID-19 using Wuhan data from contact tracing and methods developed by Lipsitch [158] but with weak statistical properties. It estimated the serial interval distribution from only six pairs of cases. These models also rely on underlying assumptions about immunity, common propensity for infection, well-mixed populations, etc [159]. Improvements in the models typically focus on relaxing these assumptions, for example, disaggregating the population by geography and modeling within-geography and cross-geographical personal interactions [160]. For example, Martcheva [161] provides an
excellent dynamic analysis of a wide variety of contagion models and their possible dynamics. Unfortunately, the study had limited options for the statistical inference of parameter values from actual data.

In contrast, we take an empirical approach that focuses on statistical modeling of widely available empirical data such as the number of confirmed cases or the number of tests conducted that can inform estimates of the current value of critical parameters like the infection rate or reproduction rate. We explicitly recognize that the data generating process for the reported data contain an underlying contagion component, a political-economic component such as availability of accurate test kits, a social component such as how strongly people adhere to social-distancing and shelter-in-place policies, and a sometimes inaccurate data reporting process that may obscure the underlying contagion process. We therefore seek a statistical approach that can provide meaningful information despite the complex and sometimes obfuscating data generation process. Our approach is consistent with the principles of evidence-based medicine, including controlling for complex pathways that may include socioeconomic factors such as mediating variables, and policy recommendations “based on the best available knowledge, derived from diverse sources and methods” (pg S58) [162].

There are two primary advantages to this empirical approach. First, we can apply the empirical model relatively quickly to a short data set. This advantage stems from the panel nature of the model. We used US states as the cross-sectional variable, so that a week’s data from all US states provides a reasonable sample size. In addition to enabling parameter estimation early in a pandemic, using this property we tested to see if there has been a shift in the transmission or reproductive rates of the transmission process in the past week, that is, whether there is statistical evidence that the US pandemic is peaking.

The second advantage is that the approach directly measures and informs policy-relevant variables. For example, the White House issued guidance on reopening the US economy that depends on a decrease in the documented number of cases and in the proportion of positive test results over a 14-day period, among other criteria and considerations [163]. As noted above, the number and proportion of positive test results are the outcome of a data generating process that includes not just the underlying transmission process but a multitude of mediating factors as well as idiosyncrasies of the data collection and reporting process. We specifically modeled the number of positive test results in our empirical model, which provides evidence of direct use in policy dialog.

This study has two objectives: (1) to create a proof-of-concept COVID-19 surveillance system using the United States as a prototype for a global system; and (2) to validate novel surveillance metrics/techniques including speed, acceleration, and jerk to better inform public health leaders how the pandemic is spreading or changing course.

Methods

Overview of Methodology

First, we will provide standard surveillance metrics including new counts of SARS-CoV-2 infections, moving 7-day averages of SARS-CoV-2 infections, rates of SARS-CoV-2 infections per 100,000 population, new numbers of COVID-19 deaths, moving 7-day averages of COVID-19 deaths, and rates of COVID-19 deaths per 100,000 population plus testing and positive testing ratios. Standard surveillance metrics are useful and allow us to compare data even though standard techniques are limited to more severe cases and suffer from data contamination.

Second, to address these data limitations we will validate novel surveillance metrics of (1) speed, (2) acceleration, and (3) jerk (change in acceleration). The basic question we are trying to inform is: how are we doing this week relative to previous weeks? From a public health perspective, in the midst of a pandemic, we would like (at least) three affirmative responses: (1) there are fewer new cases per day this week than last week, (2) the number of new cases is declining from day to day, and (3) the day-to-day decline in the number of cases is even bigger this week than last week. Additionally, we would like some indicative information about significant shifts in how the pandemic is progressing — positive shifts could be the first indicators of the emergence of a new or recurrent hotspot, and positive shifts could be first indicators of successful public health policy.

This study derives indicators to inform the three questions specified in the study objective above. Next, we provide a regression-based decomposition of the indicators. While it is beyond the scope of this study to determine the underlying causes of the pandemic and its trajectory over time, we provide a decomposition into proximate contributory factors such as whether an acceleration is due to a “natural” progression of the pandemic (eg, due to an increasing infectious population) or to a shift in an underlying model parameter (eg, a parameter shift that could be associated with reopening, other health policy changes, a viral mutation, the end of summer vacation for K-12 schools, or other underlying causes). Other factors can affect acceleration by “shifting” the underlying parameters (eg, the virus can mutate to become more or less infectious, states can impose lockdowns, social pressures can encourage or discourage people from wearing masks and social distancing, etc). Therefore, we use the regression analysis to provide a decomposition of speed, acceleration, and jerk into proximate contributory factors. Finally, this study is an innovation over traditional agnostic surveillancesystems in that we go beyond presenting metrics of the transmission of COVID-19 by providing probable scenarios regarding the context in which the disease is spreading.

The COVID Tracking Project [164] compiles data from multiple state sources on the web [165]; data for the most recent 36 days were accessed from the GitHub repository [166]. After accounting for lagged and differenced regressors, this resulted in a panel of 50 states plus the District of Columbia with 29 days in each panel (n=1352). Following Oehmke et al [167],
an empirical difference equation was specified in which the number of positive cases in each state at each day is a function of the prior number of cases, the level of testing, and weekly shift variables that measure whether the contagion was growing faster, at the same rate, or slower compared to the previous weeks. This resulted in a dynamic panel model that was estimated using the generalized method of moments approach by implementing the Arellano-Bond estimator in STATA/MP, version 16.1 (StataCorp LLC).

Arellano-Bond estimation of difference equations has several statistical advantages: (1) it allows for statistical examination of the model’s predictive ability and the validity of the model specification; (2) it corrects for autocorrelation and heteroscedasticity; (3) it has good properties for data with a small number of time periods and large number of states; (4) it corrects for omitted variables issues and provides a statistical test of correction validity. With these advantages, the method is applicable to ascertaining and statistically validating changes in the evolution of the pandemic within a period of one week or less, such as changes in the reproduction rate [167-174].

**Speed: New Cases Per Day**

The basic indicator of the pandemic’s status on a given day is the number of new cases on that day. Since new cases per day is a rate (value per unit of time), we will adopt physics nomenclature and refer to this as the speed of the pandemic. This is consistent with heuristic descriptions of the pandemic as spreading rapidly (ie, a large number of new cases per day) or slowly (ie, a small number of new cases per day). The public health ideal is to bring the speed of the pandemic to zero. We report the number of new cases for each state both as a number per day and as a number per 100,000 population per day (table and column references).

For mathematical formality, we write:

\[
\text{New Cases Per Day} = \frac{\text{number of new cases}}{\text{population}}
\]

where we have suppressed the subscript of the previous section. We will be reporting surveillance numbers for each state and for the District of Columbia.

**Acceleration**

We are also interested in whether the number of cases per day is increasing, peaking, or decreasing, and why. Again, we will adopt physics nomenclature and refer to this datum as the acceleration. Since acceleration is difficult to ascertain on a daily basis, and there are weekend effects, etc, in the data, we report the weekly average for the acceleration as:

\[
\text{Weekly Acceleration} = \frac{\text{number of new cases}}{\text{population}}
\]

where \(D\) is the difference operator. A positive acceleration indicates an increasing number of cases per day, and a negative acceleration (deceleration) indicates a decreasing number of cases per day. An acceleration of 0 is indicative of a peak, valley, or inflection point depending in part on whether the previous acceleration was positive or negative. For example, acceleration in Illinois changed from positive to zero in mid-May, indicating a peak, and from negative to zero toward the end of June, indicating a valley (Figure 1) [69,175].

**Figure 1.** The number of positives per day in Illinois, according to the COVID-19 Dashboard of the Center for Systems Science and Engineering [175].

We provide a regression-based decomposition of accelerations into proximate components. That is, this is the systematic component of changes in acceleration, where \(t\) denotes the end date for the most recent week. Subtracting Oehmke et al’s [167] equation (3) at time \(t-1\) from the same equation at time \(t\) results in:

\[
\text{Acceleration}_t - \text{Acceleration}_{t-1} = \beta_0 D_{\text{Pos}_t} + \text{error terms}
\]

where we have suppressed the error terms and added a term for the “weekend effect.” We refer to the term containing \(D_{\text{Pos}_{t-1}}\) as the 1-day persistence effect. This, in turn, comprises a natural progression effect measured by \(\beta_0 D_{\text{Pos}_{t-1}}\) that represents the effect of a change over time in the number of new positive
results where the magnitude of the effect is calibrated at the prior week’s parameter $\beta_0$, and a shift effect $\beta_2 D.Pos_{t-1}$ that measures the effect of the week’s shift in the parameter from $\beta_0$ to $\beta_0 + \beta_2$. The second term in this equation is the 7-day persistence effect and is analogous to the 1-day persistence effect, including its decomposition into a natural progression effect $y_0 D.Pos_{t-7}$ and a shift effect $y_2 D.Pos_{t-7}$. The next part of equation 2 represents the portion of acceleration that is composed of changes in the contemporaneous component of the model.

The analogous expression for 1 week prior and 2 weeks prior are:

The expression for 2 weeks prior, $D.Pos_{t-14}$, represents the baseline and does not contain any shift parameters. The shift parameters $\beta_1, \beta_2, y_1,$ and $y_2$ represent shifts in the most recent 2 weeks relative to the week ending at time $t-14$.

The expressions for $D.Pos_t$ from equations 3 or 4 are easily adapted from time $t$ to time $t-j$ for each week and averaged over the week to provide a decomposition of acceleration as defined by equation 2.

**Jerk: The Change in Acceleration**

We now address the question of whether the day-to-day increase (or decrease) in new cases the current week is bigger or smaller than the day-to-day increase (or decrease) in new cases of the past week.

Formally, for the current week we are interested in is:

The first term to the right of the definitional equality is the average growth in the number of daily positive cases for the current week ending at time $t$, and the second term is the average increase in the number of daily positive cases for the prior week. Using physics nomenclature, the difference between these two acceleration rates is the “jerk.” A positive jerk indicates that the acceleration in the number of daily cases this week is greater than the average growth last week. Such a finding would be consistent with a scenario in which the pandemic was experiencing explosive growth; where a policy shift such as reopening had augmented the acceleration of the pandemic, possibly including a shift from deceleration to acceleration; or where a megaevent had “jerked” the acceleration upward, among other scenarios.

Using equation four, for the most recent week ending at time $t$, we can write:

The top row contains the 1-day persistence effect’s contribution to the jerk. The first term on the right side of the equation represents the natural progression of the 1-day persistence effect on acceleration due to changes across weeks in the daily change in the number of new cases per day. The last term in the first row represents structural shifts in the 1-day persistence effect. The second row is analogous to the first row, except that it represents the 7-day persistence effect’s contribution to the jerk. The third row represents the contribution of contemporaneous effects to the jerk.

The analogous equation for the prior week is:

Equations 6 and 7 are easily averaged over the week to provide a decomposition of jerk as defined by equation 5.

**Results**

**Regional Regression**

**Findings**

We group the states according to Census region and present regression results for each region below. The biweekly surveillance products will be based on these regressions.

For Region 1 (Northeast), the regression Wald statistic shows that the model was statistically significant ($\chi^2_{10}=132, P<.001$), and the Sargan test fails to reject the validity of the overidentifying restrictions. ($\chi^2_{252}=258, P=.38$) (Table 1).

https://www.jmir.org/2020/10/e21955
The coefficient on the first lag of the dependent variable is not statistically significant, nor are the shift parameters for the weeks of August 17 and August 24 for this coefficient. The coefficient on the 7th lag is positive and statistically significant (0.273, \( P < .001 \)). Neither of the shift parameters for the weeks of August 17 and August 24 are statistically significant. Of the variables representing the number of tests administered, the number per 100,000 population is significant (1.072, \( P = .04 \)). The weekend variable is not significant. The constant is positive and significant (124.637, \( P < .001 \)).

For Region 2 (Midwest), the regression Wald statistic shows that the model was statistically significant (\( \chi^2 = 368, P < .001 \)), and the Sargan test fails to reject the validity of the overidentifying restrictions (\( \chi^2 = 370, P = .46 \)).

The coefficient on the first lag of the dependent variable is not statistically significant. The shift for the week of August 17 for this coefficient is positive and statistically significant (0.221, \( P = .02 \)), but the shift for the week of August 24 is not significant. The coefficient on the 7th lag of the dependent variable is positive and significant (0.269, \( P < .001 \)). Neither of the weekly shift variables for this coefficient are significant. The tests, tests squared, and tests per 10,000 population are all statistically significant (0.091, \( P < .001 \); \( -4.89E-07, P < .001 \); and \( -15.986, P < .001 \)).

For Region 3 (South), the regression Wald statistic shows that the model was statistically significant (\( \chi^2 = 475, P < .001 \)), and the Sargan test fails to reject the validity of the overidentifying restrictions (\( \chi^2 = 370, P = .46 \)).

The coefficient on the first lag of the dependent variable is negative and statistically significant (−0.102, \( P = .02 \)). Neither of the weekly shift variables for this coefficient are significant. The coefficient on the 7th lag of the dependent variable is positive and significant (0.288, \( P < .001 \)). The shifts for the weeks of August 17 and August 24 are negative and significant (−0.334, \( P < .001 \); and −0.265, \( P = .003 \), respectively). The tests, tests squared, and tests per 10,000 population are all statistically significant (0.091, \( P < .001 \); −4.89E-07, \( P < .001 \); and −15.986, \( P < .001 \), respectively). The weekend variable is not significant. The constant is positive and significant (429.167, \( P < .001 \)).

For Region 4 (West), the regression Wald statistic shows that the model was statistically significant (\( \chi^2 = 316, P < .001 \)), and the Sargan test fails to reject the validity of the overidentifying restrictions (\( \chi^2 = 370, P = .46 \)).

The coefficient on the first lag of the dependent variable is negative and statistically significant (0.273, \( P < .001 \)). The shifts for the week of August 17 and August 24 for this coefficient are negative and statistically significant (−0.213, \( P = .03 \); and −0.737, \( P < .001 \), respectively). The coefficient on the 7th lag of the dependent variable is not significant. The shift for the week of August 24 for this coefficient is positive and significant (0.397, \( P = .02 \)), but the shift for the week of August 17 is not significant. Of the test variables, only the coefficient on the number of tests administered is significant (0.017, \( P = .048 \)). The weekend variable is not significant. The constant is positive and significant (397.678, \( P < .001 \)).

**Interpretation**

Region 1 appears to be fairly calm, with the only statistically significant persistence effect being a small 7-day lag effect. Region 2 is slightly less calm, but with a larger and statistically significant persistence effect and a noticeable positive effect of both the number of tests and the number of tests per 10,000.
Region 3 has the largest constant (average of state-specific effects) and the largest coefficient on tests, suggesting that the number of people newly tested for the virus is an important explanatory factor for the number of new cases. Region 4 has a high constant (average state-specific value) and significant shifts in both the 1-day and 7-day persistence values.

University Reopenings

Regression Results

A significant advantage of the panel data approach is that it can provide statistically valid quantifications of shifts in a fairly short period such as 1 week. Perhaps the biggest pandemic issue during the week of August 24 was the high number of cases reported on university campuses as they reopened. We address this with an additional regression analysis. Six states in Region 3 reported 500 or more cases; at least one other university in these states reported 200 or more cases (Alabama, Florida, Georgia, North Carolina, South Carolina, and Texas). To inform this university effect, we split Region 3 into two groups of states—one with a high prevalence of university COVID-19 positives (denoted as group 3a) and another comprising the remaining Region 3 states (denoted as group 3b)—and then ran the regression analysis on the two groups (Table 2).

Table 2. Arellano-Bond dynamic panel data modeling of the number of daily infections reported by states in Region 3, grouped by the university effect, August 2-30, 2020.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Group 3a (with university effect)</th>
<th>Group 3b (without university effect)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>P value</td>
</tr>
<tr>
<td>L1Pos</td>
<td>-0.023</td>
<td>.76</td>
</tr>
<tr>
<td>L1shiftAug17</td>
<td>0.249</td>
<td>.13</td>
</tr>
<tr>
<td>L1shiftAug24</td>
<td>-0.075</td>
<td>.69</td>
</tr>
<tr>
<td>L7Pos</td>
<td>0.268</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>L7shiftAug17</td>
<td>-0.364</td>
<td>.007</td>
</tr>
<tr>
<td>L7shiftAug24</td>
<td>-0.252</td>
<td>.12</td>
</tr>
<tr>
<td>Tests</td>
<td>0.121</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Tests_squared</td>
<td>-6.59E-09</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Tests_per_10K</td>
<td>-3.9704</td>
<td>.005</td>
</tr>
<tr>
<td>Constant</td>
<td>910.482</td>
<td>.008</td>
</tr>
<tr>
<td>Wald statistic for regression</td>
<td>$X^2_{169}=169$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sargan statistic for validity</td>
<td>$X^2_{149}=169$</td>
<td>.81</td>
</tr>
</tbody>
</table>

For each group, the Wald statistic shows that the model was statistically significant ($X^2_{169}=169, P<.001$; and $X^2_{491}=491, P<.001$, respectively), and the Sargan test fails to reject the validity of the overidentifying restrictions ($X^2_{165}=149 P=.81; X^2_{310}=301, P=.63$).

Without belaboring the individual coefficients, there are two important differences between the two groups. First is the coefficient on Tests, which numerically is the most important of the three test coefficients; group 3a (0.121, P<.001) is more than four times the size of the coefficient for group 3b (0.029, P<.001). The second important difference is that the constant for group a is more than three times the size of the constant for group b.

Interpretation

The larger coefficient on Tests means that a higher percentage of tests are associated with positive results, possibly as large as 10% for group a (considering only the linear term). The larger value of the constant (which is an average of state-specific effects) means that there are larger state-specific risk factors, possibly related to the degree of ‘lockdown’ and social compliance with recommendations such as social distancing or wearing masks. Coupling these two effects suggests that for the week of August 24, the university effect is mostly due to increases in the number of asymptomatic students who got tested for the first time as they returned to university. This is consistent with the comparison of regional results across regions. It also suggests that the following week may be much worse if a significant fraction of the students are infectious and fail to practice social distancing, etc, thereby infecting others, who will likely show up in that week’s numbers.

These results may also help to explain spikes in other states, such as Iowa, Kansas, North Dakota, and South Dakota (which is also potentially affected by the Sturgis Motorcycle Rally), which all had significant numbers of COVID-19 cases at universities.

Surveillance Results

Surveillance results are presented in Tables 3 and 4. The seven data elements in this proof-of-concept surveillance system are calculated as weekly averages and the speed, acceleration, and jerk are normalized per 100,000 population to compare the transmission of COVID-19 from week to week. These surveillance system data elements include (1) average weekly number of daily tests; (2) average weekly number of daily tests per 100,000 population; (3) average weekly number of daily positive tests; (4) average weekly number of daily positive tests
per 100,000 population referred to as speed; (5) weekly average of day-to-day change in the number of positives per day per 100,000 population, referred to as acceleration; (6) change in acceleration, referred to as jerk, which is the acceleration in the current week minus the acceleration in the prior week; a sustained positive jerk is typically associated with explosive growth; and finally, (7) the 7-day lag, which is the number of new cases of COVID-19 reported today per 100,000 population (ie, today’s speed) that are associated with new cases reported 7 days ago (ie, last week’s speed), and measures how much the increase in speed from last week persists into this week. Data are presented according to US Census regions. Data element 1 is reported as a number while 2-7 are reported as a rate, which better allows for comparison between US states.

The innovation of this study is the novel metrics we derived to measure how COVID-19 is spreading and changes in terms of transmission rates. These measures should be considered in combination with traditional static numbers including transmission rates and death rates. These novel metrics measure how fast the rates are changing, accounting for their data limitations.

As an example, we tracked the transmission of COVID-19 for the state of Illinois for the week from August 17 to 23, 2020. Illinois had a weekly average of 48,181 COVID-19 tests daily, also expressed as a weekly average of 380 tests per 100,000 population per day. Illinois had a weekly average of 2026 positive tests per day. The speed of the COVID-19 transmission is measured as an increase of 15.99 persons infected per day per 100,000 population. For the week of August 17 to 23 in Illinois, COVID-19 acceleration was 0.37, which means that every day there were .37 more new cases per 100,000 than the day before, or 2.6 more cases per day per 100,000 over the course of the week. The jerk is 0.17, which means that acceleration was increasing: this increased acceleration accounted for 1.4 of the 2.6 additional cases per day per 100,000. Finally, the 7-day lag effect for speed is 3.58, which means that persistence or echo effects accounted for 3.58 or 22% of the 15.99 new daily positive cases per 100,000, which indicates an important but moderate persistence or echo effect for the week of August 17.

We see significant differences in COVID-19 transmission the following week (August 24-30, 2020). Illinois experienced a decrease in weekly average tests to 44,719 daily COVID-19 tests, also expressed as a weekly average of 353 tests per 100,000 population per day. This is 27 fewer tests per 100,000 population from last week. Illinois had a weekly average of 1923 positive tests per day, a decrease from the prior week, also expressed as a speed of 15.18 persons newly infected per day per 100,000 population. During the week of August 24-30, the acceleration decreased from the previous week to 0.11 and the jerk was negative (–0.26), indicating a leveling off of growth in new cases. Finally, the 7-day lag effect on speed is 5.35, which means that the persistence or echo effects accounted for 5.35 or over one-third of the 15.18 new daily positive cases per 100,000. The increased importance of echo effects rather than new cases from other (new) causes is consistent with a leveling off of COVID-19 growth in Illinois during the week of August 24-30.

In summary, the week of August 17-23 showed an increasing COVID-19 speed with positive acceleration and jerk. The week of August 24-30 exhibited a moderation in speed with lower acceleration and negative jerk. This is indicative of a leveling off or an inflection point: the pandemic in Illinois may be starting to decline, or this could be simply a pause before a continued increase in COVID-19 speed.

<table>
<thead>
<tr>
<th>State</th>
<th>Tests per day, n (weekly average)</th>
<th>Daily tests per 100K people, n (daily average for the week)</th>
<th>Positives, n (reported number of new positive test results or confirmed cases per day per 100K people, weekly average)</th>
<th>Speed, n (daily positives per 100K people, weekly average)</th>
<th>Acceleration (day-to-day change in the number of positives per day, weekly average, per 100K people)</th>
<th>Jerk (week-over-week change in acceleration, per 100K people)</th>
<th>7-day persistence effect on speed (number of new cases per day per 100K people)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Region 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CT</td>
<td>16,936</td>
<td>475</td>
<td>127</td>
<td>3.56</td>
<td>0.49</td>
<td>−0.16</td>
<td>0.32</td>
</tr>
<tr>
<td>ME</td>
<td>3068</td>
<td>228</td>
<td>24</td>
<td>1.78</td>
<td>−0.06</td>
<td>−0.15</td>
<td>0.18</td>
</tr>
<tr>
<td>MA</td>
<td>14,815</td>
<td>215</td>
<td>309</td>
<td>4.48</td>
<td>−0.63</td>
<td>−0.57</td>
<td>0.61</td>
</tr>
<tr>
<td>NH</td>
<td>1591</td>
<td>117</td>
<td>17</td>
<td>1.25</td>
<td>0.07</td>
<td>0.13</td>
<td>0.23</td>
</tr>
<tr>
<td>NJ</td>
<td>22,687</td>
<td>255</td>
<td>291</td>
<td>3.28</td>
<td>0.39</td>
<td>0.93</td>
<td>0.59</td>
</tr>
<tr>
<td>NY</td>
<td>78,995</td>
<td>406</td>
<td>604</td>
<td>3.11</td>
<td>−0.03</td>
<td>−0.09</td>
<td>0.47</td>
</tr>
<tr>
<td>PA</td>
<td>13,737</td>
<td>107</td>
<td>655</td>
<td>5.12</td>
<td>−0.05</td>
<td>0.07</td>
<td>0.86</td>
</tr>
<tr>
<td>RI</td>
<td>5884</td>
<td>555</td>
<td>107</td>
<td>10.10</td>
<td>0.18</td>
<td>0.16</td>
<td>1.12</td>
</tr>
<tr>
<td>VT</td>
<td>1273</td>
<td>204</td>
<td>6</td>
<td>0.96</td>
<td>−0.05</td>
<td>−0.07</td>
<td>0.18</td>
</tr>
<tr>
<td><strong>Region 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IL</td>
<td>48,181</td>
<td>380</td>
<td>2026</td>
<td>15.99</td>
<td>0.37</td>
<td>0.17</td>
<td>3.58</td>
</tr>
<tr>
<td>IN</td>
<td>10,136</td>
<td>151</td>
<td>788</td>
<td>11.71</td>
<td>−0.26</td>
<td>0.38</td>
<td>3.41</td>
</tr>
<tr>
<td>IA</td>
<td>4398</td>
<td>139</td>
<td>550</td>
<td>17.42</td>
<td>−0.43</td>
<td>−1.01</td>
<td>4.35</td>
</tr>
<tr>
<td>KS</td>
<td>4654</td>
<td>160</td>
<td>594</td>
<td>20.40</td>
<td>6.63</td>
<td>−2.55</td>
<td>4.20</td>
</tr>
<tr>
<td>MI</td>
<td>30,346</td>
<td>304</td>
<td>650</td>
<td>6.51</td>
<td>0.41</td>
<td>0.49</td>
<td>2.09</td>
</tr>
<tr>
<td>MN</td>
<td>9467</td>
<td>168</td>
<td>633</td>
<td>11.23</td>
<td>−0.06</td>
<td>0.09</td>
<td>2.85</td>
</tr>
<tr>
<td>MO</td>
<td>9888</td>
<td>161</td>
<td>1086</td>
<td>17.69</td>
<td>−0.61</td>
<td>−3.11</td>
<td>6.20</td>
</tr>
<tr>
<td>NE</td>
<td>2498</td>
<td>129</td>
<td>220</td>
<td>11.37</td>
<td>−0.73</td>
<td>−1.56</td>
<td>3.89</td>
</tr>
<tr>
<td>ND</td>
<td>1584</td>
<td>208</td>
<td>184</td>
<td>24.16</td>
<td>−0.06</td>
<td>−1.09</td>
<td>4.91</td>
</tr>
<tr>
<td>OH</td>
<td>22035</td>
<td>189</td>
<td>931</td>
<td>7.96</td>
<td>0.03</td>
<td>0.35</td>
<td>2.40</td>
</tr>
<tr>
<td>SD</td>
<td>1141</td>
<td>129</td>
<td>143</td>
<td>16.18</td>
<td>−0.24</td>
<td>−0.69</td>
<td>2.85</td>
</tr>
<tr>
<td>WI</td>
<td>8511</td>
<td>146</td>
<td>708</td>
<td>12.17</td>
<td>−0.54</td>
<td>−0.73</td>
<td>3.51</td>
</tr>
<tr>
<td><strong>Region 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AL</td>
<td>10,749</td>
<td>219</td>
<td>947</td>
<td>19.31</td>
<td>−0.95</td>
<td>5.15</td>
<td>−1.33</td>
</tr>
<tr>
<td>AR</td>
<td>6236</td>
<td>207</td>
<td>558</td>
<td>18.50</td>
<td>−1.41</td>
<td>1.77</td>
<td>−1.12</td>
</tr>
<tr>
<td>DE</td>
<td>1637</td>
<td>168</td>
<td>63</td>
<td>6.51</td>
<td>0.18</td>
<td>0.44</td>
<td>−0.83</td>
</tr>
<tr>
<td>DC</td>
<td>3313</td>
<td>469</td>
<td>53</td>
<td>7.49</td>
<td>−0.10</td>
<td>0.69</td>
<td>−0.61</td>
</tr>
<tr>
<td>FL</td>
<td>28,001</td>
<td>130</td>
<td>3879</td>
<td>18.06</td>
<td>−0.54</td>
<td>1.09</td>
<td>−1.74</td>
</tr>
<tr>
<td>GA</td>
<td>23,802</td>
<td>224</td>
<td>2417</td>
<td>22.76</td>
<td>−0.18</td>
<td>1.58</td>
<td>−1.77</td>
</tr>
<tr>
<td>KY</td>
<td>5339</td>
<td>119</td>
<td>602</td>
<td>13.47</td>
<td>2.81</td>
<td>2.87</td>
<td>−0.89</td>
</tr>
<tr>
<td>LA</td>
<td>15,107</td>
<td>325</td>
<td>718</td>
<td>15.44</td>
<td>0.13</td>
<td>4.65</td>
<td>−1.29</td>
</tr>
<tr>
<td>MD</td>
<td>12927</td>
<td>214</td>
<td>556</td>
<td>9.19</td>
<td>0.14</td>
<td>1.09</td>
<td>−0.72</td>
</tr>
<tr>
<td>MS</td>
<td>2015</td>
<td>68</td>
<td>823</td>
<td>27.64</td>
<td>1.18</td>
<td>1.88</td>
<td>−1.53</td>
</tr>
<tr>
<td>NC</td>
<td>21,975</td>
<td>210</td>
<td>1452</td>
<td>13.84</td>
<td>0.31</td>
<td>0.59</td>
<td>−0.77</td>
</tr>
<tr>
<td>OK</td>
<td>8220</td>
<td>208</td>
<td>689</td>
<td>17.41</td>
<td>0.08</td>
<td>−0.13</td>
<td>−1.11</td>
</tr>
<tr>
<td>SC</td>
<td>6362</td>
<td>124</td>
<td>784</td>
<td>15.24</td>
<td>0.22</td>
<td>1.22</td>
<td>−1.08</td>
</tr>
</tbody>
</table>
7-day persistence effect on speed (number of new cases per day per 100K people)

<table>
<thead>
<tr>
<th>State</th>
<th>Speed, n (daily positives per 100K people, weekly average)</th>
<th>Acceleration (day-to-day change in the number of positives per day, weekly average, per 100K people)</th>
<th>Jerk (week-over-week change in acceleration, per 100K people)</th>
<th>7-day persistence effect on speed (number of new cases per day per 100K people)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TN</td>
<td>21.40</td>
<td>−0.22</td>
<td>0.12</td>
<td>−1.48</td>
</tr>
<tr>
<td>TX</td>
<td>20.67</td>
<td>−1.16</td>
<td>−2.07</td>
<td>−1.56</td>
</tr>
<tr>
<td>VA</td>
<td>10.51</td>
<td>−0.07</td>
<td>−0.14</td>
<td>−0.71</td>
</tr>
<tr>
<td>WV</td>
<td>5.85</td>
<td>−0.17</td>
<td>0.03</td>
<td>−0.46</td>
</tr>
</tbody>
</table>

Region 4

<table>
<thead>
<tr>
<th>State</th>
<th>Tests per day, n (weekly average)</th>
<th>Daily tests per 100K people, n (daily average for the week)</th>
<th>Positives, n (reported number of new positive test results or confirmed cases per day per 100K people, weekly average)</th>
<th>Speed, n (daily positives per 100K people, weekly average)</th>
<th>Acceleration (day-to-day change in the number of positives per day, weekly average, per 100K people)</th>
<th>Jerk (week-over-week change in acceleration, per 100K people)</th>
<th>7-day persistence effect on speed (number of new cases per day per 100K people)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AK</td>
<td>71</td>
<td>393</td>
<td>1461</td>
<td>21.40</td>
<td>−0.22</td>
<td>0.12</td>
<td>−1.48</td>
</tr>
<tr>
<td>AZ</td>
<td>652</td>
<td>116</td>
<td>5994</td>
<td>20.67</td>
<td>−1.16</td>
<td>−2.07</td>
<td>−1.56</td>
</tr>
<tr>
<td>CA</td>
<td>6015</td>
<td>269</td>
<td>897</td>
<td>10.51</td>
<td>−0.07</td>
<td>−0.14</td>
<td>−0.71</td>
</tr>
<tr>
<td>CO</td>
<td>292</td>
<td>175</td>
<td>101</td>
<td>5.85</td>
<td>−0.17</td>
<td>0.03</td>
<td>−0.46</td>
</tr>
<tr>
<td>HI</td>
<td>219</td>
<td>170</td>
<td>151</td>
<td>15.45</td>
<td>0.02</td>
<td>−0.49</td>
<td>0.36</td>
</tr>
<tr>
<td>ID</td>
<td>312</td>
<td>112</td>
<td>156</td>
<td>17.47</td>
<td>−0.09</td>
<td>2.06</td>
<td>0.57</td>
</tr>
<tr>
<td>MT</td>
<td>97</td>
<td>118</td>
<td>692</td>
<td>9.07</td>
<td>−0.51</td>
<td>−0.88</td>
<td>0.26</td>
</tr>
<tr>
<td>NV</td>
<td>614</td>
<td>124</td>
<td>272</td>
<td>19.92</td>
<td>−0.77</td>
<td>−0.24</td>
<td>0.57</td>
</tr>
<tr>
<td>NM</td>
<td>143</td>
<td>272</td>
<td>569</td>
<td>6.81</td>
<td>0.44</td>
<td>0.50</td>
<td>0.19</td>
</tr>
<tr>
<td>OR</td>
<td>239</td>
<td>105</td>
<td>443</td>
<td>5.67</td>
<td>−0.06</td>
<td>0.00</td>
<td>0.16</td>
</tr>
<tr>
<td>UT</td>
<td>352</td>
<td>117</td>
<td>117</td>
<td>10.98</td>
<td>−0.13</td>
<td>0.07</td>
<td>0.27</td>
</tr>
<tr>
<td>WA</td>
<td>419</td>
<td>152</td>
<td>158</td>
<td>5.50</td>
<td>−0.17</td>
<td>−0.08</td>
<td>0.17</td>
</tr>
<tr>
<td>WY</td>
<td>42</td>
<td>118</td>
<td>685</td>
<td>7.23</td>
<td>−0.57</td>
<td>−1.11</td>
<td>0.14</td>
</tr>
</tbody>
</table>
### Table 4. Surveillance metrics for the week of August 24-30, 2020.

<table>
<thead>
<tr>
<th>State</th>
<th>Tests per day, n (weekly average)</th>
<th>Daily tests per 100K people, n (daily average for the week)</th>
<th>Positives, n (reported number of new positive test results or confirmed cases per day per 100K people, weekly average)</th>
<th>Speed, n (daily positives per 100K people, weekly average)</th>
<th>Acceleration (day-to-day change in the number of positives per day, weekly average, per 100K people)</th>
<th>Jerk (week-over-week change in acceleration, per 100K people)</th>
<th>7-day persistence effect on speed (number of new cases per day per 100K people)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Region 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CT</td>
<td>21,027</td>
<td>590</td>
<td>195</td>
<td>5.48</td>
<td>0.81</td>
<td>0.33</td>
<td>0.55</td>
</tr>
<tr>
<td>ME</td>
<td>3994</td>
<td>297</td>
<td>25</td>
<td>1.88</td>
<td>0.05</td>
<td>0.12</td>
<td>0.28</td>
</tr>
<tr>
<td>MA</td>
<td>24,300</td>
<td>353</td>
<td>410</td>
<td>5.95</td>
<td>0.41</td>
<td>1.04</td>
<td>0.69</td>
</tr>
<tr>
<td>NH</td>
<td>1890</td>
<td>139</td>
<td>21</td>
<td>1.54</td>
<td>−0.07</td>
<td>−0.15</td>
<td>0.19</td>
</tr>
<tr>
<td>NJ</td>
<td>26,762</td>
<td>301</td>
<td>302</td>
<td>3.40</td>
<td>0.05</td>
<td>−0.34</td>
<td>0.51</td>
</tr>
<tr>
<td>NY</td>
<td>82,233</td>
<td>423</td>
<td>623</td>
<td>3.20</td>
<td>0.09</td>
<td>0.12</td>
<td>0.48</td>
</tr>
<tr>
<td>PA</td>
<td>13,769</td>
<td>108</td>
<td>637</td>
<td>4.97</td>
<td>0.06</td>
<td>0.10</td>
<td>0.79</td>
</tr>
<tr>
<td>RI</td>
<td>4963</td>
<td>469</td>
<td>60</td>
<td>5.66</td>
<td>−1.19</td>
<td>−1.36</td>
<td>1.57</td>
</tr>
<tr>
<td>VT</td>
<td>1890</td>
<td>303</td>
<td>8</td>
<td>1.35</td>
<td>0.16</td>
<td>0.21</td>
<td>0.15</td>
</tr>
<tr>
<td><strong>Region 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IL</td>
<td>44,719</td>
<td>353</td>
<td>1923</td>
<td>15.18</td>
<td>0.11</td>
<td>−0.26</td>
<td>5.35</td>
</tr>
<tr>
<td>IN</td>
<td>12,508</td>
<td>186</td>
<td>1054</td>
<td>15.66</td>
<td>0.56</td>
<td>0.82</td>
<td>3.92</td>
</tr>
<tr>
<td>IA</td>
<td>5017</td>
<td>159</td>
<td>921</td>
<td>29.18</td>
<td>1.95</td>
<td>2.38</td>
<td>5.83</td>
</tr>
<tr>
<td>KS</td>
<td>7366</td>
<td>253</td>
<td>838</td>
<td>28.78</td>
<td>7.63</td>
<td>1.00</td>
<td>6.82</td>
</tr>
<tr>
<td>MI</td>
<td>30,189</td>
<td>302</td>
<td>817</td>
<td>8.18</td>
<td>0.90</td>
<td>0.48</td>
<td>2.18</td>
</tr>
<tr>
<td>MN</td>
<td>8822</td>
<td>156</td>
<td>801</td>
<td>14.20</td>
<td>0.54</td>
<td>0.60</td>
<td>3.75</td>
</tr>
<tr>
<td>MO</td>
<td>8486</td>
<td>138</td>
<td>1226</td>
<td>19.97</td>
<td>1.51</td>
<td>2.11</td>
<td>5.92</td>
</tr>
<tr>
<td>NE</td>
<td>2798</td>
<td>145</td>
<td>282</td>
<td>14.57</td>
<td>1.20</td>
<td>1.93</td>
<td>3.80</td>
</tr>
<tr>
<td>ND</td>
<td>1297</td>
<td>170</td>
<td>261</td>
<td>34.23</td>
<td>1.46</td>
<td>1.52</td>
<td>8.08</td>
</tr>
<tr>
<td>OH</td>
<td>30,424</td>
<td>260</td>
<td>1066</td>
<td>9.12</td>
<td>0.35</td>
<td>0.32</td>
<td>2.66</td>
</tr>
<tr>
<td>SD</td>
<td>1270</td>
<td>144</td>
<td>292</td>
<td>33.04</td>
<td>3.86</td>
<td>4.10</td>
<td>5.41</td>
</tr>
<tr>
<td>WI</td>
<td>8464</td>
<td>145</td>
<td>728</td>
<td>12.50</td>
<td>0.22</td>
<td>0.76</td>
<td>4.07</td>
</tr>
<tr>
<td><strong>Region 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AL</td>
<td>8485</td>
<td>173</td>
<td>1454</td>
<td>29.65</td>
<td>2.38</td>
<td>3.33</td>
<td>0.09</td>
</tr>
<tr>
<td>AR</td>
<td>6712</td>
<td>222</td>
<td>612</td>
<td>20.27</td>
<td>0.49</td>
<td>1.90</td>
<td>0.08</td>
</tr>
<tr>
<td>DE</td>
<td>1831</td>
<td>188</td>
<td>66</td>
<td>6.81</td>
<td>−0.98</td>
<td>−1.16</td>
<td>0.03</td>
</tr>
<tr>
<td>DC</td>
<td>3149</td>
<td>446</td>
<td>53</td>
<td>7.47</td>
<td>−0.45</td>
<td>−0.34</td>
<td>0.03</td>
</tr>
<tr>
<td>FL</td>
<td>24,425</td>
<td>114</td>
<td>3002</td>
<td>13.98</td>
<td>−0.26</td>
<td>0.28</td>
<td>0.08</td>
</tr>
<tr>
<td>GA</td>
<td>22,229</td>
<td>209</td>
<td>2146</td>
<td>20.21</td>
<td>−0.69</td>
<td>−0.51</td>
<td>0.10</td>
</tr>
<tr>
<td>KY</td>
<td>9483</td>
<td>212</td>
<td>643</td>
<td>14.40</td>
<td>−2.59</td>
<td>−5.40</td>
<td>0.06</td>
</tr>
<tr>
<td>LA</td>
<td>14,987</td>
<td>322</td>
<td>703</td>
<td>15.13</td>
<td>1.23</td>
<td>1.10</td>
<td>0.07</td>
</tr>
<tr>
<td>MD</td>
<td>12,335</td>
<td>204</td>
<td>527</td>
<td>8.72</td>
<td>−0.19</td>
<td>−0.34</td>
<td>0.04</td>
</tr>
<tr>
<td>MS</td>
<td>4988</td>
<td>168</td>
<td>683</td>
<td>22.95</td>
<td>0.10</td>
<td>−1.08</td>
<td>0.13</td>
</tr>
<tr>
<td>NC</td>
<td>23,543</td>
<td>224</td>
<td>1573</td>
<td>15.00</td>
<td>−0.57</td>
<td>−0.88</td>
<td>0.06</td>
</tr>
<tr>
<td>OK</td>
<td>7438</td>
<td>188</td>
<td>694</td>
<td>17.53</td>
<td>0.36</td>
<td>0.29</td>
<td>0.08</td>
</tr>
<tr>
<td>SC</td>
<td>7220</td>
<td>140</td>
<td>905</td>
<td>17.58</td>
<td>1.06</td>
<td>0.84</td>
<td>0.07</td>
</tr>
</tbody>
</table>
## Discussion

### Principal Findings

The dynamic panel data model is a statistically validated analysis of reported COVID-19 transmissions and an important addition to the epidemiological toolkit for understanding the progression of the pandemic. It is important to recognize that surveillance systems require a variety of metrics. Systematic surveillance with standardized measures of decreases and increases in COVID-19 transmission coupled with health policies and guidelines add a critical tool to the epidemiologic arsenal to combat COVID-19.

The specific findings of the modeling exercise confirm that SARS-CoV-2 infection rates are persistent but changeable, and for most states increasing during the period between June 13-19, 2020. We find that for every 100 new COVID-19 cases from June 13-19, the following day would result in 26 new cases, meaning there is a significant reduction each day. However, it is important to recognize that this is an average across states and that state and local experiences will vary, which we measured. From June 20-26, on average in the United States, every 100 new cases on Monday was associated with 65 new cases on Tuesday, indicating the contagion increased 2.5-fold the rate from the prior week. The American pandemic has been ramping up in the past 2 weeks.

Remarkably, the US states diverged into three distinct patterns: (1) decline, (2) constant, and (3) increases consistent with outbreaks. In the 30 states with increasing cases, over the course of 2 weeks, there was a 3.6-fold increase in new infections while the states that had sustained declines in cases decreased by 2.5-fold. Again, these are averages among the three classifications of decline, constant, and increases, but these data could be further refined to show how much each state contributed to increases and decreases. Further investigation could usefully model state and local differences in infection rates, as well as ascertain quickly whether the pandemic will continue to re-emerge in the United States, or whether infection rates will reverse track and decline again even though states reopen.

The strengths of this study are the derived new metrics of the transmission of COVID-19. The limitation of this proof-of-concept surveillance system is that it includes only dynamic cases of COVID-19 infections; a full surveillance system should also include static cases. For example, Table 2 refers only to dynamic, new infections.

Based on the empirical evidence that our metrics of the COVID-19 contagion is a good standardization of increases and decreases for public health surveillance purposes, our future work will focus on the surveillance of 195 countries in eight global regions as defined by the World Bank. When possible,
we will provide subcountry-level metrics of the COVID-19 contagion beginning with US states and Canadian provinces. Our surveillance system will include estimates of speed, acceleration, and jerk in acceleration along with traditional surveillance metrics.
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Abstract

Background: A large number of web-based COVID-19 symptom checkers and chatbots have been developed; however, anecdotal evidence suggests that their conclusions are highly variable. To our knowledge, no study has evaluated the accuracy of COVID-19 symptom checkers in a statistically rigorous manner.

Objective: The aim of this study is to evaluate and compare the diagnostic accuracies of web-based COVID-19 symptom checkers.

Methods: We identified 10 web-based COVID-19 symptom checkers, all of which were included in the study. We evaluated the COVID-19 symptom checkers by assessing 50 COVID-19 case reports alongside 410 non–COVID-19 control cases. A bootstrapping method was used to counter the unbalanced sample sizes and obtain confidence intervals (CIs). Results are reported as sensitivity, specificity, F1 score, and Matthews correlation coefficient (MCC).

Results: The classification task between COVID-19–positive and COVID-19–negative for “high risk” cases among the 460 test cases yielded (sorted by F1 score): Symptoma (F1=0.92, MCC=0.85), Infermedica (F1=0.80, MCC=0.61), US Centers for Disease Control and Prevention (CDC) (F1=0.71, MCC=0.30), Babylon (F1=0.70, MCC=0.29), Cleveland Clinic (F1=0.40, MCC=0.07), Providence (F1=0.40, MCC=0.05), Apple (F1=0.29, MCC=0.10), Docyet (F1=0.27, MCC=0.29), Ada (F1=0.24, MCC=0.27) and Your.MD (F1=0.24, MCC=0.27). For “high risk” and “medium risk” combined the performance was: Symptoma (F1=0.91, MCC=0.83) Infermedica (F1=0.80, MCC=0.61), Cleveland Clinic (F1=0.76, MCC=0.47), Providence (F1=0.75, MCC=0.45), Your.MD (F1=0.72, MCC=0.33), CDC (F1=0.71, MCC=0.30), Babylon (F1=0.70, MCC=0.29), Apple (F1=0.70, MCC=0.25), Ada (F1=0.42, MCC=0.03), and Docyet (F1=0.27, MCC=0.29).

Conclusions: We found that the number of correctly assessed COVID-19 and control cases varies considerably between symptom checkers, with different symptom checkers showing different strengths with respect to sensitivity and specificity. A good balance between sensitivity and specificity was only achieved by two symptom checkers.

(J Med Internet Res 2020;22(10):e21299) doi:10.2196/21299
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Introduction

In the modern world, large numbers of patients initially turn to various web-based sources for self-diagnoses of health concerns before seeking diagnoses from a trained medical professional. However, web-based sources have inherent problems, such as misinformation, misunderstandings, misleading advertisements, and varying quality [1]. Interactive web sources developed to...
provide web-based diagnoses are sometimes referred to as symptom checkers or chatbots [2,3]. Based on a list of entered symptoms and other factors, these symptom checkers return a list of potential diseases.

Web-based symptom checkers have become popular in the context of the novel COVID-19 pandemic, as access to physicians is reduced, concern in the population is high, and large amounts of misinformation are circulating the internet [1]. On COVID-19 symptom checker web pages, users are asked a series of COVID-19–specific questions; upon completion, an association between the answers and COVID-19 is given alongside behavioral recommendations, such as self-isolation.

In this context, COVID-19 symptom checkers are valuable tools for preassessment and screening during this pandemic; they can both ease pressure on clinicians and decrease footfall within hospitals. One example is practicing social distancing by not going to a physician’s waiting room when feeling sick. The importance of social distancing has been highlighted in the COVID-19 pandemic [4,5], the 2009 H1N1 influenza pandemic [6], and the 1918-1919 influenza pandemic [7] and is reviewed in [8]. Symptom checkers can also ease pressure on medical telephone hotlines [9,10] by reducing the number of human phone operators needed.

A large number of symptom checkers specific to COVID-19 have been developed. Empirical evidence (eg, a newspaper article [11]) suggests that their conclusions differ, with possible implications for the quality of the symptom assessment. To our knowledge, there are no studies comparing and evaluating COVID-19 symptom checkers.

Methods

COVID-19 Symptom Checkers

In this paper, we present a study evaluating 10 different web-based COVID-19 symptom checkers using 50 COVID-19 cases extracted from the literature and 410 non–COVID-19 control cases of patients with other diseases. We found that the classifications of many patient cases by the COVID-19 symptom checkers differ. Therefore the accuracies of symptom checkers also differ.

Table 1. List of web-based COVID-19 symptom checkers included in this study.

<table>
<thead>
<tr>
<th>Name</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ada</td>
<td>[13]</td>
</tr>
<tr>
<td>Apple</td>
<td>[14]</td>
</tr>
<tr>
<td>Babylon</td>
<td>[15]</td>
</tr>
<tr>
<td>CDCa</td>
<td>[16]</td>
</tr>
<tr>
<td>Cleveland Clinic</td>
<td>[17]</td>
</tr>
<tr>
<td>Docyet</td>
<td>[18]</td>
</tr>
<tr>
<td>Infermedica</td>
<td>[19]</td>
</tr>
<tr>
<td>Providence</td>
<td>[20]</td>
</tr>
<tr>
<td>Symptoma</td>
<td>[21]</td>
</tr>
<tr>
<td>Your.MD</td>
<td>[22]</td>
</tr>
</tbody>
</table>

aCDC: US Centers for Disease Control and Prevention.

Clinical Cases

We used a total of 460 clinical cases to evaluate the performance of the COVID-19 symptom checkers. Each case lists both symptoms and the correct diagnosis alongside the age and sex of the patient when available. Details of the two case sets used are given below and in Table 2.
Table 2. Number of symptoms and age and sex distributions in each case set (N=460).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Case set</th>
<th>COVID-19, n=50</th>
<th>Control, n=410</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of symptoms</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>8.4 (4.1)</td>
<td>9.8 (4.4)</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>7</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>45.6 (16.9)</td>
<td>38.6 (22.4)</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>45</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>25 (50)</td>
<td>238 (58)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>21 (42)</td>
<td>160 (39)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>4 (8)</td>
<td>12 (2.9)</td>
<td></td>
</tr>
</tbody>
</table>

COVID-19 Cases

A total of 50 COVID-19 cases were extracted by three trained physicians from the literature in March and April 2020 and are listed in Multimedia Appendix 3. Each case describes one patient’s medical situation (ie, symptoms experienced or COVID-19 contacts). The symptoms of each case were extracted separately from the COVID-19 engine construction and evaluation. The physicians entering the symptoms did not know how the engine would react to their symptom lists. To the best of our knowledge, we included all cases available at the time except for severe edge cases (eg, several severe comorbidities causing unrelated symptoms). Changes to the initial symptom lists were not allowed later.

Control Cases

The COVID-19 case data enabled us to evaluate the sensitivity of the symptom checkers. To evaluate the specificity, 410 control cases from the British Medical Journal (BMJ) were also sourced [23,24]. To allow a fair assessment, we only used cases containing at least one of the COVID-19 symptoms reported by the WHO [12] (see Multimedia Appendix 4). Classifying nonrelevant cases (eg, a fracture) would overestimate the symptom checkers’ specificity. Furthermore, these patients would not consult a web-based COVID-19 symptom checker. None of the 410 BMJ cases lists COVID-19 as the diagnosis, as the cases where collected before the COVID-19 outbreak.

Mapping of Symptoms and Addressing Missing Inputs and Questions

Each of the symptom checkers has a different interface and different question sequences to reach the diagnosis. Therefore, we mapped the exhibited symptoms across our cases to the constrained input allowed by each checker via a synonym table and hierarchy created by a trained physician. For example, if a checker asked for “shortness of breath” but the case description listed “respiratory distress” or “(acute) dyspnea”, the symptom was still correctly used for this case and symptom checker.

Not all cases contained answers to all the questions of a checker. In such cases, the answer “I don’t know” was chosen; if the “I don’t know” answer option did not exist in a checker, “No” was used. In contrast, if a case contained information that did not fit any of the questions of the checker, this information was not used for this checker.

Accuracy Evaluation

For statistical analysis, we used the following classification:

- True-positive: COVID-19 case classified as COVID-19
- False-positive: non–COVID-19 case classified as COVID-19
- True-negative: non–COVID-19 case classified as non–COVID-19
- False-negative: COVID-19 case classified as non–COVID-19

For each symptom checker, we calculated the following metrics:

- Sensitivity (true-positive rate):
- Specificity (true-negative rate):
- F1 score (harmonic mean of the precision and recall):
- Matthews correlation coefficient (MCC):

Classification of the Outputs of the Symptom Checkers

Most COVID-19 symptom checkers return human-readable text that contains an association between the entered symptoms and COVID-19. We classified these associations into three different categories: high risk, medium risk, and low risk. Respective examples of a high, medium, and low risk classification are “There is a high risk that COVID-19 is causing your symptoms,” “Your symptoms are worrisome and may be related to COVID-19,” and “There’s nothing at present to suggest that...
you have coronavirus (COVID-19). Please practice physical/social distancing.” Our full mapping of text outputs to risk for all symptom checkers and all text outputs is given in Multimedia Appendix 5.

Some symptom checkers only have two possible outputs: COVID-19 risk or no COVID-19 risk. To compare symptom checkers with three and two risk levels, we performed two different analyses: (1) medium risk and high risk were treated as COVID-19–positive (and low risk was treated as COVID-19 as negative), and (2) high risk was treated as COVID-19–positive (and low risk and medium risk were treated as COVID-19–negative).

**Bootstrapping**

To evaluate the robustness of our statistical measures and account for the unbalanced dataset, we performed bootstrapping across our cases. A total of 3000 random samples consisting of 50 COVID-19 cases and 50 control cases was created by sampling with replacement from the original set of 50 COVID-19 cases and the 410 control cases.

**Results**

To analyze the performance of the 10 web-based symptom checkers, we calculated the sensitivity and the specificity of each symptom checker based on the cases described in the method section. Scatterplots of the sensitivity and specificity to COVID-19 of the different symptom checkers are given in Figure 1, and detailed numerical values are provided in Multimedia Appendix 6 and Multimedia Appendix 7. These symptom checkers fall approximately into four groups: upper left corner, lower right corner, central region, and upper right corner.

Further analysis of the true and false case classifications of these groups shows that the group in the upper left corner is composed of symptom checkers that require the presence of one (or few) highly specific symptoms to classify a case as COVID-19–positive (eg, “intensive contact with a COVID-19–positive person”). In this way, these symptom checkers miss many patients who are positive for COVID-19 who did not exactly report this highly specific symptom. In contrast, these highly specific symptoms are rarely present in non–COVID-19 cases. This results in low sensitivity and high specificity.

The group in the lower right corner is composed of symptom checkers that predict a case as COVID-19–positive based on the presence of one or few COVID-19 associated symptoms (eg, the presence of fever or cough is sufficient to predict a patient to be COVID-19–positive). These checkers classify almost every patient that has a respiratory disorder or viral infection as COVID-19–positive. As such, they do not miss many patients with COVID-19 but wrongly predict many patients who do not have COVID-19 to be COVID-19–positive. This results in low specificity and high sensitivity.

The group in the more central region is composed of symptom checkers that use a more balanced prediction but exhibit limited success in correctly classifying patients with and without COVID-19.

The group in the upper right corner is composed of symptom checkers that also use a more balanced model to associate symptoms to COVID-19; however, in this case, the classification of patients with and without COVID-19 is more successful.

**Figure 1.** Sensitivities and specificities of web-based COVID-19 symptom checkers to COVID-19 cases and controls. The means of the 3000 random samples and 90% bootstrap CIs are reported as dots and crosses, respectively. (A) High risk: A COVID-19–positive prediction is defined only by a high risk result returned by a symptom checker. (B) Medium-high risk: A COVID-19–positive prediction is defined by either a medium risk or high risk result returned by a symptom checker. CDC: US Centers for Disease Control and Prevention; SF-COS: symptom frequency based on cosine similarity; SF-DIST: symptom frequency based on vector distance.
**Discussion**

**Principal Findings**

We classified 50 COVID-19 case descriptions from the recent literature as well as 410 non–COVID-19 control cases using 10 different web-based COVID-19 symptom checkers. Only 2/10 symptom checkers showed a reasonably good balance between sensitivity and specificity (Figure 1). Most other checkers were either too sensitive, classifying almost all patients as COVID-19–positive, or too specific, classifying many patients with COVID-19 as COVID-19–negative (Figure 1). For example, our BMJ control cases included a patient suffering from a pulmonary disease who presented with various symptoms, including fever, cough, and shortness of breath, which are the three most frequent symptoms associated with COVID-19. Additional symptoms and risk factors were not considered by most checkers. Namely, loss of appetite, green sputum, and a history of smoking can be used to discern a correct diagnosis of COVID-19–negative.

Furthermore, in terms of F1 score, most of the symptom checkers were outperformed by a simplistic symptom frequency vector approach; the F1 scores were 0.57 and 0.79 for SF-DIST and SF-COS, respectively. Notably, the cosine version showed surprisingly good results, outperforming 8/10 symptom checkers based on the F1 score.

In contrast, it could also be argued that sensitivity is more important for a COVID-19 symptom checker than specificity (ie, numerous false-positive COVID-19 diagnoses are not of concern as long as no COVID-19 infections are missed). However, it is not difficult to create a symptom checker that is 100% sensitive by simply returning every test as COVID-19–positive. While no checker does this 100% of the time, some checkers tend to declare every person who reports any flu-like symptom to be COVID-19–positive. This assesses every patient with allergic asthma (“shortness of breath”), heatstroke (“fever”), or heavy smoker (“cough”) to be COVID-19–positive. Therefore, we believe that a healthy balance between sensitivity and specificity is necessary for a useful checker. However, from the figure in this paper, readers can decide for themselves which balance between sensitivity and specificity is most useful and select the corresponding checker.

An additional aspect is that the developers of the 10 checkers may have had different purposes in mind during development. For example, they may have envisioned the checker to be a self- triage and recommendation tool or a likelihood predictor (as classified in [2]). In our study, we found that most checkers provide a certain likelihood as well as recommendations; therefore, classification is difficult. Therefore, we did not further subgroup the checkers in our analysis.

To our knowledge, this is the first scientific evaluation of web-based COVID-19 symptom checkers; however, there are a number of related studies evaluating symptom checkers. These include a study that evaluated 23 general-purpose symptom checkers based on 45 clinical case descriptions across a wide range of medical conditions and found that the correct diagnosis was listed among the top 20 results of the checkers in 58% of all cases on average [2]. The aforementioned study design was extended to five additional symptom checkers using ear, nose, and throat (ENT) cases, showing similar results [25]. Other evaluations include a study of symptom checkers used for knee pain cases; based on 527 patients and 26 knee problems, it was found that the physician’s diagnosis was present within the prediction list in 89% of the cases, while the specificity was only 27% [26]. In another study, an analysis of an automated self-assessment triage system for university students prior to an in-person consultation with a physician found that the system’s urgency rating agreed perfectly in only 39% of cases; meanwhile, for the remaining cases, the system tended to be more risk-averse than the physician [27]. Also, the applicability of web-based symptom checkers for 79 persons aged ≥50 years based on “think-aloud” protocols [28], deep learning algorithms for medical imaging [29], and services for urgent care [3] were evaluated.

The acceptability of the performance of a web-based symptom checker depends on the perspective and use of the results. In the case of COVID-19, a web-based assessment cannot fully replace a polymerase chain reaction (PCR) test, as some people are asymptomatic while others presenting with very specific COVID-19 symptoms may in fact have a very similar but different disease. Regardless, web-based COVID-19 symptom checkers can act as a first triage shield to avoid in-person physician visits or ease pressure on hospitals. Symptom checkers could even replace telephone triage lines in which non–medically trained personnel read a predefined sequence of questions. Although this was not part of this study, the authors believe that COVID-19 symptom checkers (if appropriately maintained and tested) may also be more reliable than the direct use of search engines such as Google or information via social media.

**Strengths and Limitations**

The strength of this study lies in the fact that it is based on a large number of real patients’ case descriptions from the literature (n=460) and a detailed evaluation of the best performing symptom checker in terms of F1 score (Multimedia Appendix 8). In contrast, a potential weakness of this study lies in its use of real literature-based cases, which may have biased the test set to rather severe cases of COVID-19 because mild and uninteresting cases are usually not found in the literature. We countered this bias by not including extreme edge cases from the literature in our 50 COVID-19 cases. A limitation of our study is that the benchmarking represents a specific point in time (April 2020; see Methods) and underlying algorithms may change. However, this temporal limitation is present in all benchmarking studies as knowledge increases and software is updated. Another bias may be that our control case descriptions do not report a COVID-19 contact, even though, for example, a person with a cold may have had a COVID-19 contact (and did not become infected). Another limitation of this study is the nonstraightforward mapping of the symptom checker outputs to risk levels (Multimedia Appendix 5). The interpretation of the textual output is debatable in some cases. We countered this by allowing three different risk levels and merging them in two different ways (see Figure 1A and Figure 1B). Also, every
Symptom checker output was classified by multiple persons until consensus was reached.

**Conclusion**

Symptom checkers are being widely used in response to the global COVID-19 pandemic. As such, quality assessment of these tools is critical. We show that various web-based COVID-19 symptom checkers vary widely in their predictive capabilities, with some performing equivalently to random guessing while others show strength in sensitivity, specificity, or both.
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Full table of sensitivities, specificities, accuracies, F1 scores, and Matthews correlation coefficients for Symptoma constrained by each symptom checker (COVID-19–positive was defined by “high risk”) for nonbinary symptom checkers.
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Multimedia Appendix 11
Full table of sensitivities, specificities, accuracies, F1 scores, and Matthews correlation coefficients for Symptoma constrained by each symptom checker (COVID-19–positive was defined by “medium risk” or “high risk”) for nonbinary symptom checkers.
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Multimedia Appendix 12
Pairwise comparisons between all symptom checkers and Symptoma based on the MCC only if the subset of symptoms used by one checker is also used for Symptoma.
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Abstract

Background: COVID-19 is a rapidly emerging respiratory disease caused by SARS-CoV-2. Due to the rapid human-to-human transmission of SARS-CoV-2, many health care systems are at risk of exceeding their health care capacities, in particular in terms of SARS-CoV-2 tests, hospital and intensive care unit (ICU) beds, and mechanical ventilators. Predictive algorithms could potentially ease the strain on health care systems by identifying those who are most likely to receive a positive SARS-CoV-2 test, be hospitalized, or admitted to the ICU.

Objective: The aim of this study is to develop, study, and evaluate clinical predictive models that estimate, using machine learning and based on routinely collected clinical data, which patients are likely to receive a positive SARS-CoV-2 test or require hospitalization or intensive care.

Methods: Using a systematic approach to model development and optimization, we trained and compared various types of machine learning models, including logistic regression, neural networks, support vector machines, random forests, and gradient boosting. To evaluate the developed models, we performed a retrospective evaluation on demographic, clinical, and blood analysis data from a cohort of 5644 patients. In addition, we determined which clinical features were predictive to what degree for each of the aforementioned clinical tasks using causal explanations.

Results: Our experimental results indicate that our predictive models identified patients that test positive for SARS-CoV-2 a priori at a sensitivity of 75\% (95\% CI 67\%-81\%) and a specificity of 49\% (95\% CI 46\%-51\%), patients who are SARS-CoV-2 positive that require hospitalization with 0.92 area under the receiver operator characteristic curve (AUC; 95\% CI 0.81-0.98), and patients who are SARS-CoV-2 positive that require critical care with 0.98 AUC (95\% CI 0.95-1.00).

Conclusions: Our results indicate that predictive models trained on routinely collected clinical data could be used to predict clinical pathways for COVID-19 and, therefore, help inform care and prioritize resources.

(J Med Internet Res 2020;22(10):e21439) doi:10.2196/21439

KEYWORDS
SARS-CoV-2; COVID-19; machine learning; clinical prediction; prediction; infectious disease; clinical data; testing; hospitalization; intensive care

Introduction

COVID-19 was first discovered in December 2019 in China and has since rapidly spread to over 200 countries [1]. The COVID-19 pandemic has challenged health care systems worldwide, as a high peak capacity for testing and hospitalization is necessary to diagnose and treat affected patients, particularly if the spread of SARS-CoV-2 is not mitigated. To avoid exceeding the available health care capacities, many countries have adopted social distancing policies, imposed travel restrictions, and postponed nonessential care and surgeries to reduce peak demand on their health care systems [2-4].

The adoption of clinical predictive models that accurately predict who is likely to require testing, hospitalization, and intensive care from routinely collected clinical data could potentially
further reduce peak demand by ensuring resources are prioritized to those individuals with the highest risk (Figure 1). For example, a clinical predictive model that accurately identifies patients that are likely to test positive for SARS-CoV-2 a priori could help prioritize limited SARS-CoV-2 testing capacity. However, developing accurate clinical prediction models for SARS-CoV-2 is difficult as relationships between clinical data, hospitalization, and intensive care unit (ICU) admission have not yet been established conclusively due to the recent emergence of SARS-CoV-2.

Figure 1. We study the use of predictive models (light purple) to estimate whether patients are likely (i) to be SARS-CoV-2 positive and whether SARS-CoV-2 positive patients are likely (ii) to be admitted to the hospital and (iii) to require critical care based on clinical, demographic, and blood analysis data. Accurate clinical predictive models stratify patients according to individual risk and, in this manner, help prioritize health care resources such as testing, hospital, and critical care capacity.

In this systematic study, we develop and evaluate clinical predictive models that use routinely collected clinical data to identify patients that are likely to receive a positive SARS-CoV-2 test, patients who are SARS-CoV-2 positive that are likely to require hospitalization, and patients who are SARS-CoV-2 positive that are likely to require intensive care. Using the developed predictive models, we additionally determined which clinical features are most predictive for each of the aforementioned clinical tasks. Our results indicate that predictive models could be used to predict clinical pathways for patients with COVID-19. Such predictive models may be of significant utility for health care systems, as preserving health care capacity has been linked to successfully combating SARS-CoV-2 [5,6].

Concretely, this paper contains the following contributions:

- We developed and systematically studied predictive models for estimating the likelihoods of a positive SARS-CoV-2 test in patients presenting at hospitals, hospital admission in patients who are SARS-CoV-2 positive, and critical care admission in patients who are SARS-CoV-2 positive.
- We validated the performance of the developed clinical predictive models in a retrospective evaluation using real-world data from a cohort of 5,644 patients.
- We determined and quantified the predictive power of routinely collected clinical, demographic, and blood analysis data for the aforementioned clinical prediction tasks.

Methods

Problem Setting

In the present setting, we are given 106 routine clinical, laboratory, and demographic measurements, or features, $x_i \in x$ for presenting patients (see Multimedia Appendix 1 for full list). Features may be discrete or continuous, and some features may be missing as not all tests are necessarily performed on all patients. The clinical predictive tasks consist of using the routine clinical features $x_i$ to predict, for a newly presenting patient, the likelihood $\hat{y}_{\text{SARS-CoV-2}}$ of receiving a positive SARS-CoV-2 test result, the likelihood $\hat{y}_{\text{admission}}$ of requiring hospital admission, and the likelihood $\hat{y}_{\text{ICU}}$ of requiring intensive care. In addition, we are given a development data set consisting of $N$ patients, their corresponding observed routine clinical features $x_i$, SARS-CoV-2 test results $\tilde{y}_{\text{SARS-CoV-2}} \in \{0,1\}$, hospital admissions $\tilde{y}_{\text{admission}} \in \{0,1\}$, and ICU admissions $\tilde{y}_{\text{ICU}} \in \{0,1\}$, where 1 indicates the presence of an outcome. Using this development data set, our goal is to derive clinical predictive models $\hat{y}_{\text{SARS-CoV-2}}$, $\hat{y}_{\text{admission}}$, and $\hat{y}_{\text{ICU}}$ for the aforementioned tasks, respectively, to inform care and help prioritize scarce health care resources.

Methodology

To derive the clinical predictive models $\hat{y}_{\text{SARS-CoV-2}}$, $\hat{y}_{\text{admission}}$, and $\hat{y}_{\text{ICU}}$ from the given development data set, we set up a systematic model development, validation, and evaluation pipeline (Figure 2). To evaluate the generalization ability of the developed clinical predictive models and to rule out overfitting to patients in the evaluation cohort, the development data is initially split into independent and stratified training, validation, and test folds without any patient overlap. Concretely, the multistage pipeline consists of preprocessing, model development, model selection, and model evaluation stages. For preprocessing and model development, we set up a systematic model development, validation, and evaluation pipeline (Figure 2).
development, only the training fold was used, and only the validation and test folds of the development data were used for model selection and model evaluation, respectively. We outline the pipeline stages in detail in the following paragraphs.

Figure 2. The presented multistage machine learning pipeline consists of preprocessing (light purple) the input data $x$, developing multiple candidate models using the given data set (orange), selecting the best candidate model for evaluation (blue), and evaluating the selected best model's outputs $\hat{y}$.

Preprocessing
In the preprocessing stage, we first dropped all input features that were missing for more than 99.8% of all training set patients to ensure we had a minimal amount of data for each feature. This removed a total of 9 features from the original 106 routine clinical, laboratory, and demographic features. We then transformed all discrete features for each patient into their one-hot encoded representation with one out of $p$ indicator variables set to 1 to indicate the discrete value for this patient, and all others set to 0 with $p$ being the number of unique values for the discrete feature. We defined those features as discrete that have fewer than 6 unique values across all patients in the training fold. For discrete features, missing features were counted as a separate category in the one-hot representation.

Next, we standardized all continuous features to have zero mean and unit standard deviation across the training fold data. Last, we performed multiple imputation by chained equations (MICE) to impute all missing values of every continuous feature from the respective other features in an iterative fashion [7]. We additionally added a missing indicator that indicates 1 if the feature was imputed by MICE and 0 if it was originally present to preserve missingness information in the data after imputation. After the preprocessing stage, continuous input features are standardized and fully imputed, and discrete input features are one-hot encoded. All preprocessing operations were derived only from the training fold and naively applied without adjustment to validation and test folds to avoid information leakage.

Model Development
In the model development stage, we trained candidate clinical predictive models $\hat{y}_1$, $\hat{y}_2$, and $\hat{y}_3$ using supervised learning on the training fold of the preprocessed data. To derive the models from the preprocessed training fold data, we optimized various types of predictive models and performed a hyperparameter search with $m$ runs for each of them. The model development process yielded $m$ candidate models with different hyperparameter choices and predictive performances for each model category.

Model Selection
To select the best model among the set of candidate models, we evaluated their predictive performance against the held-out validation fold that had not been used for model development. We chose the top candidate model by ranking all models by their evaluated predictive performance in terms of the validation set area under the receiver operator characteristic curve (AUC). The model selection stage using the independent validation fold enabled us to optimize hyperparameters without using test fold data.

Model Evaluation
In the model evaluation stage, we evaluated the selected best clinical predictive model against the held-out test fold that had not been used for training or model selection to estimate the expected generalization error of the models on previously unseen data. Using this approach, every selected best model from the model selection stage was evaluated exactly once against the test fold.

Using the presented standardized model development, selection, and evaluation pipeline, we compared various types of clinical predictive models in the same test setting with exactly the same amount of hyperparameter optimization and input features against the same test fold. This process enables us to systematically study the expected generalization ability, predictive performance, and influential features of clinical predictive models for predicting SARS-CoV-2 test results, hospital admission for patients who are SARS-CoV-2 positive, and ICU admission for patients who are SARS-CoV-2 positive.

Experiments
We conducted retrospective experiments to evaluate the predictive performance of a number of clinical predictive models on each of the presented clinical prediction tasks using the standardized development, validation, and evaluation pipeline.
Concretely, our experiments aimed to answer the following questions:

- What is the expected predictive performance of the various clinical predictive models in predicting SARS-CoV-2 test results for presenting patients, hospital admission for patients who are SARS-CoV-2 positive, and ICU admission for patients who are SARS-CoV-2 positive?
- Which clinical, demographic, and blood analysis features were most important for the best encountered predictive models for each clinical prediction task?

**Data Set and Study Cohort**

We used anonymized data from a cohort of 5644 patients seen at the Hospital Israelita Albert Einstein in São Paulo, Brazil in the early months of 2020. Exact data collection dates are unknown. The data set is available at [8]. Over the data collection time frame, the rate of patients who were SARS-CoV-2 positive at the hospital was around 10%, of which around 6.5% and 2.5% required hospitalization and critical care, respectively (Table 1). Notably, younger patients were underrepresented in the SARS-CoV-2 positive group relative to the general patient population, which may have been caused by the reportedly more severe disease progression in older patients [9]. Information on patient sex was not included in our data set. Sex has been reported to be associated with COVID-19 outcomes with men reportedly being at higher risk for severe outcomes, and models including sex as a covariate may, therefore, achieve superior predictive performance [10]. We randomly split the entire available patient cohort into training (n=2822, 50%), validation (n=1129, 20%), and test folds (n=1693, 30%) within strata of patient age, SARS-CoV-2 test result, hospital admission status, and ICU admission status. We performed the stratification by randomly shuffling the entire set of available patients and then assigning a proportional number of patients within the same strata of patient age, SARS-CoV-2 test result, hospital admission status, and ICU admission status to each fold, resulting in three separate folds of the desired target fold sizes that had balanced proportions of the stratification covariates (Table 1). We used the implementation of the described stratification procedure provided in [11] (StratifiedShuffleSplit, package version 0.22.2).

**Table 1.** Training, validation, and test fold statistics for all patients and patients who are SARS-CoV-2 positive.

<table>
<thead>
<tr>
<th>Property</th>
<th>Training</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All patients</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients (N=5644), n (%)</td>
<td>2822 (50)</td>
<td>1129 (20)</td>
<td>1693 (30)</td>
</tr>
<tr>
<td>SARS-CoV-2 (%)</td>
<td>9.85</td>
<td>9.92</td>
<td>9.92</td>
</tr>
<tr>
<td>Admission (%)</td>
<td>1.42</td>
<td>1.33</td>
<td>1.42</td>
</tr>
<tr>
<td>ICU (%)</td>
<td>1.59</td>
<td>1.68</td>
<td>1.59</td>
</tr>
<tr>
<td>Age (20-quantiles) &lt;sup&gt;b&lt;/sup&gt;</td>
<td>9.0 (1.0, 17.0)</td>
<td>9.0 (1.0, 18.0)</td>
<td>9.0 (2.0, 17.0)</td>
</tr>
</tbody>
</table>

| **Patients who are SARS-CoV-2 positive** |          |            |        |
| Patients (n=558), n (%)          | 279 (50) | 112 (20)   | 167 (30) |
| SARS-CoV-2 (%)                   | 100      | 100        | 100    |
| Admission (%)                   | 6.45     | 6.25       | 6.59   |
| ICU (%)                         | 2.87     | 2.68       | 2.99   |
| Age (20-quantiles) <sup>b</sup> | 10.0 (4.0, 17.0) | 11.5 (4.5, 18.5) | 10.0 (4.0, 17.5) |

<sup>a</sup>ICU: intensive care unit.

<sup>b</sup>Patient ages are specified in 20-quantiles to maintain patient privacy (10% and 90% percentiles in parentheses).

**Models**

Using the presented systematic evaluation methodology, we trained five different model types: logistic regression (LR), neural network (NN), random forest (RF), support vector machine (SVM), and gradient boosting (XGB) [12]. The NN was a multilayer perceptron consisting of $L$ hidden layers with $N$ hidden units each followed by a nonlinear activation function (rectified linear unit [13], scaled exponential linear unit [14], or exponential linear unit [15]) and batch normalization [16], and was trained using the Adam optimizer [17] for up to 300 epochs with an early stopping patience of 12 epochs on the validation set loss.

**Hyperparameters**

We followed an unbiased, systematic approach to hyperparameter selection and optimization. For each type of clinical predictive model, we performed a maximum of 30 hyperparameter optimization runs with hyperparameters chosen from predefined ranges (Table 2). The performance of each hyperparameter optimization run was evaluated against the validation cohort. After computing the validation set performance, we selected the best candidate predictive model across the 30 hyperparameter optimization runs by AUC for further evaluation against the test set.

http://www.jmir.org/2020/10/e21439/
Table 2. Hyperparameter ranges used for hyperparameter optimization of logistic regression, neural network, random forest, support vector machine, and gradient boosting models for all tasks.

<table>
<thead>
<tr>
<th>Model and hyperparameter</th>
<th>Range/choices&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Logistic regression</strong></td>
<td></td>
</tr>
<tr>
<td>Regularization strength C</td>
<td>0.01, 0.1, 1.0, 10.0</td>
</tr>
<tr>
<td><strong>Neural network</strong></td>
<td></td>
</tr>
<tr>
<td>Number of hidden units N</td>
<td>16, 32, 64, 128</td>
</tr>
<tr>
<td>Number of hidden layers L</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>Activation a</td>
<td>ReLU&lt;sup&gt;b&lt;/sup&gt; [13], SELU&lt;sup&gt;c&lt;/sup&gt; [14], ELU&lt;sup&gt;d&lt;/sup&gt; [15]</td>
</tr>
<tr>
<td>Batch size B</td>
<td>16, 32, 64, 128</td>
</tr>
<tr>
<td>L2 regularization λ&lt;sub&gt;2&lt;/sub&gt;</td>
<td>0.0, 0.00001, 0.0001</td>
</tr>
<tr>
<td>Learning rate α</td>
<td>0.003, 0.03</td>
</tr>
<tr>
<td>Dropout percentage p</td>
<td>(0%-25%)</td>
</tr>
<tr>
<td><strong>Random forest</strong></td>
<td></td>
</tr>
<tr>
<td>Tree depth D</td>
<td>3, 4, 5</td>
</tr>
<tr>
<td>Number of Trees T</td>
<td>32, 64, 128, 256</td>
</tr>
<tr>
<td><strong>Support vector machine</strong></td>
<td></td>
</tr>
<tr>
<td>Regularization strength C</td>
<td>0.01, 0.1, 1.0, 10.0</td>
</tr>
<tr>
<td>Kernel k</td>
<td>polynomial, radial basis function, sigmoid</td>
</tr>
<tr>
<td>Polynomial degree d</td>
<td>3, 5, 7</td>
</tr>
<tr>
<td><strong>Gradient boosting</strong></td>
<td></td>
</tr>
<tr>
<td>Subsample ratio r</td>
<td>0.25, 0.5, 0.75, 1.0</td>
</tr>
<tr>
<td>Max&lt;sup&gt;e&lt;/sup&gt; tree depth T</td>
<td>2, 3, 4, 5, 6, 7, 8</td>
</tr>
<tr>
<td>Min&lt;sup&gt;f&lt;/sup&gt; partition loss γ</td>
<td>0.0, 0.1, 1.0, 10.0</td>
</tr>
<tr>
<td>Learning rate α</td>
<td>0.003, 0.03, 0.3, 0.5</td>
</tr>
<tr>
<td>L1 regularization λ&lt;sub&gt;1&lt;/sub&gt;</td>
<td>1.0, 0.1, 0.001, 0.0</td>
</tr>
<tr>
<td>L2 regularization λ&lt;sub&gt;2&lt;/sub&gt;</td>
<td>1.0, 0.1, 0.001, 0.0</td>
</tr>
<tr>
<td>Num&lt;sup&gt;g&lt;/sup&gt; boosting rounds B</td>
<td>5, 10, 15, 20</td>
</tr>
</tbody>
</table>

<sup>a</sup>Parentheses indicate continuous ranges within the indicated limits sampled uniformly. Comma-delimited lists indicate discrete choices with equal selection probability.

<sup>b</sup>ReLU: rectified linear unit.

<sup>c</sup>SELU: scaled exponential linear unit.

<sup>d</sup>ELU: exponential linear unit.

<sup>e</sup>Max: maximum.

<sup>f</sup>Min: minimum.

<sup>g</sup>Num: number.

Predictive Performance

To assess the predictive performance of each of the developed clinical predictive models, we evaluated their performance in terms AUC, area under the precision recall curve (AUPR), sensitivity, specificity, and specificity at greater than 95% sensitivity (Spec@95%Sens) on the held-out test set cohorts for each task (Table 1). After model development and hyperparameter optimization, we evaluated each model type exactly once against the test set to calculate the final performance metrics. Operating thresholds for each model were the operating points on the receiver operator characteristic curve closest to the top left coordinate as calculated for the validation cohort. We chose a variety of complementary evaluation metrics to give a comprehensive picture of the expected performance of each clinical predictive model on the evaluated tasks. For each of the performance metrics, we additionally computed 95% CIs using bootstrap resampling with 100 bootstrap samples on the test set cohort to quantify the uncertainty of our analysis results. We also assessed whether differences between clinical predictive models were statistically significant at significance.
level $\alpha=.05$ using pairwise $t$ tests with the respective best models for each task as measured by AUC.

**Importance of Test Types**

To quantify the importance of specific clinical, demographic, and blood analysis features on each of the predicted outcomes, we used causal explanation (CXPlain) models [18]. CXPlain provides standardized relative feature importance attributions for any predictive model by computing the marginal contribution of each input feature toward the predictive performance of a model [19] and is, therefore, particularly well-suited for assessing feature importance in our diverse set of models. We used the test fold’s ground truth labels to compute the exact marginal contribution of each input feature without any estimation uncertainty.

**Results**

**Predictive Performance**

In terms of predictive performance (Table 3), we found that the overall best identified models by AUC were XGB for predicting SARS-CoV-2 test results, RF for predicting hospital admissions for patients who are SARS-CoV-2 positive, and SVM for predicting ICU admission for patients who are SARS-CoV-2 positive with AUCs of 0.66 (95% CI 0.63-0.70), 0.92 (95% CI 0.81-0.98), and 0.98 (95% CI 0.95-1.00), respectively. Notably, we found that predicting positive SARS-CoV-2 results from routinely collected clinical measurements was a considerably more difficult task for clinical predictive models than predicting hospitalization and ICU admission. Nonetheless, the best encountered clinical predictive model for predicting SARS-CoV-2 test results (XGB) achieved a respectable sensitivity of 75% (95% CI 67%-81%) and specificity of 49% (95% CI 46%-51%). After fixing the operating threshold of the model to meet a sensitivity level of at least 95% (Spec@95%Sens), the best XGB model for predicting SARS-CoV-2 test results would achieve a specificity of 23% (95% CI 7%-32%). We additionally found that the differences in predictive performance between the best XGB model for predicting SARS-CoV-2 test results and the other predictive models was significant at a prespecified significance level of $\alpha=.05$ ($t$ test) for all but the AUPR metric, where NN achieved a significantly better AUPR of 0.22, and the difference to SVM was not significant at the prespecified significance level. On the task of predicting hospital admissions for patients who are SARS-CoV-2 positive, the best encountered RF model achieved a sensitivity of 55% (95% CI 19%-85%), a high specificity of 96% (95% CI 92%-98%), and a Spec@95%Sens of 34% (95% CI 29%-97%). Owing to the lower sample size due to the smaller cohort of patients who are SARS-CoV-2 positive, the performance results for predicting hospital admission generally had wider uncertainty bounds but were nonetheless significantly better for RF than the other predictive models at the prespecified significance level of $\alpha=.05$ ($t$ test) for most performance metrics, with the exception of AUC, where XGB achieved an AUC of 0.91, and AUPR, where LR achieved an AUPR of 0.44. On the task of predicting ICU admission for patients who are SARS-CoV-2 positive, SVM had a sensitivity of 80% (95% CI 36%-100%), a specificity of 96% (95% CI 92%-98%), and a Spec@95%Sens of 95% (95% CI 91%-100%). Due to the small percentage of about 3% of patients who were SARS-CoV-2 positive that were admitted to the ICU (Table 1), uncertainty bounds were wider than for the models predicting hospital admissions, and the results of the best encountered SVM were found to be not significantly better than LR and RF in terms of AUC, LR, and NN in terms of sensitivity, and NN in terms of Spec@95%Sens at the prespecified significance level of $\alpha=.05$ ($t$ test).
In terms of feature importance, we found that importance scores were distributed highly unequally, relatively uniform, and highly uniform for the best models encountered for predicting SARS-CoV-2 test results, for predicting hospital admissions for patients who are SARS-CoV-2 positive, and for predicting ICU admission, respectively (Figure 3). Most notably, we found that 71.7% of the importance for the best XGB model for predicting SARS-CoV-2 test results was assigned to the missing indicator corresponding to the arterial lactic acid measurement (ie, much of the marginal predictive performance gain of the XGB model was attributed to whether or not the arterial lactic acid test had been ordered). Beyond arterial lactic acid being missing, age, leukocyte count, platelet count [20], and creatinine [21] were implied to be associated with a positive SARS-CoV-2 test result by the best encountered predictive model, which further substantiates recent independent reports of those factors being potentially associated with SARS-CoV-2 [20-24]. Similar to the best encountered XGB model for predicting SARS-CoV-2 test results, the top encountered predictive models for hospital admission and ICU admission for patients who are SARS-CoV-2 positive assigned a considerable degree of importance to missingness patterns associated with a number of measurements. A possible explanation for missingness appearing as a top predictor across the different tasks is that decisions on whether or not to order a certain test to be performed for a given patient were influenced by patient characteristics that were not captured in the set of clinical measurements that were available to the

### Table 3. Comparison of LR, NN, RF, SVM, and XGB models in terms of AUC, AUPR, sensitivity, specificity, and Spec@95%Sens for predicting SARS-CoV-2 test results, hospital admission for patients who are SARS-CoV-2 positive, and intensive care unit admission for patients who are SARS-CoV-2 positive on the test set cohort.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC(^a) (95% CI(^b))</th>
<th>AUPR(^c) (95% CI(^b))</th>
<th>Sensitivity (95% CI(^b))</th>
<th>Specificity (95% CI(^b))</th>
<th>Spec@95%Sens(^d) (95% CI(^b))</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SARS-CoV-2 test results</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XGB(^e)</td>
<td>0.66 (0.63-0.70)</td>
<td>0.21 (0.15-0.28)</td>
<td>0.75 (0.67-0.81)</td>
<td>0.49 (0.46-0.51)</td>
<td>0.23 (0.07-0.32)</td>
</tr>
<tr>
<td>RF(^f)</td>
<td>0.65 (0.62-0.69)(^h)</td>
<td>0.19 (0.14-0.24)(^h)</td>
<td>0.69 (0.61-0.74)</td>
<td>0.54 (0.46-0.57)(^h)</td>
<td>0.19 (0.10-0.25)(^h)</td>
</tr>
<tr>
<td>NN(^i)</td>
<td>0.62 (0.57-0.65)(^h)</td>
<td>0.22 (0.15-0.28)(^h)</td>
<td>0.60 (0.52-0.67)(^h)</td>
<td>0.55 (0.46-0.58)(^h)</td>
<td>0.17 (0.14-0.28)(^h)</td>
</tr>
<tr>
<td>LR(^j)</td>
<td>0.61 (0.57-0.65)(^h)</td>
<td>0.17 (0.13-0.24)(^h)</td>
<td>0.58 (0.51-0.65)(^h)</td>
<td>0.55 (0.46-0.57)(^h)</td>
<td>0.19 (0.16-0.25)(^h)</td>
</tr>
<tr>
<td>SVM(^k)</td>
<td>0.61 (0.57-0.65)(^h)</td>
<td>0.21 (0.15-0.27)(^h)</td>
<td>0.57 (0.51-0.64)(^h)</td>
<td>0.59 (0.56-0.61)(^h)</td>
<td>0.14 (0.06-0.16)(^h)</td>
</tr>
<tr>
<td><strong>Hospital admissions for patients who are SARS-CoV-2 positive</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>0.92 (0.81-0.98)</td>
<td>0.43 (0.19-0.81)</td>
<td>0.55 (0.19-0.85)</td>
<td>0.96 (0.92-0.98)</td>
<td>0.34 (0.29-0.97)</td>
</tr>
<tr>
<td>XGB</td>
<td>0.91 (0.80-0.98)</td>
<td>0.52 (0.28-0.84)(^h)</td>
<td>0.64 (0.43-0.95)(^h)</td>
<td>0.94 (0.90-0.97)(^h)</td>
<td>0.00 (0.00-0.94)(^h)</td>
</tr>
<tr>
<td>LR</td>
<td>0.88 (0.70-0.98)(^h)</td>
<td>0.44 (0.18-0.83)</td>
<td>0.82 (0.52-1.00)(^h)</td>
<td>0.85 (0.79-0.90)(^h)</td>
<td>0.13 (0.08-0.93)(^h)</td>
</tr>
<tr>
<td>NN</td>
<td>0.85 (0.68-0.97)(^h)</td>
<td>0.31 (0.13-0.66)(^h)</td>
<td>0.64 (0.33-1.00)(^h)</td>
<td>0.95 (0.91-0.97)(^h)</td>
<td>0.11 (0.06-0.93)(^h)</td>
</tr>
<tr>
<td>SVM</td>
<td>0.85 (0.70-0.98)(^h)</td>
<td>0.35 (0.17-0.77)(^h)</td>
<td>0.64 (0.30-1.00)(^h)</td>
<td>0.95 (0.91-0.97)(^h)</td>
<td>0.21 (0.15-0.96)(^h)</td>
</tr>
<tr>
<td><strong>Critical care admissions for patients who are SARS-CoV-2 positive</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>0.98 (0.95-1.00)</td>
<td>0.53 (0.14-1.00)</td>
<td>0.80 (0.36-1.00)</td>
<td>0.96 (0.92-0.98)</td>
<td>0.95 (0.91-1.00)</td>
</tr>
<tr>
<td>LR</td>
<td>0.98 (0.93-1.00)</td>
<td>0.67 (0.09-1.00)(^h)</td>
<td>0.80 (0.29-1.00)</td>
<td>0.93 (0.89-0.96)(^h)</td>
<td>0.91 (0.87-1.00)(^h)</td>
</tr>
<tr>
<td>NN</td>
<td>0.97 (0.94-0.99)(^h)</td>
<td>0.35 (0.10-0.88)(^h)</td>
<td>0.80 (0.36-1.00)(^h)</td>
<td>0.95 (0.91-0.99)(^h)</td>
<td>0.94 (0.90-0.99)</td>
</tr>
<tr>
<td>RF</td>
<td>0.97 (0.92-1.00)</td>
<td>0.56 (0.13-1.00)(^h)</td>
<td>0.60 (0.15-1.00)(^h)</td>
<td>0.98 (0.96-1.00)(^h)</td>
<td>0.90 (0.86-1.00)(^h)</td>
</tr>
<tr>
<td>XGB</td>
<td>0.67 (0.53-0.98)(^h)</td>
<td>0.29 (0.01-0.68)(^h)</td>
<td>0.40 (0.00-1.00)(^h)</td>
<td>0.94 (0.91-0.97)(^h)</td>
<td>0.00 (0.00-0.96)(^h)</td>
</tr>
</tbody>
</table>

\(^a\) AUC: area under the receiver operator characteristic curve.
\(^b\) 95% CIs obtained via bootstrap resampling with 100 samples.
\(^c\) AUPR: area under the precision recall curve.
\(^d\) Spec@95%Sens: specificity at greater than 95% sensitivity.
\(^e\) XGB: gradient boosting.
\(^f\) Italicics represent the best results.
\(^g\) RF: random forest.
\(^h\) Significant at \(P<.05\) (t test) to the model with the highest predictive performance in terms of AUC.
\(^i\) NN: neural network.
\(^j\) LR: logistic regression.
\(^k\) SVM: support vector machine.
predictive models. In the case of the missingness of the lactic acid test being predictive of SARS-CoV-2 test results, the importance could stem either from clinicians judging patients to be more likely to have COVID-19 due to their clinical presentation and, therefore, ordering a lactic acid test to account for potential lactic acidosis due to COVID-19–induced reduced oxygenation levels or from patients that clinicians see as at risk for lactic acidosis being likely to have their symptoms caused by an underlying SARS-CoV-2 infection. A controlled setting with standardized testing guidelines would be required to determine which confounding factors are behind the predictive power of the missingness patterns that have been implied to be associated with COVID-19 by the predictive models. Beyond missingness patterns, top predictors for predicting hospital admission were lactate dehydrogenase [25]; gamma-glutamyl transferase, which through abnormal liver function has been reported to be implicated in COVID-19 severity [26]; and HCO$_3^-$ [27]. For predicting ICU admission in patients who are SARS-CoV-2 positive, pCO$_2$, creatinine [21], and pH [23] were top predictors. Blood pH, and in particular respiratory alkalosis, has been reported to be associated with severe COVID-19 [28]. We note that several factors that were not included in our study have recently been reported to be implicated in COVID-19 outcomes, such as the number of ICU beds available at a hospital [29], patients’ racial and ethnic backgrounds [30], and several pre-existing conditions [31].

**Figure 3.** A comparison of the top 10 features ranked by relative feature importance scores for the best-encountered model for predicting SARS-CoV-2 test results (gradient boosting, top), hospital admissions (random forest, middle), and critical care admission for patients who are SARS-CoV-2 positive (support vector machine, bottom), respectively. The bar length corresponds to the relative marginal importance (in %) of the displayed features toward the predictive performance of the respective model. Feature names that include “MISSING” indicate that the given marginal contribution refers to the importance of the presence of that feature’s absence, not the feature itself.

**Discussion**

**Principal Findings**

We presented a systematic study of predictive models that predict SARS-CoV-2 test results, hospital admission for patients who are SARS-CoV-2 positive, and ICU admission for patients who are SARS-CoV-2 positive using routinely collected clinical measurements. Models that predict SARS-CoV-2 test results could help prioritize scarce testing capacity by identifying those individuals that are more likely to receive a positive result. Similarly, predictive models that predict which patient who is SARS-CoV-2 positive would be most likely to require hospital and critical care beds could help better use existing hospital resources.
capacity by prioritizing those patients that have the highest risk of deterioration. Facilitating the efficient use of scarce health care resources is particularly important in dealing with SARS-CoV-2, as its rapid transmission significantly increases demand for health care services worldwide (Figure 4).

**Figure 4.** Receiver operator characteristic curves for the best-encountered model for predicting SARS-CoV-2 test results (gradient boosting, left), hospital admissions for patients who are SARS-CoV-2 positive (random forest, top right), and critical care admissions for patients who are SARS-CoV-2 positive (support vector machine, bottom right). Numbers in the bottom right of each subgraph show the respective model's AUC. Solid dots on the curves indicate operating thresholds selected on the validation fold. AUC: Area under the receiver operator characteristic curve.

**Limitations**

The main limitation of this study is that its experimental evaluation was based on data collected from a single study site, and its results may, therefore, not generalize to settings with significantly different patient populations, admission criteria, patterns of missingness, and testing guidelines. Operationally, to ensure robustness, it is important to check for any significant deviations in terms of patterns observed in the training cohort when attempting to transfer predictive models trained in one context to another (ie, when transferring a model to another hospital). In case any significant deviations are detected, fine-tuning the predictive model for the new target context is strongly advised. In addition, we did not have access to mortality data for the analyzed cohort, and we were, therefore, not able to correlate our predicted individual risk scores with patient mortality, which is another related prediction task that may be of clinical importance. Future studies should include a broader set of clinical measurements and outcomes, cohorts from multiple distinct geographical sites, and under varying patterns of missingness to determine the robustness of the clinical predictive models to these confounding factors. Finally, we believe that the inclusion of data from other modalities such as genomic profiling and medical imaging, and data on comorbidities, symptoms, and treatment histories could potentially further improve predictive performance of clinical predictive models across the presented prediction tasks.

**Comparison With Prior Work**

A substantial body of work is dedicated to the study, validation, and implementation of predictive models for clinical tasks. Clinical predictive models have, for example, been used to predict risk of septic shock [32,33], risk of heart failure [34], readmission following heart failure [35-37], false alarms in critical care [38], risk scores [39], outcomes [40] and mortality in pneumonia [41,42], and mortality risk in critical care [43-45]. Predicting clinical outcomes for individual patients is difficult because many confounding factors may influence patient outcomes, and collecting and accounting for these factors in an unbiased way remains an open challenge in clinical practice [46]. Systematic studies such as this paper enable medical practitioners to better understand, assess, and potentially overcome these issues by systematically evaluating generalization ability, expected predictive performance, and influential predictors of various clinical predictive models. Beyond the need for systematic evaluation, missingness [47-50], noise [51,52], multivariate input data [38,53-55], and the need for interpretability [18,56-58] have been highlighted as particularly important considerations in health care settings. In this study, we build on recent methodological advances to develop and systematically study clinical predictive models that may aid in prioritizing health care resources [59] for COVID-19 and, thereby, help prevent a potential overextension of health care system capacity.

**Clinical Predictive Models for COVID-19**

Several clinical predictive models have recently been proposed for COVID-19, for example, for predicting potential COVID-19 diagnoses using data from emergency care admission exams [60] and chest imaging data [61-66], for predicting COVID-19–related mortality from clinical risk factors [67,68], for predicting which patients will develop acute respiratory distress syndrome from patients’ clinical characteristics [69], for predicting critical illness in patients with COVID-19 [70,71], and for predicting progression risk in patients with COVID-19 pneumonia [72]. Siordia [73] presented a review of
epidemiology and clinical features associated with COVID-19, and Wynnats et al [74] performed a critical review that assessed limitations and risk of bias in diagnostic and prognostic models for COVID-19. In addition, Wang et al [23] performed a cohort study for clinical and laboratory predictors of COVID-19–related in-hospital mortality that identified baseline neutrophil count, age, and several other clinical features as top predictors of mortality. Beyond prediction, Ienca and Vayena [75] have argued for the responsible use of data in tackling the challenges posed by SARS-CoV-2.

Owing to the recent emergence of SARS-CoV-2, there currently exists, to the best of our knowledge, no prior systematic study on clinical predictive models that predict the likelihood of a positive SARS-CoV-2 test and hospital and ICU admission from clinical, demographic, and blood analysis data that accounts for the missingness that is characteristic for the clinical setting. We additionally assessed the influence of various clinical, demographic, and blood analysis measurements on the predictions of the developed clinical predictive models.

Conclusions
We present a systematic study in which we developed and evaluated clinical predictive models for COVID-19 that estimate the likelihood of a positive SARS-CoV-2 test in patients presenting at hospitals and the likelihood of hospital admission and ICU admission in patients who are SARS-CoV-2 positive. We evaluated our developed clinical predictive models in a retrospective evaluation using a cohort of 5644 hospital patients seen in São Paulo, Brazil. In addition, we determined the clinical, demographic, and blood analysis measurements that were most important for accurately predicting SARS-CoV-2 status, hospital admissions, and ICU admissions. Our experimental results indicate that clinical predictive models may in the future potentially be used to inform care and help prioritize scarce health care resources by assigning personalized risk scores for individual patients using routinely collected clinical, demographic, and blood analysis data. Furthermore, our findings on the importance of routine clinical measurements toward predicting clinical pathways for patients increases our understanding of the interrelations of individual risk profiles and outcomes in SARS-CoV-2. Based on our study’s results, we conclude that health care systems should explore the use of predictive models that assess individual COVID-19 risk to improve health care resource prioritization and inform patient care.
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Abstract

Background: As the COVID-19 pandemic disrupted medical practice, telemedicine emerged as an alternative to outpatient visits. However, it is not known how patients and physicians responded to an accelerated implementation of this model of medical care.

Objective: The aim of this study is to report the system-wide accelerated implementation of telemedicine, compare patient satisfaction between telemedicine and in-person visits, and report provider perceptions.

Methods: This study was conducted at the UC Christus Health Network, a large private academic health network in Santiago, Chile. The satisfaction of patients receiving telemedicine care in March and April 2020 was compared to those receiving in-person care during the same period (concurrent control group) as well as in March and April 2019 (retrospective control group). Patient satisfaction with in-person care was measured using the Net Promoter Score (NPS) survey. Patient satisfaction with telemedicine was assessed with an online survey assessing similar domains. Providers rated their satisfaction and responded to open-ended questions assessing challenges, strategies used to address challenges, the diagnostic process, treatment, and the patient-provider relationship.

Results: A total of 3962 patients receiving telemedicine, 1187 patients from the concurrent control group, and 1848 patients from the retrospective control group completed the surveys. Satisfaction was very high with both telemedicine and in-person services. Overall, 263 physicians from over 41 specialties responded to the survey. During telemedicine visits, most providers felt their clinical skills were challenged (61.8%). Female providers felt more challenged than male providers (70.7% versus 50.9%, P=0.002). Surgeons, obstetricians, and gynecologists felt their clinical skills were challenged the least, compared to providers from nonsurgical specialties (P<0.001). Challenges related to the delivery modality, diagnostic process, and patient-provider relationship differed by provider specialty (P=0.046, P<0.001, and P=0.02, respectively).

Conclusions: Telemedicine implemented in response to the COVID-19 pandemic produced high patient and provider satisfaction. Specialty groups perceived the impact of this new mode of clinical practice differently.

(J Med Internet Res 2020;22(10):e22146) doi:10.2196/22146
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Introduction

COVID-19 is the largest pandemic of the current century. It has generated transformative changes in health care, including the prioritization of emergency departments and intensive care units [1]. In addition, with physical distancing and isolation as major strategies to contain the spread of the disease, there are fewer patients receiving outpatient clinical care [2]. Although reducing in-person encounters is needed to contain the transmission of SARS-CoV-2, medical care is still needed for acute and chronic conditions.

In this context, telemedicine has emerged as a necessary clinical innovation to provide patient care [3]. This delivery modality has demonstrated clinical effectiveness, optimization in the delivery of health services, usability, and high patient and provider satisfaction [4,5]. Although appealing, several factors may hinder the sustainable use of telemedicine. First, providers prefer in-person encounters to virtual ones [6]. Potential concerns include uncertainty in the clinical encounter, difficulties performing a physical examination, and concerns with the patient-provider relationship [7]. These difficulties may reduce a clinician’s motivation to deliver virtual services. In addition, health insurance agencies have not always recognized this type of clinical service to be reimbursable, limiting the scaling up of telemedicine. Even though telemedicine has existed for several years and has had several implementation barriers, the COVID-19 pandemic has quickly transformed the practice of ambulatory medicine [8,9] and the willingness of health care organizations to implement this mode of delivery. The effect of rapidly deploying new models of care is still incompletely understood.

In this context, the UC Christus Health Network in Santiago, Chile, implemented telemedicine services two weeks after the first patient with COVID-19 was diagnosed in the country. The purpose of this paper is to report the system-wide accelerated implementation of telemedicine, compare patient satisfaction with telemedicine and in-person visits, and report provider perceptions regarding the implementation of virtual visits.

Methods

Design

This study used a convergent parallel mixed methods evaluation. In this study design, quantitative and qualitative methods have similar relevance, the data are collected in the same phase of the research project, the analysis of the data is independent, and the findings are combined and interpreted together [10]. We chose this design to better understand participants’ experiences. Quantitative data consisted of in-person and telemedicine visits, patient demographics, satisfaction, and challenges identified by clinicians. Data from patients receiving telemedicine care were compared to that of patients receiving in-person care between March 1 and April 30, 2019 (retrospective control group), and March 1 and April 30, 2020 (concurrent control group). Qualitative data included physicians’ responses to open-ended questions asking about challenges related to using telemedicine and mechanisms to address those challenges when delivering virtual health services. This study was approved by the Institutional Review Board of the Pontificia Universidad Católica de Chile.

Setting

Chile’s health system combines public and private health providers. Public health services are paid for by public health insurance. Private health providers are paid per service delivered, and health insurance pays some or all of the fees charged by the health care providers.

This study was conducted at the UC Christus Health Network, a large private academic health network in Santiago, Chile. This health network has two hospitals with nearly 500 beds in total and 6 primary and secondary care clinics, with more than 800,000 patient visits every year. UC Christus has been nationally recognized for its innovation and patient service with the “Best Place to Innovate,” “Praxis Xperience Index,” and “ProCalidad” Awards.

Telemedicine and its Implementation

UC Christus Health started implementing telemedicine on March 17, 2020, about two weeks after the first patient with COVID-19 was diagnosed in Chile. Initially, it started with generalist specialties, including internal medicine and family medicine, which offered services and guidance for patients with respiratory symptoms. Telemedicine was subsequently implemented as a strategy to provide care across the entire health care system. Currently, more than 720 providers from 61 clinical specialties are providing patient care through telemedicine.

To access these encounters, patients schedule appointments online or over the phone. When scheduling the appointment, patients must accept the terms of telemedicine, including that providers cannot provide certain services virtually, such as ordering restricted prescriptions or providing official health certificates. Once the appointment is scheduled, patients receive a confirmation email and are invited to pay for their visit. The cost of this service is about US $50, representing about two-thirds of the cost for in-person visits. Once the visit is paid for, patients and providers receive a Zoom link (Zoom Video Communications Inc) for their telemedicine visit, and they connect at the scheduled time. An administrative team supports patient-provider connections. Providers have access to the patient's electronic medical record and use a separate platform to order prescriptions, laboratory exams, images, and procedures, which are usually written manually during in-person visits. These electronic orders are emailed automatically to patients from the medication and laboratory platform.

Outcomes and Data

Overview

Primary outcomes were patient and provider satisfaction along with providers’ challenges in implementing telemedicine. This study used four databases, including the following: (1) demographics of outpatient and telemedicine visits, (2) patient satisfaction with in-person visits, (3) patient satisfaction with telemedicine visits, and (4) provider satisfaction with telemedicine visits. Demographic data were extracted from patients’ electronic medical records for the complete months of March and April of 2019 and 2020, generating three different
groups: 2019 in-person care (retrospective control group), 2020 in-person care (concurrent control group), and 2020 virtual care (telemedicine group). Satisfaction data from patients and providers were stored in independent databases.

Patient Demographics
The number of visits and physician’s specialty, as well as patient’s sex, date of birth, insurance type, and address for all visits were extracted from electronic medical records. In this study, physician specialty was classified as one of the following seven groups: generalist specialties (family medicine, general internal medicine, geriatrics, pediatrics), pediatric subspecialties (including genetics and infant neurology), internal medicine subspecialties (including neurology), surgical subspecialties (including anesthesia, orthopedics, urology), obstetrics and gynecology, psychiatry, and ophthalmology and otolaryngology.

Patient Satisfaction With In-Person Visits
Patient satisfaction is usually evaluated using the Net Promoter Score (NPS) survey (Cronbach α=.96) (FBA Consulting, unpublished material, 2020) [11]. This measure assesses satisfaction across several dimensions including access, payment process, infrastructure, and provider’s services, as well as general satisfaction, using a 5-point Likert scale (1=very bad, 5=very good). Data were collected through an online survey sent via SMS text messaging after the visit.

Patient Satisfaction With Telemedicine Visits
An 8-item questionnaire was developed to assess patient satisfaction with telemedicine services using a 1-7 scoring system. Like the survey completed by patients receiving in-person services, survey domains included questions assessing satisfaction with access, payment process, web portal (infrastructure), and provider’s services, as well as general satisfaction (Cronbach α=.86). This evaluation was sent via email after the encounter.

Physician Satisfaction With Telemedicine
Using a 19-item anonymous survey, clinicians were asked about their demographics, telemedicine experience, and general satisfaction. Open-ended questions assessed challenges in care delivery, diagnostic process, treatment, and the patient-provider relationship, as well as strategies used to overcome these barriers.

Data Analyses
Following the procedures of the selected mixed methods design, each type of data was analyzed independently.

Quantitative Data
Patient and provider demographic information was summarized using descriptive statistics. Trends for in-person and telemedicine visits were plotted and compared to the null hypothesis of no trend using the chi-square test for trend. Patient characteristics of those receiving telemedicine services were compared to the demographics of patients from the retrospective and concurrent control groups using the chi-square test. As satisfaction data did not have a normal distribution, the Wilcoxon-Mann-Whitney test was used, after converting in-person and telemedicine scoring systems to a 0-100 scale. Responses regarding considering telemedicine as challenging and counts of qualitative responses were modeled after conducting bivariate analysis with logistic regressions that included the physician’s specialty category as an independent variable, and gender, age, years of clinical experience, and telemedicine experience as covariables. Adjusted odds ratios, predicted probabilities, and 95% confidence intervals for the selected outcomes were estimated for each specialty category. All analyses were conducted in STATA (Version 14; StataCorp) and resulting P values <.05 were considered statistically significant.

Qualitative Data
Responses to open-ended questions were coded by two independent researchers following the procedures of content analysis [12]. Using a combination of inductive and deductive approaches, physicians’ perceptions were grouped into emerging categories and subcategories organized according to the domains of the guiding questions. To ensure coding reliability, a random sample of 20% of the clinician surveys (n=53) were double-coded, resulting in 96.4% coding agreement. Responses in each category were counted and grouped by domain. Quotes were selected to represent the participant’s opinions and these were translated to English.

Mixed methods integration was conducted at the finding interpretation and reporting phases. To interpret both sources of data jointly, researchers gathered to discuss quantitative and qualitative results together. Integration at the reporting level occurred through a continuous narrative approach, in which the mixed data are presented in a single report, but in different sections [13].

Results
Change in Clinical Practice
In 2019 and 2020 before COVID-19 arrived in Chile, there were an average of 3039 and 3163 daily outpatient visits in the UC Christus Health Network, respectively. In-person visits were reduced to an average of 384.7 daily visits 3 weeks after the first patient with COVID-19 was confirmed in Chile, representing an 87.9% reduction in outpatient visits (Figure 1, P<.001). Since telemedicine services began, the number of daily visits has increased, with the UC Christus Health Network delivering up to 509 virtual visits each day (P<.001).
Figure 1. Rates of in-person and telemedicine visits at UC Christus Health and cumulative COVID-19 cases from March 1 to April 30, 2020, as well as relevant dates of COVID-19 management in Chile and UC Christus Health.

Figure 2 displays telemedicine and in-person activity across medical specialties during 2020 compared to 2019. All specialties except psychiatry decreased the number of in-person visits. Pediatrics subspecialties, along with ophthalmology, otorhinolaryngology, and dermatology had the greatest reduction of in-person visits, experiencing between 61.6% to 70.0% of the demand of the previous year ($P < .001$).
Physicians from all specialty groups were able to implement virtual visits. Even though psychiatrists have been able to provide up to 24.7% of their 2019 volume of clinical encounters through virtual care, most medical groups have only delivered between 2.8% and 10.8% of visits compared to their 2019 baseline ($P<.001$).

**Patient Demographics**

Table 1 compares the demographic characteristics of the telemedicine, concurrent control, and retrospective control groups. Patients accessing telemedicine were more likely to be female and have private insurance, and less likely to be children or older adults, or residents of the Santiago Metropolitan Region compared to both in-person control groups ($P<.01$ for all comparisons).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Telemedicine group (n=8592), n (%)</th>
<th>Concurrent control group (n=51,290), n (%)</th>
<th>$P$ value</th>
<th>Retrospective control group (n=127,669), n (%)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (female), n (%)</td>
<td>5376 (62.6)</td>
<td>31,436 (61.4)</td>
<td>.024</td>
<td>77,845 (61.0)</td>
<td>.003</td>
</tr>
<tr>
<td>Age category (years), n (%)</td>
<td>N/A$^a$</td>
<td>N/A</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>0-18</td>
<td>1749 (20.4)</td>
<td>11,855 (23.1)</td>
<td>N/A</td>
<td>34,357 (26.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>19-64</td>
<td>5725 (66.6)</td>
<td>31,607 (61.6)</td>
<td>N/A</td>
<td>73,632 (57.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>≥65</td>
<td>1118 (13.0)</td>
<td>7828 (15.3)</td>
<td>N/A</td>
<td>19,680 (15.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Private health insurance, n (%)</td>
<td>7542 (87.8)</td>
<td>21,319 (41.6)</td>
<td>&lt;.001</td>
<td>56,495 (44.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Resident of the Santiago Metropolitan Region, n (%)</td>
<td>6529 (76.0)</td>
<td>42,833 (83.5)</td>
<td>&lt;.001</td>
<td>111,822 (87.6)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$N/A: not applicable.

**Patient Satisfaction**

During March and April of 2019 and 2020, 1848 and 1187 patients responded to the satisfaction questionnaire after the in-person visits, respectively. In addition, 3962 patients responded to the telemedicine satisfaction assessment. Satisfaction was very high with both telemedicine and in-person services (Figure 3). Patients receiving telemedicine services
reported similar satisfaction with clinician’s services compared to both control groups. Patients using telemedicine reported similar access to providers compared to in-person visits in 2020 ($P=0.08$), but greater access compared to in-person visits in 2019 (8.7% increase, $P<0.001$). Patients using telemedicine care reported less satisfaction with the payment process (5.3% reduction, $P<0.001$) and infrastructure (web portal, 3.4% reduction, $P<0.001$) compared to patients receiving in-person visits concurrently. Ratings in these domains were not statistically different compared to patients receiving in-person visits in 2019.

**Figure 3.** Satisfaction of patients receiving care via telemedicine compared to concurrent and retrospective control groups.

![Satisfaction Chart](chart.png)

**Physician Satisfaction**

A total of 263 clinicians responded to the satisfaction assessment (36.5%). They were mostly female ($n=155, 58.9\%$), with an average age of 44 years (SD 10.9), and an average of 16.8 years (SD 11.4) of clinical experience. Most providers reported limited experience with telemedicine, with 147 clinicians (61\%) reporting 10 or fewer virtual patients encounters at the time they responded to the questionnaire. There were no differences in gender ($P=0.37$), age ($P=0.10$), or specialty category ($P=0.32$) among survey respondents and nonrespondents ($n=721$ providers). Overall, 244 providers were satisfied or very satisfied with telemedicine (92.8\%), and most would recommend this service to friends or family members (94.2\%).

**Experiencing Challenges When Conducting Telemedicine Visits**

When providing telemedicine care, most physicians felt their clinical skills challenged somewhat or a lot (61.8\%). Female providers felt more challenged than male providers (70.7\% versus 50.9\%, $P=0.002$). Surgeons, obstetricians, and gynecologists felt that their clinical skills were challenged the least, compared to providers from other medical specialties ($P=0.02$). These associations persisted after adjusting for covariates in a logistic regression model (Figure 4). There were no statistically significant differences in feeling that clinical skills were challenged according to the provider’s age, years of clinical experience, or the number of patients seen virtually.
Specific Challenges With Telemedicine and Mechanisms of Addressing Them

Table 1 in Multimedia Appendix 1 summarizes the categories and subcategories of challenges experienced with telemedicine delivery, the diagnostic process, and the patient-provider relationship. Most challenges were related to the delivery mode, specifically accessing the platforms used, dealing with patient scheduling, and accessing the resources required for telemedicine. There were no challenges specifically related to patient treatment. Several strategies were implemented by physicians to address these barriers (Table 2 in Multimedia Appendix 1). Strategies most commonly used were directly contacting the patient, and requesting support from the help center, peers, or patients.

Figure 5 represents the rates of physicians experiencing any challenge with the delivery modality, diagnostic process, and patient-provider relationship according to their specialty category. Providers from all specialties experienced challenges with the delivery system, especially providers from internal medicine subspecialties and psychiatry (Figure 5A, $P=0.046$). There were differences by specialty when reporting challenges related to a patient’s diagnostic process. Most physicians who experienced challenges were from primary care and pediatrics subspecialties (Figure 5B, $P<0.001$). Challenges in the patient-provider relationship also differed by specialty group. About 60% of psychiatrists reported experiencing challenges in this domain compared to 16.4% of surgeons (Figure 5C, $P=0.02$).
Discussion

Main Results

The COVID-19 pandemic has radically transformed clinical care and our organization was forced to quickly deploy telemedicine services without the standard change management and training strategies that are usually required for successful digital transformations in health care [14]. Despite this, we have seen a quick uptake and the practice has been widely accepted in a short period of time [15]. According to Kotter’s change management process, the first step toward successful change is the sense of urgency to change [16]; it is undeniable that the COVID-19 pandemic has generated an enormous sense of urgency to adapt to this reality. In a few weeks, we were able to include all clinical specialties in the telemedicine project. Moreover, the Chilean National Health Fund (FONASA), which

Figure 5. Adjusted rate and 95% CIs of providers reporting challenges with (A) the modality of service, (B) the patient’s diagnostic process, and (C) the patient-provider relationship, by physician’s specialty.
had delayed including clinical specialties in funding schemes for years, established insurance coverage for telemedical services three weeks after the first COVID-19 case in Chile [17]. The COVID-19 pandemic created the perfect environment for providers and health care organizations to bring down long-lasting barriers to the implementation of telemedicine and other digital innovations [18].

**Comparison With Prior Work**

The fear of becoming infected with COVID-19 in health care settings drove many patients away from in-person care [19]. Specialties that focus on children or require medical equipment (eg, otorhinolaryngology or ophthalmology) experienced the highest reduction of in-person visits. This is consistent with recent studies that identified a lack of access to laryngoscopes as a downside of telemedicine visits [20]. Even though telemedicine has provided physicians with an option to deliver outpatient services, the recovery of outpatient clinical activity levels toward 2019 levels differed between specialty groups. Psychiatrists and internal medicine subspecialists have been able to implement the highest number of virtual visits. This different level of adoption could be attributed to patient or clinician characteristics and could be further explored in future studies. In addition, differences were observed in the demographics of patients accessing telemedicine services compared to in-person visits. To continue the growth of this modality of care among all medical groups, and reduce disparities in health care access, further innovations should be developed to provide access to the patient and provider groups that have unequally benefited from this clinical transformation. For example, physicians could use patient-controlled devices to supply equipment normally available in offices [21], and marketing can be focused on groups with less access to care. It is noteworthy that telemedicine increased access to specialty care that previously could have been limited by geographic barriers [22].

Overall, both clinicians and patients were highly satisfied with the implemented telemedicine services. This is partially comparable to the findings from a previous systematic review that synthesized 17 studies assessing patient and physician perceptions of telemedicine versus in-person consultations in different medical specialties [23]. The systematic review found that most studies reported no significant differences in patient-related outcomes such as convenience, format of the consultation, or rapport. In addition, the same systematic review found that overall, physicians showed reduced satisfaction with telemedicine visits regarding communication (patient-provider relationship), and physical examination or diagnostic assessment. These findings are compatible with the results of our study, as some of the concerns identified by providers related to the impact of telemedicine on diagnostic assessment and the patient-provider relationship, as well as complications associated with the implemented delivery modality. Even though the system was far from perfect (eg, using three different platforms during a virtual encounter), patients and providers valued telemedicine as an innovation that mitigated the risk of infection associated with in-person visits. Reducing the risk of contagion has been identified as a likely facilitator to adopting telemedicine [24].

In parallel with a high overall satisfaction with telemedicine, we observed that more than 60% of all clinicians felt that their clinical skills were challenged during virtual visits. This is similar to a previous study that reported an increase in overall workload, mental effort, and psychological stress during virtual visits [25]. We also observed differences across specialties in the perception of telemedicine consultations and how telemedicine can challenge their clinical skills; those in technical specialties found telemedicine less challenging than those in relationship-focused specialties [26,27]. This difference in the physicians’ orientation toward patient care might also reflect differences in adjusting to a new service delivery process.

When analyzing the types of challenges faced by clinicians and the strategies used to address them, it is noticeable that most of the challenges faced were due to the delivery mode, the platform used, and patient scheduling. This finding was identified by embedding a qualitative assessment to the quantitative survey and is consistent with a Cochrane systematic review that found that technical difficulties experienced by clinicians during telemedicine services produced high dropout rates [28]. As telemedicine was quickly deployed as a system-wide innovation in response to COVID-19, there was no time to produce a user-friendly platform, but this will be fundamental to maintaining clinician engagement with virtual services as the pandemic evolves as well as once the pandemic is over. In addition, for telemedicine to overcome all identified challenges, further training is needed among providers. Although medical schools have embraced online training [29], medical students should also be trained in telemedicine [30]. The presented system-wide implementation required that all physicians, regardless of their specialty, were knowledgeable about virtual care. As providers become more experienced conducting telemedicine encounters, it is likely that these barriers will be reduced over time and their experience should be considered as valuable input for future curriculum design.

In the patient-clinician relationship domain there were striking differences between specialty groups. This is especially relevant since psychiatrists experienced the greatest relative increase in telemedicine consultations. We did not explicitly seek to study the causes of this difference, but it is probably a consequence of the differing types of clinician-patient relationships between specialties [26,27]. This is relevant since mental health is one of the areas that has seen the greatest increase in uptake in the past years [31] and it has been a major concern during the COVID-19 pandemic [32]. Mental health telemedicine services are, on average, equally effective when compared to face-to-face consultations [4,28].

**Limitations**

Although the implementation of virtual care in response to COVID-19 has been reported in different settings [24,33-38], this is the first report of a system-wide accelerated implementation of telemedicine services using quantitative and qualitative methods. This large-scale implementation allowed us to identify and compare visits and challenges experienced by different specialty groups. However, as any other evaluation, this paper has limitations that are important to acknowledge. First, although there were no differences in the demographics
and medical characteristics of providers who did and did not respond to the satisfaction survey, selection bias is always present in voluntary surveys [39]. This limitation also affects patient satisfaction ratings. In this group, because the available data consisted of anonymous ratings, we could not assess potential responder bias. Second, because of the rapid deployment of telemedicine services, we developed a patient satisfaction questionnaire to assess patient satisfaction with telemedicine similar to the NPS but could have used validated measures [40] and integrated qualitative components, as we did in the developed questionnaire for providers. Finally, COVID-19 not only affected health care provider priorities but also changed patient priorities. For example, during the pandemic, patients may be less likely to seek care for chronic conditions, and this could affect patient satisfaction. Future system-wide evaluations of telemedicine should be conducted once the current pandemic is controlled. Despite these limitations, this report highlights the challenges related to implementing telemedicine experienced by multiple groups of physicians and the mechanisms they used to address these challenges during the COVID-19 pandemic.

**Conclusions**

Telemedicine produced high satisfaction among patients and providers. Although this modality of clinical care was rapidly deployed in response to the COVID-19 pandemic, there was high heterogeneity in its implementation across medical specialties. These differences need to be considered in future implementations of telemedicine when the current medical context is addressed.
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Abstract

Background: The COVID-19 pandemic has markedly affected renal transplant care. During this time of social distancing, limited in-person visits, and uncertainty, patients and donors are relying more than ever on telemedicine and web-based information. Several factors can influence patients’ understanding of web-based information, such as delivery modes (instruction, interaction, and assessment) and social-epistemological dimensions (choices in interactive knowledge building).

Objective: The aim of this study was to systemically evaluate the content, delivery modes, and social-epistemological dimensions of web-based information on COVID-19 and renal transplantation at time of the pandemic.

Methods: Multiple keyword combinations were used to retrieve websites on COVID-19 and renal transplantation using the search engines Google.com and Google.nl. From 14 different websites, 30 webpages were examined to determine their organizational sources, topics, delivery modes, and social-epistemological dimensions.

Results: The variety of topics and delivery modes was limited. A total of 13 different delivery modes were encountered, of which 8 (62%) were instructional and 5 (38%) were interactional; no assessment delivery modes were observed. No website offered all available delivery modes. The majority of delivery modes (8/13, 62%) focused on individual and passive learning, whereas group learning and active construction of knowledge were rarely encountered.

Conclusions: By taking interactive knowledge transfer into account, the educational quality of eHealth for transplant care could increase, especially in times of crisis when rapid knowledge transfer is needed.
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(J Med Internet Res 2020;22(10):e22068) doi: 10.2196/22068
Introduction

The COVID-19 pandemic is affecting transplant activity worldwide [1-3]. In addition to its impact on donation and transplantation numbers, the pandemic has markedly affected outpatient transplant care [1,2]. Additionally, patients experience uncertainty and fear; therefore, they rely more heavily on information provision [4]. For patients undergoing renal transplant, this uncertainty includes the fear of contracting COVID-19, the postponement of transplant procedures, screening strategies for COVID-19, mental health problems, and the risk of using immunosuppressive therapy during the pandemic [1,2]. With current measures limiting in-person visits between patients and health care providers, it has become vitally important to use alternative means of communication to inform patients undergoing renal transplant and living donors. Telephone and video communication have been generally adopted as means to continue outpatient care during the crisis [5,6]. Web-based information is used in the provision of eHealth to meet patients’ information needs when they are facing uncertainty and fear [7].

Multiple eHealth interventions aimed at disease control and increasing knowledge were already available for renal patients before the outbreak [8]. The majority of patients with renal disease search the internet on a regular basis to obtain additional information on their disease and its treatment [9]. In general, patients’ health-related internet use is associated with increasing health literacy [10]. Health literacy can be best described as an individual’s well-considered health decisions and goal setting by accessing and understanding health-related information [11]. Patients’ health literacy is positively associated with their self-management [12], motivation [13], risk perception [14], participation in health decision making [15,16], etc. However, despite the high number of patients with renal disease who use the internet as an additional information source, health literacy among renal patients and transplant recipients is still limited. A systematic review showed that in the United Kingdom, 25% of patients with renal disease not on dialysis, 27% of patients with renal disease on dialysis, and 14% of transplant recipients have limited health literacy [17].

Several factors could influence patients’ health literacy, such as their understanding of web-based health information [18]. As knowledge transfer is an essential element in initiating behavioral change, the effective use of delivery modes could play a role in understanding information about COVID-19 and achieving this change [19]. Despite the increased provision of web-based information and eHealth interventions relating to COVID-19, it is not known how web-based information has been provided during the pandemic [20].

Information can be conveyed through instruction, interaction, and assessment [21]. Various delivery modes can be used for this, such as text messages, discussions, and quizzes. Some of these modes focus on the passive transfer of factual information to the receiver (called objective modes), whereas others focus on knowledge construction, information processing, hands-on interaction with the content, and problem-solving (constructivist modes) [22,23]. Constructivist learning promotes more active processing and personalization of information compared to receiving it passively. This results in deeper understanding and embedding of newly acquired knowledge [24-26]. In addition to this so-called epistemological dimension, delivery modes can also be categorized socially as individual or group learning [27]. From the literature, it can be assumed that people who learn both individually and collaboratively can construct knowledge better than learners who only learn individually [28].

Web-based information was rapidly developed by health services, academic centers, and patient associations to meet people’s information needs related to COVID-19 and transplantation. However, if patients’ understanding is to be optimized, the educational quality of this web-based information should be taken into account. The aim of this study is to provide a systematic overview of the source organizations, topics discussed, available delivery modes, and corresponding social-epistemological dimensions of websites for patients undergoing renal transplant and living donors on the topic of COVID-19. The practical implications derived from this study can be used to increase the quality of web-based information for transplant care, especially in times of crisis when rapid transfer of knowledge is needed.

Methods

Websites on renal transplantation and COVID-19 were systematically identified using the most frequently consulted search engines for two countries [29]: Google.com [30] (for the United States, in North America), and Google.nl [31] (for the Netherlands, in Europe). The researcher’s internet settings were deleted to obtain the cleanest and most objective search results possible. Additionally, the researcher’s Google accounts, prerendering, and location sharing were turned off. The location setting was changed manually to the United States to minimalize the influence of the researcher’s location (the Netherlands) when using the search engine Google.com. Websites were searched from a laptop in the Netherlands in the month of March 2020. To obtain a clearer picture of the available web-based source organizations, delivery modes, and social epistemological dimensions, general search engine queries related to renal transplantation and COVID-19 were used to obtain relevant websites. Because the English keywords renal transplantation and COVID-19 have multiple synonyms, and patients might use any combination of those, a non-research–based selection of 14 keyword combinations was used to identify potentially relevant websites in English containing information on both renal transplantation and COVID-19 (Multimedia Appendix 1, columns A and C). In the Dutch search, a total of 7 keyword combinations were used (Multimedia Appendix 1, columns B and C).

Previous studies have demonstrated that searchers rarely read beyond the first 10 search results [32]. Therefore, in this study, websites were included if they were in the top 10 search results, including websites that used paid advertisements to top the search results. Front page news and suggested YouTube videos were not included. All possible English and Dutch keyword combinations were entered respectively in both Google search...
engines. The first 10 recovered websites for each search were included for detailed examination.

In this study, we were interested in publicly accessible and available websites on the World Wide Web that patients and donors could access on an ad hoc basis. Therefore, for each search, websites were excluded if the website was no longer available, the website was under construction, or the website’s content was behind a paywall. Websites were also excluded if the selected webpage was redundant (eg, press releases, news articles, blogs, academic journals, or webpages to sell products), or the webpage did not provide information on COVID-19 and renal transplantation. These websites were excluded because we were interested in websites which had as goal to objectively inform patients or living donors. Additional exclusion criteria were the website was a duplicate with a previous hit or the written language was other than English or Dutch, depending on the language of the keyword combination.

Potentially relevant webpages were obtained by using the same keyword combination in the website search function that was used for the website inclusion. The exclusion criteria for webpage selection per website were identical to those described for the website selection. Duplicated webpages obtained with different combinations of keywords were all noted. During data analysis, overlapping webpages were included only once. A total of 30 webpages, 15 in English and 15 in Dutch, were included for detailed examination.

Three randomly selected websites were individually examined by two authors. The results of both authors were discussed and calibrated until agreement on coding was reached. Then, the first author re-examined these three websites and examined the remaining websites. A calibration diary was maintained during examination, and another author was consulted when uncertainty arose.

Data analysis was performed in the month of April 2020. All websites were classified based on source organization, namely professional nonprofit organizations, such as hospitals; support groups, such as patient associations; governments, such as the Ministry of Health; individual practice, such as personal websites; or commercial organizations, such as independent dieticians. The website was labelled as “other” if the organizational source of a website did not match any of these categories. Additionally, English language websites were classified based on their generic top level domain (eg .com, .org), which was not applicable to Dutch websites.

Each webpage was classified based on available topics and delivery modes. Immediately available content on COVID-19 and renal transplantation was categorized thematically. The available delivery modes on each webpage were classified into instruction, interaction, or assessment based on the studies of Toven-Lindsey et al (2015) [21] and Hendriks et al (2019) [33]. Delivery modes that were not predetermined were categorized individually by two authors, followed by discussion and calibration until agreement was reached.

After data collection was completed, the Teaching Approach Framework described in 2006 by Arbaugh and Benbunan-Fich [27] was used to categorize the identified delivery modes into social-epistemological dimensions: objectivist-individual; objectivist-group; constructivist-individual; and constructivist-group. Previously implemented categorizations by Toven-Lindsey et al (2015) [21] and Hendriks et al (2019) [33] were taken into account. However, in contrast to these studies, links to external web-based resources were categorized as objectivist-individual instead of constructivist-individual because external links available on websites transmit knowledge and do not actively build knowledge as designed for massive open online courses (MOOCs), which was the context of the prior studies. Newly found delivery modes were categorized into a social-epistemological dimension individually by two authors and discussed and calibrated until concurrence was reached.

Descriptive statistics were used to analyze the variety of organizational sources, content topics, delivery modes, and social-epistemological dimensions within and between websites.

**Results**

**Organizational Sources of Websites**

In total, 14 websites (7 English and 7 Dutch) were analyzed. The source organization of 8 of the 14 websites (57%) was a support group, 4 websites (29%) had a professional nonprofit organizational source, 1 website (7%) was for an individual practice, and 1 website (7%). WikiKids [34], did not match any of the given categories and was therefore labelled as “other.” All English websites had an organizational generic top level domain (.org).

**Topics Discussed on the Websites**

The topics discussed on all 30 included webpages were analyzed and covered by 7 main themes: COVID-19 general information, recipient–pretransplant, recipient–posttransplant, donor–pretransplant and posttransplant, surgery and hospitalization, posttransplant regimens, and referral to... Of these 7 main themes, 3 (43%) were discussed on all 14 websites: COVID-19 general information, recipient–posttransplant, and referral to... (Figure 1). The minimum number of different main themes available per website was 3, and the maximum number was 7. A total of 4/14 websites (29%) discussed all main themes.
Figure 1. Distribution of different topics discussed on the included websites on COVID-19 for patients undergoing renal transplant and living donors, categorized in 7 main themes.

Within the 7 main themes, a total of 56 different topics were discussed (Figure 2). Most topics were related to issues on posttransplant care for recipients, such as risks of contracting COVID-19 after transplant (23/30 webpages, 77%); when to contact health care providers in case of COVID-19 symptoms after transplant (15/30 webpages, 50%); and whether renal transplant recipients should continue or cease taking immunosuppressive therapy (14/30 webpages, 47%). In total, 14 different topics related to regimens were found on the 30 webpages, such as employment (8 webpages, 27%), travelling abroad (8 webpages, 27%), mental health (7 webpages, 23%), and diet (7 webpages, 23%). General information on COVID-19 infection prevention was discussed on 22/30 webpages (73%). Referrals to health care providers were encountered on 20 of the 30 webpages (67%), and 18 webpages (60%) offered links to general advice. Topics related to surgery and hospitalization and living donor information were found on 6/30 webpages (20%) and 13/30 webpages (43%), respectively.
Figure 2. Numbers of webpages discussing content topics regarding COVID-19 for patients undergoing renal transplant and living donors. The webpages per included website that discussed the content topics were categorized in 7 main themes: (A) COVID-19 general information, (B) recipient–pretransplant, (C) recipient–posttransplant, (D) donor–pretransplant and posttransplant, (E) surgery and hospitalization, (F) posttransplant regimens, and (G) referral to….

Delivery Modes on the Websites

A total of 13 different delivery modes were encountered (Table 1). Of 13 these modes, 8 (62%) were instructional, mainly links to external web-based resources and text. Of these 8 instruction modes, 3 (38%) were not predetermined by Toven-Lindsey et al [21] and Hendriks et al [33]: text-to-speech function, instruction video, and documentary. Of the 5 different interaction modes found, 4 (80%) were not predetermined: question submission form, survey, webinar, and one-on-one chat. Webinars and discussion boards for dialogue were the most commonly offered modes (5 times each). All examined websites offered instructional modes, and 7/14 websites (50%) offered interaction modes (Figure 3). Assessment modes were not observed on any of the included websites.
Table 1. Numbers of available delivery modes on the 14 included websites with a total of 30 webpages (N=270), n (%). No assessment modes were encountered.

<table>
<thead>
<tr>
<th>Delivery mode</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instruction modes</strong></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>30 (11.1)</td>
</tr>
<tr>
<td>Link to external web-based resource</td>
<td>210 (77.8)</td>
</tr>
<tr>
<td>Video of instructor talking to camera</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Illustration or simulation</td>
<td>9 (3.3)</td>
</tr>
<tr>
<td>Digital textbook</td>
<td>2 (0.7)</td>
</tr>
<tr>
<td>Documentary</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Instruction video</td>
<td>2 (0.7)</td>
</tr>
<tr>
<td>Text-to-speech</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td><strong>Interaction modes</strong></td>
<td></td>
</tr>
<tr>
<td>Discussion board for dialogue</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>One-on-one chat</td>
<td>2 (0.7)</td>
</tr>
<tr>
<td>Question submission form</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Survey</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Webinar</td>
<td>5 (1.9)</td>
</tr>
</tbody>
</table>

The different delivery modes (n=13) were offered 270 times in total, consisting mainly of links to external resources (210, 77.8%) and text (30, 11.1%) (Table 1). Limited variation of available delivery modes was observed between all websites.
256/270 (94.8%) of all available modes were instructional. Text was the only delivery mode that was encountered on all websites (Table 2). Both instruction and interaction modes were offered by 7 of the 14 websites (50%). However, none of the websites offered all available delivery modes. The minimum number of different modes available per website was 1 (text only), and the maximum number was 7.

Table 2. Presence of delivery modes per included website per search engine, classified as instruction or interaction mode.

<table>
<thead>
<tr>
<th>Search engine</th>
<th>Google.nl</th>
<th>Google.com</th>
</tr>
</thead>
<tbody>
<tr>
<td>Website number</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Webpages, n</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14</td>
<td></td>
</tr>
<tr>
<td>Instruction modes, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>1 1 7 1 3 1 1 8 1 1 2 1 1 1</td>
<td></td>
</tr>
<tr>
<td>Link to external web-based resources</td>
<td>4 1 29 7 2</td>
<td>__ a</td>
</tr>
<tr>
<td>Video of instructor talking to camera</td>
<td>— — — 1 — — — — — — — — — —</td>
<td></td>
</tr>
<tr>
<td>Illustration or simulation</td>
<td>— — — — — — — — — — 2 — 3 — — — — — 4</td>
<td></td>
</tr>
<tr>
<td>Digital textbook</td>
<td>— — — — — — — — — — — — — — 2</td>
<td></td>
</tr>
<tr>
<td>Documentary</td>
<td>— — 1 — — — — — — — — — —</td>
<td></td>
</tr>
<tr>
<td>Instruction video</td>
<td>— — 1 — — — — — — — — — —</td>
<td></td>
</tr>
<tr>
<td>Text-to-speech</td>
<td>— 1 — — — — — — — — — — —</td>
<td></td>
</tr>
<tr>
<td>Interaction modes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discussion board for dialogue</td>
<td>— — 5 — — — — — — — — — — —</td>
<td></td>
</tr>
<tr>
<td>One-on-one chat</td>
<td>— — — — — — — — 2 — — — — — —</td>
<td></td>
</tr>
<tr>
<td>Question submission form</td>
<td>— — — — — — — — — — — — — — 1</td>
<td></td>
</tr>
<tr>
<td>Survey</td>
<td>— — 1 — — — — — — — — — — —</td>
<td></td>
</tr>
<tr>
<td>Webinar</td>
<td>— — 1 1 1 — — — — — — — — 1</td>
<td></td>
</tr>
</tbody>
</table>

—: not applicable.

Social-Epistemological Dimensions

In addition to the previously categorized delivery modes, the 7 nonpredetermined modes were classified into social-epistemological dimensions (Table 3) [21,33]. Text-to-speech functions, instruction videos, and documentaries were classified as objectivist-individual, whereas question submission forms and surveys were categorized as constructivist-individual. Webinars and one-on-one chats were categorized as constructivist-group. Of the 13 different delivery modes available, 8 (62%) were objectivist-individual, 2 (15%) were constructivist-individual, and 3 (23%) were constructivist-group. None of the offered delivery modes were within the objectivist-group dimension. The websites did not vary in the most commonly observed social-epistemological dimension (Figure 4). All of the 14 examined websites included objectivist-individual delivery modes, whereas constructivist-individual and constructivist-group modes were only offered by 2 (14%) and 6 (43%) websites, respectively. Individual-oriented delivery modes were observed the most frequently, with a minimum of 83% and a maximum of 100% per website.
Table 3. Social-epistemological dimensions of the delivery modes based on analysis of the social-epistemological dimensions according to the Teaching Approach Framework of Arbaugh and Benbunan-Fich [27] (N=270), n (%).

<table>
<thead>
<tr>
<th>Delivery mode</th>
<th>Objectivist-individual</th>
<th>Objectivist-group</th>
<th>Constructivist-individual</th>
<th>Constructivist-group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text</td>
<td>30 (11.1)</td>
<td><em>a</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Link to external web-based resource</td>
<td>210 (77.8)</td>
<td>_</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Video of instructor talking to camera</td>
<td>1 (0.4)</td>
<td>_</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illustration or simulation</td>
<td>9 (1.9)</td>
<td>_</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digital textbook</td>
<td>2 (0.7)</td>
<td>_</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Documentary</td>
<td>1 (0.4)</td>
<td>_</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instruction video</td>
<td>2 (0.7)</td>
<td>_</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text-to-speech</td>
<td>1 (0.4)</td>
<td>_</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discussion board for dialogue</td>
<td>_</td>
<td>_</td>
<td>5 (1.9)</td>
<td></td>
</tr>
<tr>
<td>One-on-one chat</td>
<td>_</td>
<td>_</td>
<td>2 (0.7)</td>
<td></td>
</tr>
<tr>
<td>Question submission form</td>
<td>_</td>
<td>_</td>
<td>1 (0.4)</td>
<td></td>
</tr>
<tr>
<td>Survey</td>
<td>_</td>
<td>_</td>
<td>1 (0.4)</td>
<td></td>
</tr>
<tr>
<td>Webinar</td>
<td>_</td>
<td>_</td>
<td></td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>Total</td>
<td>256 (94.8)</td>
<td>0 (0.0)</td>
<td>2 (0.7)</td>
<td>12 (4.4)</td>
</tr>
</tbody>
</table>

_a_: not applicable.

Figure 4. Distribution of social-epistemological dimensions per website.
Discussion

Since the COVID-19 outbreak, patients undergoing renal transplant and living donors have relied more than ever on telecommunication and web-based information because of fear and uncertainty about COVID-19 and limited in-person visits between the patient and health care provider. The aim of this study was to draw lessons from the topics conveyed and delivery modes used in web-based sources on COVID-19 and renal transplantation. The results show that the variety of content topics, delivery modes, and social-epistemological dimensions was limited. Additionally, the majority of the identified delivery modes focused on objective and individual learning.

In our study, only 3 of the 7 main themes were discussed on all the websites. Additionally, 18 of the 30 webpages (60%) referred users to external sources, and 20 (67%) referred them to health care providers for the latest information and general advice. A logical explanation is that information on COVID-19 rapidly becomes outdated because of the dynamics of the pandemic, and time and financial investments are required to provide the latest information. Regarding the content, the most frequently discussed topics were related to posttransplant care, such as risks of contracting COVID-19 after transplant and whether recipients should continue taking immunosuppressive therapy. The variety of content topics and number of webpages for living donors were limited. Each of the content topics discussed for living donors was also found for transplant recipients. General information about infection prevention, symptoms of COVID-19, and suggestions of what to do if experiencing said symptoms were observed frequently. In addition, only a few webpages discussed issues relating to mental health, employment, insurance, and support. This is in concordance with a previous study that demonstrated that after transplant, the main focus of health care providers is often on dealing with the disease and treatment, whereas patients would also prefer information on managing life after transplantation, including social and emotional support [35].

Previous studies have already focused on the medical quality of web-based information about renal transplants [36,37]. They found that this information is often unvalidated, inaccurate, and unreliable. Here, we focused on information delivery modes because these may influence patients’ health literacy (eg, understanding medical information and indirectly promoting behavioral changes and coping strategies) [8,9,27,28]. We found a limited variety of delivery modes; the majority of these modes were instructional, mainly consisting of text and links to external resources. Additionally, we did not find any assessment modes (eg, quizzes) on the websites of interest. Literature shows that there is a need for more interactive patient education. However, the desired education modalities of patients with renal disease are currently unknown [38]. We would suggest that web-based sources should offer more assessment modes because these are crucial to evaluating knowledge and can assist patients by providing insight into their personal goals [21,39]. Moreover, assessing patients’ understanding is an important element of promoting prevention behavior [40].

The limited variety in delivery modes is in contrast to another web-based education platform, MOOCs, of which a greater variety can be found in the medical field. This is probably because there are fewer time constraints with MOOCs and a wide team of people are involved in their development, including education professionals [33,41]. MOOCs are not fully comparable to websites, as a MOOC is a course with a beginning and end and contains learning objectives to be achieved. However, taking the educational design of MOOCs into account when developing website content could help improve the knowledge or change the behavior of learners who access the websites. It is interesting to note that the London School of Hygiene & Tropical Medicine recently developed a MOOC for the general public, which focused on understanding and responding to COVID-19 by providing multiple modes: articles, videos, peer reviews, and quizzes [42].

Previous studies demonstrated that actively constructing information instead of passively transferring it results in better and deeper understanding and embedding of knowledge and behavioral changes [24-26]. The vast majority of the delivery modes in our study contained an objectivist-individual dimension and almost no applied constructivist learning. As renal patients must cope with new lifestyle regimens and in-person contact between patients and health care providers is often replaced by telemedicine, patients are expected to take a more active role. This includes monitoring their blood pressure and weight at home. To maintain these behavioral changes, a shift to more constructivist modes of information delivery is recommended.

Moreover, the integration of group learning, such as interaction with peers and participation in group activities, is favorable to learning [27]. Previous studies showed that group-based education for patients with type 2 diabetes promotes disease-specific knowledge, self-empowerment, and drug adherence, and it even improves clinical outcomes compared to individual education [43]. In addition to its effectiveness, patients favor group learning because it enables them to immediately receive answers to questions, discuss experiences and questions with peers, and experience a feeling of community [44]. To incorporate group learning during times of social distancing and limited in-person visits, a webinar may be a good option because this delivery mode offers the possibility of synchronous web-based interactive conversation between patients, living donors, and health care providers [45]. Additionally, contact with peers can increase patients’ self-management, and group education settings can help patients to overcome feelings of isolation [46]. Moreover, implementing webinars in transplant care could help health care providers tailor information to patients’ information needs because patients and living donors can submit questions beforehand.

A limitation of our study is that we mapped the available delivery modes on the included webpages at a single time point in April 2020. However, the variety of delivery modes may change over time. Therefore, future studies should analyze available delivery modes at multiple time points to investigate the dynamics and compare differences.
In conclusion, the variety of topics and delivery modes of web-based information on COVID-19 for patients who undergo renal transplants and living donors is limited. We therefore recommend providing information on COVID-19 in more diverse and interactive ways. Additionally, web-based sources should focus more on knowledge construction than on passive information transfer, and they should take interactivity into account. This is particularly important in times of crisis, when rapid knowledge transfer is needed.
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Abstract

Background: Risk and crisis communication plays an essential role in public health emergency responses. The COVID-19 pandemic has triggered spontaneous and intensive media attention, which has affected people’s adoption of personal preventive measures and their mental health.

Objective: The aim of this study was to investigate the associations between exposure to COVID-19–specific information and mental health (depression and sleep quality) and self-reported compliance with personal preventive measures (face mask wearing and hand sanitizing). We also tested whether these associations were moderated by thoughtful consideration of the veracity of the information to which people were exposed.

Methods: A cross-sectional, closed web-based survey was conducted among a sample of 3035 factory workers at the beginning of work resumption following the COVID-19 outbreak in Shenzhen, China. A stratified two-stage cluster sampling design was used for recruitment. Multivariate linear and logistic regression models were used for the analyses.

Results: The prevalence of probable moderate-to-severe depression was 170/3035 (5.6%), while that of good or excellent sleep quality was 2110/3035 (69.5%). The prevalence of self-reported consistent face mask wearing in public places was 2903/3035 (95.7%), while that of sanitizing hands every time after returning from public spaces or touching public installations was 2151/3035 (70.9%). Of the 3035 respondents, 1013 to 1638 (33.3% to 54.0%) reported >1 hour of daily exposure to COVID-19–specific information through web-based media and television. After controlling for significant background variables, higher information exposure via television and via newspapers and magazines was associated with better sleep quality and higher compliance with hand sanitizing. Higher exposure via unofficial web-based media was associated with higher compliance with hand sanitizing.
but was also associated with higher depressive symptoms. In contrast, higher exposure through face-to-face communication was associated with higher depressive symptoms, worse sleep quality, and lower compliance with hand sanitizing. Exposure to information about positive outcomes for patients with COVID-19, development of vaccines and effective treatments, and heroic stories about frontline health care workers were associated with both better mental health and higher compliance with preventive measures. Higher overall information exposure was associated with higher depressive symptoms among participants who were less likely to carefully consider the veracity of the information to which they were exposed; it was also associated with better sleep quality among people who reported more thoughtful consideration of information veracity.

Conclusions: This study provides empirical evidence of how the amount, sources, and contents of information to which people were exposed influenced their mental health and compliance with personal preventive measures at the initial phase of work resumption in China. Thoughtful consideration of information quality was found to play an important moderating role. Our findings may inform strategic risk communication by government and public health authorities during the COVID-19 pandemic.

(J Med Internet Res 2020;22(10):e22596) doi:10.2196/22596
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COVID-19; information exposure; risk; communication; mental health; personal preventive measures; China; cross-sectional; public health; prevention

Introduction

Risk and crisis communication plays an essential role in public health emergency responses [1]. During public health emergencies, the media is an essential tool used by government and public health authorities to manage crises [2], and the public relies on media to understand the situation [3]. Infectious disease pandemics, such as severe acute respiratory syndrome (SARS) and Middle East respiratory syndrome (MERS) trigger spontaneous and intensive media attention, which could have effects on various public responses [4,5]. One of the most desirable public responses is the adoption of personal preventive measures. Universal face mask wearing [6] and hand hygiene [7] are strongly advocated by the World Health Organization (WHO) and have been widely implemented during the COVID-19 pandemic [8,9]. Media exposure has been demonstrated to increase health knowledge among the public, which in turn encourages desirable preventive behaviors during infectious disease pandemics [4,10].

In addition, people facing a public health emergency often experience a range of negative emotions. During the COVID-19 outbreak, the unknown cause of the disease, fatal outcomes, and interruption of daily routines likely increased levels of negative emotions [11]. The COVID-19 pandemic also triggered mental health problems among the general public, such as stress, panic, depression, and anxiety [12-14]. The media tend to overemphasize risk and sensationalize crises, and repeated information exposure through the media may result in public panic and fear. According to Social Amplification Theory, this panic and fear can be further amplified through the exchange of information on diverse media platforms or through face-to-face communication [15]. Mental distress provoked by information exposure can fuel the proliferation of misinformation and amplify adverse health outcomes and maladaptive responses [16-18].

The importance of web-based media during public health emergencies has been increasing over time. Individuals have turned to web-based media during pandemics to find information related to safety precautions, news updates, and protective equipment. For example, during the SARS and MERS outbreaks, Chinese and South Korean people turned to the internet to find information that was unavailable on traditional media channels [19,20]. During the early phase of the COVID-19 outbreak in 2020, 94% of Hong Kong residents considered social media to be their most important information source [21]. Compared to traditional media, web-based media platforms (such as social media) provide not only information but also emotional expression. It has been observed that negative emotions are more likely to be conveyed on social media than positive emotions during an infectious disease pandemic [22]. Another study suggested that social media has had a significant impact on the spread of fear and panic during the COVID-19 outbreak [23]. Studies conducted during the MERS outbreak of 2015 indicated that increased exposure to MERS-specific information through social media was simultaneously associated with higher adoption of personal preventive measures and higher levels of negative emotions [4,24]. However, traditional media consumption (e.g., television and newspapers) did not influence personal preventive measures or mental health [4,24].

Previous studies have shown that people are likely to react emotionally rather than rationally during a disease outbreak [25]. For example, in one study [26], participants were less able to pay attention to external information and did not trust authorities. Moreover, they were more likely to absorb negative rather than positive information. Although web-based media is a powerful tool for disseminating information, there are concerns related to inaccurate data, unverified rumors, and even malicious misinformation on these platforms [4]. With the COVID-19 outbreak, a global epidemic of misinformation has also been spreading rapidly through social media, which poses a serious additional challenge for public health efforts [27,28]. In response, the WHO and many other public health authorities are verifying rumors and providing evidence-based information [29,30]. In this information environment, it is also important to understand how audiences process the obtained information (e.g., the extent of thoughtful consideration of the veracity of health information) and whether these processes will affect their behaviors and mental health during the pandemic.

This study targeted workers who resumed work in China at the beginning of work resumption. Although the implementation
of strict nationwide control measures (eg, closure of all unessential businesses) effectively controlled the pandemic, it severely damaged China’s economy [31]. Therefore, the Chinese government scaled up work resumption starting on February 20, 2020 [32]. However, there were concerns that the increase in public contact after work resumption would result in a second wave of COVID-19 in China [33]. Implementing effective risk communication can help workers comply with personal preventive measures without amplifying panic or negative emotions, which is crucial to achieve a balance of disease control with revitalization of the economy.

To the best of our knowledge, there have been no studies investigating behavioral or mental health outcomes of exposure to COVID-19–specific information at the initial phase of work resumption following the COVID-19 outbreak. The objective of this study was to investigate the associations between COVID-19–specific information exposure and four outcome variables, including depression, sleep quality, self-reported consistent face mask wearing, and hand hygiene. The study also tested whether the associations between information exposure and outcomes varied as a function of thoughtful consideration of the veracity of information to which the participants were exposed.

**Methods**

**Settings and Participants**

A cross-sectional, closed web-based survey was conducted from March 1 to 14, 2020, in Shenzhen, China. Approximately 65.1% of the residents of this city are internal migrants, and 34.3% are factory workers [34]. During the COVID-19 pandemic, Shenzhen has been one of the most severely affected regions in China outside of Hubei Province, which is the epicenter of the pandemic. The daily increase in confirmed COVID-19 cases peaked at 60 on January 31. By March 1, 2020, 100 factories in Shenzhen had resumed work. A stratified two-stage cluster sampling approach was used for recruitment. First, 14 factories were randomly selected by the research team. Of these 14 factories, 10 (71%) manufactured electronic devices, 2 (14%) manufactured watches, 1 (7%) manufactured beverages, and 1 (7%) manufactured biotechnology products. All full-time employees aged ≥18 years who had resumed work in these factories were then invited to complete a web-based survey. Details of the study background are shown in Figure 1.

![Figure 1](http://www.jmir.org/2020/10/e22596/) Background of the present survey, including the trend of cumulative confirmed COVID-19 cases in mainland China and critical responses to COVID-19 in Shenzhen, a city in Guangdong Province. PHE: public health emergency; WHO: World Health Organization.

**Procedure**

We developed a web-based questionnaire using Questionnaire Star, a commonly used web-based survey platform in China. The link to access the web-based questionnaire was shared in WeChat, a popular messaging app. In addition to national guidelines, the Shenzhen government requested that each factory establish WeChat groups including all employees as part of the preparation for work resumption. A designated coordinator responsible for COVID-19 control in each factory facilitated the data collection. This coordinator posted the study information and the link to access the web-based questionnaire in the WeChat group and invited all eligible workers who had resumed work to participate. The coordinator also sent out reminders in the WeChat groups twice per week during the study period. These designated coordinators did not participate in the survey. The coordinators and participants were asked not to disseminate the survey access link to people outside their factories. Before starting the web-based survey, the participants read a statement indicating that participation was voluntary, refusal to participate would have no effect on them, the survey would not collect personal contacts or identifying information, and the data would be kept strictly confidential and would only be used for research purposes. Web-based informed consent was sought. Each individual WeChat account was allowed to access the web-based survey once. The web-based survey platform performed completeness checks before each questionnaire was submitted. Participants were able to review
and change their responses using a Back button. Upon completion of the survey, an electronic coupon of ¥10 (US $1.30) was sent to each participant. All data were stored in the server of the survey platform and were protected by a password. Only the corresponding authors had access to the database. Of 4158 workers who had resumed work in these factories on March 1, 2020, 3035 completed the web-based survey. The overall response rate was 73.0%. Ethics approval was obtained from the Seventh Affiliated Hospital, Sun Yat-sen University (reference: KY-2020-005-001).

Measures

Background Variables

Sociodemographic data such as age, gender, highest education level, marital status, monthly personal income, status as frontline workers or management staff, and type of factories the respondents were working in were collected.

COVID-19–Specific Information Exposure

Five items assessed daily average time (hours) of COVID-19–specific information exposure through different sources from January 24 (the first day of the Chinese New Year holiday) through the survey date. Sources of health information included official web-based media (media accounts of government institutions), unofficial web-based media (media accounts of private organizations or self-published accounts), television, newspapers and magazines, and face-to-face communication. The Overall Information Exposure Scale was constructed by summing the individual item scores (1=almost none, 2=<1 hour, 3=1-2 hours, 4=3-4 hours, and 5=>4 hours). A higher score on the scale indicated exposure to a higher amount of COVID-19–specific information.

Participants were also asked to report their frequencies of exposure to information on the eight most popular topics related to COVID-19 during the outbreak (0=almost never to 3=always). These topics included statistics about the COVID-19 pandemic (number of confirmed or suspected cases, deaths, and recoveries), positive information about governmental responses to COVID-19 (eg, building mobile clinics, mobilizing national resources to epidemic areas), negative information about governmental responses to COVID-19 (eg, insufficient supply of protective equipment by some local governmental organizations), information about the development of vaccines and effective treatments, heroic stories about frontline health care workers, positive information about patients with COVID-19 (eg, recovery, discharge from hospital), negative information about patients with COVID-19 (eg, severe symptoms and deaths, other negative consequences for patients and their families), and information about negative impacts of the COVID-19 pandemic on the economy (eg, bankruptcy of businesses, layoffs, pay cuts).

A single item assessed the frequency of thoughtful consideration of the veracity of health information: “When you viewed information about COVID-19, how often did you carefully think about its veracity?” (0=almost never to 3=always). This variable was treated as a moderator.

Mental Health

Depressive symptoms were measured using the validated Chinese version of the 9-item Patient Health Questionnaire (PHQ-9) [35]. Participants were asked to rate the frequency at which they experienced each of nine depressive symptoms over the past two weeks (0=never to 3=nearly every day). A mean score was calculated and used for analysis (alpha reliability=.91). A summative score ≥10 indicated the presence of probable moderate to severe depression [36].

Global sleep quality over a 7-day recall period was measured using a single-item Sleep Quality Scale with a rating range from 0 to 10. A higher score indicated better sleep quality. The original score was then recoded into four categories: 1=poor or terrible (0-3), 2=fair (4-6), 3=good (7-9), and 4=excellent (10) [37]. This instrument has been demonstrated to be a reliable and valid measure without significantly increasing respondents’ survey burden.

Self-Reported Compliance With Personal Preventive Measures

Participants were asked to report the frequency at which they wore face masks in the workplace and in other public settings (public places and transportation) in the past month (response categories: every time, often, sometimes, never). A composite variable of “consistent face mask wearing” was created to represent respondents who reported wearing a face mask every time both in the workplace and in other public settings (0=no, 1=yes). Participants also reported the frequency at which they sanitized their hands using soaps, liquid soaps, or alcohol-based hand sanitizers after returning from public spaces or touching public installations and equipment (eg, handrails, elevator control panels, or door knobs) (response categories: every time, often, sometimes, never). This item was also recoded into a binary variable of “sanitizing hands every time” (0=no, 1=yes).

Statistical Analysis

The characteristics of all studied variables were described first. The associations between independent variables (including overall amount, sources, and content of COVID-19–specific information exposure) and mental health outcomes (depressive symptoms and sleep quality) were tested using multivariable linear regression analysis; the associations between the independent variables and behavioral outcomes (self-reported consistent face mask wearing and sanitizing hands every time) were tested using multivariable logistic regression analysis. Background characteristics that were significantly associated with the dependent variables were adjusted for in the regression models. Adjusted unstandardized coefficients (B) or adjusted odds ratios (AORs) and their 95% CIs were reported. An interaction term was further created by multiplying overall information exposure and thoughtful consideration of information veracity, and this term was included in the multivariable linear and logistic regression models to test its significance. SPSS version 24 (IBM Corporation) was used to conduct all analyses, with a two-sided P value <.05 indicating statistical significance.
Results

Background Characteristics
Over half of the 3035 participants were <30 years of age (1552, 51.1%), male (1612, 53.1%), married (1812, 59.7%), had attained an education level lower than college or university (2004, 66%), had a monthly income level lower than ¥5000 (US $714) (1542, 50.8%), were frontline workers (1847, 60.9%), and were working in an electronic device manufacturing factory (2353, 77.5%) (Table 1).

COVID-19–Specific Information Exposure
Of the 3035 participants, 1638 (54.0%), 1057 (34.8%), and 1013 (33.3%) had been exposed to COVID-19–specific information via official web-based media, unofficial web-based media, and television for >1 hour per day, respectively. Smaller proportions reported a daily exposure of >1 hour via newspaper (499/3035, 16.5%) and face-to-face communication (506/3035, 16.7%). Regarding the contents of the information, over half of the 3035 participants were always exposed to statistics about the COVID-19 pandemic (1720, 56.7%), positive information about governmental responses to COVID-19 (1617, 53.3%), and heroic stories about frontline health care workers (1542, 50.8%). Only 1065 of the 3035 participants (35.1%) always thought carefully about the veracity of the COVID-19–specific information (Table 2).
Table 1. Background characteristics of the study sample (N=3035), n (%).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>653 (21.5)</td>
</tr>
<tr>
<td>26-30</td>
<td>899 (29.6)</td>
</tr>
<tr>
<td>31-40</td>
<td>1195 (39.4)</td>
</tr>
<tr>
<td>&gt;40</td>
<td>288 (9.5)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1612 (53.1)</td>
</tr>
<tr>
<td>Female</td>
<td>1423 (46.9)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>1223 (40.3)</td>
</tr>
<tr>
<td>Married</td>
<td>1812 (59.7)</td>
</tr>
<tr>
<td><strong>Highest education level attained</strong></td>
<td></td>
</tr>
<tr>
<td>Junior high or below</td>
<td>1163 (38.3)</td>
</tr>
<tr>
<td>Senior high or equivalent</td>
<td>841 (27.7)</td>
</tr>
<tr>
<td>College or university</td>
<td>895 (29.5)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>136 (4.5)</td>
</tr>
<tr>
<td>**Monthly personal income (¥)**a</td>
<td></td>
</tr>
<tr>
<td>&lt;3000</td>
<td>179 (5.9)</td>
</tr>
<tr>
<td>3000-4999</td>
<td>1363 (44.9)</td>
</tr>
<tr>
<td>5000-6999</td>
<td>763 (25.1)</td>
</tr>
<tr>
<td>7000-9999</td>
<td>327 (10.8)</td>
</tr>
<tr>
<td>≥10,000</td>
<td>403 (13.3)</td>
</tr>
<tr>
<td><strong>Type of work</strong></td>
<td></td>
</tr>
<tr>
<td>Frontline worker</td>
<td>1847 (60.9)</td>
</tr>
<tr>
<td>Manager</td>
<td>1188 (39.1)</td>
</tr>
<tr>
<td><strong>Factory type</strong></td>
<td></td>
</tr>
<tr>
<td>Electronic device manufacturing</td>
<td>2353 (77.5)</td>
</tr>
<tr>
<td>Watchmaking</td>
<td>307 (10.1)</td>
</tr>
<tr>
<td>Beverage manufacturing</td>
<td>191 (6.3)</td>
</tr>
<tr>
<td>Biotechnology product manufacturing</td>
<td>184 (6.1)</td>
</tr>
</tbody>
</table>

a1 ¥=US $0.14 on March 1, 2020.
Table 2. Exposure to COVID-19–specific information in the study sample (N=3035).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Daily average hours of exposure to COVID-19–specific information through different channels, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Official web-based media</strong></td>
<td></td>
</tr>
<tr>
<td>Almost never</td>
<td>134 (4.4)</td>
</tr>
<tr>
<td>Less than 1 hour</td>
<td>1263 (41.6)</td>
</tr>
<tr>
<td>1-2 hours</td>
<td>911 (30.0)</td>
</tr>
<tr>
<td>3-4 hours</td>
<td>258 (8.5)</td>
</tr>
<tr>
<td>More than 4 hours</td>
<td>469 (15.5)</td>
</tr>
<tr>
<td><strong>Unofficial web-based media</strong></td>
<td></td>
</tr>
<tr>
<td>Almost never</td>
<td>543 (17.9)</td>
</tr>
<tr>
<td>Less than 1 hour</td>
<td>1435 (47.3)</td>
</tr>
<tr>
<td>1-2 hours</td>
<td>572 (18.8)</td>
</tr>
<tr>
<td>3-4 hours</td>
<td>186 (6.1)</td>
</tr>
<tr>
<td>&gt;4 hours</td>
<td>299 (9.9)</td>
</tr>
<tr>
<td><strong>Television</strong></td>
<td></td>
</tr>
<tr>
<td>Almost never</td>
<td>614 (20.2)</td>
</tr>
<tr>
<td>Less than 1 hour</td>
<td>1408 (46.4)</td>
</tr>
<tr>
<td>1-2 hours</td>
<td>608 (20.0)</td>
</tr>
<tr>
<td>3-4 hours</td>
<td>147 (4.8)</td>
</tr>
<tr>
<td>&gt;4 hours</td>
<td>258 (8.5)</td>
</tr>
<tr>
<td><strong>Newspapers and magazines</strong></td>
<td></td>
</tr>
<tr>
<td>Almost never</td>
<td>1628 (53.6)</td>
</tr>
<tr>
<td>Less than 1 hour</td>
<td>908 (29.9)</td>
</tr>
<tr>
<td>1-2 hours</td>
<td>294 (9.7)</td>
</tr>
<tr>
<td>3-4 hours</td>
<td>78 (2.6)</td>
</tr>
<tr>
<td>&gt;4 hours</td>
<td>127 (4.2)</td>
</tr>
<tr>
<td><strong>Face-to-face communication</strong></td>
<td></td>
</tr>
<tr>
<td>Almost never</td>
<td>1269 (41.9)</td>
</tr>
<tr>
<td>Less than 1 hour</td>
<td>1260 (41.5)</td>
</tr>
<tr>
<td>1-2 hours</td>
<td>309 (10.2)</td>
</tr>
<tr>
<td>3-4 hours</td>
<td>76 (2.5)</td>
</tr>
<tr>
<td>&gt;4 hours</td>
<td>121 (4.0)</td>
</tr>
<tr>
<td><strong>Overall Information Exposure Scale (5 items; sum score), mean (SD)</strong></td>
<td>6.26 (3.92)</td>
</tr>
<tr>
<td><strong>Frequency of exposure to different topics of COVID-19–specific information, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Statistics about the COVID-19 pandemic</strong></td>
<td></td>
</tr>
<tr>
<td>Almost never</td>
<td>248 (8.2)</td>
</tr>
<tr>
<td>Seldom</td>
<td>318 (10.5)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>749 (24.7)</td>
</tr>
<tr>
<td>Always</td>
<td>1720 (56.7)</td>
</tr>
<tr>
<td><strong>Positive information about governmental responses to COVID-19</strong></td>
<td></td>
</tr>
<tr>
<td>Almost never</td>
<td>155 (5.1)</td>
</tr>
<tr>
<td>Seldom</td>
<td>260 (8.6)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>1003 (33.0)</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Value</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Always</td>
<td>1617 (53.3)</td>
</tr>
<tr>
<td>Negative information about governmental responses to COVID-19</td>
<td></td>
</tr>
<tr>
<td>Almost never</td>
<td>290 (9.6)</td>
</tr>
<tr>
<td>Seldom</td>
<td>445 (14.7)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>1138 (37.5)</td>
</tr>
<tr>
<td>Always</td>
<td>1162 (38.3)</td>
</tr>
<tr>
<td>Information about development of vaccines and effective treatment</td>
<td></td>
</tr>
<tr>
<td>Almost never</td>
<td>196 (6.5)</td>
</tr>
<tr>
<td>Seldom</td>
<td>404 (13.3)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>1156 (38.1)</td>
</tr>
<tr>
<td>Always</td>
<td>1279 (42.1)</td>
</tr>
<tr>
<td>Heroic stories about frontline health care workers</td>
<td></td>
</tr>
<tr>
<td>Almost never</td>
<td>145 (4.8)</td>
</tr>
<tr>
<td>Seldom</td>
<td>227 (7.5)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>1121 (36.9)</td>
</tr>
<tr>
<td>Always</td>
<td>1542 (50.8)</td>
</tr>
<tr>
<td>Positive information about patients with COVID-19</td>
<td></td>
</tr>
<tr>
<td>Almost never</td>
<td>155 (5.1)</td>
</tr>
<tr>
<td>Seldom</td>
<td>297 (9.8)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>1174 (38.7)</td>
</tr>
<tr>
<td>Always</td>
<td>1409 (46.4)</td>
</tr>
<tr>
<td>Negative information about patients with COVID-19</td>
<td></td>
</tr>
<tr>
<td>Almost never</td>
<td>357 (11.8)</td>
</tr>
<tr>
<td>Seldom</td>
<td>594 (19.6)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>1190 (39.2)</td>
</tr>
<tr>
<td>Always</td>
<td>894 (29.5)</td>
</tr>
<tr>
<td>Information about negative impacts of the COVID-19 pandemic on the economy</td>
<td></td>
</tr>
<tr>
<td>Almost never</td>
<td>515 (17.0)</td>
</tr>
<tr>
<td>Seldom</td>
<td>651 (21.4)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>1097 (36.1)</td>
</tr>
<tr>
<td>Always</td>
<td>772 (25.4)</td>
</tr>
<tr>
<td>Thoughtful consideration of the veracity of COVID-19–specific information, n (%)</td>
<td></td>
</tr>
<tr>
<td>Almost never</td>
<td>207 (6.8)</td>
</tr>
<tr>
<td>Seldom</td>
<td>346 (11.4)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>1417 (46.7)</td>
</tr>
<tr>
<td>Always</td>
<td>1065 (35.1)</td>
</tr>
</tbody>
</table>

**Mental Health and Self-Reported Compliance With Personal Preventive Measures**

The prevalence of probable moderate to severe depression was 170/3035 (5.6%), and that of good or excellent sleep quality was 2110/3035 (69.5%) (Table 3). Regarding behavioral responses, 2903/3035 (95.7%) and 2151/3035 (70.9%) participants reported consistent face mask wearing in any public places and sanitizing hands every time after returning from public spaces or touching installations, respectively.
Table 3. Mental health and behavioral outcomes in the study sample (N=3035).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mental health outcomes</strong></td>
<td></td>
</tr>
<tr>
<td>Depressive symptoms (mean score of the PHQ-9&lt;sup&gt;a&lt;/sup&gt;), mean (SD)</td>
<td>2.12 (4.02)</td>
</tr>
<tr>
<td><strong>Sleep quality</strong></td>
<td></td>
</tr>
<tr>
<td>Poor or terrible, n (%)</td>
<td>112 (3.7)</td>
</tr>
<tr>
<td>Fair, n (%)</td>
<td>813 (26.8)</td>
</tr>
<tr>
<td>Good, n (%)</td>
<td>1384 (45.6)</td>
</tr>
<tr>
<td>Excellent, n (%)</td>
<td>726 (23.9)</td>
</tr>
<tr>
<td>Mean score (SD)</td>
<td>2.90 (0.80)</td>
</tr>
<tr>
<td><strong>Self-reported compliance with personal preventive measures, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Self-reported consistent face mask wearing (wearing a face mask every time in the workplace and in other public spaces or transportation)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>132 (4.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>2903 (95.7)</td>
</tr>
<tr>
<td>Self-reported hand sanitizing every time after returning from public spaces or touching installations</td>
<td>884 (29.1)</td>
</tr>
<tr>
<td>Yes</td>
<td>2151 (70.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PHQ-9: 9-item Patient Health Questionnaire.

Associations Between Information Exposure and Mental Health Outcomes

In the univariate analysis, age, marital status, education level, monthly personal income, status as frontline worker or manager, and factory type were significantly associated with depressive symptoms and sleep quality (Multimedia Appendix 1).

After adjusting for these significant background characteristics, a higher overall amount of COVID-19–specific information exposure was associated with higher depressive symptoms (adjusted B=0.05, P=.006). Specifically, higher exposure via unofficial web-based media (adjusted B=0.20, P=.001) and face-to-face communication (adjusted B=0.45, P<.001) was associated with higher depressive symptoms. Exposure to negative information about patients with COVID-19 (adjusted B=0.15, P=.049) and about effects on the economy (adjusted B=0.31, P<.001) was associated with higher depressive symptoms, while exposure to information about development of vaccines and effective treatments was associated with lower depressive symptoms (adjusted B –0.16, P=.045) (Table 4).

A higher overall amount of COVID-19–specific information exposure was associated with better sleep quality (adjusted B=0.01, P=.01). Specifically, exposure via face-to-face communication was associated with poorer sleep quality (adjusted B=−0.04, P=.01), while exposure via television (adjusted B 0.05, P<.001) and newspapers and magazines (adjusted B=0.07, P<.001) was associated with better sleep quality. Exposure to negative information about patients with COVID-19 (adjusted B=−0.03, P=.04) and negative impacts on the economy (adjusted B=−0.04, P=.02) was associated with poorer sleep quality. In contrast, exposure to heroic stories about frontline health care workers (adjusted B=0.06, P=.002) and positive information about patients with COVID-19 (adjusted B=0.04, P=.02) was associated with better sleep quality.
Table 4. Linear regression on exposure to COVID-19–specific information and mental health outcomes (N=3035).

<table>
<thead>
<tr>
<th>Exposure</th>
<th>Depressive symptoms</th>
<th>Sleep quality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adjusted B (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Frequency of exposure to COVID-19–specific information through different channels</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Official web-based media</td>
<td>0.10 (–0.02 to 0.23)</td>
<td>.11</td>
</tr>
<tr>
<td>Unofficial web-based media</td>
<td>0.20 (0.08 to 0.33)</td>
<td>.001</td>
</tr>
<tr>
<td>Television</td>
<td>–0.02 (–0.15 to 0.11)</td>
<td>.76</td>
</tr>
<tr>
<td>Newspapers and magazines</td>
<td>–0.01 (–0.15 to 0.13)</td>
<td>.87</td>
</tr>
<tr>
<td>Face-to-face communication</td>
<td>0.45 (0.30 to 0.60)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Overall information exposure</td>
<td>0.05 (0.02 to 0.09)</td>
<td>.006</td>
</tr>
<tr>
<td>Frequency of exposure to different contents of COVID-19–specific information</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statistics about the COVID-19 pandemic</td>
<td>0.02 (–0.13 to 0.18)</td>
<td>.76</td>
</tr>
<tr>
<td>Positive information about governmental responses to COVID-19</td>
<td>–0.13 (–0.30 to 0.04)</td>
<td>.12</td>
</tr>
<tr>
<td>Negative information about governmental responses to COVID-19</td>
<td>0.01 (–0.14 to 0.16)</td>
<td>.86</td>
</tr>
<tr>
<td>Information about development of vaccines and effective treatment</td>
<td>–0.16 (–0.32 to –0.00)</td>
<td>.045</td>
</tr>
<tr>
<td>Heroic stories about frontline health care workers</td>
<td>–0.13 (–0.30 to 0.05)</td>
<td>.16</td>
</tr>
<tr>
<td>Positive information about patients with COVID-19</td>
<td>–0.11 (–0.28 to 0.06)</td>
<td>.21</td>
</tr>
<tr>
<td>Negative information about patients with COVID-19</td>
<td>0.15 (0.00 to 0.29)</td>
<td>0.049</td>
</tr>
<tr>
<td>Information about negative impacts of the COVID-19 pandemic on the economy</td>
<td>0.32 (0.18 to 0.46)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Associations Between Information Exposure and Behavioral Outcomes

In the univariate analysis, age, gender, marital status, education level, and factory type were associated with face mask wearing and sanitizing hands every time (Multimedia Appendix 1).

After adjusting for these significant background characteristics, the overall or source-specific amount of COVID-19–specific information exposure was not significantly associated with consistent face mask wearing. Exposure to statistics about the COVID-19 pandemic (AOR 1.23, 95% CI 1.04-1.45; P=.02), negative information about governmental responses (AOR 1.32, 95% CI 1.11-1.56; P=.001), heroic stories about frontline health care workers (AOR 1.30, 95% CI 1.08-1.56; P=.007), and positive information about patients with COVID-19 (AOR 1.33, 95% CI 1.11-1.60; P=.002) were positively associated with this outcome.

Overall amount of COVID-19–specific information exposure (AOR=1.03, 95% CI 1.01-1.05; P=.003) and specific exposure through official web-based media, unofficial web-based media, television, and newspapers and magazines, with AORs ranging from 1.07 (95% CI 1.00-1.15) to 1.21 (95% CI 1.11-1.32), were positively associated with sanitizing hands every time, while a negative association was found for exposure through face-to-face communication (AOR=0.91, 95% CI 0.84-0.98; P=.02). Exposure to all eight information topics was positively associated with this outcome, with AORs ranging from 1.09 (95% CI 1.01-1.18) to 1.36 (95% CI 1.24-1.49) (Table 5).
Table 5. Logistic regression of media exposure to COVID-19–specific information and behavioral outcomes (N=3035).

<table>
<thead>
<tr>
<th>Media exposure</th>
<th>Consistent face mask wearing</th>
<th>Sanitizing hands every time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adjusted odds ratio (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Frequency of exposure to COVID-19–specific information through different channels</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Official web-based media</td>
<td>1.01 (0.87-1.18)</td>
<td>.90</td>
</tr>
<tr>
<td>Unofficial web-based media</td>
<td>1.03 (0.88-1.20)</td>
<td>.74</td>
</tr>
<tr>
<td>Television</td>
<td>1.11 (0.94-1.30)</td>
<td>.22</td>
</tr>
<tr>
<td>Newspapers and magazines</td>
<td>1.03 (0.87-1.23)</td>
<td>.70</td>
</tr>
<tr>
<td>Face-to-face communication</td>
<td>1.13 (0.92-1.37)</td>
<td>.24</td>
</tr>
<tr>
<td>Overall information exposure</td>
<td>1.02 (0.97-1.07)</td>
<td>.39</td>
</tr>
<tr>
<td>Frequency of exposure to different COVID-19–specific information</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statistics about the COVID-19 pandemic</td>
<td>1.23 (1.04-1.45)</td>
<td>.02</td>
</tr>
<tr>
<td>Positive information about governmental responses to COVID-19</td>
<td>1.16 (0.96-1.40)</td>
<td>.12</td>
</tr>
<tr>
<td>Negative information about governmental responses to COVID-19</td>
<td>1.32 (1.11-1.56)</td>
<td>.001</td>
</tr>
<tr>
<td>Information about development of vaccines and effective treatment</td>
<td>1.16 (0.97-1.39)</td>
<td>.11</td>
</tr>
<tr>
<td>Heroic stories about frontline health care workers</td>
<td>1.30 (1.08-1.56)</td>
<td>.007</td>
</tr>
<tr>
<td>Positive information about patients with COVID-19</td>
<td>1.33 (1.11-1.60)</td>
<td>.002</td>
</tr>
<tr>
<td>Negative information about patients with COVID-19</td>
<td>1.17 (0.98-1.38)</td>
<td>.08</td>
</tr>
<tr>
<td>Information about negative impacts of the COVID-19 pandemic on the economy</td>
<td>1.13 (0.95-1.35)</td>
<td>.16</td>
</tr>
</tbody>
</table>

Moderation Effects of Thoughtful Consideration of Information Veracity

The interaction term was significantly associated with depressive symptoms (adjusted B=−0.04, P=.047) and sleep quality (adjusted B=0.01, P<.001). Overall amount of information exposure was associated with higher depressive symptoms among participants who were less likely to consider the veracity of the information to which they were exposed; this association was not significant among those who were more likely to consider the veracity of this information. In contrast, overall amount of information exposure was associated with better sleep quality among participants who were more likely to consider the veracity of the information to which they were exposed; this association was not significant among those who were less likely to consider the veracity of this information (Figure 2 and Multimedia Appendix 2). Thoughtful consideration of information veracity did not moderate the association between overall amount of information exposure and behavioral responses.
**Discussion**

**Principal Findings**

The COVID-19 pandemic may have increased mental health problems among Chinese factory workers after work resumption, as their prevalence of moderate to severe depression was higher than that observed in the general population before the pandemic (5.6% versus 2.4%) [38]. The prevalence of terrible or poor sleep quality was lower than that of Chinese workers who returned to work in Jiangsu Province (14.9%) [39]. Regarding self-reported compliance with personal preventive measures, the prevalence of consistent face mask wearing in all public spaces was very high, which is crucial for COVID-19 prevention in factories where physical distancing cannot be guaranteed.
Despite the WHO recommendation on hand hygiene [7], few participants always sanitized their hands. The importance of hand hygiene must be emphasized during work resumption.

Our findings suggest that the COVID-19 pandemic triggered intensive media responses, as our participants had been exposed to large amounts of COVID-19–specific information every day following the outbreak in China. Web-based media and television were the most common information sources, while newspapers and magazines and face-to-face communication were less common. These findings are consistent with previous reports, which showed a substantial increase in the use of web-based media and television following the COVID-19 outbreak [40].

Consistent with previous studies [4,24], we found that different sources of information exposure had differing effects on mental health and behavioral outcomes. First, television, newspapers, and magazines are traditional media outlets that are mainly operated by governmental organizations in China. Exposure to COVID-19–specific information through these channels not only increased compliance with personal preventive measures but also improved mental health and well-being. These media channels mainly report information verified by expert sources [4,24]. Previous studies suggested that the more people read newspapers and watched television reports about MERS, the more knowledge they acquired about the disease and its prevention strategies [4,24]. Being knowledgeable about COVID-19 was associated with better compliance with personal preventive measures [21] and lower levels of worry or panic [41]. In addition to knowledge dissemination, these traditional media outlets in China often disseminate information about the government’s preparedness plans, actions, and progress in controlling COVID-19. This information is helpful to build trust in the government’s capacity to counter the pandemic. Trust in government was positively associated with adoption of personal preventive measures and mental health during an infectious disease pandemic [42,43].

It was interesting to find that information exposure through official web-based media was associated with better hand hygiene but did not affect mental health status. In China, these media outlets are operated by governmental organizations and disseminate similar information to traditional media. However, instead of one-way communication, official web-based media platforms are interactive and allow readers to leave comments. We speculate that people viewed both positive and negative feedback for specific topics, which may have offset the positive influence on mental health. Information exposure through unofficial web-based media sources was likely to have both positive and negative aspects, as it motivated personal preventive measures but triggered mental health problems at the same time. These findings are similar to studies conducted during the 2015 MERS outbreak in South Korea [4,24]. Compared to official media sources (official web-based media and traditional media in China), unofficial web-based media sources contained not only factual information but also emotional content [22,44]. Negative emotions and unnecessary sensationalism are more likely to be present and amplified in these media outlets during an infectious disease outbreak than in official media channels.

Information exposure through face-to-face communication was limited, probably due to strict control measures implemented by the Chinese government to curb the COVID-19 pandemic (eg, intracity travel restrictions, community lockdown). However, the influence of face-to-face communication cannot be neglected. Higher levels of information exposure through this source were associated with decreased levels of hand hygiene and poorer mental health. It is likely that false and unverified information was disseminated by face-to-face communication during the pandemic. Studies have shown that “bottom-up” misinformation accounted for a significant proportion of information sharing between laypersons during the COVID-19 pandemic [45]. The consequences of misinformation can be long-lasting and should not be underestimated in health crisis management [29].

Our study covered eight types of COVID-19–related content that were active topics attracting public attention from the Chinese population during the pandemic [44,46]. Exposure to all these types of content was associated with increased compliance with face mask wearing and/or hand hygiene. A sufficient amount of information exposure about COVID-19, regardless of topic and valence (positive, negative, or neutral), could potentially cultivate a global sense of emergency and enhance compliance with these preventive measures. Exposure to content about positive outcomes for patients with COVID-19, development of effective treatments and vaccines, and heroic stories about frontline health care workers were associated with better mental health. This is understandable, as these types of information can increase people’s confidence in the control of the pandemic and hence reduce their concern. Moreover, heroic stories may increase altruism, which has a protective effect on mental health during a pandemic. In contrast, negative information about patients with COVID-19 and about impacts on the economy were associated with decreased mental health. Observing the detrimental consequences of COVID-19 may induce fear, according to fear appeal theory [47]. Pay cuts or layoffs resulting from COVID-19 are potential stressors that may lead to worse mental health [48].

The measure of thoughtful consideration inherently assessed the participants’ motivation to scrutinize information quality but also the ability to acquire, discern, and understand accurate health information [49-51]. During the global epidemic of misinformation that has accompanied the COVID-19 pandemic, some individuals were able to actively protect themselves against the crisis. Our results highlighted that thoughtful consideration of the veracity of information to which the participants were exposed significantly moderated the association between overall amount of information exposure and mental health. Participants who thought more about information veracity suffered less from the adverse effect of high information exposure on depression and even had better sleep quality compared to people with low information exposure. People with inadequate skills and resources to analyze and appraise the information to which they are exposed may be particularly vulnerable to mental distress due to high information anxiety, confusion about information quality, and unsatisfied information needs [12,52,53]. There is a significant need for...
intervention, as only 35% of the participants always thought carefully about the veracity of COVID-19–specific information.

**Implications**

Our findings may inform strategic risk communication by government and public health authorities during the COVID-19 outbreak and future public health emergencies to build public trust and facilitate prevention without amplifying panic. Future risk communication related to COVID-19 in China should make use of official web-based media and traditional media platforms; increase dissemination of information about patient rehabilitation, development of effective treatments and vaccines, and heroic deeds of frontline health care workers; and inform the public about effective strategies to reactivate the economy. Pilot testing of communication campaign messages among the target audience is also recommended. Furthermore, it is imperative to invest in building communication capacity to combat the crisis of misinformation. Government and public health authorities should proactively identify misinformation, provide clarifications, and empower the public with adequate skills to critically evaluate the veracity of information.

**Limitations**

The present study has some limitations. First, causal relationships between information exposure and the studied outcomes cannot be determined due to the cross-sectional design. Reverse relationships are possible; for example, individuals with mental distress may spend more time searching for COVID-19–related information [16]. Second, the survey did not capture the temporal pattern of information exposure and its correlations with health outcomes [46]; instead, global indicators were used to measure the average exposure levels over a critical period from the initial outbreak to the containment phase. Third, the measures did not differentiate active and passive information gathering; however, the majority of the Chinese population proactively sought related information during the COVID-19 pandemic [21,40]. Fourth, generalization of the evidence from a workforce sample should be made cautiously. The mental health impact of information exposure may be different for people who are unemployed or retired. This study was conducted in one city; however, the participants had resided in 29 of the 34 provincial regions in China prior to work resumption, and the observed findings are thus not only limited to the context of Shenzhen. Moreover, the data were self-reported and verification was not feasible. Participants may also overreport their compliance with personal preventive measures due to social desirability. The web-based survey was anonymous and did not collect participants’ personal details. These measures may have reduced the degree of social desirability bias.

**Conclusion**

This study provides empirical evidence of how different dimensions of COVID-19–specific information exposure influenced mental health status and compliance with personal preventive measures at the initial phase of work resumption in China. Thoughtful consideration of the veracity of information played an important role in moderating the associations between information exposure and mental health. These findings can help improve crisis communication during the response to the ongoing pandemic.
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Abstract

Background: Since its outbreak in January 2020, COVID-19 has quickly spread worldwide and has become a global pandemic. Social media platforms have been recognized as important tools for health-promoting practices in public health, and the use of social media is widespread among the public. However, little is known about the effects of social media use on health promotion during a pandemic such as COVID-19.

Objective: In this study, we aimed to explore the predictive role of social media use on public preventive behaviors in China during the COVID-19 pandemic and how disease knowledge and eHealth literacy moderated the relationship between social media use and preventive behaviors.

Methods: A national web-based cross-sectional survey was conducted by a proportionate probability sampling among 802 Chinese internet users (“netizens”) in February 2020. Descriptive statistics, Pearson correlations, and hierarchical multiple regressions were employed to examine and explore the relationships among all the variables.

Results: Almost half the 802 study participants were male (416, 51.9%), and the average age of the participants was 32.65 years. Most of the 802 participants had high education levels (624, 77.7%), had high income >¥5000 (US $736.29) (525, 65.3%), were married (496, 61.8%), and were in good health (486, 60.6%). The average time of social media use was approximately 2 to 3 hours per day (mean 2.34 hours, SD 1.11), and the most frequently used media types were public social media (mean score 4.49/5, SD 0.78) and aggregated social media (mean score 4.07/5, SD 1.07). Social media use frequency (β=0.20, P<.001) rather than time significantly predicted preventive behaviors for COVID-19. Respondents were also equipped with high levels of disease knowledge (mean score 8.15/10, SD 1.43) and eHealth literacy (mean score 3.79/5, SD 0.59). Disease knowledge (β=0.11, P=.001) and eHealth literacy (β=0.27, P<.001) were also significant predictors of preventive behaviors. Furthermore, eHealth literacy (P=.038) and disease knowledge (P=.03) positively moderated the relationship between social media use frequency and preventive behaviors, while eHealth literacy (β=.07) affected this relationship positively and disease knowledge (β=-.07) affected it negatively. Different social media types differed in predicting an individual’s preventive behaviors for COVID-19. Aggregated social media (β=.22, P<.001) was the best predictor, followed by public social media (β=.14, P<.001) and professional social media (β=.11, P=.002). However, official social media (β=.02, P=.597) was an insignificant predictor.

Conclusions: Social media is an effective tool to promote behaviors to prevent COVID-19 among the public. Health literacy is essential for promotion of individual health and influences the extent to which the public engages in preventive behaviors during a pandemic. Our results not only enrich the theoretical paradigm of public health management and health communication but also have practical implications in pandemic control for China and other countries.

(J Med Internet Res 2020;22(10):e19684) doi:10.2196/19684
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Introduction

Background
COVID-19, an acute infectious disease, quickly spread worldwide after it emerged in December 2019 and has evolved from an epidemic to a pandemic. As of the end of May 2020, over 200 countries and territories had reported laboratory-confirmed cases of COVID-19, and the global number of confirmed cases of COVID-19 had exceeded 6,000,000 [1]. As a global pandemic, SARS-CoV-2, the novel coronavirus that causes COVID-19, has infected more people than either of its two predecessors, severe acute respiratory syndrome coronavirus (SARS-CoV) in 2003 and Middle East respiratory syndrome coronavirus (MERS-CoV) in 2012 [2]; thus, COVID-19 poses a serious threat to global development. There has been an obvious rise in the number of emerging and re-emerging infectious diseases over the past two decades, such as severe acute respiratory syndrome (SARS, 2003), H1N1 (2009), Middle East respiratory syndrome (MERS, 2012), Ebola virus (2014), and Zika virus (2016). All these infections were difficult to control due to a lack of effective vaccines and medicines, which led to great concern and anxiety among the public and to challenges for public health systems [3,4].

Preventive behaviors are essential to control infectious diseases from both public and individual perspectives. Authorities and public health agencies should implement a variety of pharmaceutical and nonpharmaceutical interventions to prevent pandemic expansion, including vaccination and medical prophylaxis, hygienic precautions, patient isolation, and other social distancing measures [5]. Individuals should also take preventive measures to protect themselves, such as washing hands frequently with soap or hand sanitizer, avoiding crowded gatherings, and wearing face masks when going outside [6]. Because many infectious diseases erupt in a short time and have high morbidity and mortality rates, it is difficult for executive agencies to impose sufficient interventions to control these diseases in a timely fashion. Thus, effective disease-management activities benefit greatly from preventive measures by individuals [7]. Therefore, educating the public to enhance health awareness and increase disease knowledge is crucial in a pandemic.

Information communication and media use are well suited to achieve this goal by providing the public with professional information, decreasing public panic, disseminating health knowledge, and expressing appreciation to the public for their cooperation [8]. Regarding the COVID-19 pandemic, information communication is still crucial for disease prevention. China has potential advantages in the area of social media. Since the rapid development of the internet and emerging mobile media technologies, China has made remarkable achievements in mobile digital communication. Chinese internet users are also called “netizens,” defined as Chinese citizens who use the internet for at least 1 hour per week by the China Internet Network Information Center (CNNIC); these netizens have been marked by the rise of a highly connected and digitally empowered general public [9]. As of June 2019, the number of Chinese netizens had reached 847 million according to the CNNIC [10]. Social media applications are becoming increasingly diversified; WeChat, Weibo, QQ, and TikTok are the most frequently used platforms by Chinese netizens.

Also, social media is widely used by Chinese authorities to inform the public about the latest news, disseminate public health knowledge, refute rumors, and facilitate effective coordination of medical, public, and pharmaceutical resources. Although social media has been broadly used in China, the effects of social media on disease prevention have still not been greatly investigated. In this study, we hope to explore the predictive role of social media use in public preventive behaviors and how health literacy moderates the causality between individuals’ social media use and preventive behaviors during the COVID-19 pandemic in Chinese contexts.

Literature Review and Hypotheses

The mechanisms underlying the effects of social media use on health behavioral changes is that coverage of a pandemic on social media can magnify the public’s fear and urge the public to take preventive actions [11]. Prior studies indicated that mass media use can produce positive changes or prevent negative changes in health-related behaviors across large populations [12]; for example, frequency of listening to the radio and reading the newspaper were associated with increased odds of being vaccinated [13], while time spent watching television was positively correlated with water, sanitation, and hygiene behaviors [14]. Comparatively, social media (eg, Facebook, Twitter, WeChat, Weibo) has provided the public and health institutes with new avenues for disease prevention during an epidemic or pandemic, as it allows two-way communication between health authorities and the public. Social media has also been found to be useful in terms of health-promotion interventions, such as preventing increases in risky sexual behavior [15], contributing to improved knowledge and attitudes toward skin cancer [16], positively influencing maternal influenza vaccine uptake [17], and targeting lifestyle changes among users with chronic diseases [18]. Additionally, studies on the effects of social media have shed light on its utility in public health domains. For example, Facebook was used for strategic crisis communication by health authorities in Singapore during the Zika virus pandemic [19]; moreover, WeChat and Weibo use were found to significantly increase preventive behaviors for haze health [20]. Scholars are paying increasing attention to the role of social media during pandemics; however, the question of whether social media use can affect the public’s affective responses or preventive behaviors still deserves exploration. Thus, we propose the first research question:

RQ1: Does social media use predict preventive behaviors among Chinese netizens during the COVID-19 pandemic?

Social cognitive theory is used to explain how people learn behaviors by observing others. It emphasizes the reciprocal...
causation of individual behaviors between personal factors (eg, values, self-efficacy, outcome expectations), behavioral factors (eg, prior behavior) and social environmental factors (eg, others’ behaviors, feedback). This theory provides a conceptual framework of how media use influences human beings’ thoughts, affect, and actions. Media use leads to behavioral changes by communicating information through two pathways. On one hand, media use promotes changes by informing, enabling, motivating, and guiding users to take direct action to effect change [21]. On the other hand, people adopt, support, spread, and share innovative ideas or behaviors in the socially mediated pathways of social media [22]. As a socially mediated factor, social media frames and reinforces social norms and enriches the ability of the public to receive health information, such as news, knowledge, and health behavior patterns. This knowledge can be rapidly and widely diffused by exerting social influences on people’s health behaviors through observational learning [23]. Therefore, the degree to which people’s use of social media to access health information for disease management may influence an individual’s health behavioral outcomes.

As media use is a composite concept that comprises a cluster of measurements, research questions about media use and health behaviors are usually presented as “how many hours did you spend on [social media platform, such as Facebook, Twitter, or YouTube] per day?” [13] or “how many times did you use a particular social media platform?” [24], which can be respectively summarized as “time of media use” (ie, how long) and “frequency of media use” (ie, how often). Time and frequency are also known to be the key variables of social media use. Thus, we proposed two hypotheses:

\[ H1: \text{Social media use time is positively associated with preventive behaviors during the COVID-19 pandemic.} \]

\[ H2: \text{Social media use frequency is positively associated with preventive behaviors during the COVID-19 pandemic.} \]

In addition to time and frequency, type is a crucial dimension of social media use. As the media landscape has changed dramatically, media types have rapidly become diversified in the new media environment [25]. In China, users usually obtain news or information via mobile news channels. The number of web-based news users has been reported to be 686 million, which accounts for 80.3% of Chinese netizens [10]. Web-based mobile news channels mostly consist of various applications that are characterized by social interactive functions such as reading, commenting, retweeting, and timely interaction. These platforms can be divided into different types by their functions. Official social media outlets, such as China Central Television (CCTV) and People’s Daily, often serve as the voice of government or administrative institutions. Professional social media is an emerging form of social media that focuses on news in the professional domain. For example, Caixin News focuses on finance. Aggregated social media is a new type of media that collects and distributes news or information from different agencies. The scope of news on aggregated social media is widespread, including politics, the economy, culture, sports, and entertainment. Public social media (eg, WeChat, Weibo, TikTok), also called interpersonal social media, is produced and disseminated by individuals. Netizens can use public social media to share news with their friends or strangers. All the above types of social media include almost all the social media platforms in China, and each media type is aimed at particular users. For instance, traditional official media represents the official voice of the government, while public or aggregated social media provides voices to grassroots organizations or individuals [26].

At the same time, various types of social media appear to have different effects. Web-based content has been reported to facilitate safer sex literacy and information-sharing intentions on social networking sites [27]. Traditional media (eg, television and radio) can be a more effective tool for managing crises than social media and websites; meanwhile, social media should also be considered to be effective during public health interventions, as younger people heavily rely on social media to seek information [28]. Additionally, when messages are transmitted through reliable web-based personal broadcasting channels, they can induce new attitudes or intentions to change in users [29]. In particular, previous studies have examined the associations of particular types of media access with information-seeking behaviors. For example, Alhwail and Abdulsalam [30] indicated that people searched YouTube most for health information, but they did not place a high value on other social media platforms such as Twitter, Snapchat, and Facebook. Stawarz et al [31] found in their investigation that people used mobile technologies to support their mental health for specific purposes. Hence, inspired by previous results, it is essential to examine the relationship between different social media types and the public’s preventive behaviors for COVID-19. Here, we propose another research question:

\[ RQ2: \text{Do social media types (official social media, professional social media, public social media, aggregated social media) differ in terms of predicting users’ preventive behaviors during the COVID-19 pandemic?} \]

Health Literacy and Preventive Behaviors

**eHealth Literacy**

The predictors of preventive measures are not merely based on the external impact of social media but also involve internal “assets,” including the set of health knowledge, skills, and capabilities that is called health literacy. As a discrete form of literacy, health literacy is becoming increasingly important in predicting health promotion and prevention [32]. In 2004, the US Institute of Medicine [33] defined health literacy as “the degree to which individuals have the capacity to obtain, process, and understand basic health information and services needed to make appropriate health decisions.” This concept is also interpreted and has evolved as a wide range of skills that people develop to seek out, comprehend, evaluate, and use health information.

The internet is now widely used and has drastically changed how health information is disseminated [34]. eHealth literacy combines information and media literacies and applies them to eHealth promotion. It has been defined as “the ability to seek,
find, understand, and appraise health information from electronic sources and to apply the knowledge gained to addressing or solving health problems [35].” eHealth literacy is becoming increasingly important as individuals continue to seek medical advice from various web-based sources, especially social media. Empirical studies have also found that eHealth literacy positively influences health outcomes, such as health-promoting behaviors among people with diabetes [36] and people’s health-related quality of life [37]. College students with higher eHealth literacy were found to be less likely to consume unhealthy food [38].

**Disease Knowledge**

In addition to eHealth literacy, disease knowledge is a vital component of health literacy; it enables people to recognize the symptoms, understand the causes, and perceive the risks of chronic diseases or infectious diseases [39]. Disease knowledge is also effective in improving health management, and it even acts as a predictor of change in an individual’s health behaviors. Authorities are generally implementing additional measures to improve the level of disease knowledge among the public, with the aim of changing the attitudes of citizens toward public health prevention [40]. For example, disease knowledge can change attitudes and practices toward rabies prevention [41], levels of oncological knowledge had an impact on individuals’ decisions to consent to particular medical procedures [42], and higher public health knowledge was positively associated with more frequent handwashing [14].

Additionally, disease knowledge and eHealth literacy can combine as intermediate factors linking to health status [43]. eHealth literacy has been independently related to disease knowledge; it also further influences disease knowledge by an indirect pathway [44]. For example, diabetes knowledge was the most important factor associated with glycemic control, and health literacy through diabetes knowledge exerted an indirect influence on self-care and medication adherence [45].

Therefore, we propose four hypotheses here:

- **H3**: eHealth literacy is positively associated with preventive behaviors during the COVID-19 pandemic.
- **H4**: Disease knowledge is positively associated with preventive behaviors during the COVID-19 pandemic.
- **H5**: eHealth literacy moderates the relationship between social media use and preventive behaviors during the COVID-19.
- **H6**: Disease knowledge moderates the relationship between social media use and preventive behaviors during the COVID-19 pandemic.

**Methods**

**Design and Recruitment**

A national web-based cross-sectional survey was executed by proportionate probability sampling in this study to examine whether social media use predicted Chinese netizens’ preventive behaviors during the COVID-19 pandemic and to explore the moderators of disease knowledge and eHealth literacy. The proportionate probability sampling method was employed according to the gender and age distributions of Chinese netizens reported in the 44th Statistical Report on Internet Development.
of China (SRIDC) [10]. The SRIDC is an authoritative report that is released annually by the CNNIC and is based on a representative national survey with a sample size of 60,000. As the report showed, people 20 to 60 years of age were the main body of Chinese netizens; they represented 72.3% of the entire sample. In our survey, the web-based sample pool had an age limitation in that participants >60 years of age were rare. Thus, we selected 20 to 60 years of age as the target sample age range. We set the age intervals and proportions as 20 to 29 years of age (34.02%), 30 to 39 years of age (32.78%), 40 to 49 years of age (23.93%) and 50 to 59 years of age (9.27%); also, the proportions of men and women for each age range were 52.4% and 47.6%, respectively, according to the population distribution of Chinese netizens; these proportions were also in line with the SRIDC.

Participants were recruited using a web-based platform from the Questionnaire Star survey company [46], which contains over 2.6 million registered panelists in its sample pool. A structured questionnaire was developed and pretested for this study (Multimedia Appendix 1). Then, the web-based survey was partially adjusted and formally executed. The survey was conducted from February 13 to 21, 2020. After excluding ineligible samples (eg, incomplete or completed in a very short time), we finally collected 802 valid questionnaires from 952 respondents. The valid response rate was 84.24%.

Ethics Statement

Authorization to conduct the research and recruit participants was obtained from the Institutional Review Board of the authors’ university (ID: 202000203). In addition, the purpose of this study was elucidated by the “Notification of Sample Service” (Survey ID: 57071374). Consent was obtained from all the participants before the web-based survey was conducted by the survey agency [46]. Participation was completely voluntary, and the participants could choose to quit at any time for any reason during the process of answering the web-based questionnaire.

Instruments

Demographic Information

The six most frequently used sociodemographic variables were collected, including gender (0=female and 1=male), age (the respondents reported their birth year and we computed their actual age, eg, if the respondent entered “1980,” we computed 2020 – 1980 to obtain an age of 40 years), education (from 1=middle school or less to 5=master’s degree and above), monthly income (1, <¥1500; 2, ¥1500 to 3000; 3, ¥3001 to 5000; 4, ¥5001 to 8000; 5, ¥8001 to 12,000; 6, ¥12,001 to 20,000; 7, >¥20,000; 1 ¥=US $0.14), marital status (1, single; 2, divorced or widowed; 3, separated; 4, cohabiting; 5, married), and health status (from 1=severe disease to 5=good).

Social Media Use

Media use was measured by the following questions: social media use time (“In the past week, how much time did you spend using social media every day to learn about news of the COVID-19 pandemic?” with answers ranging from “less than one hour” to “5 hours and more”); type of social media use (“Which channel do you use often to obtain COVID-19 information every day?” with four types of social media channels, including “Official social media, such as People’s Daily,” “Professional social media, such as Ding Xiang Doctor,” “Public social media, such as WeChat,” and “Aggregated social media, such as Tencent News,” with possible answers for each social media channel of 1, never used; 2, 1 to 2 times per week; 3, 3 to 4 times per week; 4, 5 to 6 times per week, and 5, one or more times per day). Additionally, the variable of social media use frequency was measured by the sum score of the frequencies of all four types of social media channels (maximum score: 20), and a higher score indicates more frequent use of social media.

Preventive Behaviors

Preventive behaviors were measured by 10 items consisting of basic protective recommendations during the COVID-19 pandemic (eg, “Washing your hands after going home” and “Covering your mouth and nose with a tissue or sleeves when you cough or sneeze”). The 10 items were assessed by a self-reported measurement scale. Firstly, the measures of disease knowledge were drawn from the COVID-19 Protection Manual (Hong Kong version, February 2020) [47] and COVID-19 Protection Manual (China Mainland version, January 2020) [48]. 20 items were generated as alternative metrics. Second, we consulted with medical experts on all the metrics. According to their suggestions, we selected 10 items as the final measurement metrics. Before the formal survey was conducted, we invited 10 adults to conduct a pilot study and modified the survey correspondingly until the validity and reliability were acceptable. Finally, we adopted the adapted measures. Respondents were asked to indicate the extent to which they agreed with the statements on a 5-point Likert scale ranging from 1=never executed to 5=do it every time (Cronbach α=.75).

Disease Knowledge

Disease knowledge was assessed by a self-reported measurement scale consisting of 10 items (eg, “The incubation period of COVID-19 infections is generally 3-7 days, with a maximum of 14 days,” “The coronavirus volume is about 3 microns”). Like the measurement process of preventive behaviors, the instrument of disease knowledge was drawn from the COVID-19 Protection Manual (Hong Kong Version, February 2020) [47] and COVID-19 Protection Manual (China Mainland version, January 2020) [48]. We generated 20 items, also in consultation with medical experts. Finally, 10 items were used as the final measurement metrics via a pilot study. The answer options were “yes” or “no” for each item. Participants were given 1 point for the correct answer and 0 points for an incorrect response for each item. The variable of disease knowledge had possible scores of 0 to 10 (Cronbach α=.70).

eHealth Literacy

eHealth Literacy was assessed by the 8-item eHealth Literacy Scale (eHEALS) [34]. The eHEALS is a reliable computer-based measure of patients’ knowledge and self-efficacy for obtaining and evaluating web-based health resources. This brief scale assesses an individual’s perceived ability to find, understand, and appraise health information from web-based sources and applying that knowledge to address health concerns (eg, “I know...” with possible answers ranging from “a little bit” to “very knowledgeable”). The eHEALS score range is from 0 to 20, with a higher score indicating greater eHealth literacy.
what health resources are available on the internet” and “I know where to find helpful health resources on the internet”). The eHEALS was developed in English. It was translated into a Chinese version for our questionnaire, and we invited 5 adults to conduct a pilot study. The results indicated that the reliability of the Chinese version is high; therefore, we adopted it. Response options included a 5-point Likert scale ranging from 1=totally disagree to 5=totally agree (Cronbach α=.82).

**Statistical Analysis**

Descriptive statistics were used to assess the sociodemographic characteristics of the respondents, including gender, age, education, monthly income, marital status, and health status. Category variables were described as n (%). Continuous variables were expressed as mean (SD). Category variables (including education, monthly income, marital status, and health status) were also dummy-coded, and one group was set as a reference group in each category. Pearson correlation analysis and hierarchical multiple regression were employed. Two-tailed Pearson correlations were used to examine the correlations between the control variables and the independent and dependent variables, respectively.

Two hierarchical regression models were used to test the research questions and hypotheses. The first hierarchical multiple regression was used to investigate RQ1, H1, H2, H3, H4, H5, and H6, in which the demographics were set as the control variables for Model 1. Then, the social media use time and social media use frequency were introduced in Model 2, and disease knowledge and eHealth literacy were introduced in Model 3. Finally, the two interaction items of social media use frequency × disease knowledge and social media use frequency × eHealth literacy were entered in Model 4. Two additional interaction items, time × eHealth literacy and time × disease knowledge, were entered in Model 5. The second hierarchical regression was carried out to explore the predictors of the four social media types (RQ2). The demographics were set as the control variables for Model 1, and four types of social media channels (official social media, professional social media, public social media, aggregated social media) were introduced in Model 2. All statistical analyses were calculated with SPSS for Windows version 22.0 (IBM Corporation).

**Results**

**Descriptive Statistics**

**Sociodemographic Profiles**

Among the 802 participants, 416 (51.9%) were male and 386 (48.1%) were female. The ages of the respondents ranged from 20 to 60 years, which is representative of Chinese netizens according to 2019 CNNIC statistics [10]. The sample overrepresented high education (above bachelor’s degree, 624/902, 77.7%) and high monthly income of >¥5000 (US $736.29, 525/802, 65.3%) compared with the respective values of 9.7% and 27.1% reported in the SRIDC. Most of the respondents had a bachelor’s (undergraduate) degree or higher, and nearly half of the respondents’ monthly income was >¥8000 (US $1178). Additionally, the majority of the respondents in our sample were married (496/802, 61.8%) and in good health (486/802, 60.6%). A detailed comparison of our sample profile and the CNNIC sample is presented in Table 1.
Table 1. Sociodemographic characteristics of our research sample and the CNNIC sample.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Research sample (N=802), n (%)</th>
<th>CNNIC sample (N=60,000), %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>386 (48.1)</td>
<td>47.6</td>
</tr>
<tr>
<td>Male</td>
<td>416 (51.9)</td>
<td>52.4</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20</td>
<td>N/A</td>
<td>20.9</td>
</tr>
<tr>
<td>20-29</td>
<td>318 (39.7)</td>
<td>24.6</td>
</tr>
<tr>
<td>30-39</td>
<td>288 (35.9)</td>
<td>23.7</td>
</tr>
<tr>
<td>40-59</td>
<td>196 (24.4)</td>
<td>24.0</td>
</tr>
<tr>
<td>&gt;60</td>
<td>N/A</td>
<td>6.9</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary school and below</td>
<td>N/A</td>
<td>18.0</td>
</tr>
<tr>
<td>Middle school</td>
<td>9 (1.1)</td>
<td>38.1</td>
</tr>
<tr>
<td>High school</td>
<td>54 (6.7)</td>
<td>23.8</td>
</tr>
<tr>
<td>Associate degree</td>
<td>115 (14.4)</td>
<td>10.5</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>547 (68.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Bachelor’s degree and above</td>
<td>N/A</td>
<td>9.7</td>
</tr>
<tr>
<td>Master’s degree and above</td>
<td>77 (9.6)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Monthly income (¥)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1500</td>
<td>50 (6.2)</td>
<td>31.7</td>
</tr>
<tr>
<td>1500-3000</td>
<td>68 (8.5)</td>
<td>20.3</td>
</tr>
<tr>
<td>3001-5000</td>
<td>159 (19.9)</td>
<td>20.8</td>
</tr>
<tr>
<td>5001-8000</td>
<td>242 (30.1)</td>
<td>14.1</td>
</tr>
<tr>
<td>8001-12,000</td>
<td>191 (23.8)</td>
<td>13.0</td>
</tr>
<tr>
<td>12,001-20,000</td>
<td>78 (9.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>&gt;20,000</td>
<td>14 (1.7)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)CNNIC: China Internet Network Information Center.  
\(^b\)N/A: not applicable.  
\(^c\)In the CNNIC survey, “Bachelor’s degree and above” was a single category.  
\(^d\)1 ¥=US $0.14 on February 13, 2020.

**Characteristics of Social Media Use, Health Literacy, and Preventive Behaviors**

Table 2 presents the basic characteristics of social media users in terms of social media use, disease knowledge, eHealth literacy, and preventive behaviors. Respondents did not spend much more time on social media every day to learn about the COVID-19 pandemic, as the average social media use time was approximately 2 to 3 hours per day (mean 2.34, SD 1.12). By contrast, the respondents used social media more often (mean score 13.59/20, SD 2.42) when compared with reference point 12. As the types of social media channels, respondents liked to use public social media and aggregated social media more than official social media and professional social media. Respondents had a high level of disease knowledge (mean score 8.15/10, SD 1.43) and eHealth literacy (mean score 3.79/5, SD 0.59). Moreover, respondents also took many preventive behaviors (mean score 4.30/5, SD 0.44) for health management during the COVID-19 pandemic.
Table 2. Characteristics of social media use, disease knowledge, eHealth literacy and preventive behaviors (N=802), mean (SD).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social media use time (hours)</td>
<td>2.34 (1.11)</td>
</tr>
<tr>
<td>Social media use frequency&lt;sup&gt;a&lt;/sup&gt;</td>
<td>13.59 (2.42)</td>
</tr>
<tr>
<td>Social media type&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Official social media</td>
<td>2.54 (1.20)</td>
</tr>
<tr>
<td>Professional social media</td>
<td>2.48 (1.11)</td>
</tr>
<tr>
<td>Public social media</td>
<td>4.49 (0.78)</td>
</tr>
<tr>
<td>Aggregated social media</td>
<td>4.07 (1.07)</td>
</tr>
<tr>
<td>Disease knowledge&lt;sup&gt;c&lt;/sup&gt;</td>
<td>8.15 (1.43)</td>
</tr>
<tr>
<td>eHealth literacy&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.79 (0.59)</td>
</tr>
<tr>
<td>Preventive behaviors&lt;sup&gt;e&lt;/sup&gt;</td>
<td>4.30 (0.44)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Measured by the sum score of the frequencies of all four types of social media channels (maximum score: 20).

<sup>b</sup>Measured on a scale with scores of 1=never used to 5=one or more times per day.

<sup>c</sup>Measured by 10 yes/no questions with a possible score of 1 to 10 (Cronbach α=.70).

<sup>d</sup>Measured by the 8-item eHealth Literacy Scale with scores of 1=totally disagree to 5=totally agree (Cronbach α=.82).

<sup>e</sup>Measured by a 10-item scale with scores of 1=never executed to 5=do it every time (Cronbach α=.75).

Predictors and Moderators of Preventive Behaviors

Before the two hierarchical multiple regressions were conducted, Pearson correlations were employed to assess the correlations between independent variables and dependent variables. As displayed in the correlation table in Multimedia Appendix 2, significant correlations exist between demographics, social media use, disease knowledge, eHealth literacy, and preventive behaviors; however, social media use time (β=.07, P>.05) did not predict preventive behaviors. Thus, H1 was not supported.

To examine the predictors and moderators of the preventive behaviors, the first hierarchical multiple regression was carried out, and the full results are shown in Table 3 (the change in R² upon adding the interaction of the last step of Model 5 was insignificant; therefore, we selected Model 4 as our final model). Social media use frequency (β=.20, P<.001), disease knowledge (β=.11, P=.001), and eHealth literacy (β=.27, P<.001) significantly and positively predicted preventive behaviors, respectively, when controlling sociodemographic variables (gender, age, education, monthly income, marital status, and health status). eHealth literacy (β=.27) also emerged as the main effect. These results supported H2, H3, and H4; they also partly answered RQ1, which states that social media use frequency rather than social media use time can predict preventive behaviors during the COVID-19 pandemic.

The results showed significant correlations of the social media use frequency × disease knowledge and social media use frequency × eHealth literacy interactions with preventive behaviors (β=−.07, P=.03, and β=.07, P=.04, respectively). These results indicate that disease knowledge and eHealth literacy significantly moderate the relationship between social media use frequency and preventive behaviors. Moreover, eHealth literacy positively moderated the relationship between disease knowledge and preventive behaviors, while social media use frequency negatively moderated this relationship. We also checked the moderator effects of social media use time × eHealth literacy (β=.02, P=.51) and social media use time × disease knowledge (β=.05, P=.15); however, both these correlations were insignificant. Thus, H5 and H6 were partly supported.

The slope test is often applied to test the magnitude of a moderated effect on the conditional value of a moderator. Given that the interaction items were significant, we performed slope tests and plotted the predicted preventive behaviors separately for high and low eHealth literacy or disease knowledge (1 SD above the mean and 1 SD below the mean, respectively; see Figure 2 and Figure 3). The simple slope analyses indicated that for social media users who had lower levels of eHealth literacy, a higher level of frequency of social media use (mean −1SD) was associated with higher levels of preventive behaviors (β simple=.02, P<.001). For people with higher levels of eHealth literacy (mean +1SD), the positive association between the frequency of social media and preventive behaviors was also significant (β simple=.044, P<.001), and the magnitude of this association was greater than that for lower levels of eHealth literacy.
Table 3. Hierarchical multiple regression examining the predictors and moderators of preventive behaviors during the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Model 2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Model 3&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Model 4&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Model 5&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>P value</td>
<td>β</td>
<td>P value</td>
<td>β</td>
</tr>
<tr>
<td><strong>Demographic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female gender</td>
<td>−.11</td>
<td>.001</td>
<td>−.12</td>
<td>&lt;.001</td>
<td>−.12</td>
</tr>
<tr>
<td>Age</td>
<td>.20</td>
<td>&lt;.001</td>
<td>.20</td>
<td>&lt;.001</td>
<td>.24</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle school</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
</tr>
<tr>
<td>High school</td>
<td>.13</td>
<td>.13</td>
<td>.12</td>
<td>.17</td>
<td>.08</td>
</tr>
<tr>
<td>Associate degree</td>
<td>.13</td>
<td>.27</td>
<td>.12</td>
<td>.29</td>
<td>.07</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>.18</td>
<td>.25</td>
<td>.16</td>
<td>.29</td>
<td>.07</td>
</tr>
<tr>
<td>Master’s degree and above</td>
<td>.09</td>
<td>.38</td>
<td>.08</td>
<td>.42</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Income (¥)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1500</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
</tr>
<tr>
<td>1500-3000</td>
<td>.05</td>
<td>.34</td>
<td>.02</td>
<td>.71</td>
<td>.06</td>
</tr>
<tr>
<td>3001-5000</td>
<td>.12</td>
<td>.08</td>
<td>.05</td>
<td>.44</td>
<td>.09</td>
</tr>
<tr>
<td>5001-8000</td>
<td>.19</td>
<td>.01</td>
<td>.10</td>
<td>.18</td>
<td>.11</td>
</tr>
<tr>
<td>8001-12,000</td>
<td>.23</td>
<td>.001</td>
<td>.12</td>
<td>.08</td>
<td>.13</td>
</tr>
<tr>
<td>12,001-20,000</td>
<td>.17</td>
<td>.002</td>
<td>.11</td>
<td>.049</td>
<td>.10</td>
</tr>
<tr>
<td>&gt;20,000</td>
<td>.08</td>
<td>.06</td>
<td>.05</td>
<td>.26</td>
<td>.05</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
</tr>
<tr>
<td>Single</td>
<td>.03</td>
<td>.54</td>
<td>.06</td>
<td>.21</td>
<td>.08</td>
</tr>
<tr>
<td>Divorced</td>
<td>.01</td>
<td>.78</td>
<td>.02</td>
<td>.50</td>
<td>.03</td>
</tr>
<tr>
<td>Separated</td>
<td>−.06</td>
<td>.09</td>
<td>−.05</td>
<td>.11</td>
<td>−.05</td>
</tr>
<tr>
<td>Cohabiting</td>
<td>−.07</td>
<td>.05</td>
<td>−.05</td>
<td>.14</td>
<td>−.05</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
<td>Reference</td>
</tr>
<tr>
<td>Severe disease</td>
<td>−.01</td>
<td>.88</td>
<td>.01</td>
<td>.80</td>
<td>.02</td>
</tr>
<tr>
<td>Chronic disease</td>
<td>−.07</td>
<td>.06</td>
<td>−.07</td>
<td>.03</td>
<td>−.07</td>
</tr>
<tr>
<td>Suboptimal health</td>
<td>−.12</td>
<td>.001</td>
<td>−.12</td>
<td>&lt;.001</td>
<td>−.12</td>
</tr>
<tr>
<td>Fair</td>
<td>−.17</td>
<td>&lt;.001</td>
<td>−.15</td>
<td>&lt;.001</td>
<td>−.13</td>
</tr>
<tr>
<td><strong>Social media use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>—</td>
<td>—</td>
<td>−.03</td>
<td>.46</td>
<td>−.02</td>
</tr>
<tr>
<td>Frequency</td>
<td>—</td>
<td>—</td>
<td>.25</td>
<td>&lt;.001</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Health literacy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>eHealth literacy</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.26</td>
</tr>
<tr>
<td>Disease knowledge</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Interactions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Social media use</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Variable</td>
<td>Model 1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Model 2&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Model 3&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Model 4&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Model 5&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>$P$ value</td>
<td>$\beta$</td>
<td>$P$ value</td>
<td>$\beta$</td>
</tr>
<tr>
<td>2. Social media use frequency × disease knowledge</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>3. Social media use time × eHealth literacy</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>4. Social media use time × disease knowledge</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup> Adjusted $R^2=0.11$, $\Delta R^2=0.13$, $P<.001$.
<sup>b</sup> Adjusted $R^2=0.16$, $\Delta R^2=0.05$, $P<.001$.
<sup>c</sup> Adjusted $R^2=0.23$, $\Delta R^2=0.07$, $P<.001$.
<sup>d</sup> Adjusted $R^2=0.24$, $\Delta R^2=0.01$, $P=.01$.
<sup>e</sup> Adjusted $R^2=0.24$, $\Delta R^2=0.002$, $P=.28$.

<sup>f</sup> $\beta$: standardized regression coefficient.
<sup>g</sup> N/A: not applicable.
<sup>h</sup> $1 ¥=US \$0.14 on February 13, 2020.
<sup>i</sup> —: Not included in the model.

Figure 2. Simple slope test of the moderating effect of eHealth literacy.
Figure 3. Simple slope test of the moderating effect of disease knowledge.

For disease knowledge, simple slope analyses indicate that for social media users who had lower levels of disease knowledge (mean –1SD), a higher level of social media use frequency was associated with higher levels of preventive behaviors ($\beta_{\text{simple}}=.060$, $P<.001$). For people with higher levels of disease knowledge (mean +1SD), the positive association between frequency of social media and preventive behaviors was also significant; however, the magnitude of the association was smaller ($\beta_{\text{simple}}=.035$, $P<.001$).

Concerning demographics, gender, age, monthly income, and health status were all found to significantly predict preventive behaviors. Age, monthly income, and health status positively predicted preventive behaviors. However, gender negatively predicted preventive behaviors. In detail, participants with a monthly income of more than ¥5000 engaged in more preventive behaviors than the reference group of people with a monthly income of less than ¥1500. Compared with participants who reported their health status as “good,” those who reported unhealthy status took fewer preventive measures. This suggests that social media users who were older, had higher monthly income, and had better health status were more likely to take preventive measures during the COVID-19 pandemic. Women generally engaged in more preventive behaviors than men. However, marital status and education had no significant effects on preventive behaviors.

Types of Social Media Use and Preventive Behaviors

RQ2 focused on comparisons among the four media genres, namely official social media, professional social media, public social media, and aggregated social media. As shown in Table 4, the multiple regression results indicated that professional social media ($\beta_{\text{simple}}=.14$, $P<.001$), public social media ($\beta_{\text{simple}}=.22$, $P<.001$) positively predicted preventive behaviors, while official social media ($\beta_{\text{simple}}=.02$, $P=.60$) did not. Furthermore, aggregated social media was found to be the highest predictor of preventive behaviors, closely followed by public social media and professional social media. However, use of official social media in China did not predict netizens’ preventive behaviors. Additionally, health literacy positively moderated the relationship between social media use and preventive behaviors.
Table 4. Hierarchical multiple regression examining the predicting roles of different types of social media use on preventive behaviors.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β(^a)</td>
<td>P value</td>
<td>β(^a)</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Demographic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female gender</td>
<td>-.11</td>
<td>.001</td>
<td>-.11</td>
<td>.001</td>
</tr>
<tr>
<td>Age</td>
<td>.20</td>
<td>.000</td>
<td>.19</td>
<td>.000</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle school Reference</td>
<td>N/A(^b)</td>
<td></td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>High school</td>
<td>.13</td>
<td>.130</td>
<td>.08</td>
<td>.358</td>
</tr>
<tr>
<td>Associate degree</td>
<td>.13</td>
<td>.266</td>
<td>.06</td>
<td>.588</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>.18</td>
<td>.248</td>
<td>.09</td>
<td>.560</td>
</tr>
<tr>
<td>Master’s degree and above</td>
<td>.09</td>
<td>.384</td>
<td>.04</td>
<td>.683</td>
</tr>
<tr>
<td><strong>Income (¥)(^c)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1500</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1500-3000</td>
<td>.05</td>
<td>.348</td>
<td>.01</td>
<td>.909</td>
</tr>
<tr>
<td>3001-5000</td>
<td>.12</td>
<td>.076</td>
<td>.05</td>
<td>.473</td>
</tr>
<tr>
<td>5001-8000</td>
<td>.19</td>
<td>.011</td>
<td>.08</td>
<td>.284</td>
</tr>
<tr>
<td>8001-12,000</td>
<td>.23</td>
<td>.001</td>
<td>.10</td>
<td>.145</td>
</tr>
<tr>
<td>12,001-20,000</td>
<td>.17</td>
<td>.002</td>
<td>.09</td>
<td>.096</td>
</tr>
<tr>
<td>&gt;20,000</td>
<td>.08</td>
<td>.056</td>
<td>.03</td>
<td>.471</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married Reference N/A</td>
<td></td>
<td></td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Single</td>
<td>.03</td>
<td>.542</td>
<td>.05</td>
<td>.260</td>
</tr>
<tr>
<td>Divorced</td>
<td>.01</td>
<td>.778</td>
<td>.02</td>
<td>.606</td>
</tr>
<tr>
<td>Separated</td>
<td>-.06</td>
<td>.086</td>
<td>-.04</td>
<td>.184</td>
</tr>
<tr>
<td>Cohabiting</td>
<td>-.07</td>
<td>.052</td>
<td>-.06</td>
<td>.067</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good Reference N/A</td>
<td></td>
<td></td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Severe disease</td>
<td>-.01</td>
<td>.880</td>
<td>.01</td>
<td>.675</td>
</tr>
<tr>
<td>Chronic disease</td>
<td>-.07</td>
<td>.056</td>
<td>-.06</td>
<td>.072</td>
</tr>
<tr>
<td>Suboptimal</td>
<td>-.12</td>
<td>.001</td>
<td>-.12</td>
<td>.000</td>
</tr>
<tr>
<td>Fair</td>
<td>-.17</td>
<td>.000</td>
<td>-.15</td>
<td>.000</td>
</tr>
<tr>
<td><strong>Social media type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Official social media</td>
<td>N/A</td>
<td>N/A</td>
<td>.02</td>
<td>.597</td>
</tr>
<tr>
<td>Professional social media</td>
<td>N/A</td>
<td>N/A</td>
<td>.11</td>
<td>.002</td>
</tr>
<tr>
<td>Public social media</td>
<td>N/A</td>
<td>N/A</td>
<td>.14</td>
<td>.000</td>
</tr>
<tr>
<td>Aggregated social media</td>
<td>N/A</td>
<td>N/A</td>
<td>.22</td>
<td>.000</td>
</tr>
</tbody>
</table>

\(^a\)\(β\): standardized regression coefficient.
\(^b\)N/A: not applicable.
\(^c\)1 ¥=US $0.14 on February 13, 2020.

**Discussion**

This study had three goals. The first goal was to explore the predictors of preventive behaviors during the COVID-19 pandemic; the second goal was to examine the roles of disease knowledge and eHealth literacy in moderating public preventive behaviors, and the third goal was to explain the relationship between demographics and people’s preventive behaviors. The
findings revealed that social media use frequency, disease knowledge, and eHealth literacy all positively predicted an individual’s preventive behaviors during the COVID-19 pandemic. Aggregated social media, public social media, and professional social media were the significant predictors of preventive behaviors within the four social media channels. Moreover, eHealth literacy positively moderated the relationship between social media use frequency and preventive behaviors, while disease knowledge negatively affected this relationship. Concerning demographics, female sex, older age, high monthly income, and good health status were likely to take more preventive measures during the COVID-19 pandemic in China.

Social Media Use and Preventive Behaviors

For a long time, mass media (eg, television, radio, and newspapers) was recognized as an important strategy for health-promoting practice [49]. For example, a mass media campaign increased physical activity, produced positive changes, and prevented negative changes in health-related behaviors [50]. Government and executive agencies have generally used mass media and social media as convenient tools for supervising and preventing epidemics. According to the main results of this study, social media use (frequency) played a positive role in public preventive behaviors during the COVID-19 pandemic in China. This may be an important indicator of health promotion, which encourages the public to take more health measures during emergencies. Compared to mass media, social media provides the public with convenient channels to obtain news or disease knowledge and delivers information effectively. Thus, social media should be an effective strategy for public health promotion, especially during an epidemic or a pandemic.

In contrast with social media use time (which was nonsignificant), social media use frequency was a significant predictor of preventive behaviors. In other words, “how often” rather than “how long” social media was used was a good predictor of an individual’s preventive behaviors; this was an unexpected but interesting finding in this work. Time and frequency are often used to measure the regularity of social media use [51]. We attempted to draw an explanation from previous studies that investigated the relationship between social media use frequency and behavioral outcomes; we found that “frequency” may be a direct indicator of the motivations of social media use, such as self-expression, social learning, social comparison, or filtering [52,53]. Therefore, we cautiously concluded that frequency of social media use indicates the degree of engagement or investment in social media. “Frequency” may thus be a more significant predictor of social media effects.

Types of Social Media Use and Preventive Behaviors

The positive correlation of social media use and preventive behaviors extended the study of the relationships between different types of social media use and preventive behaviors. Aggregated social media use was found to be the most significant predictor of preventive behaviors among four types of social media channels, followed by public social media and professional social media use. In contrast, official social media use was not significant. These results indicate that new media access (aggregated social media, public social media, and professional social media) deserved more attention in affecting public preventive measures than traditional media (official social media), particularly in Chinese contexts.

Aggregated social media, a novel type of news aggregator, has ensured that readers can read news stories of high quality from many outlets; this simplifies the search process of news stories and allows users to save time and effort in finding news [54]. News aggregators such as Tencent News, Sina News, and Toutiao have emerged as important components of digital content ecosystems in China, along with overseas Google News, Reddit, Bing News, etc. These aggregated social media sites have drastically changed the ways in which users access information and interact with each other. They can also generate a substitution effect when users switch from news outlets (official media) to news aggregators [55]. Consequently, aggregated social media is competing with official social media for more users’ attention and has led to an intensified propaganda crisis of official social media. This may partially explain our finding that aggregated social media was the most significant predictor for preventive behaviors among the four social media types, while official social media was not significant. Furthermore, official media outlets, such as CCTV, People’s Daily and Xinhua Net, are state-driven media platforms in Chinese contexts. The content of official social media platforms mainly focuses on party ideology or party image [56]; meanwhile, the content spectrum of more extensive social imperatives is limited [57]. Therefore, the readability and humanity of public health content on official social media are lower than on aggregated social media, which may be another reason for the insignificant effect of official social media on public preventive behaviors.

Additionally, we found that public social media (eg, WeChat, Weibo, and TikTok) played a vital role in affecting users’ adoption of preventive behaviors. Because public social media is the most popular media type in China, it accelerates news diffusion among people or across regions and enables users to learn from each other [31]. On the other hand, public social media mostly disseminates information via interpersonal communication, which intensifies the perceived credibility of this type of social media [58,59]. Thus, public social media can act as a significant predictor for preventive behaviors. Finally, as an emerging web-based platform, professional medical social media sites such as Ding Xiang Doctor provide professional health knowledge with enormous medical resources and are a promising information channel for future public health emergencies.

All these results suggest that information communication during a pandemic should be built on perceived credibility or trust. Aggregated social media usually provides various sources. Users can compare different sources for a news theme and select the most trustworthy news. In contrast, media with a single source delivers only one voice and has lower perceived credibility. This media will be abandoned in a competitive context. Additionally, professional social media platforms are the most popular channels of interpersonal communication in China. These platforms are usually used among acquaintances with higher levels of trust. This shows that the credibility of the information source is important for news dissemination during a pandemic.
Governments should deliver more credible news and dispel rumors, which may be helpful in controlling the pandemic.

**eHealth Literacy and Disease Knowledge as Predictors and Moderators of Preventive Behaviors**

Health literacy is being increasingly emphasized in public health-related studies. The relationship between health literacy and health behaviors or health status has also been highly recognized and understood based on empirical evidence. For example, it was found that poor health literacy created barriers to fully understanding individual health, illness, and treatment for people with HIV/AIDS [60]. Unimproved public health literacy predicted denial of self-help [61], and limited health literacy was correlated with worse health outcomes in terms of a patient’s motivation, problem-solving ability, self-efficacy, and disease knowledge, among other factors [62].

However, prior studies mainly focused on chronic disease or unhealthy lifestyles. Less attention has been paid to public health emergencies such as pandemics. In this study, we investigated if and how health literacy influenced public preventive behaviors during the COVID-19 pandemic in China. Disease knowledge and eHealth literacy were selected as the core indicators of health literacy, as concluded from previous studies [63-66]. In line with most previous findings, we verified that both disease knowledge and eHealth literacy significantly predicted Chinese respondents’ preventive behaviors during the COVID-19 pandemic. Additionally, eHealth literacy had more weight in predicting preventive behaviors than disease knowledge.

Moreover, eHealth literacy positively moderated the relationship between social media use and preventive behaviors, while disease knowledge had a significant but negative effect. These findings highlight the importance of health literacy for pandemic prevention. Improving the public’s level of health literacy is essential for health promotion, not only during a pandemic but in all contexts of public health in the future.

However, it should be mentioned that health literacy is not always positively correlated with preventive behaviors. Health literacy has shown inverse effects on individuals’ healthy behaviors; for example, misinformation toward vaccination may lead to denial of the influenza vaccine [67], and a higher level of health literacy is not always associated with health-promotion behaviors [45]. This evidence underscored a compelling need to increase public awareness of health literacy in different disease conditions.

**Demographics and Preventive Behaviors**

Many studies have indicated that sociodemographic indicators are vital in predicting health promotion behaviors. Our study showed similar outcomes to previous findings. We found that women engaged in more preventive behaviors than men during the COVID-19 pandemic in China. This finding may be explained by a study indicating that women are more sensitive to and interested in health information on social media than men [68]. Moreover, women usually have higher levels of disease knowledge and health literacy than men [69], and they search more frequently for health information on the internet related to changes in diet [70].

Furthermore, age, monthly income, and health status were positive predictors of preventive behaviors. These results indicate that people who are older and have higher income or good health status are more likely to take measures to prevent COVID-19, which is consistent with previous findings [67]. Additionally, education and marital status were significant predictors in the existing literature; for example, in one study [71], the odds of having accurate knowledge of malaria increased as individuals’ educational levels increased, and unmarried people were found to be more likely to have positive attitudes toward rabies prevention than married people [41]. However, these variables were not significant in this study, perhaps due to the different social contexts.

**Limitations**

The results of our study should be considered in light of several limitations, and the following improvements can be implemented in future studies:

Firstly, the sample consisted of netizens between 20 and 60 years of age. Younger people (age <20 years) and older people (age >60 years) had very low response rates in the survey database. Thus, we selected 20 to 60 years of age as the target age range of our sample. People younger than 20 years or older than 60 years could be included in future studies. Furthermore, the sample consisted of much more high-income and educated netizens because our sampling was proportioned according to gender and age without consideration of income and education. Future studies are suggested to comprise netizens with lower income and less education to facilitate the generalizability of our findings.

Secondly, a single measurement of disease knowledge was used in this study, which may have led to a ceiling effect on the respondents and impaired the validity of our test. Thus, a more suitable, reasonable, and valid instrument of disease knowledge should be constructed in future studies.

Finally, this article mainly focused on the frequency and types of social media use, while other variables of media use, such as motivations and content, were not included in this study. With the rapid development of various social media platforms, such as WeChat, Weibo, Facebook, Twitter, and WhatsApp, they will continue to play a vital role in public health promotion, as we found in this study. Future research is necessary to explore how social media access affects health behaviors, including the information sources and information content accessed. Also, the experience, needs, and motivations of one’s social media use are suggested to be explored in health behavior studies in the future.

**Conclusions**

Using a national web-based cross-sectional survey of a representative sample of Chinese netizens, we fully investigated our hypotheses and answered the proposed questions. We present our conclusions as follows: social media use frequency and disease knowledge and eHealth literacy were significant predictive factors of preventive behaviors; eHealth literacy and disease knowledge moderated the relationship between social media use and preventive behaviors. Aggregated social media use and public social media use were significant predictors of
preventive behaviors, while official social media use was not. These results not only enrich the theoretical paradigm of public health management and health communication but also have practical implications in pandemic control both for China and for other countries.

On one hand, the confirmed predictive ability of social media use suggests that social media is helpful to disseminate pandemic news and disease knowledge, which can help the public to collectively adopt necessary preventive measures for disease control. On the other hand, the predictive ability of disease knowledge and eHealth literacy provided an endorsement that improving one’s level of health literacy is essential during a pandemic in the long term. Additionally, sociodemographic factors such as gender, age, monthly income, and health status should be taken into account in public health interventions. More attention should perhaps be paid to the people who are male, are younger, have lower income, and have poor health status during a pandemic.
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Abstract

Background: The estimates of several key epidemiological parameters of the COVID-19 pandemic are often based on small sample sizes or are inaccurate for various reasons.

Objective: The aim of this study is to obtain more robust estimates of the incubation period, serial interval, frequency of presymptomatic transmission, and basic reproduction number (R₀) of COVID-19 based on a large case series.

Methods: We systematically retrieved and screened 20,658 reports of laboratory-confirmed COVID-19 cases released by the health authorities of China, Japan, and Singapore. In addition, 9942 publications were retrieved from PubMed and China National Knowledge Infrastructure (CNKI) through April 8, 2020. To be eligible, a report had to contain individual data that allowed for accurate estimation of at least one parameter. Widely used models such as gamma distributions were fitted to the data sets and the results with the best-fitting values were presented.

Results: In total, 1591 cases were included for the final analysis. The mean incubation period (n=687) and mean serial interval (n=1015 pairs) were estimated to be 7.04 (SD 4.27) days and 6.49 (SD 4.90) days, respectively. In 40 cases (5.82%), the incubation period was longer than 14 days. In 32 infector-infectee pairs (3.15%), infectees’ symptom onsets occurred before those of infectors. Presymptomatic transmission occurred in 129 of 296 infector-infectee pairs (43.58%). R₀ was estimated to be 1.85 (95% CI 1.37-2.60).

Conclusions: This study provides robust estimates of several epidemiological parameters of COVID-19. The findings support the current practice of 14-day quarantine of persons with potential exposure, but also suggest the need for additional measures. Presymptomatic transmission together with the asymptomatic transmission reported by previous studies highlight the importance of adequate testing, strict quarantine, and social distancing.

doi:10.2196/19994
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Introduction

In December 2019, a novel enveloped ribonucleic acid (RNA) beta-coronavirus, which was later named SARS-CoV-2, was first reported in Wuhan, the capital city of Hubei province, China [1]. COVID-19, the disease caused by SARS-CoV-2, spread across and outside China rapidly, and was declared a pandemic by the World Health Organization on March 11, 2020. Despite the explosive growth of the number of studies on COVID-19 [2-4], several key epidemiological parameters of
the disease remain to be clarified, among which are incubation period and serial interval. The mean or median incubation period and serial interval estimated by previous studies were mostly 4-5 days [5-16]. However, many of the studies included a limited number of cases (around or less than 100) [5,7,9,12-16]. For example, in a study by Zhang et al [16], which included 8579 cases, only 49 cases and 39 pairs could be used for estimating incubation period and serial interval, respectively. On the other hand, some studies might have been limited by the inaccuracy of the original data. For example, if the interval of exposure was long or unclear, determining the exact exposure date would be difficult [6,8,17], which could give rise to error.

Another important parameter of transmission dynamics is the basic reproduction number (\( R_0 \)), which is defined as the average number of secondary cases caused by a single infectious individual in a totally susceptible population [18]. As \( R_0 \) is often estimated based on the serial interval [19], the abovementioned issues affecting previous estimates of serial interval might have affected the estimates of \( R_0 \) as well. On the other hand, some studies estimated \( R_0 \) based on the latent period and infectious period [19,20], with latent period approximated by incubation period. This may not be appropriate for COVID-19 as presymptomatic transmission might occur [21,22]. However, few published studies [23] estimated how often and approximately when the disease could be transmitted prior to symptom onset.

This study made use of the large amount of data reported by the health authorities of and outside China, as well as data from studies published as of April 8, 2020, to address the above issues. Specifically, we aimed to obtain more robust estimates of the following epidemiological parameters of COVID-19: (1) incubation period, defined as the time interval between exposure and onset of disease symptoms; (2) serial interval, defined as the duration between symptom onset of an infectee (eg, a primary case) and that of an infectee (eg, a secondary case) in a transmission chain, with a negative value meaning that the infectee’s symptoms occurred before the infecter’s symptoms; (3) frequency of presymptomatic transmission; and (4) \( R_0 \).

**Methods**

**Data Sources**

The details of data sources can be found in Multimedia Appendix 1. For China, all provinces, autonomous regions, and municipalities (including mainland China, Hong Kong, Macau, and Taiwan) that had reported cases of COVID-19 were identified according to the daily updates by the National Health Commission of China [24]. Subsequently, the official websites and WeChat accounts (if any) of local governments and health authorities (eg, Municipal Health Commission, Center for Disease Control and Prevention, Department of Health) were checked manually through April 8, 2020, to identify and download the reports on laboratory-confirmed cases of COVID-19. Google and Baidu were searched to identify public media reports written based on official press releases. Chinese words for the following terms were used to perform the search: (“family” OR “household”) AND (“cluster” OR “dinner” OR “party”) AND “infection.”

Other countries reporting COVID-19 cases were identified according to the COVID-19 situation reports published by the World Health Organization [25] and the data were searched through April 8, 2020. For Japan and Singapore, information regarding confirmed cases was retrieved from their respective Ministry of Health. We also searched for individual cases from relevant departments and public media of the United States, the United Kingdom, Canada, and Australia, but failed to find any with details allowing for parameters estimation for this study. Typically, the dates of exposure and symptom onset were lacking (eg, see reference [26]). Owing to the language barrier, we did not do a comprehensive search for other countries. PubMed was searched to identify relevant publications by using the following terms: “coronavirus,” “2019-nCoV,” “SARS-CoV-2,” and “COVID-19.” The China National Knowledge Infrastructure (CNKI) was searched to identify publications in Chinese journals using “novel coronavirus” (“Xin Xing Guan Zhuang Bing Du” in Chinese pinyin), which is the official Chinese name for SARS-CoV-2. Both databases were searched from December 2019 through April 8, 2020. The reference lists of eligible publications were also checked to see if there were other eligible studies not found by previous searches. We also kept an eye on the COVID-19 studies disseminated by public media and the official WeChat accounts of various academic entities in China and those recommended by experts in this field to the authors of this study.

**Definitions and Inclusion Criteria**

To be eligible, a report had to contain individual data that allowed for estimation of at least one of the following parameters of laboratory-confirmed cases of COVID-19: incubation period, serial interval, and symptoms-to-transmission time, which was defined as the day of an infectee’s contact with the infecter relative to the latter’s symptom onset date, with a negative value meaning that the transmission occurred before the infecter developed symptoms (ie, presymptomatic transmission).

To obtain an accurate estimate of incubation period, only the cases with an exposure period spanning 3 days or less were included in the analysis. For those exposed for three continuous days and those exposed on two dates with one day apart (ie, exposed on the first and third days), the second day was uniformly used as the exposure date in estimations. For those exposed for two continuous days, the first day was uniformly used as the exposure date in estimations. This approach ensured the upper limit of error in the estimated incubation period be smaller than 1 day for the cases with a 2- or 3-day exposure, regardless of when exactly (ie, first, second, or third day) the transmission occurred. The actual overall error was bound to be much smaller than 1 day, as most included cases were exposed for only 1 day, which would dilute the error caused by 2- or 3-day exposures.

Serial interval was estimated based on the symptom onset dates of infectee-infectee pairs, which were typically from cluster infections. For two cases to qualify as an infectee-infectee pair...
and be included in this study, the following two criteria must both be fulfilled. First, there must be evidence that the presumed infector had been exposed outside the cluster (eg, close contact with a confirmed case, travel history to Hubei, exposure to a person who returned from Hubei) before he/she attended the group activities (eg, family gathering, business conference) that led to cluster infections. Second, in the 14 days prior to symptom onset, the presumed infector was exposed to the presumed infector only, without other exposure histories. The estimation of symptoms-to-transmission time also involved determination of exposure date and judgment about transmission chain, hence the above principles applied in estimating incubation period and serial interval were followed as well.

Screening, Data Extraction, and Quality Control
In total, 6 researchers were involved in data collection. The reports retrieved through the above searches were scrutinized one by one according to the inclusion criteria specified above. The following data were extracted from eligible reports by using a standard extraction form which was pilot tested with the reports from Liaoning province of China: the geographical location concerned, age, sex, type of exposure, first date and period (if applicable) of exposure, date of symptom onset, initial symptoms, and whether the case was from a cluster. For a clustering case, the generation he/she belonged to, the exposure date, and symptom onset date were also recorded. The retrieved reports were split into six parts, with each researcher responsible for one part. For each part, the eligibility of and data extracted from reports were first determined by one researcher and then cross-checked by another three researchers. All uncertainty and disagreements were discussed among the researchers. If no consensus could be reached after discussion, the concerned cases would be excluded to ensure the correctness and accuracy of data. For example, if it could not be determined who was infected through attending a group activity (ie, infectee) and who had been infected before he/she attended the activity (ie, infector), then all clustering cases related to the activity had to be excluded.

Data Analysis
The basic characteristics of included cases were summarized descriptively. Lognormal, Weibull, and gamma distributions were fitted to the data sets of incubation period and serial interval and the one with the smallest Akaike information criterion (AIC) score was used for the final analysis. For serial interval, which had negative values, shifted distributions were fitted, with the best-fitting values determined by maximum likelihood. The key parameters were estimated by using the maximum likelihood approach. The data on symptoms-to-transmission time was roughly symmetrical according to visual inspection and thus fitted by normal distribution. For each parameter, the range, median, selected percentiles, mean, and standard deviation were estimated. The 95% confidence intervals of mean and standard deviation were estimated by using the bootstrap technique. R0 was estimated by the well-studied Euler-Lotka equation [19]: R0 = 1/M[−r|h(·)|], where r is the exponential growth rate, h(·) is the estimated distribution of the generation time, and the function M[·] is the Laplace transform (ie, moment generating function known for statisticians) for h. As generation time is hard to observe directly, it was approximated by serial interval in this study. Compared with generation time, serial interval is expected to have the same mean but a larger variance due to possibly differing incubation periods of infectors and infectees. The exponential growth rate was obtained directly from a previous study reporting incidence data of the early stage of the epidemic [1], while the other parameters came from this study.

Sensitivity analyses were conducted to examine the robustness of the two parameters involving exposure date. Specifically, the third day for those whose exposure period spanned three days and the second day for those exposed for two continuous days were used as their exposure dates in sensitivity analyses. The difference between the estimates from sensitivity analysis and those from primary analysis represents the largest possible error in the latter. All statistical analyses were conducted with SAS software (Version 9.4, SAS Institute).

Ethical Statement
No ethical approval was needed as the data used in this study was publicly available, either released by health authorities or retrieved from electronic databases.

Results

Overview
Figure 1 shows the process of data collection. We systematically retrieved and screened 20,658 case reports and 9942 publications. The 43 publications included in our analysis can be found in Multimedia Appendix 2. In total, 1591 cases were included for the final analysis, including 1211 (76.12%) from China, 301 (18.92%) from Japan, 60 (3.77%) from Singapore, and 19 from five other countries. The cases from China covered 156 cities in 31 provinces of 34 in total.
Characteristics of Included Cases

The age of included cases ranged from 5 days to 95 years (Table 1). There were 133 cases (10.74%) with a travel history to Hubei province, where Wuhan is the capital city. The source of exposure of 1302 cases (81.99%) was known confirmed cases. The exposure period was exactly 1 day in 508 cases (53.08%), spanned 2-3 days in 227 cases (23.72%), and spanned more than 3 days in the other cases (which were not included in the estimation of parameters involving exposure date). The top 5 initial symptoms were fever (730/1009, 72.35%), cough (257/1009, 25.47%), fatigue (69/1009, 6.84%), sore throat (57/1009, 5.65%), and malaise (54/1009, 5.35%). Clustering cases accounted for 84.92% (1351/1591) of all, and most of them were second generation.
Table 1. Characteristics of included cases.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age range</td>
<td>5 days to 95 years</td>
</tr>
<tr>
<td>Mean age, years (SD)</td>
<td>45.90 (18.02)</td>
</tr>
<tr>
<td>Age groups (n=1437), years, n (%)</td>
<td></td>
</tr>
<tr>
<td>0-18</td>
<td>89 (6.19)</td>
</tr>
<tr>
<td>19-64</td>
<td>1121 (78.01)</td>
</tr>
<tr>
<td>≥65</td>
<td>227 (15.80)</td>
</tr>
<tr>
<td>Sex (n=1559 ), n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>768 (49.26)</td>
</tr>
<tr>
<td>Female</td>
<td>791 (50.74)</td>
</tr>
<tr>
<td>Travel history to Hubei (n=1238, n (%))</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>133 (10.74)</td>
</tr>
<tr>
<td>No</td>
<td>1105 (89.26)</td>
</tr>
<tr>
<td>Infector was a known confirmed case (n=1588 ), n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1302 (81.99)</td>
</tr>
<tr>
<td>No</td>
<td>286 (18.01)</td>
</tr>
<tr>
<td>Span of exposure period (n=957), n (%)</td>
<td></td>
</tr>
<tr>
<td>1 day</td>
<td>508 (53.08)</td>
</tr>
<tr>
<td>2-3 days</td>
<td>227 (23.72)</td>
</tr>
<tr>
<td>&gt;3 days</td>
<td>222 (23.20)</td>
</tr>
<tr>
<td>Top 5 initial symptoms (n=1009), n (%)</td>
<td></td>
</tr>
<tr>
<td>Fever</td>
<td>730 (72.35)</td>
</tr>
<tr>
<td>Cough</td>
<td>257 (25.47)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>69 (6.84)</td>
</tr>
<tr>
<td>Sore throat</td>
<td>57 (5.65)</td>
</tr>
<tr>
<td>Malaise</td>
<td>54 (5.35)</td>
</tr>
<tr>
<td>Clustering cases (n=1591), n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1351 (84.92)</td>
</tr>
<tr>
<td>No</td>
<td>240 (15.08)</td>
</tr>
<tr>
<td>Family cluster (n=1238), n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>514 (41.52)</td>
</tr>
<tr>
<td>No</td>
<td>724 (58.48)</td>
</tr>
<tr>
<td>Generation of clustering cases (n=1350), n (%)</td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>61 (4.52)</td>
</tr>
<tr>
<td>Second</td>
<td>1069 (79.19)</td>
</tr>
<tr>
<td>Third</td>
<td>188 (13.93)</td>
</tr>
<tr>
<td>Fourth or higher</td>
<td>32 (2.37)</td>
</tr>
</tbody>
</table>

**Epidemiological Parameters**

Incubation period was estimated from 687 cases, of whom 482 (69.55%) were exposed for 1 day; the remainder were exposed for 2 or 3 days. The incubation periods of individual cases ranged from 0 to 23 days (Table 2), with a median of 6 days; in total, 5.82% (n=40) of incubation periods were longer than 14 days. The incubation period is best described by a gamma distribution (Multimedia Appendix 3, Figure 2A), with a mean of 7.04 days (95% CI 6.74-7.33) and standard deviation of 4.27 days (95% CI 3.92-4.43).

The serial interval was estimated for 1015 infector-infectedee pairs and ranged from −5 to 29 days (Table 2), with a median of 6...
days. For 32 pairs (3.15%), the serial interval was less than 0; for these 32 pairs, the mean was −2.50 days, meaning that the infectee showed symptoms 2.50 days earlier than the infector. The serial interval is best described by a shifted gamma distribution (Multimedia Appendix 3, Figure 2B), with a mean of 6.49 days (95% CI 6.15-6.80) and standard deviation of 4.90 days (95% CI 4.68-5.25). Based on an exponential growth rate of 0.10 per day [1] and the mean and standard deviation of the serial interval, $R_0$ was estimated at 1.85 (95% CI 1.37-2.60). The country-specific $R_0$ for China, Japan, and Singapore was 1.83 (95% CI 1.37-2.54), 1.83 (95% CI 1.37-2.53), and 1.98 (95% CI 1.41-2.97), respectively.

The symptoms-to-transmission time was estimated from 296 infector-infectee pairs and ranged from −9 to 14 days (Table 2), with a median of 0 day. Presymptomatic transmission occurred in 129 infector-infectee pairs (43.58%, 95% CI 37.93%-49.23%); for these 129 pairs, the mean symptoms-to-transmission time was −2.88 days, meaning that the transmission occurred 2.88 days before the infectors showed symptoms. Fitted by a normal distribution (Figure 2C), the mean of this parameter was −0.07 days (95% CI −0.43 to 0.31) and the standard deviation was 3.31 days (95% CI 2.96 to 3.66).

The symptoms-to-transmission time can also be inferred by mean serial interval minus mean incubation time (−0.55 days), which is consistent with the direct estimate (−0.07 days) as both suggest the mean symptoms-to-transmission time to be around the day before primary cases’ symptom onset. Based on the above estimates, the timeline of infection for an “average” infector-infectee pair in a transmission chain is demonstrated in Multimedia Appendix 4.

**Table 2.** The estimates of incubation period, serial interval, and symptoms-to-transmission time (unit: day).

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Incubation period</th>
<th>Serial interval</th>
<th>Symptoms-to-transmission time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>0 to 23.00</td>
<td>−5 to 29.00</td>
<td>−9 to 14.00</td>
</tr>
<tr>
<td>$P_{25, P_{75}}$</td>
<td>1.00, 17.00</td>
<td>−1.00, 18.00</td>
<td>7.00, 7.00</td>
</tr>
<tr>
<td>Median ($P_{25, P_{75}}$)</td>
<td>6.00 (4.00, 10.00)</td>
<td>6.00 (3.00, 9.00)</td>
<td>0.00 (−2.00, 2.00)</td>
</tr>
<tr>
<td>Mean (95% CI)</td>
<td>7.04 (6.74 to 7.33)</td>
<td>6.49 (6.15 to 6.80)</td>
<td>−0.07 (−0.43 to 0.31)</td>
</tr>
<tr>
<td>SD (95% CI)</td>
<td>4.27 (3.92 to 4.43)</td>
<td>4.90 (4.68 to 5.25)</td>
<td>3.31 (2.96 to 3.66)</td>
</tr>
<tr>
<td>Mean (95% CI)$^a$</td>
<td>6.74 (6.43 to 7.03)</td>
<td>N/A$^b$</td>
<td>0.17 (−0.19 to 0.55)</td>
</tr>
<tr>
<td>SD (95% CI)$^a$</td>
<td>4.34 (3.98 to 4.50)</td>
<td>N/A</td>
<td>3.32 (2.96 to 3.68)</td>
</tr>
</tbody>
</table>

$^a$Results of sensitivity analyses. For incubation period, the third day for those whose exposure period spanned three days and the second day for those exposed for two continuous days were used as their exposure dates in sensitivity analyses. For symptoms-to-transmission time, exposure dates were taken in a different way in sensitivity analyses (like those of the incubation period).

$^b$N/A: not applicable.

**Figure 2.** The distribution of (A) incubation period (n=687), (B) serial interval (n=1015 pairs), and (C) symptoms-to-transmission time (n=296 pairs).

**Sensitivity and Stratified Analyses**

In sensitivity analyses, the estimates of incubation period and symptoms-to-transmission time remained stable, with a difference of 0.24-0.3 days from those in primary analysis (Table 2), which represents the largest possible error caused by inclusion of cases with an exposure period spanning 2 or 3 days. The results of the stratified analysis are summarized in Multimedia Appendix 5. The difference between strata was statistically significant in four of the analyses (see footnote of Multimedia Appendix 5). Briefly, the incubation period was longer for those exposed for only 1 day (as compared with those...
exposed for 2-3 days), while serial interval and symptoms-to-transmission time were longer for those at lower generations of clustered infection. The serial interval was also longer for those infected through nonhousehold contact.

Discussion

By pooling the individual data of 1591 cases, we estimated the mean incubation period, serial interval, and symptoms-to-transmission time of COVID-19 to be 7.04, 6.49, and ~0.07 days, respectively. The incubation period was longer than 14 days in 5.82% of the cases. Infectees' symptom onsets occurred before those of infectors in 3.15% of the infector-infectee pairs. Presymptomatic transmission occurred in 43.58% of the infector-infectee pairs. Presymptomatic transmission occurred before those of infectors in 3.15% of the infector-infectee pairs. Presymptomatic transmission occurred in 43.58% of the infector-infectee pairs. R₀ was estimated to be 1.85 (95% CI 1.37-2.60).

To our knowledge, this study represents the largest case series with accurate data on incubation period, serial interval, and frequency of presymptomatic transmission. Our estimates of incubation period and serial interval are longer than most of the previous estimates [5-10]. There are several possible reasons for the difference. First, the sample size is generally small in previous studies [5,7,9,12-15], but much larger in this one. Second, most cases in previous studies had a long or unclear interval of exposure, making it difficult to determine the exact exposure date [6,8,17] and giving rise to error. By contrast, this study applied strict inclusion criteria regarding the exposure period and a simple method to determine exposure date to ensure the potential error in the estimates was small (≤0.3 days, according to the sensitivity analysis). Third, the order of transmission (i.e., who is the infecter and who is the infectee) in clustering cases, which is crucial to estimation of both parameters, is easy to be mistaken given the possibility of presymptomatic and asymptomatic transmission [21,22,27,28]. According to our experience in screening the publicly available data, for many clusters, there was no clear evidence (e.g., who got infected outside and brought the virus to the cluster?) to establish the transmission order. To ensure the accuracy of data, we excluded such clusters in this study, while previous studies rarely described how this issue was handled [11].

Our finding that the incubation period was within 14 days for 94% of the cases lends support to the current practice of 14-day quarantine of persons with potential exposure to SARS-CoV-2. In line with other studies [17], we also found some cases who developed symptoms more than 14 days after exposure, indicating that longer quarantine periods might be justified for some people. However, as it is hard to know beforehand who will develop symptoms beyond 14 days after exposure, the cost of extending mandatory quarantine of many people and the potential consequence of failure to identify a few symptomatic cases must be weighed carefully. Testing at the end of quarantine and social distancing afterwards may help reduce the risk associated with this phenomenon.

The negative values of the serial interval and symptoms-to-transmission time provide evidence of presymptomatic transmission. Specifically, 43.58% of the transmission events in this study occurred before infectors’ symptom onsets. Asymptomatic transmission was also reported by the publications included in this study (Multimedia Appendix 2). These phenomena constitute a challenge in the control of the epidemic and highlight the importance of adequate testing, strict quarantine, and social distancing to reduce the transmission caused by "hidden" cases.

The R₀ we estimated is smaller than those from previous estimates, which were mostly between 2 and 4 [20,29,30]. The difference may be due to either the methodological issues in obtaining parameters as discussed above or due to the estimating method itself. In estimating R₀, the serial interval was used to approximate generation time in the Euler-Lotka equation, which may lead to underestimation because of the possibly differing incubation periods of the infecter and infectee. Assuming the incubation periods of the infecter and infectee follow the same distribution, we found that the R₀ was 1.90, almost the same as the original one, suggesting a small error in our estimation. In any case, a smaller R₀ should not be interpreted as a low risk of transmission. Slow response of government, presymptomatic and asymptomatic transmission, and insufficient protection measures taken by the public together could lead to an out-of-control epidemic, as is the current situation in many countries.

This study has some limitations. First, it was based on publicly reported cases. Previous studies suggested that such cases may overrepresent the severe ones. However, as the publicly available information on severity was incomplete and inaccurate, we were unable to assess the magnitude and potential impact of this issue. Another problem with publicly reported cases is that their epidemiology history might be reported in more detail at the early stage of epidemic than when the number of cases grew larger. We found that this was especially true for Japan and Singapore. Thus, in general, the results of this study reflected more the situation during the early stage of the pandemic. Second, to ensure accuracy in estimating the incubation period, the cases exposed for a long (>3 days) or unclear period were excluded (which was inevitable and justifiable). This might have contributed partly to the longer incubation period in this study than others, as there was a trend toward a longer incubation period in the cases exposed for 1 day only (a relatively shorter period) as compared with those exposed for 2-3 days (Multimedia Appendix 5). Third, R₀ might have been underestimated as the Euler-Lotka equation was used; however, as explained in the last paragraph, the magnitude of underestimation, if any, was very small.

In conclusion, this study obtained robust estimates of several key epidemiological parameters of COVID-19. It provides additional evidence on the mean incubation period of COVID-19, which supports the current practice of 14-day quarantine of persons with potential exposure but also suggests the need for additional measures. Presymptomatic transmission together with the asymptomatic transmission reported by previous studies highlight the importance of adequate testing, strict quarantine, and social distancing.
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Abstract

Background: As the COVID-19 epidemic increases in severity, the burden of quarantine stations outside emergency departments (EDs) at hospitals is increasing daily. To address the high screening workload at quarantine stations, all staff members with medical licenses are required to work shifts in these stations. Therefore, it is necessary to simplify the workflow and decision-making process for physicians and surgeons from all subspecialties.

Objective: The aim of this paper is to demonstrate how the National Cheng Kung University Hospital artificial intelligence (AI) trilogy of diversion to a smart quarantine station, AI-assisted image interpretation, and a built-in clinical decision-making algorithm improves medical care and reduces quarantine processing times.

Methods: This observational study on the emerging COVID-19 pandemic included 643 patients. An “AI trilogy” of diversion to a smart quarantine station, AI-assisted image interpretation, and a built-in clinical decision-making algorithm on a tablet computer was applied to shorten the quarantine survey process and reduce processing time during the COVID-19 pandemic.

Results: The use of the AI trilogy facilitated the processing of suspected cases of COVID-19 with or without symptoms; also, travel, occupation, contact, and clustering histories were obtained with the tablet computer device. A separate AI-mode function
that could quickly recognize pulmonary infiltrates on chest x-rays was merged into the smart clinical assisting system (SCAS), and this model was subsequently trained with COVID-19 pneumonia cases from the GitHub open source data set. The detection rates for posteroanterior and anteroposterior chest x-rays were 55/59 (93%) and 5/11 (45%), respectively. The SCAS algorithm was continuously adjusted based on updates to the Taiwan Centers for Disease Control public safety guidelines for faster clinical decision making. Our ex vivo study demonstrated the efficiency of disinfecting the tablet computer surface by wiping it twice with 75% alcohol sanitizer. To further analyze the impact of the AI application in the quarantine station, we subdivided the station group into groups with or without AI. Compared with the conventional ED (n=281), the survey time at the quarantine station (n=1520) was significantly shortened; the median survey time at the ED was 153 minutes (95% CI 108.5-205.0), vs 35 minutes at the quarantine station (95% CI 24-56; \(P<.001\)). Furthermore, the use of the AI application in the quarantine station reduced the survey time in the quarantine station; the median survey time without AI was 101 minutes (95% CI 40-153), vs 34 minutes (95% CI 24-53) with AI in the quarantine station (\(P<.001\)).

**Conclusions:** The AI trilogy improved our medical care workflow by shortening the quarantine survey process and reducing the processing time, which is especially important during an emerging infectious disease epidemic.

**(J Med Internet Res 2020;22(10):e19878) doi:10.2196/19878**
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**Introduction**

In December 2019, a local outbreak of pneumonia was detected in Wuhan, Hubei Province, China. Initially of unknown cause, the pneumonia was quickly determined to be caused by a novel coronavirus [1,2]. The International Committee on the Taxonomy of Viruses termed this novel virus SARS-CoV-2; the disease it causes is called COVID-19 [3,4]. The COVID-19 outbreak subsequently spread to every province of mainland China and then globally, with 1,773,084 confirmed cases and 111,652 deaths as of April 14, 2020 [5].

COVID-19 is considered to be very contagious in human beings [6]. Person-to-person transmission has been documented for COVID-19 [7], and the prevention of in-hospital outbreaks has become an important issue for crowded departments with highly infectious areas, including emergency departments (EDs), outpatient clinics, and inpatient admission wards [8-10]. In response to this, Taiwan implemented a disaster preparation plan by moving to “heightened” military level status, the highest of the three security tiers during peacetime; this is similar to war preparation status, with increased alertness and enhanced caution regarding the possibility of cross-contamination among people, especially within hospitals. As the COVID-19 epidemic situation deteriorates, the burden on quarantine stations outside EDs at hospitals is increasing daily. To address the high screening workload at quarantine stations, all staff members with medical licenses are required to work shifts in these stations. Therefore, it has become necessary to simplify the workflow and decision-making process for physicians and surgeons from all subspecialties.

To address this pandemic, the government of Taiwan reacted with a swift, efficient, and precise response [11]. Taiwan prevented entry to travelers from high-risk regions outside Taiwan as the first step; also, Taiwanese citizens and alien residents were quarantined, screened, and isolated based on specific criteria and conditions announced by the Taiwan Centers for Disease Control (CDC). However, the situation was dynamic and fluid and changed daily, with new CDC announcements requiring immediate protocol changes. To address these criteria in their screening strategy and to reduce the processing time in COVID-19 quarantine stations, National Cheng Kung University Hospital (NCKUH) designed an artificial intelligence (AI) system to address this unmet clinical need. The NCKUH AI team used previous experience from prior smart medicine research and applications to develop a specific computer-assisted technology device to accelerate medical decisions. The goal was to reduce potentially dangerous SARS-CoV-2 exposure by shortening the period of time spent by patients in the quarantine unit. In response to this increasing public health emergency, the NCKUH AI team developed a smart quarantine station for use outside the NCKUH ED to facilitate the screening and survey process. The aim of this study is to demonstrate how the NCKUH AI trilogy of diversion to the smart quarantine station, AI-assisted image interpretation, and a built-in clinical decision-making algorithm improved medical care and reduced quarantine processing times.

**Methods**

**The Smart Quarantine Station AI Trilogy**

To improve the workflow and efficacy of the COVID-19 infection survey at NCKUH, an AI trilogy policy was employed outside and adjacent to the ED. The three parts of the trilogy were diversion of suspected patients with COVID-19 to the quarantine station; a travel, occupation, contact, and cluster (TOCC) survey on a tablet computer; and an AI-assisted image interpretation feature with clinical strategy decision-making algorithms at the smart quarantine station. Together, these steps facilitated the screening and survey process for suspected cases with or without symptoms and the collection of TOCC histories at the NCKUH.

The NCKUH is a referral medical center and teaching hospital with the largest medical service capacity in Tainan, a traditional culture city. Tainan is the sixth largest city in Taiwan, with >1,880,000 citizens. NCKUH has three main care facilities: an outpatient building that houses short-term patient care and clinical laboratories; an inpatient building where long-term care, the intensive care unit, and surgery wards are located; and the...
ED. With >5000 outpatient visits daily and 1300 inpatient beds in addition to >300 emergency critical care patients in the ED, NCKUH understood the need to prevent the emerging infectious disease epidemic from becoming a local disaster and overburdening the medical system. The lessons learned from Taiwan’s previous experience with the severe acute respiratory syndrome coronavirus (SARS-CoV) outbreak in 2003 have paid substantial dividends during the current COVID-19 outbreak. To address the expected high influx of COVID-19–related hospital visits and prevent in-hospital outbreaks, a quarantine station was established adjacent to the ED. NCKUH immediately set up eight temporary wartime quarantine tents according to the Wuhan Pneumonia Quarantine Action. Simultaneously, a more permanent structured housing facility for long-term quarantine was established near these wartime tents (Figure 1). This effective diversion of patients from the ED to the quarantine tents relieved pressure on the crowded ED. On average, each medical staff member was estimated to examine 35 to 50 quarantine patients per day.

Figure 1. The quarantine station at National Cheng Kung University Hospital. ED: emergency department.

Workflow Survey and Definition of Survey Time
Because the COVID-19 outbreak was rapidly becoming an epidemic and posed a threat of high risk of exposure to our staff and patients, NCKUH urgently instituted a workflow survey. Patients who visited the quarantine station were asked to complete a questionnaire that included their TOCC history as well as any chronic illnesses, symptoms, or signs. Before they entered any private information, the patients gave signed consent allowing us to use their data and baseline characteristics for subsequent analysis of the workflow. The survey time was defined as the total of the time a patient took to complete the TOCC history with a nurse’s written record and history taking; the time needed to undergo a chest x-ray examination with related inquiry and expert interpretation; and the time to revisit with the examining physician to discuss a medical decision based on the patient workflow recommended by the Taiwan CDC.

The physician would decide whether the patient should be hospitalized, be registered, or recover at home under self-care. Furthermore, the NCKUH staff could access electronic medical records using the tablet computer along with medical AI radiomics of chest x-rays to alert radiologists and pulmonary physicians to screen pneumonia patches earlier than usual. Finally, the embedded clinical decision-making algorithm assisted the staff in assessing potential cases; this could also be useful to physicians who were not familiar with the emerging virus. This process was updated daily using the most recent guidelines from the Taiwan Ministry of Health and Welfare in collaboration with the Taiwan CDC.

Disinfection Protocol for the TOCC Tablet Computer
To assess if our disinfection process could effectively clean any possible SARS-CoV-2 contamination from a tablet computer surface, we performed an ex vivo study by spraying 20 microliters of a positive SARS-CoV-2 virus solution onto a computer in a P3 laboratory at NCKUH. After the computer
surface was air-dried for 30 minutes, it was swabbed by technicians to obtain the first sample (V0), which indicated the surface virus load after initial exposure to the virus. After V0 sample collection, the technicians used 75% alcohol to mimic the disinfection procedure that was recommended in the current Taiwan CDC guideline. Samples V1 and V2 were collected after disinfecting the surface once and twice using 75% alcohol, respectively. The crossing point (CP), which is the maximum second derivative of the amplification curve of the real time–polymerase chain reaction (RT-PCR), was measured to obtain the viral load on the tablet computer surface using the COVID-19 Genesig RT-PCR assay (Primerdesign Ltd) using a LightCycler 480 II PCR platform (Roche Holding AG). A positive viral load was defined by the CP of amplification curve <45 of the RT-PCR result. Two specific genes, RNA-dependent RNA polymerase (RdRp) and Envelope (E) genes, were simultaneously assayed to determine the results.

**AI-Assisted Reading of Chest X-Rays**

COVID-19 pneumonia exhibits a milder radiological course than severe acute respiratory syndrome (SARS) and Middle East respiratory syndrome (MERS) pneumonia; only 33% of COVID-19 pneumonia cases in Korea and only 60% of cases in China were reported to have chest x-ray abnormalities [12]. Patients with COVID-19 pneumonia can have negative chest radiographs or computed tomography (CT) images even if their RT-PCR test is positive. According to Pan et al [13], the time course of COVID-19 pneumonia adheres to a clinical progression. The subclinical group has a CT pattern of unilateral and multifocal ground-glass opacities (GGOs) that progress immediately to bilateral and diffuse GGOs. The image may be mixed with light consolidations by the peak of disease severity, which occurs approximately 2 weeks after symptom onset [14]. In current practice, it is difficult to interpret chest radiographs showing GGOs, and this can limit the early diagnosis of COVID-19 pneumonia within the first week of symptom onset. Radiographic deterioration observed in follow-up thoracic imaging implies poor prognosis of COVID-19 pneumonia. Therefore, NCKUH set up portable imaging equipment to accelerate the characterization of chest conditions and limit the transportation of suspected cases to lower the risk of transmission [15].

**Development of AI Models for Chest X-Ray Analysis**

The development of AI models for chest x-ray analysis can ease the burden on medical staff and enable more rapid triaging of patients. To detect the precise location of pneumonia sites, we adopted a segmentation model with a class attention map [16]. The pneumonia segmentation model was based on U-Net [17], as shown in Figure 2.
After $U$ was established, the global average pooling in $F_{sq}$ was used to obtain global information from each feature map. Two fully connected layers were adopted with the ReLU and sigmoid functions to apply a nonlinear transformation to earn attention information in $F_{ex}$. The attention weight produced by $F_{ex}$ was multiplied to feature map $U$ to obtain more efficient features of $X'$ in $F_{scale}$. The input $X$ was added to $X'$ to obtain the new feature map $X''$ to implement the residual block.

The output masks of this model contained two different predictors: pneumonia and GGO. We used multiple bounding boxes to label all lesions or as many lesions as possible. Because it is possible to observe different illnesses at the same position, we used a sigmoid activation function to leverage two $1 \times 1$ convolutional kernels, one for detecting pneumonia and one for detecting GGO. Next, we trained this model using pixel-wise binary cross entropy and then minimized the loss function as follows:

$$
\text{Loss} = -\frac{1}{N \times M} \sum_{i=1}^{N} \sum_{j=1}^{M} \left[ y_{ij} \log(p_{ij}) + (1 - y_{ij}) \log(1 - p_{ij}) \right]
$$

where $N$ and $M$ denote the height and width of the input image, respectively, and $y_{ij}$ and $p_{ij}$ represent the gold standard and predicted value of this pixel, respectively.

**Grouping of Survey Patients**

Patients could follow three routes in the NCKUH ED or quarantine station from January 31 to March 17, 2020. Route 1 was the traditional ED route, which did not include AI or the smart device app; this route was followed by patients who visited the ED between 8 PM and 8 AM, when no quarantine station service was available. Route 2 was the quarantine station without AI or the smart device app; most patients followed this route between January 31 and February 5, 2020. Route 3 was the quarantine station with AI and the smart device app, which was mainly followed by patients from February 5 to March 17, 2020. To compare baseline characteristics, we merged Route 2 and Route 3 into a general quarantine station route. Route 1 was recognized as the traditional ED track for screening. Data regarding patients’ preexisting conditions, including coronary artery disease, diabetes, hypertension, chronic obstructive pulmonary disease, underlying malignancy, and chronic kidney disease with or without end-stage renal disease, were all obtained from medical records or the SCAS database. Patients’ symptoms, including dyspnea, cough, stuffed nose, fever, and body temperature, were also recorded individually. Informed patient consent was built into the front page of the tablet computer app before the start of the questionnaire due to the urgent need to collect data while avoiding paper cross-contamination.

**Patient and Public Involvement and Ethical Issues**

This study was designed by the investigators. Patients or the public were enrolled in the research study when they visited the quarantine station and agreed to participate before answering the SCAS questionnaire on the tablet computer. The NCKUH Institutional Review Board approved our use of information and images obtained from the quarantine station (A-ER-109-149). Furthermore, due to the pandemic, the dissemination of results to the study participants was not applicable.

**Statistical Analysis**

Statistical analyses were performed using SPSS Version 22.0 (IBM Corporation). Continuous data are presented as mean (SD) or median (IQR) depending on the distribution. Dichotomous data are presented as n (%). Comparisons were conducted with nonparametric statistics using the Wilcoxon rank sum test or the Mann-Whitney U test for continuous variables. $P$ values <.05 were considered significant.

**Results**

**Overview**

To improve the efficiency of the survey to determine COVID-19 infection risk and safely reduce crowding in the ED, NCKUH in Taiwan established an AI trilogy comprising three parts. First, we built a quarantine station with a SCAS to accelerate the workflow (Figure 4). SCAS is a clinical decision tree algorithm that integrates the structured format of the TOCC history recording, AI-assisted interpretation of chest x-rays, and the clinically recommended workflow. Patients at the quarantine station who were suspected of having COVID-19 used a tablet computer to answer the SCAS questionnaire on their TOCC history, with adequate alcohol disinfection between users. To avoid cross-infection between front-line medical staff and patients, all physicians and nurses used independent computers.
Figure 4. Synergetic combination of quarantine station establishment, smart patient processing, and AI to improve the efficiency and safety of patient processing during the COVID-19 pandemic. ED: emergency department; TOCC: travel, occupation, contact, and cluster.

Disinfection Process Assessment

To assess if our disinfection process of the tablet computer device using 75% alcohol sanitizer was effective and removed all residual viruses from the surface of the device, we performed an ex vivo study. First, 20 microliters of a positive SARS-CoV-2 virus solution was sprayed onto the computer surface. Subsequently, 75% alcohol was used to clean and disinfect the computer surface (Figure 5). We tested four samples without 75% alcohol treated and found that the initial results were 100% positive tested by SARS-CoV-2 RT-PCR. Interestingly, the CP values for RdRp gene were 75% and 0% positive after the first and second disinfection procedures using 75% alcohol on the tablet computer surface, respectively. Similarly, the initial CP value for the COVID-19 E gene was 75% positive, and it decreased to 50% and 25% positive after the first and second alcohol disinfection procedures, respectively. These results supported our proposed tablet computer cleaning protocol of two careful disinfection processes using 75% alcohol between uses of the tablet.
AI Chest X-Ray Interpretation

To optimize AI chest x-ray interpretation, we retrospectively retrieved 4000 chest x-rays from our image archiving and communication system and identified 682 posteroanterior chest x-rays with pneumonia and 692 normal chest posteroanterior x-rays. All poor-quality anteroposterior chest radiographs and chest x-rays were excluded. To enhance the detection rate of light consolidations, we selected 46 cases with CT-evidenced GGOs and posteroanterior chest X-rays from the same day as the CT examination to serve as the GGO training data set (Figure 6). Our AI mode for quickly recognizing pulmonary infiltrates on chest x-rays was merged into the SCAS, with an area under the receiver operating characteristic curve (AUC) of 0.99 (Figure 7), sensitivity of 94.1%, specificity of 95.1%, and accuracy of 94.6% using the training data set. Furthermore, we used cases of COVID-19 pneumonia from an open source data set on GitHub [21] including 59 posteroanterior and 11 anteroposterior chest x-rays to test the model. We achieved detection rates of 55/59 (93%) in posteroanterior and 5/11 (46%) in anteroposterior chest x-rays compared to interpretation by one cardiothoracic radiologist with 14 years of experience.

Our AI mode for quickly recognizing pulmonary infiltrates on chest x-rays was merged into the SCAS, with an AUC of 0.99, sensitivity of 94.1%, specificity of 95.1%, and accuracy of 94.6% using the training data set.

Figure 5. Ex vivo study to determine the efficiency of disinfection of the tablet computer surface. Samples were collected from the tablet surface before disinfection (V0) and after the first and second disinfection processes using 75% alcohol (V1 and V2, respectively). The percentages indicate the positive rate (CP value <45 as positive) of the real time–polymerase chain reaction (RT-PCR, N=4 for each experiment). CP: crossing point. RdRp: RNA-dependent RNA polymerase gene. E: Envelope gene.
Figure 6. The artificial intelligence (AI) model for pneumonia detection incorporated into the smart clinical assisting system. (A) An original chest x-ray is automatically retrieved from the picture archiving and communication system and then interpreted by the AI model. (B) A consolidative lung is detected, and the diseased site is illustrated using a heat map. (C) A light consolidation GGO is identified by the AI model. CXR: chest x-ray; GGO: ground-glass opacity.

Figure 7. AUC of the AI chest x-ray interpretation system for recognizing pulmonary infiltrates on chest x-rays. AUC: area under the ROC curve; ROC: receiver operating characteristic.
Clinical Data of Study Participants

The screening population of patients who visited the NCKUH ED and who agreed to provide their data for the study (N=643) was divided into two groups: the traditional ED group (n=281) and the smart quarantine station group (n=362). The baseline characteristics of these two groups are compared in Table 1.

The average age of the patients who visited the quarantine station was 35.6 years (SD 12.1), which was similar to the average age (34.7 years, SD 12.3) of patients visiting the traditional ED route. The most dominant trait in the TOCC was the traveling history for both groups, followed by the contact history. The screening population was a lower risk cohort, with low prevalence rates of hypertension (9/281, 3.3%, and 19/362, 4.4%, in the ED and quarantine station groups, respectively) and chronic kidney disorder (8/281, 2.8%, and 5/362, 1.5%, in the ED and quarantine station groups, respectively); this suggests similar chronic illness histories in the two groups. Most patient symptoms manifested as a cough at the initial presentation (ED vs quarantine station: 140/281, 49.8% vs 226/362, 62.4%; P=.31), followed by a stuffed nose (ED vs quarantine station: 88/281, 31.3%, vs 166/362, 45.8%; P=.31) and fever (ED vs quarantine station: 78/281, 27.7%, vs 134/362, 37%; P=.37). In general, the comparison between the two groups showed no difference in the distributions with respect to baseline age, gender, pre-existing conditions, or symptoms.

Table 1. Comparison of clinical data of patients seeking treatment in the traditional ED and at the smart quarantine station during the COVID-19 epidemic from January 31 to March 17, 2020 (N=643).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>ED (n=281)</th>
<th>Smart quarantine station (n=362)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>34.7 (12.3)</td>
<td>35.6 (13.1)</td>
<td>.41</td>
</tr>
<tr>
<td>Sex (male), n (%)</td>
<td>144 (51.2)</td>
<td>165 (45.6)</td>
<td>.11</td>
</tr>
<tr>
<td>TOCCb history, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traveling</td>
<td>10 (62.4)</td>
<td>308 (49.0)</td>
<td>.32</td>
</tr>
<tr>
<td>Occupational</td>
<td>2 (12.5)</td>
<td>33 (5.3)</td>
<td>.21</td>
</tr>
<tr>
<td>Clustering</td>
<td>1 (6.3)</td>
<td>30 (4.8)</td>
<td>.55</td>
</tr>
<tr>
<td>Contact</td>
<td>4 (25.0)</td>
<td>129 (20.5)</td>
<td>.75</td>
</tr>
<tr>
<td>Pre-existing conditions, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CADc</td>
<td>2 (0.5)</td>
<td>3 (0.9)</td>
<td>.99</td>
</tr>
<tr>
<td>Diabetes</td>
<td>3 (0.9)</td>
<td>11 (2.5)</td>
<td>.24</td>
</tr>
<tr>
<td>Hypertension</td>
<td>9 (3.3)</td>
<td>19 (4.4)</td>
<td>.67</td>
</tr>
<tr>
<td>COPDd</td>
<td>0 (0.0)</td>
<td>3 (0.7)</td>
<td>.56</td>
</tr>
<tr>
<td>Malignancy</td>
<td>8 (2.8)</td>
<td>7 (1.8)</td>
<td>.39</td>
</tr>
<tr>
<td>CKD/ESRDf</td>
<td>8 (2.8)</td>
<td>5 (1.5)</td>
<td>.37</td>
</tr>
<tr>
<td>Initial symptoms</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dyspnea, n (%)</td>
<td>53 (18.8)</td>
<td>60 (16.4)</td>
<td>.74</td>
</tr>
<tr>
<td>Cough, n (%)</td>
<td>140 (49.8)</td>
<td>226 (62.4)</td>
<td>.31</td>
</tr>
<tr>
<td>Stuffed nose, n (%)</td>
<td>88 (31.3)</td>
<td>166 (45.8)</td>
<td>.31</td>
</tr>
<tr>
<td>Fever, n (%)</td>
<td>78 (27.7)</td>
<td>134 (37.0)</td>
<td>.37</td>
</tr>
<tr>
<td>Body temperature (°C), mean (SD)</td>
<td>36.9 (0.9)</td>
<td>37.1 (1.7)</td>
<td>.69</td>
</tr>
</tbody>
</table>

aED: emergency department.
bTOCC: travel, occupation, contact and cluster.
cCAD: coronary artery disease.
dCOPD: chronic obstructive pulmonary disease.
eCKD: chronic kidney disease.
fESRD: end-stage renal disease.

Survey Times

To further analyze the impact of the AI application on the quarantine station, we subdivided those in the quarantine station into groups with or without AI. As shown in Figure 8, compared with the conventional ED track (n=281), the survey time at the clinical quarantine station (n=1520) was significantly shortened, with a median survey time at the ED of 153.0 minutes (95% CI 108.3-205.0) vs 35 minutes at the clinical quarantine station (95% CI 24-56; P<.001). Furthermore, the use of the AI application in the quarantine station reduced the survey time in the station; the median survey time without AI in the quarantine
Discussion

Principal Findings

In this study, we demonstrate how the NCKUH AI trilogy of diversion to a smart quarantine station incorporated with the SCAS, AI-assisted image interpretation, and a built-in clinical decision-making algorithm improved medical care and reduced the processing time at the quarantine station. In addition, our ex vivo study demonstrated the efficiency of 75% alcohol disinfection of the tablet computer after initial exposure to a positive viral load; by applying this procedure, the tablet computer is rendered safe for use by people in the quarantine station. This enhances patient quality of care and reduces risks to medical staff. Based on Taiwan’s experience with SARS in 2003, the diversion of patients in the ED was crucial for early management and in-hospital infection control. Most Taiwanese hospitals needed to set up clinical quarantine stations near their EDs to survey patients who were suspected of being infected with COVID-19 due to the heavy caseloads experienced by hospitals daily. When a clinical quarantine station is set up, several factors can be detrimental to the conditions in the station. These factors include patient crowding in the restricted space within the quarantine station, high possibility of cross-contamination or co-infection, daily changes and modifications to clinical guidelines by the Taiwan CDC, lack of familiarity of backup physicians with infectious disease control, and scarcity of radiology or pulmonary physicians in most hospitals to provide accurate and immediate pneumonia diagnoses.

To the best of our knowledge, this is the first time a smart quarantine station with a computer featuring a built-in clinical assistance system was used during an epidemic to accelerate complex workflows. Compared to the conventional ED track, the efficiency of the survey of the risk of COVID-19 infection was significantly improved by at least threefold for the NCKUH quarantine station. These results also highlight that the efficiency of the risk survey for COVID-19 infections at clinical quarantine stations is of general interest and helps address an unmet clinical need.

Triage in the ED for pandemic infectious disease screening is particularly challenging. Although teledmedicine allows patients and physicians to communicate without direct contact, symptomatic or worried patients still directly visit the ED, and they can be efficiently screened by modern triage [22]. For in-person care, patients with positive signs of high-risk features should be immediately isolated to avert further contact with patients and health care workers. According to Hollander et al

Figure 8. (A) Comparison of survey processing times over the study period between the traditional ED and quarantine station groups with or without AI applications. (B) Box plots of the survey processing times for the traditional ED group, the quarantine station group without AI, and the quarantine station group with AI. AI: artificial intelligence; ED: emergency department; min: minutes.
tablet computers can be cleaned between patients using well-defined infection control procedures. Furthermore, daily updates of the SCAS system help physicians or surgeons who may not be experts in radiologic interpretation of pneumonia patches or infectious disease to make proper decisions with little preparation before assuming their quarantine station duties.

The COVID-19 pandemic is affecting not only patients but also economies, politics, and daily life worldwide. Better management of future pandemics will reduce these human and economic burdens. All medical science personnel should use lessons learned from past and present pandemics to improve upon past performance to prevent catastrophic effects of future disease outbreaks.

Conclusions

We demonstrated a feasible, safe, and scientific application of a smart device with a built-in algorithm combined with an AI-based image system in a quarantine station to facilitate the survey process, avoid cross-infection, and reduce the burden on team members, including physicians, nurses, and technicians. This helpful process should be adapted into our strategies to address emerging endemic infectious diseases in the future.
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Abstract

Background: COVID-19 is the most widely discussed topic worldwide in 2020, and at the beginning of the Italian epidemic, scientists tried to understand the virus diffusion and the epidemic curve of positive cases with controversial findings and numbers.

Objective: In this paper, a data analytics study on the diffusion of COVID-19 in Italy and the Lombardy Region is developed to define a predictive model tailored to forecast the evolution of the diffusion over time.

Methods: Starting with all available official data collected worldwide about the diffusion of COVID-19, we defined a predictive model at the beginning of March 2020 for the Italian country.

Results: This paper aims at showing how this predictive model was able to forecast the behavior of the COVID-19 diffusion and how it predicted the total number of positive cases in Italy over time. The predictive model forecasted, for the Italian country, the end of the COVID-19 first wave by the beginning of June.

Conclusions: This paper shows that big data and data analytics can help medical experts and epidemiologists in promptly designing accurate and generalized models to predict the different COVID-19 evolutionary phases in other countries and regions, and for second and third possible epidemic waves.

Introduction

The unexpected pandemic diffusion of COVID-19 [1] worldwide calls for the need to study all available data to promptly understand the epidemic curve of COVID-19 contagiousness [2-4] to help medical experts, epidemiologists, and political decision makers in designing prompt reaction plans.

In this paper, we aim to develop an accurate predictive model tailored to forecast the evolution of the diffusion over time, exploiting big data and data analytics. Generally, epidemics follow an exponential curve in the spread of positive cases. This is not the case of the curve observed in Wuhan, China [5], where the official curve of confirmed positive cases of COVID-19 follows a behavior that is different from typical epidemics. More precise studies are reported in [1,6-8]. Starting from this observation, we tried at the beginning of March to correlate the Wuhan official data set with the COVID-19 data set available in Italy by applying big data and data analytics techniques [9] to all official open data available worldwide [5] to design the logistic curve for early estimation of the number of COVID-19 positive cases day-to-day and in all the phases of the pandemic over time (eg, the peak in the number of daily cases, the logistic plateau, and at the end of the pandemic).
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Methods

To design the predictive model, we exploited all the official data sets available so far. We analyzed the official data set, available at [5]. As for the Italian perspective, we adopted the official data set that is daily published and updated by the Department of the Italian Civil Protection [10]. All these data sets are freely available. Additional statistics (e.g., percentage of people that have severe COVID-19, percentage of people that need intensive care, COVID-19 mortality index) have been imported from the World Health Organization (WHO) website [11].

Exploiting the similarity between the behavior of the COVID-19 contagion in Wuhan and the starting Italian scenario, we designed our predictive curve adapting well-known mathematical methods to this particular context: the Pearson correlation index to formally evaluate this similarity in the contagion, the logistic curve (sigmoid) to design the cumulative number of COVID-19 positive cases, regression models to evaluate the best correlation fit for our predictions, and the power law to model the initial ascent of the pandemic.

Results

In the first step of our method, we computed the Pearson correlation coefficient applied to a sample between the two data sets (Italy vs Wuhan) with reference to the daily new positive cases as:

Starting from the data set available from March 2, 2020, it was possible to observe a strong Pearson correlation between the data set related to Italy and the data set related to Wuhan with a Correlation Index of 0.9944, as depicted in Figure 1 where the Wuhan curve is compared with the Italian one.

Figure 1. Graphical comparison between the Italian curve and Wuhan curve (total cumulative positive cases).

Starting from this assumption, it was then possible to use the Wuhan data set (with a strong statistical significance) to try to predict the logistic curve of total positive cases to COVID-19 for Italy and the Lombardy Region. We started designing our model by the basic assumption that every pandemic phenomenon follows a logistic (sigmoid) curve. We then searched for a curve that best fit the initial growing part of the logistic, and we found that the best fit is a power law curve in the form of \( y = mx^b \).

To compute the coefficients \( m \) and \( b \) of the power curve, we started our elaborations with two other assumptions in mind:

1. We based our initial estimation on the number of swab tests analyzed in the initial days of the pandemic period, where an average of 8000 swab tests were performed daily (in May, the number of swab tests was increased significantly to an average of 50,000 tests/day).
2. We assumed that the Italian Government would act promptly with restrictions and lockdowns on the Italian population and that the Italian citizens would follow these restrictions with a sense of responsibility.

Moreover, we used the stabilized data set for Wuhan City, and we adopted additional official statistics (published by the WHO)
about the COVID-19 spread in China (e.g., percentage of severe disease cases, percentage of critical disease cases, crude fatality ratio, the number of days passed in each phase of the China pandemic) to adjust the multiplier coefficient of our predictive model. In this way, we were able to estimate the position of the first inflections of the curve (to estimate the date for the peak of new daily positive cases), the second curve inflection (to estimate the date of the curve plateau), and then to determine the day-to-day number of positive cases during the second part of the pandemic (i.e., during the descent.)

Figure 2 shows the number of new daily cases in Italy starting from the first identification of a patient in the town of Codogno (Lodi, Lombardy) on February 24, 2020. The dotted orange line is the classical exponential curve typical of epidemics, while the green line is the best fit for the data set available for Italy until March 2, that is a power curve in the form of \( y = 3.00 \times x^{2.77} \).

The goodness of fit for the detected model is high, with a high coefficient of determination \( (R^2 = 0.9917) \).

Figure 3 compares the actual behavior of cumulative COVID-19 positive cases with the predictions of our model over time until the end of March (where our model predicted the logistic plateau).

Figure 2. The predicted curve of total positive cases in Italy (as of March 2, 2020).
Our model forecasted (18 days in advance) the peak in the number of daily new cases on March 21, 2020, with a total of 42,000 positive cases against the official datum of 53,500 total positive cases, with a confidence level of 95%. The model significantly outperformed other predictions based on exponential models that forecasted more than 180,000 positive cases.

As highlighted in Figure 3, the model underestimated some of the real official values for several reasons:

- March 21, 2020, is registered as the date with the absolute peak in the number of daily new cases, hence the error (that is a cumulative error) is increasing over time.
- The Lombardy Region has the same consideration (where the peak has been forecasted and actually observed on March 17). The Lombardy Region accounts for 50% of the overall national value.

Moreover, it is important to highlight that (as depicted in Figure 4) the plateau for the Lombardy Region was predicted and confirmed to start at the end of March, a few days in advance of the plateau for the Italian curve, hence the absolute contribution of the Lombardy Region on the total national value was decreasing over time. It is important to observe that the Lombardy Region anticipated all the national restrictions by 1 week with the Decree to Manage the COVID-19 Emergency: DPCM-9 March 4, 2020.

The predictive model is strongly related to the curve of Wuhan. Although the increase of daily cases is similar between the Italian curve and the Wuhan curve, the decrease is a bit different. The Italian one is less steep than the Wuhan decrease since the restrictions implemented by the Italian government are less stringent than the Wuhan restrictions, and the Italian population reacted to the restrictions with less determination.
The model elaborated from the beginning of March 2020 (Figures 1-3) predicted the plateau (as confirmed by Prof S Brusaferro from Istituto Superiore Sanità during a national live TV broadcast [12]) for the logistic Italian curve at the end of March with an estimate on the total positive cases to be 68,000 (while the actual value was 100,000 total cases). It is important to highlight that the model focused on the prediction of the pandemic timeline and not on the exact number of people officially testing positive for COVID-19, a number that is well known to be dependent on the number of analyzed swab tests. We based our initial estimation on the number of swab tests analyzed in the initial days of the pandemic period. The increasing amount of swab tests moved our curves toward higher values but did not modify the prediction regarding the starting day of the logistic curve plateau and the prediction about the different phases of the COVID-19 pandemic. As previously stated, another factor that contributes to the larger number of affected people is the different enforcement and timeliness applied to the restrictions and lockdowns by the Italian government and the Italian population compared to China, which we adopted in our initial assumptions. In any case, in the forecast of the total positive cases in a pandemic phenomena, the magnitude of the values is the real discriminant on the quality of the prediction. Exponential curves (adopted by several scientists at the beginning of the COVID-19 pandemic in Italy) predicted 1 million cases for the end of March, with a ten-fold overestimation, while our model underestimated for a value less than 40%. Ricolfi [13] estimated for March 8, 2020, 60,000 total cases, while the official value was 7400, thus an overestimation of 800%. In Italy, we have 60 million inhabitants; a difference of 32,000 cases between the estimated value and the actual value on this population introduces an error that is less than 0.08%, and this does not impact the governmental policies and actions to preserve the national health system.

It is important to observe that reaching the plateau does not indicate that the COVID-19 epidemic has been solved, but it means that the cumulative number of COVID-19 positive cases is slowing down in its ascent. The WHO guidelines suggest waiting for the contagion to be +0 (i.e., the new daily cases are reduced to a few dozen positive cases per day) and then taking restrictions for two additional cycles of COVID-19 incubation (mean incubation period 5-6 days, range 1-14 days.) Hence, considering the national plateau on March 31, 2020, we estimated the actual containment of the COVID-19 epidemic at the beginning of June for the following reasons:

- One additional month, after the beginning of the plateau, to reach a small and contained number of new daily cases (end of April)
- One additional month in waiting for the two COVID-19 incubation cycles (end of May)
- Gradual return to normal life starting from the beginning of June

In Figure 4, the two curves for total cases in Wuhan (orange line) and the Lombardy Region (gray line) are depicted. It is interesting to observe that in this case the two behaviors are similar and comparable. Figure 4 also shows that we are approaching the plateau for the Lombardy Region.

In Figures 5 and 6, we show the new COVID-19 cases per day in the Lombardy Region and Wuhan, respectively. As previously mentioned, the peak in the Lombardy Region was registered on March 17, 2020, with 2200 new daily cases; then, the number of daily cases decreased over time (with some exception as you can see in Figure 5).
Figure 5. Graphical plot of daily new cases in the Lombardy Region.

Figure 6. Graphical plot of daily new cases in Wuhan.
This is a good indicator (the peak matches the inflection point in the logistic curve) that we had started the descent toward the plateau in the Lombardy Region (the last inflection point in the logistic curve).

Additionally, in that case, it is important to observe that the curve of fatalities and recoveries (as depicted in Figure 7) were misaligned temporally with the curve of new cases, since fatalities occur on average after 8 days, while recoveries are an additional 14 days, and new cases are observed after 8 days of COVID-19 incubation (on average). This explains why the peak in the number of new cases had been reached, while the peak on daily fatalities was approaching, and we expected it at the end of March. The same is true for the peak of recoveries that we expected to appear in 2 more weeks (middle or end of April).

Figure 7. Graphical plot of COVID-19 fatalities and recovered in Italy.

Discussion

This study was conducted in the early days of the pandemic in Italy to promptly define a model able to predict the curve of total positive cases in Italy and the Lombardy Region.

The model predicted the real data published daily by the Department of the Italian Civil Protection, estimating in a precise manner and several months in advance the plateau for both the logistic curves for the Lombardy Region and Italy, and the end of this first COVID-19 pandemic wave. This suggests the possibility to generalize the model for other countries, which will follow the restrictions imposed by the Italian government, to have a clear picture on the evolution of the number of new cases and to act promptly with policies and restrictions that can maximize care and treatments offered to patients with COVID-19. Moreover, this paper shows that big data and data analytics can help medical experts and epidemiologists in promptly designing accurate models to predict the different COVID-19 evolutionary phases in other countries and regions, and for second and third possible epidemic waves.
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Abstract

Background: First detected in Wuhan, China in December 2019, the COVID-19 pandemic stretched the medical system in Wuhan and posed a challenge to the state’s risk communication efforts. Timely access to quality health care information during outbreaks of infectious diseases can be effective to curtail the spread of disease and feelings of anxiety. Although existing studies have extended our knowledge about online health information–seeking behavior, processes, and motivations, rarely have the findings been applied to an outbreak. Moreover, there is relatively little recent research on how people in China are using the internet for seeking health information during a pandemic.

Objective: The aim of this study is to explore how people in China are using the internet for seeking health information during a pandemic. Drawing on previous research of online health information seeking, this study asks the following research questions: how was the “#COVID-19 Patient Seeking Help” hashtag being used by patients in Wuhan seeking health information on Weibo at the peak of the outbreak? and what kinds of health information were patients in Wuhan seeking on Weibo at the peak of the outbreak?

Methods: Using entity identification and textual analysis on 10,908 posts on Weibo, we identified 1496 patients with COVID-19 using “#COVID-19 Patient Seeking Help” and explored their online health information–seeking behavior.

Results: The curve of the hashtag posting provided a dynamic picture of public attention to the COVID-19 pandemic. Many patients faced difficulties accessing offline health care services. In general, our findings confirmed that the internet is used by the Chinese public as an important source of health information. The lockdown policy was found to cut off the patients’ social support network, preventing them from seeking help from family members. The ability to seek information and help online, especially for those with young children or older adult members during the pandemic. A high proportion of female users were seeking health information and help for their parents or for older adults at home. The most searched information included accessing medical treatment, managing self-quarantine, and offline to online support.

Conclusions: Overall, the findings contribute to our understanding of health information–seeking behaviors during an outbreak and highlight the importance of paying attention to the information needs of vulnerable groups and the role social media may play.

(J Med Internet Res 2020;22(10):e22910) doi:10.2196/22910
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Introduction

Background

On March 11, 2020, the World Health Organization (WHO) declared the COVID-19 outbreak a pandemic [1]. First detected in Wuhan, China in December 2019, the disease rapidly spread into more than 100 locations internationally, including Japan, Korea, and the United States [1]. In the Report of the WHO-China Joint Mission on COVID-19, the Joint Mission reminded the public that the virus is unique in its ability to cause societal and economic disruption [2]. In China, the disease has caused 3176 deaths out of the 80,813 total confirmed cases by March 12, 2020 [3]. The rapid increase in coronavirus patients stretched the medical system in Wuhan, which accounts for 60% of mainland China’s total confirmed cases and about 77% of the deaths [4]. In an attempt to limit the spread of the virus, Chinese government has enforced an unprecedented lockdown on Wuhan by suspending transport both within the city and leaving the city [5]. During the quarantine, each household was allowed to have only one person go out for necessities every 2 days [6]. The traffic ban within the city has made it hard for patients to seek health care [7]. It was also difficult to organize medical care, frequently monitor disease progression, and refer hospital care for patients in home isolation in a timely manner [8]. The lockdowns caused public panic and resulted in many cross-infections at the crowded, overwhelmed hospitals [9], posing a challenge to the state’s risk communication efforts. The dramatic increase in the number of infected individuals was causing a burden on the medical system [10].

Timely access to quality health care information during outbreaks of infectious diseases can be effective to curtail the spread of disease and feelings of anxiety [11,12]. Up-to-date information about specific threats and necessary precautionary measures was found to mitigate public anxiety, reduce morbidity and mortality, and contribute to minimizing negative mental impacts [13,14]. Furthermore, previous studies relate health anxiety, internet literacy, and chronic conditions to the willingness of individuals to engage in health information-seeking behaviors [15-17]. Health information-seeking behavior is purposeful activities such as searching for condition-specific information as well as disease prevention and treatment information to fulfill specific health information need [18,19]. An information need can arise when a patient experiences health-related uncertainty originating from an inaccurate, inconsistent, ambiguous, or excessive provision of information about the diagnosis, treatment, or aspects of medical decision making [16,20,21]. However, relatively little is known about what happens to the information-seeking behavior of patients during an outbreak, especially in the context of China. Therefore, this study explores the information-seeking behaviors during the coronavirus outbreak in China.

The internet, especially social media, has also been identified as a significant source for information searching and decision making [22]. Scholars suggest potential in the internet to supplement traditional sources of health information and to support patients’ decision making [22,23]. In fact, health information seeking has been found to be a popular online activity [24]. Thus, researchers have suggested that an analysis of web behaviors can provide insights into individuals’ information seeking during an outbreak, as public reactions are visible more quickly online [12,25]. For instance, by monitoring web activities, previous studies identified large increases in activities on social networking websites, including posting and searching, that are closely associated with the outbreaks of pandemic diseases [26,27]. Text analysis programs that are developed for measuring emotional expression in natural language are also found to produce reliable results that are congruent with human ratings [28,29]. Using web-based text analysis to monitor public emotions is also suggested by researchers to avoid self-report biases from social desirability effects or memory distortions [12]. Therefore, using entity identification and text analysis on a total of 10,908 posts on Weibo, the largest social networking platform in China, we identified 1496 patients with COVID-19 living in or with family in Wuhan, China and explored their online health information-seeking behavior during a pandemic.

Online Health Information Seeking

Health information seeking has been found to be a popular online activity. Studies in the United States and Europe have reported more than 70% of internet users have looked online for health information of one kind or another [24], or having used the internet for health purposes [30]. The motivations for seeking online health information are diverse, including self-diagnosing, coping with uncertainty, staying informed on preventing diseases, and looking for others with a similar health concern [24,31]. Through query construction and information source selection, information seekers can enjoy greater control over information acquisition processes and achieve desired levels of uncertainty [32]. In view of the features such as convenience, cost effectiveness, and private sharing, scholars suggest potential in the internet to supplement traditional sources of health information and support patients’ decision making [22,23].

Previous studies have identified multiple factors that may influence patients’ motivation to seek health information online, including biological sex, income, age, chronic illness, and travel time to offline sources of health care [16,17,33,34]. For instance, biological sex was found to significantly predict online health information seeking, with females more likely to seek out online health information than males—perhaps because females often take on primary caregiving roles in families and are more cautious in risk contexts [16,35]. Increased age is frequently associated with decreased levels of motivation for health-related information seeking online, as older adults are always found to have lower levels of internet literacy and experience more difficulties navigating websites [36,37]. Further, the digital divide, a gap between individuals from different socioeconomic backgrounds with regard to their access to and use of digital equipment and services, can increase challenges associated with online health information seeking, such as inequality of accessibility and difficulties to differentiate between high and low quality resources [17,21].

Additional factors, such as efficacious feelings about using the internet and health anxiety, may also influence one’s motivation...
of seeking out health information online [16,34,38]. User experience online was also found to influence one’s feelings of efficacy and, thus, be linked to their likelihood to use online search strategies for health-related information [34]. Adding on to self-efficacy and health anxiety is chronic illness, as individuals with a chronic illness were more likely to use the internet to search for health information compared to those without a chronic illness [39]. A long travel time to offline sources of health care was also associated with a stronger likelihood of using the internet to find health information [17].

Although these existing studies have extended our knowledge about online health information-seeking behavior, processes, and motivations, rarely have the findings been applied to an outbreak. Therefore, in this study, we examine the ways in which patients with COVID-19 and families living in Wuhan, China used the internet to seek health information on the social medial platform Weibo. The findings can help build an understanding of how the internet can be used to better serve the needs of the public, especially the patients at the peak of the outbreak, given the high level of uncertainty and risks.

### Online Health Information Seeking in China

In China, people are found to face challenges in accessing health care resources, among which are the difficulty in making medical appointments, short consultation times, and a significant socioeconomic disparity in health literacy [40,41]. Despite the governmental attempt to reform its health care system, patients still expressed unsatisfied needs for various kinds of health-related information, including the treatment of diseases and the effect, etiology, and risk factors, as well as use of, drugs and medication [42]. The barriers to accessing accurate information and subsequent health care also lead to people’s lack of trust in doctors and their unwillingness to visit them [42]. In this context, the internet has been increasingly used to access health information, supplementing the traditional sources of health information [43,44].

According to statistics from the government-run China Internet Network Information Centre, the number of internet users in the country had skyrocketed to 854 million at the end of June 2019, with the internet penetration rate reaching 61.2% [45]. Although 18.2% of the total Chinese population are 60 years or older [46], users older than 60 years accounted for only 6.9% of all users on the internet [45]. A survey study found that 36.7% of the Chinese participants had sought online health information at least one or two times, citing saving money and easing the privacy concern as the two major reasons for seeking out health information online [43]. Despite the increase in health-related internet use in China, there is relatively little recent research on how people in China are using the internet for seeking health information. Almost all the studies were limited to individuals that were young and educated with certain levels of online health information-seeking experience, mostly in Hong Kong [42-44,47]. According to these studies, the overall health literacy level in China is lower than that in Western countries [48].

The majority of online health information was found to be of poor quality, and the functions of health websites were ineffective and hard to navigate [43]. However, information seekers in China have still been found to consider the internet a highly reliable source of information [49]. Although some studies reported no correlations between education or gender on Chinese patients’ online health information-seeking behaviors [42,50], some other studies have identified digital inequalities associated with education level, household income, and socioeconomic status, further leading to variations in personal health condition and family well-being [44,51]. These disagreements in the findings point to the need to conduct further research on how people in China, especially the general population in mainland China, are using the internet for health information, particularly during a pandemic. Therefore, drawing on previous research of online health information seeking, this study asks the following research questions: How was the “#COVID-19 Patient Seeking Help” hashtag being used by patients in Wuhan seeking health information on Weibo at the peak of the outbreak? What kinds of health information were patients in Wuhan seeking on Weibo at the peak of the outbreak?

### Methods

#### Data Collection

During the COVID-19 outbreak, Weibo, the largest social networking platform in China, created a hashtag named #COVID-19 Patient Seeking Help (“Feiyan Huanzhe Qiuzhu Chaohua”) for the patients and their families to leave their name, age, city, neighborhood, address, time of sickness, health condition, additional description, and contact information, making the posts structured. For the purpose of identity verification, patients were also asked to upload pictures of a medical examination, if any, which further improved the credibility of the data. We crawled and analyzed Weibo posts with this hashtag published from January 29, 2020, when the hashtag was first created, to February 17, 2020, to examine the online health information-seeking behaviors of patients with COVID-19. This period of 20 days was chosen because, by the end of this period, the number of patients posting with this hashtag fell to zero. In total, 10,908 Weibo post entries with the #COVID-19 Patient Seeking Help hashtag were collected.

For each post, in addition to the structured patient information previously noted, we further extracted the following items: the date and time of posting, user ID, user gender, and URL of the thread (for further referring back to the entry online). We excluded retweets and general comments about the outbreak. After this step, we obtained 4983 entries of patients with COVID-19 in Wuhan using the hashtag #COVID-19 Patient Seeking Help. Data consolidation was further carried out by patient name and detailed address, which resulted in 1496 unique patient cases.

We further standardized the patients’ information that was crawled, as the language used on the social media platform was flexible. In particular, to standardize the patients’ detailed address, we crawled a full list of housing estates in Wuhan, from the largest housing estates website in China, Lianjia [52], and mapped the original Weibo texts with patient’s address to the housing estate names. We further obtained the longitudes and latitudes of the patients’ locations through the Baidu map application programming interface (API) [53].
Data Analysis

Previous studies identified multiple factors that may influence patients’ motivation to seek out health information online, including biological sex, age, chronic illness, and travel time to offline sources of health care [16,17,33,34]. To answer the first research question, we examined the age of the patients. The original posts did not include patient gender, but we examined the gender of the posting users, as previous studies have found that about half of individuals’ health information searches are on behalf of someone else’s health situation [24,54]. We also examined the patients’ underlying condition by extracting the health condition description in each entry. Specifically, we conducted word segmentation using the Chinese word segmentation module, Jieba [55]; computed document frequency for every single term that appeared in the content; and identified the terms indicating their underlying diseases.

We also examined the patients’ shortest walking distance to offline sources of health care. Specifically, we extracted the list of 42 fever clinics and the 28 designated hospitals that was first published by the Health Commission of Hubei Province [56] and further updated by the Hubei Provincial People’s Government [57]. Through Baidu map API, we further obtained the longitudes and latitudes of these clinics and hospitals, and calculated the shortest walking distance of each patient’s location to the nearest fever clinic or designated hospital, as public transportation and private car driving in the city were prohibited during the period of our study, and patients may have faced difficulties seeking medical care due to the traffic ban [7].

To answer our second research question, we examined their information-seeking behavior, as indicated by the number of entries posted by each patient or user. We also examined the specific information they were seeking out by analyzing the content of health condition and additional description in each entry, where the patients had given more details about their needs. We carried out textual analysis on every post to identify the information needs of the patients. Specifically, thematic analysis was carried out. Open coding, the first step of the coding process entailed reading each entry and its messages, highlighting salient phrases and words [58,59]. At this stage, one of the authors conducted the open coding, reading the entries in Chinese. More than 200 open codes were generated in this process. Some examples of open codes that emerged were queuing for test, called every hospital for bed, no foreseeable treatment, staying overnight for injection, the hospital is full of patients, waiting for confirmatory testing result, rushing between different hospitals, hundreds of people in the waiting list, reported to the neighborhood committee with no response, and have to find solutions by ourselves. Next, the open codes and phrases were conceptually clustered into more than 30 different axial code groupings through discussion among the authors [59]. Keeping the research question in mind, through additional discussion and data refinement, the authors agreed that the following themes best answered the research question: accessing medical treatment, managing self-quarantine, and accessing tangible support.

Results

Figure 1 presents the numbers of Weibo posts with the #COVID-19 Patient Seeking Help hashtag and the daily number of confirmed cases in Wuhan reported by the Health Commission of Hubei Province. Figure 1 illustrates that the number of entries rapidly grew from February 3, 2020, and maintained a high level until February 12. On February 12, the daily confirmed cases peaked at 13,436, at which time the central government promised to admit all the patients with COVID-19 [60]. The number of the hashtag entries have steadily declined since then.

Table 1 is an age comparison between our sample and that of the WHO-China Joint Mission [2]. The WHO-China Joint Mission identified the median age of patients as 51 years based on a total of 55,924 confirmed cases. However, for our sample, the median age was 61 (IQR 50-70) years, with an average age of 59 years. According to the report published by the WHO-China Joint Mission, individuals 60 years or older are at highest risk for severe disease and death. Previous studies have also shown an age-related digital divide in China. Although 18.2% of the total Chinese population were 60 years or older by the end of 2019 [46], users older than 60 years accounted for only 6.9% of all users of the internet [45]. The age-related digital divide might prevent the patients from seeking information and help online.
Figure 1. Daily numbers of #COVID-19 Patient Seeking Help hashtag entries (the orange bar plot) and daily confirmed cases in Wuhan (the blue line plot).

Table 1. Age comparison between our sample and that of the WHO-China Joint Mission.\(^a\)

<table>
<thead>
<tr>
<th>Sample</th>
<th>Participants, n</th>
<th>Age range</th>
<th>Age IQR (years)</th>
<th>Age median (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHO(^b)-China Joint Mission</td>
<td>55,924</td>
<td>2 days-100 years</td>
<td>39-63</td>
<td>51</td>
</tr>
<tr>
<td>Our sample</td>
<td>1454</td>
<td>2-99 years</td>
<td>50-70</td>
<td>61</td>
</tr>
</tbody>
</table>

\(^a\) Age was missing in 42 Weibo entries.  
\(^b\) WHO: World Health Organization.

Table 2 shows the document frequency of family members’ names that appeared in the posts. Out of 883 entries, words such as “mum (mother),” “dad (father),” and “elder at home” appeared in 35% (n=308), 29% (n=255), and 24% (n=209) of the entries, respectively. Further examination of these entries showed that most of the entries were posted by the younger generation for their parents or an older adult at home. We examined the gender of the users seeking out health information. Among the 2405 unique users, 69% (n=1660) were female and only 31% (n=745) were male. The median number of posting times by female users was 2 (IQR 1-2) times, which was higher than that of male users, 1 (IQR 1-2) time. It shows that there were more female users than male users trying to seek out health information online, and their internet use frequency might be higher than their male counterpart.
Table 2. Document frequency of names of family members.

<table>
<thead>
<tr>
<th>Word</th>
<th>Frequency (n=883), n (%)</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mother (mum)</td>
<td>308 (35)</td>
<td>“My mother is highly suspected with COVID-19. She could not even get up right now...She has been running a fever for more than ten days...”</td>
</tr>
<tr>
<td>Father (dad)</td>
<td>255 (29)</td>
<td>“I am the son of the patient. My father has been infected with pneumonia. And the lung lesions are quite serious. I have reported to the neighborhood committee for many days, but they have not arranged hospital bed for us...”</td>
</tr>
<tr>
<td>Elder at home</td>
<td>209 (24)</td>
<td>“The elder at home have been diagnosed with the pneumonia...Please contact his daughter as the elder at home do not use the Internet.”</td>
</tr>
<tr>
<td>Grandma</td>
<td>88 (10)</td>
<td>“Now my grandma is already in incontinence, but the neighborhood committee still asks us to wait.”</td>
</tr>
<tr>
<td>Parents</td>
<td>80 (9)</td>
<td>“My parents are both confirmed and in dangerous condition. But we haven’t received hospitalization notification. Please save my parents.”</td>
</tr>
<tr>
<td>Grandpa</td>
<td>62 (7)</td>
<td>“The patient is my grandpa, who is in dangerous condition. He has emphysema and threatening myocardial infarction.”</td>
</tr>
<tr>
<td>Aunt</td>
<td>57 (6)</td>
<td>“The aunt is currently in recurring fever. We are all in desperation.”</td>
</tr>
<tr>
<td>Uncle</td>
<td>52 (6)</td>
<td>“My uncle’s condition is worsening in self-quarantine, with eating and breath difficulties.”</td>
</tr>
</tbody>
</table>

We further examined the patients’ distance from their residential locations to offline health care. We first extracted the district of each patient’s residential location to see the distribution of these patients across different districts of Wuhan. Figure 2 shows the number of patients in our sample by district. Districts of Hongshan, Jiangan, and Qiaokou were found to have the most patients seeking information online.

Figure 2. Number of patients seeking health information and number of fever clinic and designated hospital by district (yellow point).

We also examined the geographic distribution of the fever clinics and designated hospitals in relation with the patients’ residential locations. Figure 3 is an overview of all the patients’ locations, the fever clinics, and the designated hospitals on a map of Wuhan City. Seen from the map, in the districts of Hongshan, Jiangan, and Qiaokou, some patients were far from the fever clinics and designated hospitals.

To further examine the exact distance of the patients to offline health care resources, we computed the distance between every residential location to its nearest fever clinic or designated hospital. Table 3 maps the patients’ distance by district to the nearest fever clinic or designated hospital, and the average distance was 2.67 (SD 2.88) km. According to estimation by the Baidu map API, it takes 50 minutes to walk 3 km by an adult. Considering the average age of our sample was older, their actual walking time could be even longer. This means that 27.6% (n=413) of the sample had to walk for around 1 hour to access offline health care. In the context of our study, distance to offline health care is especially important. Due to the transport prohibition and quarantine enforced, patients could only walk to access health care offline. The difficulties to travel were also
cited by many users as a major reason for going online to seek health information as identified in textual analysis.

**Figure 3.** Overview of the locations of patient residential addresses (blue points), fever clinics (red triangle), and designated hospitals (yellow triangle).

---

**Table 3.** Patients’ distance to the nearest fever clinic or designated hospital.

<table>
<thead>
<tr>
<th>District</th>
<th>&lt;1 km distance, n</th>
<th>1-2 km distance, n</th>
<th>2-3 km distance, n</th>
<th>&gt;3 km distance, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qiokou</td>
<td>68</td>
<td>17</td>
<td>4</td>
<td>124</td>
</tr>
<tr>
<td>Hongshan</td>
<td>28</td>
<td>66</td>
<td>67</td>
<td>116</td>
</tr>
<tr>
<td>Jiangan</td>
<td>68</td>
<td>58</td>
<td>35</td>
<td>68</td>
</tr>
<tr>
<td>Hanyang</td>
<td>28</td>
<td>77</td>
<td>52</td>
<td>38</td>
</tr>
<tr>
<td>Dongxihu</td>
<td>3</td>
<td>0</td>
<td>7</td>
<td>27</td>
</tr>
<tr>
<td>Jianghan</td>
<td>36</td>
<td>22</td>
<td>11</td>
<td>15</td>
</tr>
<tr>
<td>Wuchang</td>
<td>64</td>
<td>91</td>
<td>38</td>
<td>6</td>
</tr>
<tr>
<td>Huangpi</td>
<td>5</td>
<td>3</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Zhuankou</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Jiangxia</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Caidian</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Xinzhou</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Qingshan</td>
<td>39</td>
<td>39</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>Hannan</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>All districts</strong></td>
<td><strong>339</strong></td>
<td><strong>381</strong></td>
<td><strong>232</strong></td>
<td><strong>413</strong></td>
</tr>
</tbody>
</table>

**Table 4** shows the patients’ underlying conditions, which were extracted from the health condition description in each entry. Document frequency analysis shows that “hypertension,” “diabetes,” “heart disease,” and “underlying disease” were mentioned in 12% (n=110), 9% (n=82), 9% (n=79), and 3% (n=30) of the 883 posts, respectively. According to the report
published by the WHO-China Joint Mission, individuals with underlying conditions such as hypertension and diabetes are at highest risk for severe disease and death [2].

Table 4. Document frequency of terms indicating patients’ underlying condition.

<table>
<thead>
<tr>
<th>Word</th>
<th>Frequency (n=883), n (%)</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypertension</td>
<td>110 (12)</td>
<td>“The patient has hypertension, diabetes and other underlying conditions. He has had diarrhea for five days with continuous wheezing and breathing difficulties...”</td>
</tr>
<tr>
<td>Diabetes</td>
<td>82 (9)</td>
<td>“My father has multiple underlying diseases, including diabetes and hypertension. The CT\textsuperscript{b} scan shows ground glass opacity. We have reported to the community hospital and they said that they could do nothing...”</td>
</tr>
<tr>
<td>Heart disease</td>
<td>79 (9)</td>
<td>“My grandpa has a history of heart disease for years and received emergency treatment for several times before.”</td>
</tr>
<tr>
<td>Underlying disease</td>
<td>30 (3)</td>
<td>“The CT scan shows ground glass opacity in both lungs. My father has serious underlying disease of cardiomegaly. He needs to be hospitalized immediately...”</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Health condition was missing in 613 Weibo entries.  
\textsuperscript{b}CT: computed tomography.

Our second research question asks what kinds of health information patients in Wuhan were seeking on Weibo at the peak of the outbreak. We first examined the frequency of posting per patient. Seen from Figure 4, most of the patients have posted at least 3 times, which accounted for 80.9% (n=1211) of the sample. Still, another 14.2% (n=213) of the sample posted 4-7 times. Although some patients did post more than 7 times, it was rare, which accounted for only 4.8% (n=72) of the sample.

Figure 4. Posting times per patient.

We also examined the specific information that these patients or their families were seeking. Textual analysis showed that information about accessing medical treatment, especially hospital beds and confirmatory testing, was most sought out by the patients. In those posts, the users shared their experience of “running around for medical treatment,” “being denied service and/or a bed,” and for “not knowing how to proceed.” Turning to the hashtag, posters were desperately seeking information on health care. Feelings of desperation and loss of desire for survival were prevalent, such as “my mother is very desperate, telling me no need for treatment any more. She has lost confidence to survive” and “my mom’s desire for survival is waning.”

The posters also sought information about managing self-quarantine. Due to the shortage of offline health care, the neighborhood committees and hospitals usually suggested the...
patients to stay at home to conduct self-quarantine but did not help patients make strategic decisions about self-treatment. The posting highlighted that the patient’s “illness deteriorated” due to “a lack of proper treatment and nutritious food.” Many users recounted experience of “infection among family members” living under the same roof.

In addition to information and advice, the patients were also requesting for possible ways to provide tangible resources such as “childcare” and “transportation to seek offline health care.” Particularly, many requested for social support to “check in on elderly parents” living in Wuhan, to “take them to the hospital,” or to “help them with their medication,” as they were isolated in a different province, different city, or different district. Although the lockdown policy cut off their offline social support network, the online platform provided a possibility to seek help.

Overall, the social media platform played a vital role connecting health information seekers with a reliable and timely source of information, tangible support, as well as a more empathetic crowd. This source provided not only informal but also important, timely discussion and caring interactions. Posts such as “I could do nothing other than following the updates on Weibo everyday,” “thank all the kind-hearted people sending me clues and suggestions. Thank you for your empathy,” and “my grandpa has been hospitalized. Hope every patient seeking help could be as lucky as me. Thank you all for your kind help” highlight the intangible benefits of using the online platform during the pandemic to seek health information.

Discussion

Principal Findings

In this study, we examined how patients with COVID-19 living in Wuhan, China used the “#COVID-19 Patient Seeking Help” hashtag to seek health information. Our findings provide important insights into health information-seeking behaviors during pandemic outbreaks. The curve of the hashtag posting provided a dynamic picture of public attention to the COVID-19 pandemic. Previous studies suggest that an analysis of web behaviors can provide insights into individuals’ information seeking during an outbreak, as public reactions are visible more quickly online [12,25]. In our study, we identified a rapid increase in posting under the #COVID-19 Patient Seeking Help hashtag at the onset of the pandemic outbreak and a decrease following the government’s effort to admit every patient. The steep curve of the hashtag indicates that online information-seeking behaviors such as posting, commenting, and reposting are useful markers of public reaction and draws attention to the need for public health practitioners to pay attention to online space in their responses. This finding is consistent with research identifying an increase in activities on social networking websites following the outbreaks of pandemic diseases [26,27].

In general, our findings confirmed that the internet is used by the Chinese public as an important source of health information. Previous studies have associated increased age with decreased levels of motivation for health-related information seeking online [36,37]. Similarly, our findings highlighted that younger family members primarily sought information online for parents or for older adult patients at home [61]. Furthermore, our findings highlight the ability to seek information and help online, especially for those with young children or older adult members during the pandemic. This finding deserves consideration in the context of China, considering the age-related digital divide and the decline in health information–searching behaviors among older adults [50]. Although timely access to quality health care information during outbreaks is vital for reducing morbidity and mortality [13,14], it is equally important to pay attention to group-specific health information needs and their ability to act upon the information.

In our sample, we also identified a high proportion of female information seekers, which was consistent with previous studies that found females more likely to seek online health information [16,35]. However, posting frequency was comparable between female and male seekers in our sample. Another factor that may have contributed to the patients’ use of the internet for health information is the long travel time to access offline health care resources. Previous studies indicated that the cost associated with time to visit health care providers in traditional settings has influence on patients’ motivation for seeking out health information on the internet [17]. In our sample, around 30% of the patients with COVID-19 lived in a distance more than 3 km from their nearest clinic or designated hospital. The suspension of transportation in Wuhan meant that patients had to walk for at least an hour one way to access an offline health care source. The difficulties in travelling to clinics or hospitals were also cited by many as a major reason to seek health information and help from online platforms. The lockdown policy was also found to cut off the patients’ social support network, preventing them from seeking help from family members. Social support was sought on social media to check in on older adults, to take them to the hospital, or to help them with medication, which highlights the vulnerability of this population despite the effectiveness of the policy in containing the disease.

Our findings give insight into the issues that patients and their families were most concerned about during the peak of the outbreak, including where and how to seek medical treatment and confirmatory testing, decision making on self-quarantine, and experience of infection among family members. Previous work indicated that an information need can arise when a patient experiences health-related uncertainty and, in turn, engages in health information–seeking behavior to get reassurance, to manage uncertainty, and to reconcile oneself with a new health situation [16,21]. Our findings highlight a need for information originating from the stretched condition in the health care system and the anxiety over the lack of access to proper treatment. To the patients and their families, the act of searching for information online is a help-seeking step so that they can manage their own health with the affordance of the internet. Scholars suggest this kind of behavior should be encouraged as an integral and positive part of the patients’ journey because online health information seeking enables patients to accumulate health information–seeking behavior to get reassurance, to manage uncertainty, and to reconcile oneself with a new health situation [16,21]. Our findings highlight a need for information originating from the stretched condition in the health care system and the anxiety over the lack of access to proper treatment. To the patients and their families, the act of searching for information online is a help-seeking step so that they can manage their own health with the affordance of the internet. Scholars suggest this kind of behavior should be encouraged as an integral and positive part of the patients’ journey because online health information seeking enables patients to accumulate more social support, which is associated with better health outcomes and heath decision making [17,48].

Methodologically, our study also indicates the usefulness of using a computational method to explore individuals’ responses...
to public health crises in real time. For example, the increase and then decrease in public anxiety eased by the communication effort in response to the H1N1 epidemic was hard to capture by traditional survey methods [12]. Consistent with previous studies, our study shows that the number of entries with the #COVID-19 Patient Seeking Help hashtag rapidly grew and was kept at a high level within a period of more than 1 week and then steadily declined following the government’s effort to admit every patient [60]. By monitoring and analyzing the patients’ online data, our method enables a possible advantage over traditional approaches to offer a dynamic picture of changes in public response to the pandemic in real time.

Our study also helps build an understanding of how the internet can be used to better serve the needs of the public, especially the patients in the time of an outbreak. In general, our findings confirmed that the internet is used by the Chinese public as an important source of information and help. Although previous studies mainly focused on the online health information-seeking experience of the young and educated [43,44,47,51], our findings highlight the needs of older adults, who may have equal motivations but lack the ability for searching and comprehending online health-related information. Therefore, in addition to making relevant and high-quality information available online, it is vital to motivate social support to facilitate their information needs.

Limitations and Conclusion

Using a nonprobability and convenience sample, this study focused on basic descriptive analyses of how people in China are using the internet for seeking health information during a pandemic. Nonprobability sampling means there lacks a sound theoretical basis for statistical inference [62]. Future studies using random sampling are needed to allow valid statistical analysis so that informed judgments can be made. Another limitation of our study is the lack of our ability to establish direct links with the patients’ health outcomes. More in-depth discussion is needed to explore whether and how the information-seeking behaviors on social media aids in better health outcomes. Future studies should explore the link between information need and patients’ health outcomes. The COVID-19 pandemic has been found to stretch the local medical system and poses a challenge to the state’s risk communication efforts. Social media is used by the patients to seek health information relevant to the outbreak. Some factors may contribute to their online information-seeking motivation including age, gender, underlying conditions, and travel time to offline health care service providers. Overall, the findings contribute to our understanding of health information-seeking behaviors during an outbreak and highlight the importance of paying attention to the information need of vulnerable groups and the role social media may play.
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Abstract

Background: The COVID-19 pandemic has threatened the health systems of many countries worldwide. Several studies have suggested that the pandemic affects not only physical health but also all aspects of society. A lot of information has been reported about the disease since the beginning of the outbreak. For that reason, it is essential to investigate the attitudes and level of knowledge and awareness that different populations had regarding COVID-19 during the critical period of the outbreak.

Objective: This study aimed to assess the knowledge and awareness of and attitudes toward the COVID-19 pandemic among different populations in Central China during the critical period of the outbreak.

Methods: A cross-sectional web-based survey was conducted in Central China from February to March 2020. The study participants included three different populations: medical workers, students, and those with other occupations. In this study, a questionnaire was designed to collect information on the following four aspects: sociodemographic information, knowledge related to COVID-19, awareness of COVID-19, and attitude toward COVID-19. The chi-square test and Fisher test were used for comparison among groups. The level of significance was set at $P<.05$.

Results: This study enrolled a total of 508 participants. Among them, there were 380 students (74.8%), 39 medical workers (7.7%), and 89 people with other occupations (17.5%). Most of the participants were female (n=272, 53.5%), lived in rural areas (n=258, 50.8%), and were single (n=423, 86.9%). The majority of the respondents had attended college (n=454, 89.4%). Most of the participants said they had heard about COVID-19 by January, and most of them looked for information on social media (Sina Weibo, 84.7%), and WeChat and QQ groups (74.2%). The participants showed an adequate level of knowledge about COVID-19 with no significant differences among the groups. However, medical workers demonstrated a slightly advanced knowledge in their responses to professional questions such as the potential susceptible population, possible host, treatment of COVID-19, and disease category. A higher proportion of medical workers (71.8%) and those in the other occupations group (52.8%) were highly concerned about the COVID-19 pandemic. More than 43% of the participants stated that the lockdown of their village/city had a significant impact on their lives. Nevertheless, the majority of respondents had an overall optimistic attitude toward the control of the disease (92.1% of students [n=350], 94.9% of medical workers [n=37], and 92.3% of those in other occupations [n=83]).
Conclusions: All three groups reported an adequate background knowledge about COVID-19 but medical workers showed a slightly advanced knowledge in their responses to professional questions. Most of the participants were highly concerned about COVID-19 during the critical period of the outbreak. The majority of respondents declared that the village/city lockdown policy had a significant impact on their daily life but most of them held an optimistic attitude toward the control of COVID-19.
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**Introduction**

Coronavirus disease (COVID-19) rapidly spread around the globe and it has led to an economic crisis alongside a health care crisis in many countries and regions across the world [1]. It was declared a pandemic by the World Health Organization (WHO) on March 11, 2020, affecting 114 countries by that time [2]. Even today, COVID-19 is still a threat to the health systems of nearly 150 countries and regions, especially those dealing with an international health emergency for the first time. In China, authorities and citizens acted quickly and effectively to contain the spread of COVID-19. The measures taken included several lockdown policies and strict preventive measures across the country [3], offering a model of COVID-19 pandemic control to other countries and regions.

The increasing use of computers, tablets, and smartphones enables the rapid dissemination of information through the internet and social media, but such information lacks an effective guarantee of quality. As with previous epidemics such as Ebola or Zika virus disease, the internet has been used to spread misinformation regarding the COVID-19 pandemic [4]. It has been reported that social distancing promotes the spread of misinformation and has a profound impact on psychological well-being in vulnerable populations. Misinformation may lead to uncertainty, which is increased due to the novelty of the disease [5]. Therefore, it is essential to raise awareness and distribute accurate information about COVID-19 to avoid misinformation and decrease unnecessary stress in the population. Studies have described the effects that the pandemic can have on specific groups, such as medical workers [6], children and teenagers [7], older adults [8], and students [9]. In China, a study conducted by Yulan Lin and colleagues [10] determined the knowledge, attitudes, and anxiety levels of the general population in relation to the COVID-19 outbreak, as well as its impact on them. However, the knowledge- and attitude-related items in their study were limited to the symptoms and modes of transmission of COVID-19 and did not explore the differences between different population groups. To avoid the above limitations, this study was designed and conducted to evaluate the knowledge and awareness of as well as attitude toward COVID-19 of different populations groups in Central China during the critical period of the outbreak. This information might be necessary for policy makers to promote health education campaigns to better control the disease before the availability of a preventive vaccine. As there is no available vaccine or effective antiviral treatment against COVID-19, the active engagement of the population in preventive behaviors is necessary. For that reason, an adequate knowledge and high level of awareness of COVID-19, as well as an optimistic attitude, are crucial for controlling the disease.

**Methods**

**Study Design and Participants**

This study presents data from the Central China part of a population-based multicenter cross-sectional online survey, conducted in seven geographical regions across China (Northeast China, East China, South China, North China, Northwest China, Southwest China, and Central China) in February and March 2020. The anonymous survey was conducted via Wenjuanxing, an online crowdsourcing platform in mainland China that provides professional online surveys, voting, testing, and comments. The survey was developed to investigate the knowledge and awareness of and attitude toward the COVID-19 pandemic in different populations (medical workers, students, and those in other occupations). The survey contained items related to participants’ demographic background, knowledge, awareness, and attitudes.

The inclusion criterion was that the respondents were at least 18 years old when they filled out the survey. Thus, anyone that had the ability to complete this survey and met the age requirement was qualified to take part in the study. Respondents in this study were divided into three different population groups: students, medical workers, and those in other occupations.

Before starting the online questionnaire, a brief introduction was displayed to each participant, and electronic informed consent was obtained if they agreed to complete the questionnaire.

To confirm the quality of the online survey, two control items were included in the questionnaire. The first one was gender; although gender information was recorded initially, it appeared one more time in the questionnaire with confusing options. Another control item was a question about whether the influenza vaccine can prevent COVID-19. Two different descriptions were displayed, and the answers for the control items were supposed to match. Moreover, the members of the research team had been trained to ensure the quality of the questionnaire. Data cleaning and checking were done once the questionnaire was submitted.

**Sociodemographic Information**

In the questionnaire, the following sociodemographic information was collected from all participants: gender, ethnicity, date of birth, marital status, household type, education background, monthly income, occupation, and smoking and drinking status.
In this study, respondents were identified as a current smoker or drinker if they reported being an active smoker or drinker.

**Knowledge and Awareness**
The participants' knowledge was assessed using a series of questions related to COVID-19. The questions included the following items: “Did you hear about COVID-19?” “When did you hear about COVID-19?” “Do you agree that COVID-19 is the same as influenza virus?” “Do you agree that COVID-19 is the same as SARS?” “Do you agree that influenza vaccine can prevent COVID-19?” “Which level is the category and treatment of COVID-19 classified in China?” “What is the possible host for COVID-19?” “Which population group is susceptible to COVID-19?” “How long is the incubation period for COVID-19?” “Do you think that COVID-19 is contagious during the incubation period?” “Is there any effective treatment for COVID-19?” “When do you think that it is necessary to wear a mask during the COVID-19 pandemic?” and “Do you know that COVID-19 has been declared to be a Public Health Emergency of International Concern (PHEIC)?”

**Attitude Toward the COVID-19 Pandemic**
In this section, the following items were designed to determine the participants' attitude toward COVID-19: “What is your level of concern about COVID-19?” “How often do you check updates about COVID-19?” “What impact does the village/city lockdown policy have on your daily life?” “What is your attitude toward COVID-19 pandemic control?” and “Do you think that COVID-19 could be a global outbreak?”

**Ethical Considerations**
This study protocol was approved by the Ethics Committee of Jining Medical College (JNMC-2020-KY-001).

**Statistical Analysis**
We calculated counts and proportions for countable data in the questionnaire. Bar plots were used if necessary. The chi-square test was used to compare the differences in the countable data of groups. The Fisher test was applied to data that was not qualified for the chi-square test due to the small size of the sample. The differences between groups were considered statistically significant if the $P$ value was <.05. All statistics were completed with SAS (Version 9.5; SAS Institute Inc).

**Results**

**Sociodemographic Characteristics**
Table 1 summarizes the sociodemographic characteristics of respondents by group. In this study, a total of 822 questionnaires were collected, 508 were used in analysis, and 314 were excluded due to the age limitation or inconsistencies in control item responses.

Of the 508 respondents, there were 380 students (74.8%), 39 medical workers (7.7%), and 89 people in other occupations (17.5%). The mean age was 24.1 years. The mean age for each group was 21.5 years for students, 29.6 years for medical workers, and 32.8 years for those in other occupations. In total, 272 participants (53.5%) were female. A slightly higher percentage of participants lived in rural areas (n=258, 50.8%) than urban areas (n=250, 49.2%), and most of them were single (n=423, 86.9%). The education level of the majority of the respondents was college and above (n=454, 89.4%). For monthly income, 58.7% had no income; this answer was especially high among students (76.9%). Most of the participants said they were not currently smoking (n=452, 89%) or drinking (n=344, 67.7%).
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Table 1. Sociodemographic characteristic distributions of participants by occupation group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Students (n=380)</th>
<th>Medical workers (n=39)</th>
<th>Other occupations (n=89)</th>
<th>Total (N=508)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>21.5 (SD 3.48)</td>
<td>29.6 (SD 4.03)</td>
<td>32.8 (SD 9.95)</td>
<td>24.1 (SD 6.95)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>190 (50.0)</td>
<td>12 (30.8)</td>
<td>34 (38.2)</td>
<td>236 (46.5)</td>
</tr>
<tr>
<td>Female</td>
<td>190 (50.0)</td>
<td>27 (69.2)</td>
<td>55 (61.8)</td>
<td>272 (53.5)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Han</td>
<td>367 (96.6)</td>
<td>39 (100)</td>
<td>88 (98.9)</td>
<td>494 (97.2)</td>
</tr>
<tr>
<td>Other</td>
<td>13 (3.4)</td>
<td>0 (0.0)</td>
<td>1 (1.1)</td>
<td>14 (2.8)</td>
</tr>
<tr>
<td>Household type, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>161 (42.4)</td>
<td>30 (76.9)</td>
<td>59 (66.9)</td>
<td>250 (49.2)</td>
</tr>
<tr>
<td>Rural</td>
<td>219 (57.6)</td>
<td>9 (23.1)</td>
<td>30 (33.7)</td>
<td>258 (50.8)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>372 (100)</td>
<td>16 (61.5)</td>
<td>35 (39.3)</td>
<td>423 (86.9)</td>
</tr>
<tr>
<td>Married</td>
<td>0 (0.0)</td>
<td>8 (30.8)</td>
<td>51 (57.3)</td>
<td>59 (12.1)</td>
</tr>
<tr>
<td>Others</td>
<td>0 (0.0)</td>
<td>2 (7.7)</td>
<td>3 (3.4)</td>
<td>5 (1.0)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤High school</td>
<td>2 (0.5)</td>
<td>5 (12.8)</td>
<td>47 (42.8)</td>
<td>54 (10.6)</td>
</tr>
<tr>
<td>College and above</td>
<td>378 (99.5)</td>
<td>34 (87.2)</td>
<td>42 (47.2)</td>
<td>454 (89.4)</td>
</tr>
<tr>
<td>Monthly income (¥), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No income</td>
<td>292 (76.9)</td>
<td>0 (0.0)</td>
<td>6 (6.7)</td>
<td>298 (58.7)</td>
</tr>
<tr>
<td>&lt;4000 (&lt;US $585)</td>
<td>86 (22.6)</td>
<td>8 (20.5)</td>
<td>23 (25.9)</td>
<td>117 (23.0)</td>
</tr>
<tr>
<td>≥4000 (≥US $585)</td>
<td>2 (0.5)</td>
<td>31 (79.5)</td>
<td>60 (67.4)</td>
<td>93 (18.3)</td>
</tr>
<tr>
<td>Current smoker, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>341 (89.7)</td>
<td>34 (87.2)</td>
<td>77 (86.5)</td>
<td>452 (89.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>39 (10.3)</td>
<td>5 (12.8)</td>
<td>12 (13.5)</td>
<td>56 (11.0)</td>
</tr>
<tr>
<td>Current drinker, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>257 (67.6)</td>
<td>27 (69.2)</td>
<td>60 (67.4)</td>
<td>344 (67.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>123 (32.4)</td>
<td>12 (30.8)</td>
<td>29 (32.6)</td>
<td>164 (32.3)</td>
</tr>
</tbody>
</table>

Knowledge and Awareness About COVID-19

Almost all of the respondents said they had heard about COVID-19 (99% of students, 100% of medical workers, and 98.9% of those in other occupations). A higher proportion of medical workers (n=18, 46.2%) and students (n=155, 40.8%) heard about COVID-19 by December 2019. However, a sizeable percentage of the respondents said they found out about COVID-19 between January 1 and 20, especially those in other occupations (52.8%) and students (49.5%).

Regarding the host of COVID-19, all medical workers reported that it was possibly a wild animal (eg, bats), and 98.7% of students (n=375) and 95.6% of those in other occupations (n=85) made the same choice. When the participants were asked about the populations most susceptible to COVID-19, 44.5% of the students (n=169) and 41.6% of those in other occupations (n=37) thought that middle-aged and older adults were more vulnerable. In contrast, 66.7% of medical workers answered that people of all ages were susceptible. The majority of the participants agreed that the incubation period of COVID-19 was between 1 and 14 days (86.5% to 92.3%), and over 98% of them agreed that the virus was contagious during the incubation period. Concerning treatment, most of the participants knew that there was no effective available treatment against COVID-19 (97.4% of medical workers [n=38] and 93.3% of those in other occupations [n=83]). In addition, 97.4% of medical workers (n=38) knew that COVID-19 was declared a PHEIC by the end of January, followed by students (n=319, 89%) and those in other occupations (n=78, 87.6%).

Regarding the use of masks, most of the participants agreed that it was necessary to wear a mask when going outside, with 90.5% (n=344), 87.2% (n=34), and 85.4% (n=76) of students, medical workers, and those in other occupations groups, respectively. This proportion was significantly higher than that of people that agreed to wear a mask in a crowded place.

As to the comparison between COVID-19 and other virus diseases, most of the students (n=321, 84.5%), those in the other occupations (n=85, 95.6%), and medical workers (n=39, 97.4%) pointed out the differences in the incubation period of COVID-19 compared to other virus diseases.
occupations group (n=77, 86%), and all medical workers (n=39, 100%), knew that COVID-19 and influenza virus were not the same. Correspondingly, a high proportion of students (n=319, 84%), medical workers (n=37, 94.9%), and those in other occupations (n=76, 85.4%) answered that COVID-19 was different from severe acute respiratory syndrome (SARS). When participants were asked if the influenza vaccine can prevent COVID-19, a low proportion of students (n=33, 8.7%), medical workers (n=1, 2.6%), and those in other occupations (n=7, 7.9%) responded “Yes.”

Although the majority of information about COVID-19 was well known by the participants, with no significant differences observed among the groups, medical workers showed a significantly advanced knowledge in their responses to professional questions (Table 2).

Regarding the sources used to search for information about COVID-19, most of the participants obtained information from social media (Sina Weibo, 84.7%), as well as WeChat and QQ groups (74.7%). The least used sources of information for all three groups were newspapers and magazines (3.4%; Figure 1).
Table 2. Participants’ knowledge and awareness of COVID-19 by occupation group.

<table>
<thead>
<tr>
<th>Questions and responses</th>
<th>Students, n (%)</th>
<th>Medical workers, n (%)</th>
<th>Other occupations, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have you heard about COVID-19?</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Yes</td>
<td>376 (99.0)</td>
<td>39 (100)</td>
<td>88 (98.9)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4 (1.0)</td>
<td>0 (0.0)</td>
<td>1 (1.1)</td>
<td></td>
</tr>
<tr>
<td>When did you hear about COVID-19?</td>
<td></td>
<td></td>
<td></td>
<td>.72</td>
</tr>
<tr>
<td>December 2019</td>
<td>155 (40.8)</td>
<td>18 (46.2)</td>
<td>30 (33.7)</td>
<td></td>
</tr>
<tr>
<td>January 1-20, 2020</td>
<td>188 (49.5)</td>
<td>17 (43.6)</td>
<td>47 (52.8)</td>
<td></td>
</tr>
<tr>
<td>January 21-23, 2020</td>
<td>31 (8.2)</td>
<td>4 (10.3)</td>
<td>10 (11.2)</td>
<td></td>
</tr>
<tr>
<td>January 24, 2020, and after</td>
<td>6 (1.6)</td>
<td>0 (0.0)</td>
<td>2 (2.3)</td>
<td></td>
</tr>
<tr>
<td>Do you know that COVID-19 has been declared to be a Public Health Emergency of International Concern?</td>
<td></td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Yes</td>
<td>319 (89.0)</td>
<td>38 (97.4)</td>
<td>78 (87.6)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>61 (16.1)</td>
<td>1 (2.6)</td>
<td>11 (12.4)</td>
<td></td>
</tr>
<tr>
<td>Do you agree that COVID-19 is the same as influenza virus?</td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Yes</td>
<td>59 (15.5)</td>
<td>0 (0.0)</td>
<td>12 (14.0)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>321 (84.5)</td>
<td>39 (100)</td>
<td>77 (86.0)</td>
<td></td>
</tr>
<tr>
<td>Do you agree that COVID-19 is the same as severe acute respiratory syndrome (SARS)?</td>
<td></td>
<td></td>
<td></td>
<td>.19</td>
</tr>
<tr>
<td>Yes</td>
<td>61 (16.1)</td>
<td>2 (5.1)</td>
<td>13 (14.6)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>319 (84.0)</td>
<td>37 (94.9)</td>
<td>76 (85.4)</td>
<td></td>
</tr>
<tr>
<td>Do you agree that the influenza vaccine can prevent COVID-19?</td>
<td></td>
<td></td>
<td></td>
<td>.41</td>
</tr>
<tr>
<td>Yes</td>
<td>33 (8.7)</td>
<td>1 (2.6)</td>
<td>7 (7.9)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>345 (91.3)</td>
<td>38 (97.4)</td>
<td>82 (92.1)</td>
<td></td>
</tr>
<tr>
<td>Which level is the category and treatment of COVID-19 classified in China?</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Class B infectious disease and treated as Class A</td>
<td>189 (49.7)</td>
<td>33 (84.6)</td>
<td>34 (38.2)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>191 (50.3)</td>
<td>6 (15.4)</td>
<td>55 (61.8)</td>
<td></td>
</tr>
<tr>
<td>What is the possible host of COVID-19</td>
<td></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Wildlife (eg, bat)</td>
<td>375 (98.7)</td>
<td>39 (100.0)</td>
<td>85 (95.6)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>5 (1.3)</td>
<td>0 (0.0)</td>
<td>4 (4.4)</td>
<td></td>
</tr>
<tr>
<td>Which population group is susceptible to COVID-19?</td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Middle-aged and older adults</td>
<td>169 (44.5)</td>
<td>7 (18.0)</td>
<td>37 (41.6)</td>
<td></td>
</tr>
<tr>
<td>Older adults and children</td>
<td>62 (16.3)</td>
<td>6 (15.4)</td>
<td>14 (15.7)</td>
<td></td>
</tr>
<tr>
<td>All ages</td>
<td>141 (37.1)</td>
<td>26 (66.7)</td>
<td>36 (40.4)</td>
<td></td>
</tr>
<tr>
<td>Young adults</td>
<td>8 (2.1)</td>
<td>0 (0.0)</td>
<td>2 (2.2)</td>
<td></td>
</tr>
<tr>
<td>How long is the incubation period of COVID-19?</td>
<td></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>1-14 days</td>
<td>332 (87.4)</td>
<td>36 (92.3)</td>
<td>77 (86.5)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>48 (12.6)</td>
<td>3 (7.7)</td>
<td>12 (13.5)</td>
<td></td>
</tr>
<tr>
<td>Do you think that COVID-19 is contagious during the incubation period?</td>
<td></td>
<td></td>
<td></td>
<td>.75</td>
</tr>
<tr>
<td>Yes</td>
<td>374 (98.4)</td>
<td>39 (100)</td>
<td>89 (100)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>6 (1.6)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Is there any effective treatment for COVID-19?</td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Available</td>
<td>55 (14.5)</td>
<td>1 (2.6)</td>
<td>6 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Unavailable</td>
<td>325 (85.5)</td>
<td>38 (97.4)</td>
<td>83 (93.3)</td>
<td></td>
</tr>
<tr>
<td>When do you think that it is necessary to wear a mask during the COVID-19 pandemic?</td>
<td></td>
<td></td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td>When going outside</td>
<td>344 (90.5)</td>
<td>34 (87.2)</td>
<td>76 (85.4)</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. Ways by which participants obtained COVID-19 information, by occupation group.

Attitude Toward the COVID-19 Pandemic

The three groups showed significant differences in their level of concern. A higher proportion of medical workers stated they were highly concerned (n=28, 71.8%), followed by those in other occupations (n=47, 52.8%) and students (n=149, 39.2%). The frequency of checking updates was also significantly different among the groups. Regarding the number of times per day participants reported checking for updates about COVID-19, 48.2% of students (n=183) checked once per day, as did 46.1% of those in other occupations (n=41). On the other hand, the proportion of medical workers that checked updates once per day (n=18, 46.2%) was slightly lower than the proportion that checked updates more than once per day (n=19, 48.7%). The proportion of participants that thought that COVID-19 would not be a global outbreak was 71.3% (n=271), 79.5% (n=31), and 69.7% (n=62) for students, medical workers, and those in other occupations, respectively.

Regarding the village/city lockdown policy, most of the participants from the three groups stated that the policy had a significant impact on their daily life (55.3% of students [n=210], 43.6% of medical workers [n=17], and 43.8% of those in other occupations [n=39]). Nevertheless, most of them had an optimistic attitude toward COVID-19 control (92.1% of students [n=350], 94.9% of medical workers [n=37], and 92.3% of those in other occupations [n=83]). Table 3 displays the attitude toward COVID-19 of participants by group.

Table 3. Participants’ attitude toward COVID-19 by occupation group.

<table>
<thead>
<tr>
<th>Questions and responses</th>
<th>Students, n (%)</th>
<th>Medical workers, n (%)</th>
<th>Other occupations, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>How concerned are you about COVID-19?</td>
<td></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>I don't care</td>
<td>1 (0.3)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Low concern</td>
<td>56 (14.7)</td>
<td>2 (5.1)</td>
<td>7 (7.9)</td>
<td></td>
</tr>
<tr>
<td>Medium concern</td>
<td>174 (45.8)</td>
<td>9 (23.1)</td>
<td>36 (39.3)</td>
<td></td>
</tr>
<tr>
<td>High concern</td>
<td>149 (39.2)</td>
<td>28 (71.8)</td>
<td>47 (52.8)</td>
<td></td>
</tr>
<tr>
<td>How often do you check updates about COVID-19?</td>
<td></td>
<td></td>
<td></td>
<td>.007</td>
</tr>
<tr>
<td>More than once per day</td>
<td>104 (27.4)</td>
<td>19 (48.7)</td>
<td>33 (37.1)</td>
<td></td>
</tr>
<tr>
<td>Once per day</td>
<td>183 (48.2)</td>
<td>18 (46.2)</td>
<td>41 (46.1)</td>
<td></td>
</tr>
<tr>
<td>Less than once per day</td>
<td>93 (24.5)</td>
<td>2 (5.1)</td>
<td>15 (16.8)</td>
<td></td>
</tr>
<tr>
<td>What impact does the village/city lockdown policy have on your daily life?</td>
<td></td>
<td></td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>Minimal</td>
<td>59 (15.5)</td>
<td>8 (20.5)</td>
<td>17 (19.1)</td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>111 (29.2)</td>
<td>14 (35.9)</td>
<td>33 (37.1)</td>
<td></td>
</tr>
<tr>
<td>Significant</td>
<td>210 (55.3)</td>
<td>17 (43.6)</td>
<td>39 (43.8)</td>
<td></td>
</tr>
<tr>
<td>What is your attitude toward the control of the COVID-19 pandemic?</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Optimistic</td>
<td>350 (92.1)</td>
<td>37 (94.9)</td>
<td>83 (92.3)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>9 (2.4)</td>
<td>0 (0.0)</td>
<td>2 (3.3)</td>
<td></td>
</tr>
<tr>
<td>Pessimistic</td>
<td>21 (5.5)</td>
<td>2 (5.1)</td>
<td>4 (4.5)</td>
<td></td>
</tr>
<tr>
<td>Do you think COVID-19 could be a global outbreak?</td>
<td></td>
<td></td>
<td></td>
<td>.50</td>
</tr>
<tr>
<td>Yes</td>
<td>109 (28.7)</td>
<td>8 (20.5)</td>
<td>27 (30.3)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>271 (71.3)</td>
<td>31 (79.5)</td>
<td>62 (69.7)</td>
<td></td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

This study determined the knowledge and awareness of and attitude toward COVID-19 among students, medical workers, and those in other occupations during the critical period of the outbreak. It demonstrated that participants from different population groups had similar knowledge and awareness of COVID-19. However, medical workers performed significantly better on questions related to professional knowledge. It was confirmed that the lockdown policy had a substantial impact on the daily life of the analyzed groups. Nevertheless, most of the participants believed that COVID-19 would not be a global outbreak and they held an optimistic attitude regarding the control of the COVID-19 pandemic.

In this study, 314 respondents were excluded from the analysis as they did not answer the control items correctly. Of 314 unqualified participants, students accounted for 77.4% (n=226), while 17.5% (n=51) were in the other occupations group, and 5.1% (n=15) were medical workers. No significant differences were found in the occupation distribution between the qualified and unqualified groups. However, the mean age of the unqualified group was significantly lower than that of the qualified group because of the high proportion of students. The difference in distribution of ethnicity and marriage status was not statistically significant between the two groups. Thus, it can be inferred that the participants in the qualified group are representative.

Our study revealed that most of the participants had heard about COVID-19, and a higher proportion of them had heard about it by January, which corresponded with other studies that found that the peak of information seeking about COVID-19 occurred by the end of January in various countries [11,12]. It is worth noting that a certain proportion of medical workers and students had heard about the virus by the end of December 2019.

Regarding general knowledge about COVID-19, our findings showed that almost all participants knew that the host of the virus was probably a wild animal. In addition, most of the participants knew that COVID-19 was different from influenza and SARS, and also had a good understanding of the incubation time of COVID-19, as well as the most susceptible populations. Medical workers showed a more advanced knowledge in their responses to professional questions than the other two groups. Compared with another similar study conducted in India, the level of knowledge and awareness among the participants in our study is higher; most of the respondents in India were passably aware of the basic elements of the disease [13]. Findings similar to ours were reported in another study performed in China that demonstrated that most of the participants were knowledgeable about COVID-19 [14].

Participants of this study used social media (eg, Sina Weibo) most often to obtain information about COVID-19, as well as other apps (WeChat and QQ). Traditional media such as newspapers and magazines were used less often to get updates. Similar findings were found in other studies that analyzed where people searched for information about COVID-19 [15-17]. A possible explanation could be that social media apps have become popular and easily accessible compared with traditional media sources, thus speeding up the spread of information.

Regarding preventive measures, our study found that most of the participants would wear a mask when outside and in crowded places. However, there is controversial information about the effectiveness of wearing a mask among the general population [18]. In East Asia, especially in China, wearing a mask has been one of the main preventive measures recommended by the government since the beginning of the outbreak. This was possibly one of the main differences in response compared with other places in the world where the use of masks was not compulsory for the general population [19]. In fact, wearing a mask has contributed much to the effective control of COVID-19 in China. Furthermore, a wide range of countries and regions have recommended their citizens wear a mask if social distancing cannot be ensured.

Most of the study participants, especially medical workers, reported that they were highly concerned about COVID-19. Similarly, another web-based study conducted in China suggested that 97.1% of participants paid close attention to COVID-19 by checking updates more than once per day [20]. A possible reason for frequent update checking is the psychological stress associated with the pandemic that the public has experienced. Another study in China showed that more than 90% of the study population experienced concern and stress [21]. The high level of concern among medical workers could be due to their higher risk of exposure to COVID-19 and their fear of getting infected. A similar study performed in Henan, China, demonstrated that 85% of health care workers were afraid of being infected at work [22].

The lockdown policy has been an important preventive measure to deter the spread of COVID-19 in several countries [23,24], and it has been effective in China [25]. In our study, most of the respondents reported that the lockdown policy had a significant impact on their daily life. In this regard, other studies also confirmed that lockdown measures can have a substantial impact on the mental health of the population and affect people’s daily lives due to social distancing and decreased physical activity [26]. Moreover, another study that reviewed the impact of COVID-19 on university students showed that most of them were concerned about the effects that the outbreak would have on their academic performance. Most universities closed and classes were online [27]; this may be why students considered the impact of lockdown significant. Nevertheless, as a positive outcome, the lockdown policy also provided the opportunity and time for families to stay close, especially if they learned to cope with tensions that occurred due to changes in the family routine. However, several countries, including China, reported an increase in domestic violence during lockdown [28]. There was also a general concern about parenting during the lockdown and how families could deal with the stress of the crisis [29].

Despite being highly concerned about COVID-19, more than 90% of the respondents declared to have an overall optimistic attitude toward COVID-19 control. Similar findings were reported in another cross-sectional web-based study among health care workers globally, especially in Asia, where 78% of
the participants held a positive perception of COVID-19 [30]. In contrast, a study performed in Uganda showed that only 21% of the participants had a good attitude toward the disease [31]. A possible cause of these differences in attitude toward the COVID-19 pandemic may be the social and economic gap among countries, which might influence the availability of medical services and sanitary conditions in houses and workplaces. The Human Development Index (HDI) might be an adequate measurement of this gap. In Asia, the HDI ranges from 0.647 to 0.866, while in Uganda it is 0.528. Similarly, more than half of the respondents said that COVID-19 could not become a global outbreak. This trend might be related to the low international incidence of cases when the survey was conducted.

This study evaluated the knowledge and awareness of and attitude toward COVID-19 among different populations in Central China, providing meaningful findings that might be useful for other countries and regions facing the COVID-19 pandemic. Nevertheless, limitations still exist. First, the sample size was small and unbalanced, especially for medical workers and the other occupations group, which might limit the generalizability of findings. Therefore, the interpretation of the results should be cautious. Second, the findings related to mental health were not included in the current analysis. Finally, the sample representing the target population could be limited to some extent because all participants came from the same geographical region.

Conclusions
In general, the findings show that the participants have an adequate background knowledge of COVID-19 and hold an optimistic attitude toward the control of the disease. However, most of the participants were highly concerned about the pandemic and said that the lockdown policy had a significant impact on their daily life, suggesting a need for effective preventive measures to relieve emotional and psychological stress. Finally, this research offers essential evidence for COVID-19 pandemic control prior to the availability of a prophylactic vaccine. Further studies are still needed to identify the specific impact that the COVID-19 pandemic has had on the lives and mental health of the population.
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Abstract

Background: With the continued spread of COVID-19 in the United States, identifying potential outbreaks before infected individuals cross the clinical threshold is key to allowing public health officials time to ensure local health care institutions are adequately prepared. In response to this need, researchers have developed participatory surveillance technologies that allow individuals to report emerging symptoms daily so that their data can be extrapolated and disseminated to local health care authorities.

Objective: This study uses a framework synthesis to evaluate existing self-reported symptom tracking programs in the United States for COVID-19 as an early-warning tool for probable clusters of infection. This in turn will inform decision makers and health care planners about these technologies and the usefulness of their information to aid in federal, state, and local efforts to mobilize effective current and future pandemic responses.

Methods: Programs were identified through keyword searches and snowball sampling, then screened for inclusion. A best fit framework was constructed for all programs that met the inclusion criteria by collating information collected from each into a table for easy comparison.

Results: We screened 8 programs; 6 were included in our final framework synthesis. We identified multiple common data elements, including demographic information like race, age, gender, and affiliation (all were associated with universities, medical schools, or schools of public health). Dissimilarities included collection of data regarding smoking status, mental well-being, and suspected exposure to COVID-19.

Conclusions: Several programs currently exist that track COVID-19 symptoms from participants on a semiregular basis. Coordination between symptom tracking program research teams and local and state authorities is currently lacking, presenting an opportunity for collaboration to avoid duplication of efforts and more comprehensive knowledge dissemination.

 doi:10.2196/23297
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Introduction

Background

A 2019 outbreak of febrile respiratory illness in Wuhan, China, quickly evolved into the COVID-19 pandemic [1]. The disease has affected over 200 countries and territories worldwide. Globally, there are more than 18 million confirmed cases and over 700,000 deaths attributed to this flu-like illness, as of August 6, 2020 [2]. In the United States alone, there are more than 4.5 million confirmed cases and over 150,000 deaths [3]. The true number of those affected may be much higher due to the slow rollout and lack of availability of testing in the United States compared to other countries [4].

The United States, as well as other countries, has combated this pandemic and sought to flatten the curve via social distancing, testing, isolation, and contact tracing [5]. Despite best efforts, the virus spread quickly with serious implications. In the first month of testing, the hospitalization rate was 4.6 per 100,000 people in the United States. Hospitalization rates were highest among adults over 65 years as well as those with underlying conditions [6]. At the present time, there is no specific antiviral treatment for COVID-19. Management of symptoms focuses on supportive care and oxygen therapy, both of which involve a plethora of hospital resources [5]. Modeling of COVID-19 shows that the pandemic has the potential to cause regional shortages of hospital beds, intensive care unit (ICU) beds, ventilators, and medical staff, which could lead to difficult ethical decisions [7]. A recent study suggests that COVID-19 will likely become endemic like cold and flu viruses [8]. There is a need to predict where resources should be distributed before potential patients with COVID-19 enter the hospital setting to alleviate strain on medical staff and facilities.

Epidemiological surveillance is fundamental in coordinating both immediate and long-term strategies for the detection and prevention of infectious disease outbreaks [9,10]. However, since collecting and disseminating these data take several weeks, during highly transmissible outbreaks, it may not be entirely reflective of the current prevalence of the disease. As these data are used to inform health authorities and prompt a public response, the resulting time delay can lead to inappropriate or inadequate response to actual need. Additionally, the collected data may be incomplete or insufficient to discern regional demographics that may impact effective intervention and treatment [11,12].

To overcome the limitations of epidemiological surveillance, internet-based technologies have been developed to estimate and monitor real-time changes in population, soliciting participation from the public at large [12,13]. One approach that has been introduced is self-reported symptom tracking. Symptom tracking is a form of crowd-sourced participatory surveillance that solicits individuals to report their health status on a daily or weekly basis, often with emails or notifications to prompt timely response, allowing researchers to see potential changes in the population before seeing changes in clinical presentation at hospitals and medical centers. Symptom tracking is used primarily to track and forecast influenza activity throughout the country; however, researchers have been looking to apply this technology to other diseases, such as COVID-19 [12,13]. Participatory surveillance such as this may prove vital to complement epidemiological surveillance during highly transmissible epidemics, as it allows for the detection of outbreaks before they reach the clinical threshold, affording more time for logistical support and appropriate allocation of resources [11]. Research by Baltrusaitis et al [13] indicates that collected participatory surveillance of influenza later correlated with confirmed epidemiological surveillance data. With the current highly transmissible and deadly COVID-19 pandemic putting a strain on portions of the United States health care system, participatory surveillance is more important than ever to bolster local prevention efforts [14].

Research Purpose

This study uses a framework synthesis to inform decision making about the utility of existing self-reported symptom tracking programs for COVID-19, with a focus on the US population, as an early-warning tool for probable clusters of infection. Due to the rapidly changing nature of both the pandemic and work in this area, this research will be updated at 6- and 12-month intervals.

Objective

The purpose of this framework analysis is to assess the number and scope of self-reported symptom tracker programs focused on the United States and COVID-19. An innovative best fit framework analysis was chosen because of its strength, utility, and appropriateness in drawing conclusions for an evolving subject [15,16]. According to Booth and Carroll [17], the best fit framework approach is considered a highly structured and pragmatic methodology for research synthesis suited for qualitative research with specific questions, a limited time frame, and issues that have been previously identified; this served the purpose of our research well [18]. The outcomes of this synthesis and its updates should inform decision makers and health care planners about these technologies and the information they can ascertain from them in order to aid in federal, state, and local efforts to combat the pandemic both now and in the future.

Methods

A framework analysis was conducted to assess symptom tracking programs. A best fit framework was constructed by collating information collected from each program into a table for easy comparison between programs.

Target Population

This framework synthesis sought to identify programs that track COVID-19 symptoms in the US population for all ages, genders, and ethnicities. Inclusion and exclusion criteria are shown below:

- Inclusion criteria: programs were included if they aimed to capture and geographically collate self-reported potential symptoms of COVID-19 and if they were available for use in the United States. For our purpose, a symptom tracking tool is defined as a program that allows individuals to report symptoms of COVID-19 to identify geographic areas with emerging or changes in progression of disease.
• Exclusion criteria: programs were excluded if they did not track specific symptoms for COVID-19, were symptom checkers for individual use only, or were not targeting the US population.

Program Identification
Programs were identified using Google search for keywords (“symptom trackers covid,” “symptom trackers coronavirus,” “symptom tracking covid,” “symptom tracking coronavirus,” “daily symptom tracking covid,” “daily symptom tracking coronavirus,” “self-reporting covid,” “self-reporting coronavirus”). The time frame for the search for programs ranges from April 7, 2020, to May 9, 2020. Further, we used snowball sampling to identify other symptom tracker programs for COVID-19.

Screening Method
Reviewers (JK, MJ, TK) screened programs to determine if inclusion criteria were met. Reviewers (MJ, JK, TK) then extracted data from program websites using a standardized form. To complete the collection of information not available via the program webpages, we contacted the managers of the programs via email.

Synthesis Method
Data relating to program characteristics were extracted from all included programs and organized into a table format, which was used to guide data collection and build the framework for analysis. Data were then synthesized in order to form meaningful statements about the programs.

Results
We identified 6 programs that met the inclusion criteria. Information was gathered from the public webpages of all eligible symptom trackers (BeatCOVID19Now, COVIDcast, COVIDNearYou, COVID Symptom Tracker, HelpBeatCOVID19, and HowWeFeel) (Table 1). Two programs, C19Check and the Department of Defense’s MySymptoms.mil, were excluded from our synthesis since they are symptom checkers that do not identify probable clusters of emerging infection.

All of the included programs were affiliated with a university, school of medicine, or school of public health. Half of the programs (n=3) included were based in Boston, Massachusetts, and affiliated with Harvard University (COVIDNearYou, COVID Symptom Tracker, and HowWeFeel), with COVIDNearYou also collecting data from participants in Canada and Mexico. Two other programs are based elsewhere within the United States (COVIDcast and HelpBeatCOVID19), and one is based in Australia, designed for international use (BeatCOVID19Now).

The number of responses, defined as unique symptom entries by an individual, to each program varied widely, with the lowest being ~27,000 (BeatCOVID19Now) and the highest being 2,573,240 (COVIDcast). COVID Symptom Tracker collected data from patients currently enrolled in large cohort studies and clinical trials not related to COVID-19 and had obtained much of their initial influx of responses through that mechanism. Two-thirds of the programs had fewer than 100,000 responses. Three programs utilized a website to collect data, while two exclusively used an app available for both Apple and Android devices (COVID Symptom Tracker and HowWeFeel), and only one utilized a survey on a social media platform (Facebook). While most of the programs had no form of follow-up with participants, COVIDNearYou and HelpBeatCOVID19 sent text message reminders, and COVID Symptom Tracker sent phone notifications every third day.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>BeatCOVID19Now</th>
<th>COVIDcast</th>
<th>COVIDNearYou</th>
<th>COVID Symptom Tracker</th>
<th>HelpBeatCOVID19</th>
<th>HowWeFeel</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Host institution and partners</strong></td>
<td>Swinburne University of Technology</td>
<td>Carnegie Mellon University Delphi Research Group; Facebook</td>
<td>Harvard Medical School; Boston Children’s Hospital; Ending Pandemics; Google; Centers for Disease Control and Prevention (CDC)</td>
<td>Harvard TH Chan School of Public Health; Massachusetts General Hospital; King’s College London; Stanford University School of Medicine; Zoe Global Limited</td>
<td>University of Alabama; Alabama Department of Public Health</td>
<td>Harvard TH Chan School of Public Health; Massachusetts Institute of Technology; Institute for Quantitative Social Science; McGovern Institute; Howard Hughes Medical Institute; Weizmann Institute of Science; Pinterest; Feeding America; Alex’s Lemonade Stand; Charitio; Bill &amp; Melinda Gates Foundation</td>
</tr>
<tr>
<td><strong>Location</strong></td>
<td>Melbourne, Australia</td>
<td>Pittsburgh, Pennsylvania, USA</td>
<td>Boston, Massachusetts, USA</td>
<td>Boston, Massachusetts, USA</td>
<td>Birmingham, Alabama, USA</td>
<td>Boston, Massachusetts, USA</td>
</tr>
<tr>
<td><strong>Funding sources</strong></td>
<td>Swinburne University of Technology</td>
<td>None</td>
<td>Ending Pandemics Crowdsourcing</td>
<td>Mass General Wellcome Trust (UK)</td>
<td>University of Alabama</td>
<td>Bill &amp; Melinda Gates Foundation</td>
</tr>
<tr>
<td><strong>Intended participants</strong></td>
<td>Worldwide, 18+ years</td>
<td>United States residents, 18+ years</td>
<td>United States, Canada, and Mexico residents, 18+ years</td>
<td>United States residents, 18+ years; participants from other internal studies including RCTs</td>
<td>United States residents, 18+ years; particular focus on Alabama and neighboring states</td>
<td>United States residents, 18+ years</td>
</tr>
<tr>
<td><strong>Date symptom tracker was initiated</strong></td>
<td>March 26, 2020</td>
<td>April 6, 2020</td>
<td>March 22, 2020</td>
<td>April 4, 2020</td>
<td>Not available</td>
<td>April 3, 2020</td>
</tr>
<tr>
<td><strong>Number of responses to datea</strong></td>
<td>27,000+</td>
<td>2,573,240</td>
<td>54,000+</td>
<td>98,000+</td>
<td>57,000+</td>
<td>1,000,000+</td>
</tr>
<tr>
<td><strong>Mechanism of recruiting participants/platform</strong></td>
<td>Website; app in developmentb</td>
<td>Survey via Facebook</td>
<td>Website</td>
<td>Apple App Store, Google Play Store</td>
<td>Website</td>
<td>Apple App Store, Google Play Store</td>
</tr>
<tr>
<td><strong>Follow-up</strong></td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>Daily phone notifications</td>
<td>Text messages every 3 days</td>
<td>None</td>
</tr>
<tr>
<td><strong>Frequency of reporting</strong></td>
<td>Daily</td>
<td>Daily</td>
<td>Weekly</td>
<td>Live data</td>
<td>Live data</td>
<td>Daily</td>
</tr>
<tr>
<td><strong>Availability of summary tables for external synthesis/utilization</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td><strong>Intended audience for the product</strong></td>
<td>Public at large; state and local public health officials; international health organizations</td>
<td>Public at large; state and local public health officials; US policymakers; health care providers; health care systems</td>
<td>Public at large; CDC and national public health organizations; state and local public health officials; researchers; health care providers; health care systems</td>
<td>Public at large; participants of internal studies</td>
<td>Public at large; neighboring states; state and local health officials; local policymakers</td>
<td>Public at large; state and local public health officials</td>
</tr>
</tbody>
</table>
The programs collected a variety of data elements, but several were common among them (Table 2). All of the symptom trackers collected demographic data on the participant’s age, gender, and zip code. They also all collected information on symptoms experienced by the participant, although the time frame considered varied from the present to 7 days prior. Additionally, every program asked if the participant had been tested for COVID-19 at the time of the survey. Five of the six trackers also asked for information on any chronic conditions that the participant is experiencing, and if they are or are not a smoker.

Some of the programs had special interest in certain topics that were not explored by others. Only four of the programs asked the participant if they had been exposed to anyone who had COVID-19, while two asked if the participant came into direct contact with the public. Two programs asked if participants had received an annual flu shot this past year. Two programs asked questions related to the impact of the pandemic on participant’s mental health. Two programs asked the participant to answer questions about others in their household in addition to themselves.
<table>
<thead>
<tr>
<th>Data elements</th>
<th>BeatCOVID19Now</th>
<th>COVIDcast</th>
<th>COVIDNearYou</th>
<th>COVID Symptom Tracker</th>
<th>HelpBeatCOVID19</th>
<th>HowWeFeel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Gender/sex</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zip code</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Number of people in the household</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment status</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Languages spoken in the household</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is the participant an essential worker?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is the participant a health care worker?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>International travel within the past 2 months?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has the participant traveled out of state within the past 5 days?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Travel within the past 2 weeks?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does the participant come in direct contact with the public?</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How many people has the participant had direct contact with outside of their household?</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has the participant gone outside for work within the past 5 days?</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What activities has the participant engaged in outside of their household?</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has the participant been in contact with health care professionals?</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has the participant visited a long-term care facility or nursing home within 5 days?</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To what extent is the participant complying with social distancing guidelines?</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How many days has the participant spent in quarantine or social isolation?</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has the participant been quarantined over the past 2 weeks?</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has the participant been quarantined over the past 24 hours?</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How is the participant feeling today? (good/not good)</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Has the participant been exposed to anyone with COVID-19?</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Has the participant been tested for COVID-19?</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Does the participant suspect they have COVID-19 despite not being tested?</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Symptoms of the participant over the last 24 hours</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Data elements</td>
<td>BeatCOVID19Now</td>
<td>COVIDcast</td>
<td>COVIDNearYou</td>
<td>COVID Symptom Tracker</td>
<td>HelpBeatCOVID19</td>
<td>HowWeFeel</td>
</tr>
<tr>
<td>------------------------------------------------------------------------------</td>
<td>----------------</td>
<td>-----------</td>
<td>--------------</td>
<td>-----------------------</td>
<td>-----------------</td>
<td>------------</td>
</tr>
<tr>
<td>Symptoms among the participant or household member(s) within 24 hours</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms currently being experienced by the participant</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms over the last 7 days</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How many days has the participant been experiencing symptoms?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What date did the participant begin experiencing symptoms?</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has the participant had difficulty completing normal activities over the past 24 hours?</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is anyone within the participant’s household experiencing symptoms?</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Number of people in the household who are sick</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Number of people the participant knows in the community who are sick</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Has the participant been to the hospital within the past 24 hours?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Is the participant at home or hospitalized?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Is the participant able to move freely?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Does the participant require outside help on a regular basis?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>If the participant needs help, can they get it from someone close to them?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Highest temperature</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Does the participant have a non–COVID-19 respiratory illness?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Impact on immediate mental health or changes in mood or behavior</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Is the participant worried about their ability to engage in daily activities or about the security of their future?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Does the participant have health problems that require staying indoors regularly?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Chronic conditions</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Smoking status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Height</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Weight</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Pregnancy status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Has the participant had the flu vaccination?</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Is the participant currently taking aspirin?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Is the participant currently taking nonsteroidal anti-inflammatory drugs (NSAIDs)?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>
Principal Results

Self-reported symptom trackers have been shown to be beneficial in tracking and monitoring the spread and progression of influenza each year and may prove to be vital as the United States continues to loosen shelter-in-place guidelines across the country. Due to the nature of the rapidly changing pandemic, this resource will be updated at both 6- and 12-month intervals to better reflect the evolving pandemic response.

Two of the programs were created by groups who already have existing infrastructure for tracking influenza outbreaks each year, BeatCOVID19Now, which is a derivative of Flu-iiQ, and COVIDNearYou, the sister tracker to FluNearYou. Flu-iiQ, in particular, was developed to solicit patient-reported outcome measures during large-scale clinical trials to measure the presence or absence of disease within a small subset of a population, allowing for extremely sensitive measurements without requiring thousands of responses [19]. The flexibility of these programs to track symptoms associated with diverse flu-like illness is imperative in identifying outbreaks of disease both for the purposes of this current pandemic as well as future flu and other respiratory disease outbreaks [20].

The data elements collected varied between programs, but all asked for zip code data, which means that even groups that do not currently have their data geolocated on maps have the potential to do so in the future in order to make data accessible to state and local health officials. They also all collect data regarding testing status, which enables local, state, or national program managers or planners to see the impact of current testing expansion efforts. Almost all of the programs asked about race and/or ethnicity, which may highlight racial disparities in testing, symptoms, unemployment status, and other chronic health conditions. The similarities in the data elements being collected by the different programs indicates that collaboration to build a larger, single picture is a possibility; standardization could be beneficial to the programs and to the local leaders and planners, health care providers, and researchers who would receive the outputs. The differences in collected data highlight areas of focus between the programs that other programs may want to consider incorporating as well.

Notable differences between the programs include unique data elements as well as the manner of recruitment. Two of the programs, BeatCOVID19Now and COVIDcast, are collecting information related to the mental health impact of the pandemic. This topic is currently being discussed in the scientific community since individuals with current mental health conditions can be at higher risk for infections [21,22]. Additionally, mental health conditions can be made worse by the anxiety and fear brought on by the pandemic [21]. Individuals without existing mental health conditions may develop emotional responses to the pandemic similar to disaster scenarios, particularly those who are working in response to the pandemic or those who are more susceptible to infection. Quarantine in general can spur a number of emotional responses that can remain after stay-at-home orders are lifted [22]. These programs could help to track the effect of mental health during the COVID-19 pandemic and help to inform prevention efforts for future pandemics requiring social isolation and quarantine. Another key difference was the reach of each program. Programs that partnered with or heavily relied on social media platforms (COVIDcast and HowWeFeel) had significantly more responses than those that did not utilize social media, suggesting that social media is a powerful recruitment tool for these efforts, even more so now since people depend on these platforms to stay connected due to social distancing measures. Therefore, its use should be considered by other groups going forward.

One of the notable results of this synthesis is the demonstrated overlap or duplication of effort between the programs. Each program is competing for the same group of potential respondents, who are more than likely going to be completing only one group’s survey. Without ongoing coordination between groups, the beneficiaries of their work—the public, lawmakers, state and local health care officials, etc.—will not obtain information reflective of the full potential of symptom tracking. Although many of the groups recognize this, active collaboration between the groups has been a difficult process, even among

<table>
<thead>
<tr>
<th>Data elements</th>
<th>BeatCOVID19Now</th>
<th>COVIDcast</th>
<th>COVIDNearYou</th>
<th>COVID Symptom Tracker</th>
<th>HelpBeatCOVID19</th>
<th>HowWeFeel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is the participant currently taking blood pressure medication?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is the participant currently taking immunosuppressants?</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does the participant have access to transportation?</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does the participant have health insurance?</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of domicile</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can the participant afford a medical co-pay if needed?</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has the participant completed the survey before?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

Discussion
the groups located in the same city (eg, Boston, Massachusetts) and based in the same institution.

A key challenge facing these programs is a lack of recognition at the national level. Only one of the trackers, COVIDNearYou, had a partnership with the Centers for Disease Control and Prevention, an extension of their ongoing partnership for FluNearYou. Despite this long-term collaboration, there is no outward support from the agency urging people to engage with this new program. The lack of local, state, or national promotion or outward partnership further exacerbates the potential for gaps between programs. Additionally, there is the potential that endorsement by local authorities or agencies could increase the number of responses, reaching people who were previously unaware of these programs and influencing them to contribute their data, which would in turn would allow for more complete data. This has been found to be the case in the United Kingdom, where the National Health System has endorsed the sister application to COVID Symptom Tracker, based at King’s College in London. Because of this, at the time of interview, they had received ten times as many responses as their US counterparts [23].

Limitations
Several limitations must be acknowledged for this study. First, our analysis was limited to English language programs, and therefore may have missed nuances of data collection which are more important to non-English speaking residents. Second, although the speed of framework analysis enables rapid evaluation of commonalities, it does not provide the in-depth rigor of a full systematic review. Third, our collected data did evaluate differences in the number of responses to each program but not analyze the effectiveness, market penetration, or user demographics of evaluated programs. Fourth, we recognize that program participation is limited to only those who have access to the internet or cellular phone service, creating an unintended disparity among respondents based on their access to and utilization of technology. Therefore, the underlying reasons for the difference in response rate remain beyond the scope of this study. Last, this synthesis does not provide critical appraisal of programs or evaluate programs for effectiveness.

Conclusion
Self-reported symptom tracking programs offer potential benefits as states and counties continue to reopen after the large-scale stay-at-home orders. Frequently reported data with high participation in geographic areas would allow officials to better monitor potential emerging hotspots and institute public health policy and reallocate resources more quickly to combat the spread of disease. However, there are unique challenges to address with self-reported symptom tracking programs to ensure successful implementation. Recognition or endorsement at the national, state, or local levels; increased funding to expand social media advertisements and partnerships; and collaboration between existing programs to generate a more comprehensive data picture would be essential steps in bolstering the utility of symptom tracking programs to achieve optimal effectiveness. If these challenges are addressed and symptom tracking programs become more widely used, the reopening process could be safer in the short term with the potential to monitor communities more closely for long-term management of the COVID-19 pandemic or future outbreaks.
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Abstract

Background: With restrictions on movement and stay-at-home orders in place due to the COVID-19 pandemic, social media platforms such as Twitter have become an outlet for users to express their concerns, opinions, and feelings about the pandemic. Individuals, health agencies, and governments are using Twitter to communicate about COVID-19.

Objective: The aims of this study were to examine key themes and topics of English-language COVID-19–related tweets posted by individuals and to explore the trends and variations in how the COVID-19–related tweets, key topics, and associated sentiments changed over a period of time from before to after the disease was declared a pandemic.

Methods: Building on the emergent stream of studies examining COVID-19–related tweets in English, we performed a temporal assessment covering the time period from January 1 to May 9, 2020, and examined variations in tweet topics and sentiment scores to uncover key trends. Combining data from two publicly available COVID-19 tweet data sets with those obtained in our own search, we compiled a data set of 13.9 million English-language COVID-19–related tweets posted by individuals. We use guided latent Dirichlet allocation (LDA) to infer themes and topics underlying the tweets, and we used VADER (Valence Aware Dictionary and sEntiment Reasoner) sentiment analysis to compute sentiment scores and examine weekly trends for 17 weeks.

Results: Topic modeling yielded 26 topics, which were grouped into 10 broader themes underlying the COVID-19–related tweets. Of the 13,937,906 examined tweets, 2,858,316 (20.51%) were about the impact of COVID-19 on the economy and markets, followed by spread and growth in cases (2,154,065, 15.45%), treatment and recovery (1,831,339, 13.14%), impact on the health care sector (1,588,499, 11.40%), and governments response (1,559,591, 11.19%). Average compound sentiment scores were found to be negative throughout the examined time period for the topics of spread and growth of cases, symptoms, racism, source of the outbreak, and political impact of COVID-19. In contrast, we saw a reversal of sentiments from negative to positive for prevention, impact on the economy and markets, government response, impact on the health care industry, and treatment and recovery.

Conclusions: Identification of dominant themes, topics, sentiments, and changing trends in tweets about the COVID-19 pandemic can help governments, health care agencies, and policy makers frame appropriate responses to prevent and control the spread of the pandemic.

Key words: coronavirus; infodemiology; infoveillance; infodemic; twitter; COVID-19; social media; sentiment analysis; trends; topic modeling; disease surveillance

(J Med Internet Res 2020;22(10):e22624) doi: 10.2196/22624
As the effects of the COVID-19 pandemic are felt worldwide, social media platforms are becoming inundated with content associated with the disease. Since its initial identification and reporting in Wuhan, China, the novel disease COVID-19 has spread to multiple countries across all continents and has become a global pandemic. The World Health Organization (WHO) declared the outbreak to be a pandemic on March 11, 2020, and the US government declared it to be a national emergency on March 13, 2020. As of June 30, 2020, the virus has infected over 10 million individuals and has caused approximately 503,000 deaths worldwide [1]. To contain the spread of the virus, several countries have implemented lockdown and quarantine measures and imposed travel bans, restricting people’s movement. Schools have been closed, many workers have become unemployed, and numerous individuals are locked down in their homes. With millions of lives affected by the COVID-19 pandemic, social media platforms such as Twitter have become an outlet for users to express their concerns, opinions, and feelings about the pandemic.

Social media has emerged as a significant conduit for health-related information; the majority of people across multiple countries use some form of social media [1,2]. Pew Research surveys examining multiple countries have identified social media as an important source of health information [3]. In recent years, sharing and consuming health information via social media has become prevalent. It is unsurprising that social media has become a prominent platform for people to share information and feelings about COVID-19.

The science of understanding health-related information that is distributed via a digital medium such as the internet or social media with the aim to inform public health and public policy is known as infodemiology. A related term, infoveillance, refers to syndromic surveillance of public health-related concerns that is expressed and diffused on the internet through digital channels. Infoveillance has been particularly useful to identify outbreak patterns and to study public perceptions of several diseases, including H1N1 influenza ("swine flu") [4], Ebola virus [5,6], and Zika virus [7-9]. Analysis of health event data posted on social media platforms not only provides firsthand evidence of health event occurrences but also enables faster access to real-time information that can help health professionals and policy makers frame appropriate responses to health-related events.

The COVID-19 outbreak has propelled an emergent set of studies that have examined public perceptions, thoughts, and concerns about this pandemic using social media data (Table 1). Most of these studies relied on data from the Twitter or Weibo platforms and analyzed data from early periods of the pandemic. The amount of data used in these studies varies from a few hundred tweets to a few million. These studies have collectively provided a rich body of knowledge on how Twitter users have reacted to the pandemic and their concerns in the early stages of the outbreak. Many of these studies did not differentiate between sources of tweets, such as whether the tweet originated from an individual or an organization such as a news channel or health agency. From an infoveillance perspective, it is important to understand the social media discourses pertaining to COVID-19 among the common public rather than by news agencies or other organizations. Further, there is limited understanding of the changes in public sentiments and discourse about COVID-19 over time. To address these gaps, we examined COVID-19–related tweets using a much larger data set covering a time period from January 1 to May 9, 2020. We performed a temporal assessment and examined variations in the topics and sentiment scores over a period of time from before to after the disease was declared a pandemic to uncover key trends.

Our research goals were to examine key themes and topics in COVID-19–related English-language tweets posted by individuals and to explore the trends and variations in how COVID-19–related tweets, key topics, and associated sentiments changed over a period of time from before to after the disease was declared a pandemic.
<table>
<thead>
<tr>
<th>Source</th>
<th>Social media platform</th>
<th>Data set</th>
<th>Time period</th>
<th>Key findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abd-Alrazaq et al, 2020 [10]</td>
<td>Twitter</td>
<td>167,073 tweets</td>
<td>Tweets from February 2 to March 15, 2020</td>
<td>Identified 12 topics that were grouped into four themes, viz the origin of the virus; its sources; its impact on people, countries, and the economy; and ways of mitigating infection.</td>
</tr>
<tr>
<td>Shen et al, 2020 [12]</td>
<td>Weibo</td>
<td>15 million posts</td>
<td>Posts from November 1, 2019, to March 31, 2020</td>
<td>Developed a classifier to identify “sick posts” pertaining to COVID-19. The number of sick posts positively predicted the officially reported COVID-19 cases up to 14 days ahead of official statistics.</td>
</tr>
<tr>
<td>Wahbeh et al, 2020 [15]</td>
<td>Twitter</td>
<td>10,096 tweets from 119 medical professionals</td>
<td>December 1, 2019, to April 1, 2020</td>
<td>Identified eight themes: actions and recommendations, fighting misinformation, information and knowledge, the health care system, symptoms and illness, immunity, testing, and infection and transmission.</td>
</tr>
<tr>
<td>Park et al, 2020 [18]</td>
<td>Twitter</td>
<td>43,832 users and 78,233 relationships</td>
<td>Few weeks before February 29, 2020</td>
<td>Assessed speed of information transmission in networks and found that news containing the word “coronavirus” spread faster.</td>
</tr>
<tr>
<td>Lwin et al, 2020 [19]</td>
<td>Twitter</td>
<td>20,325,929 tweets from 7,033,158 users</td>
<td>January 28 to April 9, 2020</td>
<td>An examination of four emotions (fear, anger, sadness, and joy) revealed that emotions shifted from fear to anger, while sadness and joy also surfaced.</td>
</tr>
</tbody>
</table>

aN/A: not applicable.  
bG7: Group of Seven.  

**Methods**

**Data Collection**

We collected all COVID-19–related tweets from January 1 to May 9, 2020. The Python programming language was used for our data collection and analyses, and Tableau was used as a supplementary tool for visualization purposes. We used three sources to assemble the tweets required for our analysis. First, we relied on the COVID-19 Twitter data set at IEEE Dataport [21], which contained COVID-19–related tweets from March 20, 2020. Second, we used a Twitter data set posted in GitHub [22] that contained COVID-19–related tweets posted since January 21, 2020. Both these data sets are publicly available and provide a list of tweet IDs for all tweets related to COVID-19. Third, we collected COVID-19–related tweets for
the remaining period, including texts and metadata, from Twitter using GetOldTweets3, a Python 3 library that enables scraping of historical Twitter data [23]. Because we were combining tweets from multiple sources, we used a common set of keywords and phrases that other sources had used: corona, coronavirus, covid-19, covid19, and their variants, including their hashtag equivalents. The language-tag setting “EN” and the retweet tag “RT” were used to filter English-language tweets and retweets. We also used the retweets feature in GetOldTweets3 to filter out retweets. Due to restrictions of the Twitter platform, the public data sets contained only the tweet IDs. The process of extracting complete details of a tweet, including metadata, from Twitter using the tweet ID is referred to as hydration, and a number of tools have been developed for this purpose [11]. We used the Hydrator software [24] listed in IEEE Dataport to gather the complete text and metadata of the tweets.

Data Preprocessing

Our next step was to classify all the tweets posted by individuals versus those that originated from organizations. We first gathered the unique Twitter user IDs of all the Twitter users in our data set. Following the approach outlined in [25], we used a naïve Bayes machine learning model to classify the tweeters into individuals versus organizations. We used a published data set that contained 8945 Twitter users and their profile descriptions, which human coders used to annotate users as individual or institutional [26]. To these data, we added 2000 Twitter user IDs pulled from our data set along with their associated profiles, and we manually annotated them (interrater reliability κ=0.84). Using the combined data set of 10,945 users, we divided our data set into training versus validation sets using an 80:20 split, and we used these sets to train and test our classifier model, respectively. The naïve Bayes classifier yielded an accuracy of 83.2% with a precision of 0.82, a recall of 0.83, and an F1 score of 0.81; these values were considered satisfactory and are comparable to those in other studies [27-29]. Multimedia Appendix 1 presents the confusion matrix. Our classifier performance was also robust across multiple split strategies for dividing the data set for training and validation. This classifier was then used to identify all the individual users in our full data set, and only tweets posted by individuals were retained for further assessment. We also eliminated duplicate tweets and retweets (filtered using the “RT” tag), resulting in a data set that contained only original tweets posted by individual users. We preprocessed and cleaned the tweets using the Natural Language Toolkit (NLTK), regular expression (RegEx), and the gensim Python library [30]. We removed stop words, user mentions, and links, and we also lemmatized the text of the tweets.

Topic Modeling and Sentiment Analysis

Topic modeling is an unsupervised machine learning approach that is useful for discovering abstract topics that occur in a collection of textual documents. It helps uncover hidden semantic structures in a body of documents. Most topic modeling algorithms are based on probabilistic generative models that specify mechanisms for how documents are written in order to infer abstract topics. One popular topic modeling algorithm, latent Dirichlet allocation (LDA), is an unsupervised generative probabilistic method for modeling a corpus of words [31]. A key advantage of LDA is that no prior knowledge of topics is needed. By tuning the LDA parameters, one can explore the formation of different topics and the resultant document clusters. Despite the usefulness of LDA, its outcomes can be difficult to interpret and can drastically vary based on the choice of parameters. With a large corpus of texts, the unsupervised nature of LDA can result in the generation of topics that are neither meaningful nor effective, requiring human intervention and multiple iterations [10]. An improvised variant to traditional LDA, the guided LDA algorithm [32], enables the provision of a set of seed words that are representative of the underlying topics so that the topic models are guided to learn topics that are of specific interest.

We used two broad approaches to prepare the initial set of topics and the seed words for guided LDA. First, we used the extant literature on COVID-19 infoveillance using Twitter to identify a broad set of topics and potential keywords. Second, we performed traditional LDA with multiple numbers of topics as inputs (n=10, 20, 30, and 40) iteratively and examined the word lists that were generated. We used both steps to generate a list of topics and anchor words for the guided LDA (see Multimedia Appendix 2). The GuidedLDA package in Python was used for the topic modeling. Through discussions, the authors then grouped the topics and identified dominant themes. Further, we computed a sentiment score for each tweet using the VADER (Valence Aware Dictionary and sEntiment Reasoner) tool in Python. VADER is a lexicon and rule-based sentiment analysis tool that is specifically attuned to sentiments in social media texts such as tweets [33].

To assess the sentiments of tweets, VADER provides a compound score metric that calculates the sum of all Lexicon ratings that have been normalized between –1 (most extreme negative) and +1 (most extreme positive); this method takes into account both the polarity (positive/negative) and the intensity of the emotion expressed. For each tweet, we classified the sentiment as positive, negative, or neutral based on the compound score. A tweet with a compound score greater than 0.05 was classified as positive, a tweet with a score between –0.05 and 0.05 was classified as neutral, and a tweet with a score less than –0.05 was classified as negative. To further understand the changes in the sentiment scores over time, we qualitatively analyzed the content of tweets to explore the rationale behind the changes in the compound sentiment scores. The authors manually examined the tweets pertaining to specific topics in weeks in which variations were observed to infer possible reasons for the variations in sentiment.

Results

We obtained a total of 13,937,906 tweets from 10,868,921 unique users after eliminating 4,085,264 tweets posted by organizations and institutions. Our primary goal was to understand public perceptions and sentiments pertaining to COVID-19; hence, only tweets posted by individuals were retained for analysis.
Themes and Topics From Text Mining
Our analysis of tweets yielded 26 subtopics, which we framed into 10 broad themes (Table 2). Of the 13,937,906 tweets we examined, 2,858,316 (20.51%) pertained to the theme of the impact of COVID-19 on the economy and markets, followed by spread and growth in cases (2,154,065, 15.45%), treatment and recovery (1,831,339, 13.14%), impact on the health care sector (1,588,499, 11.40%), and government response to the pandemic (1,559,591, 11.19%). Although tweets related to the theme of racism formed only 4.14% (577,066/13,937,906) of the data, over 500,000 tweets were found to contain racist content. It should be noted that all the tweets we assessed were public discourses pertaining to broader themes, as our data set consisted of tweets posted by individuals about various issues pertaining to the COVID-19 pandemic.

Table 2. Themes and topics of COVID-19–related tweets (N=13,937,906), n (%).

<table>
<thead>
<tr>
<th>Theme and topics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Source (origin)</td>
<td>966,372 (6.93)</td>
</tr>
<tr>
<td>1.1 Outbreak</td>
<td>489,768 (3.51)</td>
</tr>
<tr>
<td>1.2 Alternative causes</td>
<td>476,606 (3.42)</td>
</tr>
<tr>
<td>2. Prevention</td>
<td>1,076,840 (7.73)</td>
</tr>
<tr>
<td>2.1 Social distancing</td>
<td>575,786 (4.13)</td>
</tr>
<tr>
<td>2.2 Disinfecting and cleanliness</td>
<td>501,054 (3.59)</td>
</tr>
<tr>
<td>3. Symptoms</td>
<td>558,332 (4.01)</td>
</tr>
<tr>
<td>4. Spread and growth</td>
<td>2,154,065 (15.45)</td>
</tr>
<tr>
<td>4.1 Modes of transmission</td>
<td>472,749 (3.39)</td>
</tr>
<tr>
<td>4.2 Spread of cases</td>
<td>617,946 (4.43)</td>
</tr>
<tr>
<td>4.3 Hotspots and locations</td>
<td>459,039 (3.29)</td>
</tr>
<tr>
<td>4.4 Death reports</td>
<td>604,331 (4.34)</td>
</tr>
<tr>
<td>5. Treatment and recovery</td>
<td>1,831,339 (13.14)</td>
</tr>
<tr>
<td>5.1 Drugs and vaccines</td>
<td>442,413 (3.17)</td>
</tr>
<tr>
<td>5.2 Therapies</td>
<td>483,109 (3.47)</td>
</tr>
<tr>
<td>5.3 Alternative methods</td>
<td>416,530 (2.99)</td>
</tr>
<tr>
<td>5.4 Testing</td>
<td>489,287 (3.51)</td>
</tr>
<tr>
<td>6. Impact on the economy and markets</td>
<td>2,858,316 (20.51)</td>
</tr>
<tr>
<td>6.1 Shortage of products</td>
<td>513,703 (3.69)</td>
</tr>
<tr>
<td>6.2 Panic buying</td>
<td>667,320 (4.79)</td>
</tr>
<tr>
<td>6.3 Stock markets</td>
<td>535,262 (3.84)</td>
</tr>
<tr>
<td>6.4 Employment</td>
<td>505,510 (3.63)</td>
</tr>
<tr>
<td>6.5 Impact on business</td>
<td>636,521 (4.57)</td>
</tr>
<tr>
<td>7. Impact on health care sector</td>
<td>1,588,499 (11.4)</td>
</tr>
<tr>
<td>7.1 Impact on hospitals and clinics</td>
<td>441,895 (3.17)</td>
</tr>
<tr>
<td>7.2 Policy changes</td>
<td>615,027 (4.41)</td>
</tr>
<tr>
<td>7.3 Frontline workers</td>
<td>531,577 (3.81)</td>
</tr>
<tr>
<td>8. Government response</td>
<td>1,559,591 (11.19)</td>
</tr>
<tr>
<td>8.1 Travel restrictions</td>
<td>519,406 (3.73)</td>
</tr>
<tr>
<td>8.2 Financial measures</td>
<td>485,277 (3.48)</td>
</tr>
<tr>
<td>8.3 Lockdown regulations</td>
<td>554,908 (3.98)</td>
</tr>
<tr>
<td>9. Political impact</td>
<td>767,486 (5.51)</td>
</tr>
<tr>
<td>10. Racism</td>
<td>577,066 (4.14)</td>
</tr>
</tbody>
</table>
Trends in the Proportions of Positive, Negative, and Neutral COVID-19 Tweets

For each theme pertaining to COVID-19, we examined the trends in the proportions of positive, negative, and neutral tweets over time (Figure S1 in Multimedia Appendix 3). Of the total tweets concerning the source of the COVID-19 outbreak, the proportions of neutral and negative tweets remained fairly high (approximately 35% to 45%) in the weeks before the WHO announced that COVID-19 was a pandemic. The proportion of positive tweets exceeded those of negative and neutral tweets in the week of the WHO declaration. In the subsequent weeks, the proportion of positive tweets dropped to approximately 25%, whereas the proportions of neutral and negative tweets were approximately 30% to 45%. When we examined tweets pertaining to the prevention of COVID-19, the proportion of positive tweets exceeded those of neutral and negative tweets in almost all the weeks from February 2020, reaching approximately 40% in the beginning of May 2020.

The proportion of negative tweets was considerably higher than those of the positive and neutral tweets for the themes of symptoms (approximately 60%) and of spread and growth in cases (approximately 45%). This pattern was observed for almost all the weeks we examined. In February 2020, over 90% of tweets on the theme of symptoms were negative. Although this trend gradually declined over the next few weeks, it still formed over 50% in the last week of our examination. Similarly, negative tweets about the spread and increase in COVID-19 cases constituted between 40% and 50% from February 2020 until the beginning of May 2020. For the theme of treatment and recovery, the proportion of positive tweets (20%) gradually increased to over 40% over the 17-week period. The negative tweets in the initial weeks (30% to 35%) declined to 25% in April and early May 2020.

We noted a gradual increase in the proportion of positive tweets pertaining to the impact of COVID-19 on the economy and markets over time. Proportions of negative tweets were higher in the months of February and March 2020 but gradually declined to approximately 30% toward the beginning of May 2020.

An increase in the proportion of positive tweets over time was seen for the themes of government response and impact on the health care industry. The theme pertaining to government response captured the Twitter discourse by users concerning various measures taken by different governments to address COVID-19. The proportion of negative tweets about government response was approximately 45% up to mid-March 2020 and then declined to approximately 30% by the first week of May. The proportion of negative tweets on the theme of the political impacts of COVID-19 was considerably higher (>50%) from March 2020. We also noted a substantial proportion of negative tweets on the theme of racism.

Trends in Sentiments of Topics of COVID-19 Tweets

We further examined the trends in the sentiment scores for topics underlying the broader themes. Compound scores from VADER were averaged over each topic for every week (Figure S3, Multimedia Appendix 3). This assessment helped us to understand the progression of sentiments for specific topics over the period we examined. To understand the variations in the sentiments, we also qualitatively examined the tweets for weeks in which changes were observed. Sample tweets for each of the themes and topics are shown in Multimedia Appendix 4.

Our analysis revealed a consistently negative average compound score for the topic of the outbreak in Wuhan, China, for all the weeks that we examined. We found that Twitter users frequently referred to the geographical origin of the disease even in the later weeks of our examination. When we examined the topic of alternative causes of the outbreak, we found several tweets about hypothetical causes and conspiracy theories pertaining to COVID-19 (eg, use of SARS-CoV-2 as a bioweapon and origin of the virus in a lab in Wuhan). The average sentiment scores remained negative for weeks until the week of March 22 to 28, then showed a spike to positive values and continued to remain positive until the beginning of May 2020. This positive trend in later weeks is due to tweets dismissing the conspiracy theories that were circulated during the early weeks. Further, the spike in the positive score in the week of March 22 to 28 is partly due to a large number of tweets that contained references to “coronavirus as an act of God” and prayers to end the pandemic, as well as tweets that viewed COVID-19 as “nature’s way to heal the planet.” These types of tweets provide qualitative evidence for the positive sentiment scores we observed in the analysis, such as:

- This virus is certainly God’s call to humanity to wake up and recognise him before it is too late.
- Wow. Earth is recovering. Air pollution is slowing down. Water pollution is clearing up. Natural wildlife is returning home. Coronavirus is earth’s vaccine. We’re the virus.
- This planet will surely heal, in the most magical ways. I can feel the vibrations coming on.

The average compound score for social distancing remained negative until the first week of March. During this time period,
COVID-19 had not yet spread worldwide. However, from the second week of March 2020, the average sentiment score was positive for all the weeks we examined, reflecting that the general public supported and had a favorable disposition toward social distancing as a mechanism to combat the spread of the virus. We observed that several Twitter users appealed to others and advocated social distancing measures, such as:

- Kindly stay at home. Wash your hands. Practice social distancing.
- Ran two miles even when I didn’t want to! Made excuses all day! Get out there and do it! But practice social distancing, let’s flatten this curve!

The topic of disinfecting and cleanliness showed average positive sentiment scores for all weeks from the third week of January 2020. We found that Twitter users used gaming strategies such as challenges (eg, #SafeHandsChallenge) involving a chain of users to advocate cleanliness and create broader awareness about the importance of disinfecting and cleanliness. We found that many Twitter users shared tips about disinfecting groceries and products after shopping. We also found that some Twitter users condemned people who did not wear face masks or follow recommended safety protocols in public.

Three of the four topics under the theme of spread and growth exhibited negative average compound sentiment scores. The average compound scores for the topic of death reports were negative for all the weeks, with values ranging between –0.2 and –0.5. The topic pertaining to spread of cases exhibited negative trends throughout, with average compound scores ranging between –0.1 and –0.3. The topic of modes of transmission of COVID-19 also showed negative scores across all the weeks, with values between 0 and –0.2. The topic of hotspots and locations for COVID-19 transmission exhibited negative scores until February 2020 but showed positive scores thereafter. Tweets mentioning hotspots of COVID-19 transmission often included mentions of places such as churches, places of religious worship, beaches, events, and festive occasions with mass gatherings; these mentions primarily contributed to the positive values.

All four topics under the theme of treatment and recovery showed negative average compound scores in the initial weeks, which changed to positive average compound scores from April 2020. For the topic of testing, Twitter users reacted negatively to the lack of availability of test kits and testing methods in the initial weeks of the pandemic (eg, tweets containing phrases such as “not all in the hospitals can be tested as they are often short with test kits” or “Many places are not testing people for coronavirus due to test shortage. Its annoying”); however, with the improvement in availability of COVID-19 test kits and test centers worldwide, the sentiment became positive:

- We got tested today. Easy as could be, no waiting, felt really safe, cheek swabs.
- In lots of states, it’s very easy to get tested now, even if you’re asymptomatic.

As more information on the efficacies of drugs such as remdesivir became available, Twitter users’ sentiments regarding drugs and medicines for COVID-19 became positive by the end of March 2020. Twitter users reacted to news about drugs, as can been seen in these example tweets:

- **HCQ and Remdesivir, are effective at limiting duration of illness, hospitalization and viral spread if given early.**
- **Remdesivir is effective in mitigating COVID-19 symptoms if taken early, ideally pre-hospitalization.**

We also noted a small increase in the average positive compound score for the topic of drugs and medicines in the last week of April; this can be attributed to the US Food and Drug Administration’s authorization of emergency use of the antimalarial drug chloroquine to treat COVID-19 on April 27, 2020. Tweets such as these contributed to this positive compound score:

- Hydroxychloroquine protocol: effective, cheap and can be produced in many laboratories. HCO functions as both a cure and a vaccine.

However, it should be noted that this authorization was later revoked on June 15, 2020, a date outside the time period covered by our study. The negative sentiments about various therapies in the initial weeks of the pandemic also started to become positive in the third week of March. Twitter users positively reacted and shared information on plasma therapy and associated trials that were being conducted on patients with COVID-19. For instance, some tweets provided examples of positive sentiments from Twitter users:

- We desperately need a treatment for those severely suffering with Coronavirus. Blood plasma could be the answer.
- The effects of coronavirus are scary for many families, but this treatment of using antibodies from recovered patients could save lives.

The topic of alternative methods of treatment for COVID-19 (traditional Chinese medicine, Indian Ayurveda, etc.) had mildly positive sentiment scores for most of the time period in our examination.

Among the topics that comprise the theme of impact on the economy and markets, Twitter users’ average compound scores for sentiments about the topic of employment remained negative for all the weeks we examined. Many Twitter users posted information about their job loss and unemployment:

- Lost my job a couple weeks ago due to Coronavirus and now it’s impossible to find a new job.
- Well...I just got the call. Lost my job due to Covid.

Moreover, other users organized crowdfunding campaigns to help people who lost their jobs. Similar negative scores were seen across all the weeks for the topic pertaining to stock markets. Tweets pertaining to the topic of panic buying by consumers showed negative sentiment scores for all the weeks until mid-April, after which the scores began to be positive. Many users shared tweets about long queues and panic buying, as can be seen in these tweets:
2020 and panic buying has reduced us to this. Waiting in line for at least 2 hours to get pull ups and baby wipes because no one else has them.

No panic buying y’all hear that? So leave some damn bread and milk for me please.

Tweets about the topic of shortages (of food and essential items) swung between positive and negative scores in the first few weeks of the pandemic but became positive from mid-March until early May. Twitter users reacted positively to measures adopted by supermarkets and grocery stores to practice safety measures, as can be seen in this illustrative tweet:

Yes! Longos Markets requires all customers to wear masks. Went there today, it was a good, safe shopping experience, better than any other store. Will definitely be shopping there again.

Twitter users’ sentiments about the topic of businesses exhibited negative scores in the initial weeks of the pandemic, primarily fueled by news about closures and losses. However, this sentiment score changed to positive in the first week of March 2020. The positive score seen here reflects the adaptation of businesses to the new pandemic and their reopening and revival across different countries. Tweets such as the following provide indicators of positive sentiments of users about reopening of businesses:

Most of HK open for business now. Emphasis on testing and tracing.
Open for business. Trusting the people to take care of themselves. Freedom smells sweet.

Sentiment scores pertaining to the topic of hospitals and clinics largely remained negative throughout the time period of our examination. Tweets about lack of beds, facilities, NS ventilators, overcrowding of patients, and the struggles of health care institutions to cater to the influx of COVID-19 patients contributed to the negative sentiment scores. Illustrative tweets about these negative sentiments include:

Madrid hospitals now have double the number of intensive care patients than beds. Means you can no longer get intensive care in a Madrid hospital.
Lack of safety gear for healthcare workers, shortage of beds and doctors, inadequate labs to conduct tests - our healthcare system is very fragile!!

However, we noted a reversal in the trends of sentiment scores for the topic of frontline health care workers. Twitter users’ negative sentiments until the end of March 2020, reflecting the lack of personal protective equipment and gear for health care professionals, health worker burnout, and increased workload for health care workers, became positive in April and early May 2020 as the situation improved. We saw tweets in the initial period of the pandemic with negative sentiments, such as “the knighted geniuses at the top of the NHS can’t even organise protective equipment for our doctors and nurses”. In the later weeks of our examination, hashtags such as #coronawarriors and tweets hailing the services of frontline workers (eg, “Deepest gratitude to the #CoronaWarriors who are working tirelessly in these difficult times”) contributed to positive sentiment scores. The topic of health policy, which reflects the newer safety guidelines, protocols, and policies pertaining to patients with COVID-19 implemented by health care organizations, exhibited a negative trend in the early period, with tweets such as:

The ventilator situation is even more dire than we know. Not every hospital had an allocation policy in place.
Spain has begun a no ventilator policy for anyone over 65.

However, this topic showed a positive trend after the end of March 2020 as many agencies, governments, and health care institutions began to establish clear policies for treating patients with COVID-19. In the later weeks of our examination, many hospitals had framed clearer guidelines for use of masks, visitations, and restrictions pertaining to COVID-19. These illustrative tweets point to a possible rationale behind the positive sentiments pertaining to the topic of health policy in the later weeks of our examination:

The hospital has an understandable policy during this crisis of limiting visitation for the safety of all & to reduce use of critical PPEs.
Spouse can’t visit under hospital’s no visitation policy. Psychologically excruciating but family all recognize it’s the right thing, and hard to limit exceptions once you start”

Twitter users’ sentiments about the topic of travel restrictions imposed by governments worldwide were largely negative for most of the weeks we examined, except for the week of March 22 to 28, 2020. In this week, governments in populous countries such as India and Canada announced travel restrictions such as flight suspensions and isolation and quarantine measures for individuals entering these countries. Tweets indicated positive sentiments about travel restrictions:

I believe it was a good move from India to have a complete travel restriction to all countries. When we don’t have the health systems to treat huge populations, the best thing to do is to shut doors.
The fine for breaking self-quarantine / self-isolation in BC, Canada is $25,000 AND jail time. Canada is taking travel and quarantine very seriously. Great job.

Many Twitter users welcomed travel bans and restrictions and expressed positive sentiments about them.

Except for the first two weeks of April, the average compound sentiment scores about the topic of lockdown regulations remained negative in most of the weeks we examined. Twitter users’ sentiments about stay-at-home orders, shutdowns, and lockdowns of complete cities were negative. This can be seen from these sample tweets:

This lockdown really does do bad things to good peoples mental health, trying to stay positive is a task in itself when this shite feels never ending.
Lockdown extended for another 3 weeks I hate it here.

However, the sentiment scores were positive in the weeks in which different governments announced financial measures...
such as stimulus payments to people affected by closures and lockdowns. In some tweets, users expressed positive sentiments about the financial relief measures to help individuals suffering due to the impact of COVID-19:

I got my stimulus check today! Woohoo!

Zoe and I finally received our stimulus/relief check from the federal government.

India is preparing a stimulus package that would put money directly into the accounts of more than 100 million poor people and support businesses hit the hardest by the 21-day lockdown.

Discussion

Principal Findings

This study joins the growing body of infoveillance studies on COVID-19 that examine social media data to uncover public opinions about the pandemic. We used a corpus of over 13 million tweets from January until the first week of May 2020 to uncover the trends in sentiments regarding various themes and topics. Our study is comprehensive, covering 26 different topics underlying COVID-19–related tweets under 10 broader themes. In response to a call made by Liu et al [34], we combined the topic modeling approach with sentiment analysis to observe the trends in sentiments for various themes and topics over time. By assimilating the collective opinions of several million users, we found interesting patterns in the trends pertaining to sentiments of themes and topics of COVID-19–related tweets.

We combined two publicly available sources with our own search to assemble a unique data set that contained English-language tweets about various topics associated with COVID-19. We further used a naïve Bayes classifier to segregate tweets made by individuals. We employed guided LDA to identify the underlying topics and associated themes, and we also examined the sentiments associated with the tweets and their changes over time.

Our key finding is that the impact of COVID-19 on the economy and markets was the most discussed issue by Twitter users. The number and proportions of tweets on this theme were remarkably higher than those of tweets on the other themes we uncovered. Further, users’ sentiment was negative until the third week of March but gradually became positive in the final weeks we studied. Users’ initial negative sentiments about shortages, panic buying, and businesses gradually turned positive from April 2020. Users started feeling positive about government responses to contain the pandemic, including financial measures to support and assist them in dealing with the disease outbreak.

Twitter users felt negative about continued spread and growth of the number of cases and the symptoms of COVID-19. However, we also found that Twitter users were more positive about treatment of and recovery from COVID-19 in later weeks than they were during the earlier stages of the pandemic. They expressed positive feelings by sharing information on testing, drugs, and newer therapies that show promise to contain the outbreak. Another notable finding is the Twitter users’ gradual change in sentiment from negative to positive regarding COVID-19 prevention measures such as social distancing and cleanliness. Twitter users who initially expressed negative sentiments regarding COVID-19’s impacts on the health care sector, comprising hospitals, clinics, and frontline workers, gradually became positive in the later weeks.

Another key finding of our study is the continued negative sentiments about political fallout due to COVID-19. Although leaders worldwide are struggling to contain the pandemic, we noted that Twitter users felt negative about how COVID-19 was used for political purposes. Similarly, we noted strong negative sentiments about racist content in users’ tweets.

Our study offers several insights for health policy makers, administrators, and officials who are managing the impact of the COVID-19 pandemic. Identification of topics and associated sentiment changes provide pointers to how the general public are reacting to specific measures taken to tackle the pandemic. Variations in sentiment scores serve as a feedback mechanism for assessing public perceptions of various measures taken with respect to social distancing, cleanliness and disinfecting, lockdowns, travel restrictions, and efforts to revive the economy. Public sentiments have also started to become positive about COVID-19 testing, treatment, and vaccines as well as health policies. Our study shows that observing aggregate sentiments and changes in trends via social media posts can offer a cost-effective, timely, and valuable mechanism to gauge public perceptions regarding policy decisions being made to address the pandemic.

Limitations

This study has a few limitations that should be kept in mind while interpreting the results. We relied on a large data set that was partly compiled by us and included two other publicly available data sets. These data sources contained tweets from varying dates and used different search terms and search strategies to gather the tweets. Our analysis may have inadvertently omitted certain COVID-19–related tweets that were not captured by the data sources. In addition, COVID-19–related tweets from users who chose to make their accounts private were not included in our study. Further, we did not consider any geographical boundaries when examining the tweets. Studies focusing on tweets from specific countries can find different topics and sentiments that reflect country-specific opinions and concerns. We also restricted our study to tweets in the English language and to those posted by individuals. It should be noted that our naïve Bayes classifier with over 80% accuracy helped us identify tweets posted by individuals. It is possible that some individual users posted tweets on behalf of organizations, and these tweets may have been included in our data set. A more refined approach with deep learning techniques to identify individual tweets can aid in classifying and assembling a tweet data set with increased accuracy. As a future research extension, tweets posted by organizations could be another frame of reference to understand their concerns and sentiments. Another important limitation is that our findings are reflective of Twitter users, who are fairly familiar with social media and use of technology. The results may not generalize to the larger worldwide population of people who do not use Twitter.
Conclusion
As COVID-19 continues to affect millions of people worldwide, our study throws light on dominant themes, topics, sentiments and changing trends regarding this pandemic among Twitter users. By examining the changing sentiments and trends surrounding various themes and topics, government agencies, health care organizations, businesses, and leaders who are working to address the COVID-19 pandemic can be informed about the larger public opinion regarding the disease and the measures they have taken so that adaptations and corrective courses of action can be applied to prevent and control the spread of COVID-19.
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Physical Distancing Measures and Walking Activity in Middle-aged and Older Residents in Changsha, China, During the COVID-19 Epidemic Period: Longitudinal Observational Study
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Abstract

Background: Physical distancing measures taken to contain COVID-19 transmission may substantially reduce physical activity levels and individuals to adopt a more sedentary lifestyle.

Objective: The objective of this study is to determine if there was any change in daily steps, an important component of daily physical activity, and examine risk factors for frequent low daily steps during the COVID-19 epidemic.

Methods: We used data collected from the Step Study, a population-based longitudinal study of walking activity among residents aged ≥40 years in Changsha, China. Daily steps were collected via a smartphone linked to WeChat, a social networking platform. We plotted mean daily steps and the prevalence of low daily steps (≤1500 steps/day) 30 days before (reference period) and 30 days after (epidemic period) January 21, 2020 (date of the first COVID-19 case diagnosed in Changsha), and compared it with the same corresponding period from 2019. We examined the association of risk factors with the prevalence of frequent low daily steps (≤1500 steps/day for ≥14 days) using logistic regression.

Results: Among 3544 participants (mean age 51.6 years; n=1226 females, 34.6%), mean daily steps dropped from 8097 to 5440 and the prevalence of low daily steps increased from 3% (2287/76,136 person-day) to 18.5% (12,951/70,183 person-day) during the reference and epidemic periods, respectively. No such phenomenon was observed during the same corresponding period from 2019. Older age (P for interaction=.001) and female sex (P for interaction<.001) were both associated with a higher prevalence of frequent low daily steps and were more pronounced during the epidemic period. More education was associated with a lower prevalence of frequent low daily steps during the reference period but not the epidemic period (P for interaction=.34). Body mass index or comorbidity were not associated with frequent low daily steps during either period.
Conclusions: Daily steps of Changsha residents aged ≥40 years dropped significantly during the COVID-19 period, especially among older adults and females. Although successful physical distancing, measured by the rapid downward trend in daily step counts of residents, played a critical role in the containment of the COVID-19 epidemic, our findings of an increase in the prevalence of frequent low daily steps raise concerns about unintended effects on physical activity.

(J Med Internet Res 2020;22(10):e21632) doi: 10.2196/21632
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Introduction

COVID-19 has caused morbidity and mortality worldwide [1]. To control this highly contagious infectious disease, many countries have implemented “physical distancing” and “shelter-in-place” measures to contain COVID-19 transmission [2,3]. However, such measures may substantially reduce physical activity levels and cause individuals to adopt a more sedentary lifestyle [4].

There is ample evidence that regular physical activity is crucial for health, with physical inactivity characterized as the fourth leading cause of global mortality [5]. Results from the National Health and Nutrition Examination Survey (NHANES) and the Women’s Health Study both showed that a lower number of daily steps, which is an important component of daily physical activity, was significantly associated with higher all-cause mortality [6,7]. Studies also demonstrated that individuals who walked less than 1500 daily steps for 14 days were at a higher risk of muscle mass loss and low insulin sensitivity [8,9]. To date, several studies have reported changes in daily steps of residents in areas affected by COVID-19 [10-14]; however, none of these studies specifically described the prevalence of frequent low daily steps (≥1500 steps/day for ≥14 days over one month) [8,9], a strong predictor of poor health outcomes, and examined its risk factors.

Using data collected from the Step Study, a longitudinal study conducted among the urban residents of Changsha, China, we therefore described the trends of daily steps around the COVID-19 epidemic period in 2020 and compared them with that of a similar period one year earlier. We examined the relationships between several sociodemographic factors, anthropometric factors, and comorbidity and the prevalence of frequent low daily steps.

Methods

Study Population

The Step Study (registration number: ChiCTR1800017977) is a population-based longitudinal study initiated in September 2018 in Changsha, China. The aims of the Step Study were to describe patterns of walking activity, factors related to walking activity, and its sequelae among the community-living population. Participants in the Step Study comprised individuals who had their annual physical checkup at Xiangya Hospital of Central South University in Changsha, China [15,16]. To be eligible for the Step Study, participants had to meet the following criteria: (1) be a resident of Changsha; (2) be aged ≥40 years; (3) own a personal smartphone and have a WeChat account; and (4) be willing and able to give consent. Individuals with severe mental illness were ineligible. During each annual physical checkup, participants were queried about their sociodemographic and lifestyle factors, comorbidities, health-related symptoms and signs (eg, joint pain), and ability to perform daily activities. They also received clinical examinations and laboratory tests, including physical function tests (eg, lower limb muscle strength measurements).

For each participant, walking activity measured as daily step counts was collected through a smartphone linked to WeChat. WeChat is a multipurpose social network platform (Tencent Inc) with approximately 1.1 billion monthly active users in China [17]. One of its apps can extract daily step count information from the accelerometer sensor in a smartphone. Thus, if a participant is a WeChat user and wears a smartphone, his/her step counts can be captured by WeChat’s app.

Study Outcome

The outcome variable was daily step counts recorded by the accelerometer sensor in the smartphone and extracted by WeChat. To be eligible for the current analysis of daily step counts, we required participants to wear their smartphone for ≥10 hours on a given day, a standard convention for measuring daily walking [18,19]. The smartphone wear time was calculated as the difference between the times of the first recorded step count and the last recorded step count each day. This algorithm was used in the Activity Inequality Project to calculate daily step counts for more than 700,000 individuals across 111 countries [19]. Participants with no valid daily step count were excluded in the current analysis. We defined a low daily step count as ≤1500 steps/day [8,9]. If a participant had ≥14 days of low daily step counts over a 30-day period, we considered that person as having experienced frequent low daily steps [8,9].

We conducted two validation studies to assess the accuracy of daily step counts collected from WeChat. To determine the accuracy of steps measured at various walking speeds by iOS and Android devices, we visually counted steps from 14 subjects walking on a treadmill at 4.8, 6.4, 8.0, and 9.6 km/h while subjects held/wore smartphones in different positions (ie, pants pocket, hand, and arm). These methods are consistent with previous studies [20-22]. We found step count accuracy to be high, with intraclass correlation coefficients (ICCs) ranging from 0.64 to 0.99. Second, we assessed the accuracy of step counts extracted from WeChat in free-living conditions. Specifically, 36 participants from the Step Study were instructed to wear both a Fitbit Charge 3 (Fitbit Inc), as the criterion measure [23], and their personal smartphone for 7 consecutive days [24]. The results also demonstrated a moderate to high...
agreement on step counts, with ICCs ranging from 0.67 to 0.81. Detailed information from these validation studies is shown in Multimedia Appendix 1.

**Study Exposures**

Information on age, sex, educational level, height, weight, and comorbidity were obtained from the annual physical checkup visit. Body mass index was calculated. The modified Charlson Comorbidity Index (CCI) was computed based on self-reported comorbidities [25].

**Statistical Analyses**

On January 22, 2020, one day after the first case of COVID-19 was diagnosed in Changsha (January 21, 2020, ie, the index day) the municipal government issued an emergency notice to implement physical distancing measures (ie, staying at home, closing schools, working from home if possible, travelling only when necessary, and cancelling mass gatherings) [26,27]. In this analysis, we defined the time interval from January 22 to February 20, 2020 (30 days after the index date), as the COVID-19 epidemic period, and the time interval from December 22, 2019, to January 20, 2020 (30 days before the index date), as the reference period. Since the COVID-19 epidemic occurred around the holiday season of Chinese New Year, for the purpose of comparison we also used data collected between January 2 and March 3, 2019, which corresponded to the same Chinese lunar calendar period. Details of the selection of study periods are shown in Multimedia Appendix 2.

First, we plotted the mean daily steps from December 22, 2019, to February 20, 2020 (around COVID-19 epidemic period), and mean daily steps from January 2 to March 3, 2019 (historic comparison period), respectively, using a 3-day moving average smooth method [28]. Second, we used the same approach to plot the prevalence of low daily steps (≤1500 steps/day) for the corresponding periods. We calculated the mean difference (MD) and its 95% confidence interval for daily steps using Generalized Estimating Equations (GEE) between the epidemic and reference periods and examined whether age, sex, BMI, educational level, and comorbidity were associated with the prevalence of frequent low daily steps using logistic regression. We tested the additive effect measure of modification of physical distancing with each of the risk factors mentioned above by adding an interaction term in the regression model [31].

All P values for interaction were two-sided and P for interaction<.05 was considered statistically significant for all tests. All statistical analyses were conducted using SAS (Version 9.4).

**Ethical Considerations**

This study was approved by the Ethics Committee of Xiangya Hospital, Central South University (#201806910), and written informed consent was obtained from study participants.

**Results**

A total of 7262 Changsha residents aged ≥40 years had a physical checkup at the study center between September 2018 and January 2020, and 4145 of them (57.1%) had a WeChat account and agreed to participate in the Step Study. Of these, 3544 with at least one valid daily step count during the study period were included in the analysis (Table 1). The mean age of participants was 51.6 (SD 8.9) years, 1226 (34.6%) participants were females, and the mean BMI of participants was 24.0 (SD 4.3) kg/m². Overall, 2616 (73.8%) participants were Android users, 765 (21.6%) were iOS users, and 163 (4.6%) participants’ phone types were unknown.
Table 1. Baseline characteristics of included participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total sample (N=3544)</th>
<th>Males (n=2318)</th>
<th>Females (n=1226)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>1733 (48.9)</td>
<td>1117 (48.2)</td>
<td>616 (50.2)</td>
</tr>
<tr>
<td>50-59</td>
<td>1190 (33.6)</td>
<td>818 (35.3)</td>
<td>372 (30.3)</td>
</tr>
<tr>
<td>60-70</td>
<td>452 (12.7)</td>
<td>271 (11.7)</td>
<td>181 (14.8)</td>
</tr>
<tr>
<td>≥70</td>
<td>169 (4.8)</td>
<td>112 (4.8)</td>
<td>57 (4.7)</td>
</tr>
<tr>
<td><strong>BMI (kg/m²), mean (SD)</strong></td>
<td>24.0 (4.3)</td>
<td>24.8 (4.2)</td>
<td>22.5 (4.3)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or below</td>
<td>564 (22.1)</td>
<td>328 (19.7)</td>
<td>236 (26.5)</td>
</tr>
<tr>
<td>Junior college</td>
<td>621 (24.3)</td>
<td>372 (22.4)</td>
<td>249 (27.9)</td>
</tr>
<tr>
<td>University or above</td>
<td>1369 (53.6)</td>
<td>962 (57.9)</td>
<td>407 (45.6)</td>
</tr>
<tr>
<td>Charlson Comorbidity Index, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2759 (77.8)</td>
<td>1789 (77.2)</td>
<td>970 (79.1)</td>
</tr>
<tr>
<td>≥1</td>
<td>785 (22.2)</td>
<td>529 (22.8)</td>
<td>256 (20.9)</td>
</tr>
</tbody>
</table>

aN=3202.  
bN=2554.

As shown in Figure 1 and Table 2, daily steps (mean 8097 steps/day, range 6942-9153 steps/day) during the reference period (30 days prior to the COVID-19 epidemic in 2020) were similar to that during the corresponding period in 2019 (mean 7872 steps/day, range 6649-8912 steps/day). However, the daily steps decreased substantially after implementing physical distancing measures, from 8624 steps/day on the day before the index day to 4121 steps/day on Day 4 after the index day; this trend continued during the rest of the epidemic period. Compared with the reference period, the mean daily steps dropped by 2678 steps (95% CI 2582-2763). However, this trend was not observed during the corresponding period in 2019.
Figure 1. Average daily step count around the Chinese Lunar New Year period among participants in 2019 and 2020. Day 0 represents the index date; in 2020, this represents the date of the first COVID-19 case diagnosed in Changsha.

Table 2. Associations of time period with daily step count.

<table>
<thead>
<tr>
<th>Time period</th>
<th>2019 daily step count</th>
<th>2020 daily step count</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean difference (95% CI)</td>
</tr>
<tr>
<td>Reference</td>
<td>7872 (4842)</td>
<td>0 (reference)</td>
</tr>
<tr>
<td>Epidemic</td>
<td>7472 (4979)</td>
<td>–413 (–501 to –325)</td>
</tr>
</tbody>
</table>

aMean differences were adjusted for age and sex.

Figure 2 and Table 3 present the prevalence of low daily steps (≤1500 steps/day) in 2019 and 2020. The prevalence of low daily steps was similar during the reference period in 2020 (3.0%, 2287/76,136 person-day) and the corresponding period in 2019 (3.3%, 1006/30,647 person-day). In contrast, the prevalence of low daily steps increased substantially after implementing physical distancing measures, from 2.0% (53/2693) on the day prior to the index date to 25.5% (639/2505) on Day 4 after the index date; this trend continued during the rest of the follow-up period. Compared with the reference period, the PR of low daily steps was 6.2 (95% CI 5.8-6.7). However, no such trend was observed during the entire historic comparison period in 2019.
Figure 2. Prevalence of low daily step count (≤1500 steps/day) around the Chinese Lunar New Year period among participants in 2019 and 2020. Day 0 represents the index date; in 2020, this represents the date of the first COVID-19 case diagnosed in Changsha.

Table 3. Associations of time period with prevalence of low daily steps (≤1500 steps/day).

<table>
<thead>
<tr>
<th>Time period</th>
<th>2019 low daily steps</th>
<th>2020 low daily steps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Person-day, n (%)</td>
<td>Prevalence ratio (95% CI)</td>
</tr>
<tr>
<td>Reference</td>
<td>1006 (3.3)</td>
<td>1.0 (reference)</td>
</tr>
<tr>
<td>Epidemic</td>
<td>1488 (5.1)</td>
<td>1.6 (1.4-1.7)</td>
</tr>
</tbody>
</table>

aPrevalence ratios were adjusted for age and sex.

As shown in Table 4, only 12 (0.4%) of 2879 participants had walked less than ≤1500 steps/day for 14 days or more (frequent low daily steps) during the 2020 reference period; however, the prevalence of frequent low daily steps increased to 7.4% (196/2655) during the COVID-19 epidemic period, after physical distancing measures were implemented. Older age (P for interaction=.001) and female sex (P for interaction<.001) were both associated with a higher prevalence of frequent low daily steps than their counterparts during the reference and COVID-19 epidemic periods, and such associations were more pronounced during the epidemic period. Participants with a university education or more had a lower prevalence of frequent low daily steps than those with only high school or less education during the reference period but this was not observed during the COVID-19 epidemic period. During the physical distancing period, no significant interaction between education and prevalence of frequent low daily steps was observed (P for interaction=.34). There was no apparent association of either BMI or CCI with the prevalence of frequent low daily steps during either period.
Table 4. Association of prevalence of frequent low daily steps cases (≤1500 steps/day for ≥14 days) and basic characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Reference period</th>
<th>Epidemic period</th>
<th>P values for interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cases, n (%)</td>
<td>PR (95% CI)</td>
<td>PR (95% CI)</td>
</tr>
<tr>
<td></td>
<td>Participants, n</td>
<td>b</td>
<td>b</td>
</tr>
<tr>
<td>Total</td>
<td>2879</td>
<td>N/A</td>
<td>2655</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>1543</td>
<td>1 (0.1)</td>
<td>1.0 (ref)</td>
</tr>
<tr>
<td>50-59</td>
<td>957</td>
<td>8 (0.8)</td>
<td>9.9 (1.2-0.0)</td>
</tr>
<tr>
<td>60-70</td>
<td>308</td>
<td>2 (0.7)</td>
<td>9.2 (0.8-102.6)</td>
</tr>
<tr>
<td>≥70</td>
<td>71</td>
<td>1 (1.4)</td>
<td>21.0 (1.3-331.8)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Males</td>
<td>1904</td>
<td>7 (0.4)</td>
<td>1.0 (ref)</td>
</tr>
<tr>
<td>Females</td>
<td>975</td>
<td>5 (0.5)</td>
<td>2.2 (0.6-7.9)</td>
</tr>
<tr>
<td>Body mass index</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25</td>
<td>1557</td>
<td>7 (0.5)</td>
<td>1.0 (ref)</td>
</tr>
<tr>
<td>≥25</td>
<td>1006</td>
<td>3 (0.3)</td>
<td>0.8 (0.2-3.2)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or below</td>
<td>441</td>
<td>6 (1.4)</td>
<td>1.0 (ref)</td>
</tr>
<tr>
<td>Junior college</td>
<td>522</td>
<td>2 (0.4)</td>
<td>0.3 (0.1-1.7)</td>
</tr>
<tr>
<td>University or above</td>
<td>1228</td>
<td>2 (0.2)</td>
<td>0.2 (0.0-1.1)</td>
</tr>
<tr>
<td>Charlson Comorbidity Index</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2294</td>
<td>9 (0.4)</td>
<td>1.0 (ref)</td>
</tr>
<tr>
<td>≥1</td>
<td>585</td>
<td>3 (0.5)</td>
<td>0.9 (0.2-3.8)</td>
</tr>
</tbody>
</table>

PR: prevalence ratio.

Prevalence ratios were adjusted for age and sex.

N/A: not applicable.

Ref: reference.

Discussion

Principal Findings

Using objective data collected from the longitudinal Step Study, we found that daily steps among middle-aged and older residents in Changsha dropped rapidly and substantially (2672 fewer daily steps on average) after implementing physical distancing measures during the COVID-19 epidemic period. In addition, more than 7% (196/2655) of residents had walked ≤1500 steps/day for ≥14 days over the one-month epidemic period compared with 0.4% (12/2879) of residents in the month prior to the epidemic. The reduction of steps/day during the COVID-19 epidemic was more pronounced among older adults and females.

Comparison With Previous Studies

To date, several studies have reported changes in daily steps during the COVID-19 epidemic [10-14]. One worldwide study based on a smartphone app (Argus) showed that mean daily steps in different regions decreased by 5.5% and 27.3% (287 and 1432 steps/day, respectively) within 10 and 30 days after the COVID-19 pandemic was declared [10]. Another study that used a wristwatch with an embedded accelerometer (Withings) demonstrated a marked decrease in daily steps (from 25% to 54%) following the official dates of home confinement in countries adopting a total lockdown [11]. Similar findings were also reported in other countries [12-14]. Our results demonstrated that such a change also occurred in the Chinese population. Furthermore, we examined daily steps within the same period in the previous year and observed no such change during this period, which enabled us to minimize the potential impact of the holiday season of Chinese New Year on daily steps.

In addition, we found that the effect of implementation of physical distancing measures on frequent low daily steps was more pronounced among older adults and females. Previous studies have examined associations between walking activities and sociodemographic factors, anthropometric factors, and comorbidity. The results from the NHANES report indicated that those of advancing age (OR 1.95, per 16.7-year increments) and female sex (OR 1.86) both had higher odds of walking less than 5000 steps/day [32]. Another study found that education was associated with increased walking activity, with one additional year of education associated with a 560 daily steps
increase [33]. Our results corroborate these findings. However, after the implementation of physical distancing measures, the prevalence of frequent low daily steps among residents with university or above education was similar to those with high school or below education, suggesting both groups followed physical distancing measures and reduced their outdoor walking activities. Nevertheless, the magnitude of relative increase in the prevalence of frequent low daily steps during the COVID-19 epidemic appeared to be greater among residents with university or above education than among those with high school or below education, indicating the former are more likely to follow instructions and communicate effectively with health providers [33,34]. Previous studies also showed that both BMI and comorbidities (eg, hypertension and diabetes) were associated with fewer daily steps [6,7,35,36], but this was not the case in the present study, nor was any association modified by the implementation of physical distancing measures.

**Public Health Implications**

Physical distancing measures play a critical role in containing COVID-19 transmission and monitoring population mobility data can provide evidence as to whether people are complying with these measures [37]; however, the impact of physical distancing on other aspects of daily life should not be overlooked. Recently, Hall and colleagues [4] commented that “The world is experiencing an extraordinary, life-altering challenge due to the COVID-19 pandemic. Many countries have become accustomed to a new normal – ‘social distancing’ and ‘shelter-in-place’ are now a part of everyday vernacular and life.” The authors warned that this health crisis has the potential to further impact and accelerate the pandemic of physical inactivity and sedentary behavior.

Our data showed that average daily steps among residents of Changsha dropped by more than 30% (from 8097 to 5440) during the COVID-19 epidemic period after implementation of physical distancing measures. These data raise concerns about the potential adverse effects of such measures on health and well-being. Previous studies have shown that higher daily steps are associated with better cardiometabolic profiles and lower all-cause mortality [6,7,38]. Other studies have also found that a decrease in daily steps of 2000 steps, irrespective of previous habitual step counts, increases the risk of insulin sensitivity and higher cardiovascular events [39,40]. Thus, our findings have important implications for public health recommendations and the prevention of other health crises during the COVID-19 pandemic. Furthermore, our data showed that the reduction in daily steps is much more common among older adults and females. In general, older adults and females are more likely to develop sedentary behaviors, placing them at greater risk of various diseases related to inactivity [32,41]; thus, the worsening trend of physical inactivity during the COVID-19 epidemic period compounds the risk of sequelae related to a sedentary lifestyle.

It is uncertain as to how long it will take to completely control the COVID-19 pandemic worldwide. If similar trends toward a sedentary lifestyle are seen in other countries, the avoidance of further sedentary lifestyle behaviors and promotion of regular physical activity during this time are an urgent global public health issue. It is also unknown whether the observed decline in daily walking is a temporary phenomenon that may revert back to baseline levels after the disease is under control; thus, further longitudinal studies are needed so that evidence-based strategies can be developed and implemented to encourage greater participation in regular physical activity.

**Strengths and Limitations**

Several strengths of our study are noteworthy. First, we used data from a large population-based longitudinal study (Step Study), which allowed not only investigation of COVID-19–related changes in daily step counts from over 3500 residents, but also inclusion of a historic comparison period from the prior year to account for a secular trend in daily step counts. Second, the study took advantage of a social network platform (WeChat) to capture daily step count data via smartphone in real time among the community-living population. As a smartphone has become a daily necessity for most adults, this approach allowed long-term monitoring of daily step count trends. This contrasts to previous studies using wearable devices (accelerometers) that generally only collect step count data for a relatively short time (eg, a week or less) [42]. It can be challenging to extrapolate such short-term data to describe step count patterns over a long period owing to various potential confounders [42].

Potential limitations of our study also deserve comment. First, the WeChat app may underestimate daily step counts because some individuals may not always carry their smartphone with them [43], especially when participants were housebound. Thus, some light walking activities at home may not be captured. However, one previous study reported that the average wear time of smartphones among Chinese citizens was more than 13 hours during the day time, indicating that most walking activities should be captured by a smartphone [19]. Second, although our validation study demonstrated that daily step counts collected from iOS and Android devices both showed close agreement with actual step counts under controlled laboratory settings, previous studies found that iOS and Android devices have different accuracies in capturing the daily step count under free-living conditions [44]. This could have led to misclassification of daily step counts in this study. Third, participants in our study were slightly younger (51.6 versus 54.8 years) and more likely to be male (65.4% versus 51.2%) than those who are aged ≥40 years and live in Changsha, according to the latest census data in 2010. However, our results showed that the prevalence of frequent low daily steps increased more among women and older people, suggesting that the overall prevalence of frequent low steps among all residents in Changsha aged ≥40 years may be even higher than what was reported in our study. Fourth, participants in our study were urban residents in Changsha who came to Xiangya Hospital for their annual health checkup. The percentage of WeChat users among these individuals (57.1%) was higher than that of the population with the same age range in China (41.5%) [45]. Thus, our findings may not be generalizable to residents living in other parts of China, especially those living in rural areas. Finally, we were unable to capture the intensity of steps (eg, slow versus fast steps); however, total steps/day has recently been shown...
to be an important predictor of mortality independent of step intensity [6].

Conclusions
Using data collected from a large population-based longitudinal study, we demonstrated that walking activity, indicated by daily step count, decreased rapidly and substantially during the COVID-19 epidemic period among middle-aged and older adult Chinese residents living in urban areas. These results suggest that appropriate strategies need to be taken to encourage residents to actively engage in regular physical activity while maintaining personal hygiene and physical distancing. They also call for further studies to evaluate whether the low levels of walking activity observed following the implementation of physical distancing measures will be maintained and whether they will have significant adverse impacts on health outcomes.
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Abstract

Background: The ongoing pandemic has placed an unprecedented strain on global society, health care, governments, and mass media. Public dissemination of government policies, medical interventions, and misinformation has been remarkably rapid and largely unregulated during the COVID-19 pandemic, resulting in increased misinterpretations, miscommunication, and public panic. Being the first full-scale global pandemic of the digital age, COVID-19 has presented novel challenges pertinent to government advice, the spread of news and misinformation, and the trade-off between the accessibility of science and the premature public use of unproven medical interventions.

Objective: This study aims to assess the use of internet search terms relating to COVID-19 information and misinformation during the global pandemic, identify which were most used in six affected countries, investigate any temporal trends and the likely propagators of key search terms, and determine any correlation between the per capita cases and deaths with the adoption of these search terms in each of the six countries.

Methods: This study uses relative search volume data extracted from Google Trends for search terms linked to the COVID-19 pandemic alongside per capita case and mortality data extracted from the European Open Data Portal to identify the temporal dynamics of the spread of news and misinformation during the global pandemic in six affected countries (Australia, Germany, Italy, Spain, the United Kingdom, and the United States). A correlation analysis was carried out to ascertain any correlation between the temporal trends of search term use and the rise of per capita mortality and disease cases.

Results: Of the selected search terms, most were searched immediately following promotion by governments, public figures, or viral circulation of information, but also in relation to the publication of scientific resources, which were sometimes misinterpreted before further dissemination. Strong correlations were identified between the volume of these COVID-19–related search terms (overall mean Spearman rho 0.753, SD 0.158), and per capita mortality (mean per capita deaths Spearman rho 0.690, SD 0.168) and cases (mean per capita cases Spearman rho 0.800, SD 0.112).

Conclusions: These findings illustrate the increased rate and volume of the public consumption of novel information during a global health care crisis. The positive correlation between mortality and online searching, particularly in countries with lower COVID-19 testing rates, may demonstrate the imperative to safeguard official communications and dispel misinformation in these countries. Online news, government briefings, and social media provide a powerful tool for the dissemination of important information to the public during pandemics, but their misuse and the presentation of misrepresented medical information should be monitored, minimized, and addressed to safeguard public safety. Ultimately, governments, public health authorities, and scientists have a moral imperative to safeguard the truth and maintain an accessible discourse with the public to limit fear.
Introduction

The COVID-19 pandemic has encouraged an unprecedented international panic. Since its emergence in late 2019 in the Hubei Province of China, COVID-19 has spread worldwide, and its associated infectivity and death rate have challenged world leaders, health care systems, and the public [1,2]. Unlike comparable previous pandemics, such as the Spanish flu in 1918, the internet has provided to the public a source of connectivity and a means to rapidly acquire emerging information about the virus [1]. The information available is, however, not always verifiable or scientifically supported.

The dissemination of government policy and cutting-edge medical research is unquestionably important in the remit of a global pandemic, but misinterpretation is commonplace. The desperation of the public encourages the opportunistic adoption of unverified medical interventions. The misuse and misrepresentation of such information presents a critical challenge to governments and to the public. Equally, the public may seek out and enable misinformation (eg, the virus being spread by 5G towers [3]), which is rapidly distributed via social media [4]. The increased dependence of the public on social media and other inherently biased sources of information may inflate the rate at which misinformation spreads, possibly fostering disenfranchisement with government and health care organizations [5-7]. This could ultimately provoke disregard toward restrictions enforced for public safety, lead to reduced supplies of medicines and personal protective equipment (PPE), or potentially even to reduced medical engagement and worsening of chronic conditions, increasing pressure on already strained health care providers.

Given the rapid flow of digital information during the COVID-19 pandemic, real-time data collection and analysis provides an unparalleled opportunity to assess the public response to information as it emerges. Through internet-derived information from social media, news, and search engine use, public reactions and perceptions can be assessed in real time [4,8-11]. Google Trends (GT) has been used for not only the analysis of epidemiologically relevant data regarding influenza [9] and disease outbreaks [10] but also, more recently, COVID-19 [11]. By assessing the temporal dynamics of search terms related to the pandemic, particularly those relating to misinformation, it is possible to infer likely sources, propagators, and impacts. This study employs GT for the analysis of search terms used during the COVID-19 pandemic relating to government policy, potential treatments, and misinformation, specifically in three English and three non-English speaking countries: Australia, the United Kingdom, the United States, Germany, Italy, and Spain. The aims of this study are to identify any correlation between the relative search volumes (RSVs) for information relating to the first wave of the pandemic, and to discuss these search volumes in the context of emerging news, alongside the prevalence of cases and deaths in each of the six focal countries.

Methods

Mortality, Case, and Testing Data Extraction

Worldwide mortality and case data, and country population sizes were extracted from the European Union Open Data Portal [12] on April 17, 2020 (Figure 1). Data were retained only for the six focal countries. Dates for which no data were available from November 1, 2019, to the first recorded numbers for that country were marked as zero. Per capita cases and deaths were also calculated using the included population sizes and retained for later analyses and figures. Per capita values, although not widely reported by the media at this time, were used in this study to correct for the large variation in population sizes of the focal countries, and to better represent the proportional pressure upon each country.

The objective reliability of these data is questionable given the internationally variable extent of testing and the resultant predicted inaccuracy of the case numbers in each country. International variations in the definition of COVID-19–related deaths and failures to report the full extent of case numbers also warrant skepticism. In the remit of this study, however, these data represent the immediate perceived threat and pressure elicited upon the societies of each focal country, thus providing a suitable comparison against the temporal dynamics of the search terms used. The numbers of COVID-19 tests per thousand citizens were downloaded from Our World in Data [13]; given the irregularity of testing and resultant unavailability of data for some countries, these data were not used for correlation analysis. The number of tests completed by April 17, 2020, was recorded, except for Germany and Spain for which values represented the tests per thousand completed by April 19 and 13, respectively, due to a lack of data for April 17. Testing data represent the number of tests performed, rather than the number of individuals tested, given the wider availability of these data; the nature of Australia’s testing units is, however, unclear.
Search Volume Data Extraction

Data were extracted from GT on April 17, 2020, for the period of November 1, 2019, to April 17, 2020, which includes a brief period before the first confirmed case of COVID-19 for comparison. These data provide a proxy for public interest in government policy, emerging health care interventions, and misinformation, later contextualized as a response to the release of such information. The data extracted from GT are RSVs for predetermined search terms, allowing comparison of search rates for different terms via Google, the most widely used internet search engine, especially in the countries selected [14,15]. These RSVs are presented for each date of a given time period within a given country. Data are normalized relative to the highest RSV peak in that time period (this peak represented as 100).

Data were extracted for searches generated from Australia, Germany, Italy, Spain, the United Kingdom, and the United States. These countries were selected due to their widespread use of Google (precluding China and many other Asiatic countries), variation in the extent to which they were impacted by the pandemic, nuances in their responses to the pandemic, and the accessibility of their news and media in one predominant language. All search terms were preceded by “coronavirus” to ensure relevance to the pandemic; “coronavirus” was selected over “COVID19” and similar terms due to its greater prevalence of searches (eg, in the United States, “coronavirus vaccine” yielded four-fold the search volume of “corona vaccine” and “covid vaccine”, and twenty-fold that of “covid19 vaccine” and “covid-19 vaccine”).

All search terms were selected based on their widespread media coverage and their high Google search volumes. Their placement in the broad categories of government policy, medical interventions, and misinformation were based on the context of their wide reporting by media, government, research, and health care organizations of those particular countries. The designation of search terms as medical interventions did not equate to their effectiveness in treating COVID-19 but scientific discussion around, or political endorsement of, their experimental or genuine use in treating the virus. Chloroquine, for example, was not empirically shown to benefit patients at the time of this study, and its early endorsement during the pandemic largely emanated from the United States, but international research nonetheless endeavored to ascertain any benefit it conferred to patients with COVID-19, this being the primary focus of its initial widespread news coverage. Misinformation search terms were labeled as such when there was no empirical evidence nor active published peer-reviewed research regarding their relevance to COVID-19, and their media coverage indicative of their potential for controversy; such search terms could often be traced back to an initial misinterpretation or false statement, some of which are highlighted in the discussion. All terms were identified as COVID-19 misinformation by Dhillon et al [16]. Other search terms relevant to COVID-19 were considered but for a contained and meaningful statistically significant comparison only those with relatively high and comparable RSVs within the three aforementioned categories were included. Search terms for which variations were possible (eg, chloroquine vs hydroxychloroquine) were included as the variation with the greatest GT search volume with the simpler terminology routinely having the greatest search volume.

Searches were carried out in the language native to each country unless the English terms provided a greater number of results (ie, where English phraseology was adopted). Searches were carried out in batches to identify relative differences in search volumes, with three batches coarsely defined as “government policies,” “medical interventions,” and “misinformation.” All search batches contained “coronavirus chloroquine” as a standard to facilitate some comparison between categories given its relatively central positioning in most batches. Chloroquine was selected for its relatively average search volume across
countries and categories, acting as an anchor to facilitate visual comparison between higher and lower RSVs. The search term RSVs were all also individually downloaded (independently normalized with the highest peak being 100) for subsequent correlation analysis to evenly represent the extent of searching and focus on the temporal dynamics. Given the representation of numbers less than one as “<1” by GT, all RSVs of “<1” were converted to 0.5 to facilitate quantitative comparison.

The government policy search terms comprised chloroquine (control standardization term), social distancing, sanitizer, mask, isolation, gloves, and testing (Textbox 1). Social distancing was implemented by many countries as an early and maintained means to prevent viral spread, as was isolation, although the latter may also have been searched in association with the well-being and mental health consequences of reduced social contact during lockdown. The use of sanitizer for cleansing of hands was also encouraged by governments throughout the pandemic, although depleting public availability in most countries led many to attempt to create homemade sanitizer [17]. Masks and gloves were employed as a protective means to prevent spread, although predominantly by frontline health care workers; public purchase of this PPE was problematic in many countries, resulting in reduced availability for medical practitioners [18,19]. Testing and tracing was carried out for coronavirus, but the extent of testing and the national focus on its importance varied internationally [13]. The US spelling of “sanitizer” was maintained for the UK searches given a higher prevalence than the UK spelling “sanitiser.” Due to the GT search limit, the government policy search was split into two batches (batch 1: chloroquine, social distancing, sanitizer, mask, and isolation, and batch 2: chloroquine, gloves, and testing, with linguistic variations for Germany, Italy, and Spain).

Textbox 1. Google Trends search terms used in each of the three categories.

<table>
<thead>
<tr>
<th>Government policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia, the United Kingdom, and the United States: social distancing, sanitizer, mask, isolation, gloves, testing</td>
</tr>
<tr>
<td>Germany: social distancing, desinfektionsmittel, maske, isolation, handschuhe, testen</td>
</tr>
<tr>
<td>Italy: distanziamento sociale, disinfettante, maschera, isolamento, guanti, analisi</td>
</tr>
<tr>
<td>Spain: distanciamiento social, desinfectante, mascara, aislamiento, guantes, pruebas</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Medical interventions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia, the United Kingdom, and the United States: chloroquine, remdesivir, paracetamol, vaccine, ibuprofen</td>
</tr>
<tr>
<td>Germany: chloroquin, remdesivir, paracetamol, impfstoff, ibuprofen</td>
</tr>
<tr>
<td>Italy: chloroquina, remdesivir, paracetamolo, vaccino, ibuprofene</td>
</tr>
<tr>
<td>Spain: cloroquina, remdesivir, paracetamol, vacuna, ibuprofeno</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Misinformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia, the United Kingdom, and the United States: 5G, man made, lab</td>
</tr>
<tr>
<td>Germany: 5G, hergestellt, labor</td>
</tr>
<tr>
<td>Italy: 5G, creato, laboratorio</td>
</tr>
<tr>
<td>Spain: 5G, creado, laboratorio</td>
</tr>
</tbody>
</table>

The medical intervention search terms comprised chloroquine (control standardization term), remdesivir, paracetamol, vaccine, and ibuprofen (Textbox 1). All of these search terms pertain to treatments that were suggested to have potential effects against COVID-19 symptoms. The public focus on vaccines reflected the ongoing development of vaccines and the desire for relief from the pandemic [20]. Paracetamol and ibuprofen were used to subdue pain associated with COVID-19 symptoms, but public perception became antagonistic toward using ibuprofen for COVID-19 symptoms, which shifted focus toward paracetamol [21].

The misinformation search terms comprised chloroquine (control term), 5G, man made, and lab (Textbox 1). These search terms pertain to internationally prevalent misinformation related to COVID-19, often specifically suggesting a disingenuous cause or source of the viral spread. Specifically, these entail theories that the virus was being spread by the new 5G phone masts, that the virus was manufactured, and that the virus was released from a laboratory [3,16,22-24], all of which have subsequently been debunked [25-27].

Statistical Analysis

Statistical analyses and plotting of data were carried out using R version v4.0.0 (R Foundation for Statistical Computing) [28]. Line graphs were created for per capita cases and deaths, and a bar chat for tests per thousand citizens using ggplot in the ggplot2 package version 3.3.0 in R [29], with colors assigned via the RColorBrewer package v1.1-2 [30]. The data were identified as nonnormally distributed via Shapiro–Wilk tests, so nonparametric statistical analyses were selected. Correlations between RSVs and per capita deaths and cases were tested using Spearman rho rank correlation via the rcor function of the Hmisc package version 4.4.0 [31]. The output was then presented in a correlogram via the corrplot function of the corrplot package version 0.84 [32], with colors assigned via the viridis package v0.5.1 [33]. Line graphs were created for each of the three
categories of search terms for each country to aid comparison of both the extent and temporality of RSV trends in GraphPad Prism version 8 (GraphPad Software) [34]. All statistical data is included in Multimedia Appendix 1.

**Information Sources and Reliability**

The sources for the non–search term data (The European Union Open Data Portal and Our World in Data) are reputable sources that derive their data from official national reports, scientific publications, and other reliable sources. The data extracted from these sources align with those published internationally in response to the pandemic situation as it develops. The GT data are collected and presented by Google based on the input of users of their service, thus should be fully reliable. Although most sources cited in this report are from reputable scientific, government, or public health authority sources, others discussed throughout the manuscript are taken from mass media, social media, and other heavily biased sources or from scientific articles that discuss such sources; these sources are being referred to on the basis of these biases or simply to refer to the temporal development and emergence of global news, for which bias in an important factor. The paper discusses the reporting of this information in an objective manner, with no subscription to the reported ideals or beliefs represented in the text.

**Results**

**Mortality, Case, and Test Results**

All countries show similar per capita case (Figure 2) and death (Figure 3) trends temporally, with both beginning to exponentially increase in most countries between late February and early March. Of the six countries, Italy was the first to present a substantial number of cases and deaths (mid-February 2020). Australia, the United Kingdom, and the United States were the last to experience rapidly increasing per capita case numbers (~March 10). The per capita case number trends are relatively similar in their extents for most countries, except for Spain, which exhibits approximately 50% more peak per capita cases than the second highest peak, the United Kingdom (Spain: 0.01937, UK: 0.013113), and Australia, which exhibits approximately a quarter of the peak per capita cases for the majority of the countries (Australia: 0.002445, average for other countries, excluding Spain: 0.010603, SD 0.0023). The per capita deaths similarly increase last for Australia, the United Kingdom, the United States, and Germany. Germany and the United States display a shallower trajectory of per capita death increases, and Australia shows a minor peak of per capita deaths. Spain again exhibits the greatest peak of per capita deaths, but only with an approximate 30% increase over the peaks of Italy, the United Kingdom, and the United States (Spain: 0.002033, Italy: 0.001607, the United Kingdom: 0.001474, the United States: 0.001506), compared to the ~50% increase over the second highest peak for per capita cases. Testing for COVID-19 varied massively between countries, with Germany showing the highest tests per thousand, with around 25 tests per thousand, and the United Kingdom showing the lowest with around 6.5 tests per thousand (Figure 4).
Search Volume Results
Of the government policy search terms (Figure 5), “testing” was prevalent in all countries, and “isolation” relatively high in all but the United States and Germany. “Sanitizer” was highly searched in Germany, Italy, and Spain. “Masks” was highly searched in Australia, Germany, Italy, and the United States, and to a lesser extent the United Kingdom. “Gloves” was searched less in all but Italy and Spain. “Social distancing” was searched less except in Australia and the United Kingdom, where this term was the third most searched. Most search terms peaked at a similar time (mid-March) in most countries, although “mask” also peaked in late January to early February in Australia, the United Kingdom, and the United States, and to a lesser extent in Germany and Italy. In Germany and Italy, “sanitizer” and “mask” peaked in early March, 2-3 weeks earlier.
than a later peak coinciding with that of “testing” in other countries. In the United States, “gloves” was searched most at the end of February, but also with a second peak in early April, unlike the other countries. In Italy, searches of “testing” peaked sporadically from late February to mid-April (the end of the search period), with larger peaks spread further across the period.

Of the medical intervention search terms (Figure 6), “vaccine” was highly searched in all countries, peaking in late March, except in Germany, where it peaked in late February, and Italy, where it peaked sporadically from the end of January to mid-April (the end of the search period). In the United Kingdom, “vaccine” had a second peak in mid-April. The other medical interventions had relatively small peaks, often in mid- or late March. “Remdesivir” peaked higher in Italy relative to the other countries. “Chloroquine” peaked much higher in the United States relative to the other countries, also having a smaller peak in the United Kingdom. “Ibuprofen” had the highest peak in Germany and the United Kingdom, peaking in all countries in mid- or late March and having a second peak in early April in the United States.

Of the misinformation search terms (Figure 7), “5G” had erratic smaller peaks throughout mid- and late March but peaked in most countries in early April, with Germany and Spain displaying reduced peaks. “Man made” was mostly searched in mid-March, with some more widespread erratic peaks in all but the United Kingdom, and a substantial peak in late January and early February in Australia, Italy, and Spain. “Lab” was searched relatively little in Australia, the United Kingdom, and, to some extent, the United States. “Lab” was, however, highly searched in Italy and Spain in late March, with Italy also exhibiting large peaks in late January and late February, and was searched at similar intervals in Germany but never so proportionally high as Italy and Spain. In most cases, peaks of “lab” coincide with peaks of “man made.”
Figure 5. Government policy relative search volumes (RSVs) extracted from Google Trends (GT). Grouped RSV data, normalized to the highest RSV peak in the time period (represented as 100) were extracted from GT on April 17, 2020, for the period of November 1, 2019, to April 17, 2020. Search terms included “coronavirus chloroquine” (control term), “coronavirus social distancing,” “coronavirus sanitizer,” “coronavirus mask,” “coronavirus isolation,” “coronavirus gloves,” and “coronavirus testing,” with variations to reflect the language native to each country.
Figure 6. Medical intervention relative search volumes (RSVs) extracted from Google Trends (GT). Grouped RSV data, normalized to the highest RSV peak in the time period (represented as 100) were extracted from GT on April 17, 2020, for the period of November 1, 2019, to April 17, 2020. Search terms included “coronavirus chloroquine,” “coronavirus remdesivir,” “coronavirus paracetamol,” “coronavirus vaccine,” and “coronavirus ibuprofen,” with variations to reflect the language native to each country.
Figure 7. Misinformation relative search volumes (RSVs) extracted from Google Trends (GT). Grouped RSV data, normalized to the highest RSV peak in the time period (represented as 100) were extracted from GT on April 17, 2020, for the period of November 1, 2019, to April 17, 2020. Search terms included “coronavirus chloroquine,” “coronavirus remdesivir,” “coronavirus paracetamol,” “coronavirus vaccine,” and “coronavirus ibuprofen,” with variations to reflect the language native to each country.

Correlation Analysis Results
In all countries, almost all normalized search terms significantly positively correlated with one another (overall mean Spearman rho 0.753, SD 0.158) and per capita deaths (mean per capita deaths Spearman rho 0.690, SD 0.168) and cases (mean per capita cases Spearman rho 0.800, SD 0.112; Figure 8, Table 1, and Multimedia Appendix 1 Table S1); the only exception was the nonsignificant association between per capita deaths and remdesivir RSV in Australia (Spearman rho 0.134, P=.08). Overall, stronger correlations were identified more universally for the United Kingdom (mean Spearman rho 0.851, SD 0.066) and the United States (mean Spearman rho 0.873, SD 0.058), while relatively weaker correlations were shown for Australia.
(mean Spearman rho 0.641, SD 0.150) and Germany (mean Spearman rho 0.632, SD 0.157; Figure 8, Table 1, and Multimedia Appendix 1 Table S1). In Italy and Spain, the weakest correlations were those between social distancing and all other variables.

**Figure 8.** Correlograms for the search factors and per capita case and death rates for each country. The size of each circle indicates the strength of the correlation as does the color, denoted by the scale bar, with yellow and purple denoting positive and negative correlations, respectively.
The case and death figures are lower, supports the association of correlations being weakest in Australia and Germany, where reduced interest in medical interventions. The overall strength may have fostered a greater sense of safety and, therefore, less application of travel restrictions and a 2 week quarantine [40,41] the combined low contrast, Australia had some of the weakest overall correlations; of these countries could explain this, given the widespread use of English on social media and in international news. In direct of these countries, we identified a positive correlation between the cases and deaths relating to COVID-19 and online searches surrounding government policies, medical interventions, and scientific misinformation.

### Discussion

This study aims to identify any correlation between the internet searching of defined COVID-19–relevant search terms and the per capita cases and deaths in six countries. We identified a positive correlation between the cases and deaths relating to COVID-19 and online searches surrounding government policies, medical interventions, and scientific misinformation.

#### Principal Results

Between November 1, 2019 and April 17, 2020, per capita deaths and cases showed a similar trend across the six countries, with all having reached or passed peak daily new cases during the first wave of the pandemic. However, Australia and Germany experienced fewer deaths during this time period, allowing for a direct comparison of the search trends across countries with high and low COVID-19 cases and deaths. Where the ratio of mortality to cases is higher, such as the United Kingdom, which had the highest excess deaths in Europe during this period [35], this could reflect strained health care provision, delayed or reduced effectiveness of preventative measures, a poorer testing effort, or a combination of all of these [36,37]. Disparity in testing across countries may also have exacerbated differences in mortality. The importance of testing is illustrated by its high RSV across all countries (Figure 5) and the finding that the greatest degree of testing (Germany) aligns with relatively low mortality and weak correlations between RSVs and caseload. Where testing and contact tracing have been employed (eg, Germany, South Korea), they have been undoubtedly effective in mitigating increases in cases and deaths [38,39], possibly leading to an increased media and public interest, predominantly, it seems, in countries where it is lacking.

Overall, stronger correlations were observed in the United Kingdom and the United States. The English-speaking majority of these countries could explain this, given the widespread use of English on social media and in international news. In direct contrast, Australia had some of the weakest overall correlations; the combined low per capita deaths and cases, and the earlier application of travel restrictions and a 2 week quarantine [40,41] may have fostered a greater sense of safety and, therefore, less need by individuals to focus on the pandemic, evidenced by reduced interest in medical interventions. The overall strength of correlations being weakest in Australia and Germany, where the case and death figures are lower, supports the association between reduced public pressure and a less coordinated uptake of news and misinformation.

That, in almost all cases, per capita deaths and cases correlated with the search term RSVs further suggests a strong relationship between the pressure elicited upon the public and their receptibility to pandemic-related digital information. The virus was internationally recognized and regularly reported by January [2], with many of the proposed preventative measures and medical interventions being widely searched online before cases and deaths began to emerge (Figures 5 and 6). The peak of most RSVs in mid-March, aligning approximately with peak per capita deaths and cases (Figures 1 and 2), also coincides with the beginning of lockdown in many countries [42], suggesting that populations were well informed prelockdown and ready for substantial changes to living conditions. The more erratic and erratic persistent search behavior, particularly surrounding misinformation, could indicate heightened public panic especially as per capita deaths increase.

The data in this study highlights the utility of infodveillance in assessing public readiness for and adoption of preventative measures. The early interest in masks observed in the United States and Australia could indicate a willingness for, or pre-emptive fear of, the use of PPE. Despite some antimask sentiment in politicians [45] and possible reluctance by governments to impose mask-wearing for fear of appearing dictatorial, the public may be more prepared for discourse surrounding PPE than expected given the high RSVs. Conversely, social distancing consistently correlated weakly with other search terms, specifically in Germany, Italy, and Spain, despite all three countries entering nationwide lockdowns and observing government-mandated social distancing rules. Given the use of translated search terms, where these received more searches than the English equivalent, this is unlikely to be due to linguistic differences, despite these comprising only the non–English-speaking countries. In some countries, strict enforcement of social distancing may not have been necessary.

---

**Table 1.** Mean Spearman rho rank coefficients and their standard deviations are given for each country and overall results for all six countries.

<table>
<thead>
<tr>
<th>Countries</th>
<th>Overall correlation, mean (SD)</th>
<th>Time correlation, mean (SD)</th>
<th>Cases correlation, mean (SD)</th>
<th>Deaths correlation, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>0.753 (0.158)</td>
<td>0.769 (0.122)</td>
<td>0.800 (0.112)</td>
<td>0.690 (0.168)</td>
</tr>
<tr>
<td>Australia</td>
<td>0.641 (0.150)</td>
<td>0.701 (0.136)</td>
<td>0.732 (0.122)</td>
<td>0.495 (0.146)</td>
</tr>
<tr>
<td>Germany</td>
<td>0.632 (0.157)</td>
<td>0.681 (0.143)</td>
<td>0.719 (0.123)</td>
<td>0.535 (0.153)</td>
</tr>
<tr>
<td>Italy</td>
<td>0.753 (0.147)</td>
<td>0.772 (0.093)</td>
<td>0.819 (0.103)</td>
<td>0.796 (0.104)</td>
</tr>
<tr>
<td>Spain</td>
<td>0.766 (0.152)</td>
<td>0.764 (0.120)</td>
<td>0.826 (0.133)</td>
<td>0.762 (0.116)</td>
</tr>
<tr>
<td>UK</td>
<td>0.851 (0.066)</td>
<td>0.835 (0.052)</td>
<td>0.846 (0.037)</td>
<td>0.750 (0.075)</td>
</tr>
<tr>
<td>US</td>
<td>0.873 (0.058)</td>
<td>0.861 (0.047)</td>
<td>0.858 (0.024)</td>
<td>0.802 (0.056)</td>
</tr>
</tbody>
</table>
due to greater compliance with guidelines (Germany). Alternatively, social distancing may not have been so heavily emphasized or adhered to in some countries, resulting in government-enforced curfews with fines for noncompliance, as experienced in Italy [46,47]. Regardless, clear and repeated guidance should be provided by governments to ensure compliance by their citizens. Good government response has been credited with the rapid reduction of lockdown measures in some countries, but such responses need to be data driven [38,48], and GT can provide an effective proxy for the extent of public adherence to this guidance.

Public interest in medical interventions was similarly moderately consistent between countries, with ibuprofen and chloroquine being the most searched. Some of this search intensity likely arose from misinformation, for example, the high RSVs for ibuprofen coincided with a scientific correspondence to The Lancet hypothesizing a heightened risk to a subset of patients with hypertension and diabetes should they take ibuprofen to combat COVID-19 [21]. This correspondence became misrepresented on messaging platforms and in media [16,49] as “evidence” that ibuprofen worsened COVID-19 symptoms. Furthermore, a second ibuprofen RSV peak in April in the United States coincided with a viral social media message claiming that patients with COVID-19 using ibuprofen did not recover [16]. The European Medicines Agency and the US Food and Drug Administration quickly discredited this as misinformation, possibly explaining the ephemerality of the RSV peak [25,26]. Paracetamol was highly searched simultaneously with ibuprofen, suggesting that people were seeking alternatives [50]. That the ibuprofen RSV comprises the highest medical intervention search peak in the United Kingdom and Germany, and a relatively high peak in other countries, compared to lower RSVs for experimental COVID-19 disease-modifying drugs such as remdesivir [51], confirms the capacity of misinformation to penetrate the public consciousness. Although this may also reflect the less familiar names and scientific background of the experimental drugs. This is further evidenced by the much larger RSVs for vaccine across all countries, a term familiar with most people, yet a therapeutic option that is clearly much further from public availability than therapies such as remdesivir [52]. The second peak of interest in vaccines in the United Kingdom was likely propagated by UK media reporting the initiation of clinical trials at the University of Oxford [53]. It is worth noting, however, that one experimental drug, namely, chloroquine, was searched with far greater intensity in the United States. This is likely due to US government briefings that supported chloroquine as a potential treatment for COVID-19 [54] based on a small clinical study [55], which led to multiple larger studies that ultimately did not support the outcomes [55,56] with most trials now suspended as reviewed in [57] and following some reports of accidental self-poisoning [58]. The important role of clear guidance from government is further exemplified from the suggestion during US government briefings that consideration should be given to the internal use of disinfectant and UV light in combating COVID-19. This is a clear example of misinformation arising from misinterpreted scientific literature that led to widescale panic and increased calls to poison centers [59-61].

Similarly, mass media and elected representatives have also propagated theories that SARS-CoV-2 is either man-made or was leaked from a laboratory in Wuhan. A quickly retracted scientific preprint appeared to propagate this theory by providing it an undue sense of credibility [24]. Although the man-made theory was scientifically discredited [27], public discussion moved toward a “leak” of the virus [16,23], highlighting the evolution and adaptability of misinformation, especially when supported by public figures [62]. Editors, reviewers, and authors should maintain stringent safeguards to ensure appropriate publishing, even of preprints, especially regarding such sensitive topics [63]. Similar conspiracy theories with large RSVs (Figure 7) arose via mainstream and social media outlets suggesting the spread of COVID-19 by 5G towers. The theory itself was in early circulation and despite being discredited as misinformation in January, long before the search intensity peaked [22], it led to vigilante attacks on phone masts and engineers in uninformed attempts to arrest viral spread [3,16,22]. The danger of misguided intervention led by misinformation outlines a clear requirement for mechanisms to reduce the spread of, while rationally and widely discrediting, these theories via perceivably credible sources such as national governments or professional medical bodies [1]. That the search volume surrounding 5G and ibuprofen dissipated so rapidly after documented attempts made by public health authorities such as the World Health Organization to curb the spread of this misinformation [25,26] best illustrates this point. It is, therefore, clear that during this pandemic the consumption of mass media, social media, government announcements, and health organization releases has influenced the public perception around both the causes and treatments of COVID-19 and, as perhaps best evidenced by the high RSVs for ibuprofen and 5G, has contributed to both public panic and health care issues such as reduced stocks of essential medicines caused by stockpiling [50].

**Limitations of GT Data**

This study used GT data for six countries in which it is the most popular, but not the only, internet search engine. However, as the most widely used, it provides the best snapshot of user searches so that appropriate statistical studies can be conducted. As with any searches, the data presented in this study do not confirm subscription of those searching the terms to the ideals, interventions, or policies that they represent; many of the queries that contribute to these data may have been submitted by critics and sceptics. Even such searches, however, ratify the increased public awareness, discussion, and spread of the information denoted by the search terms. A greater volume of people reached by the information will undoubtedly suggest a greater number subscribing to the theories and ideas. The progression of a global pandemic is incredibly complicated and unpredictable, and the findings of this study focus on GT data from just one time period in a currently ongoing situation. Although this study bears relevance primarily to the beginning of the pandemic, this is arguably the most critical point at which to limit spread; however, the findings may not prove as relevant to periods when the public have adjusted to the situation.
Conclusions

Infoveillance has already proven to be a valuable tool during the COVID-19 pandemic through detection of novel symptoms [11], assessment of behaviors such as self-medication [64], and identification of outbreaks [65]. This study focuses on the public response during the early developing pandemic, particularly surrounding misinformation, government policy, and medical interventions.

A study exploring the use of GT for digital epidemiology found that search term RSVs were influenced far more by media clamor than by epidemiological burden [56]. This pandemic is unique in that rapidly emerging medical research deposited in preprint archives has been accessible and consumed by the media and public pre-peer review, leading to potentially dangerous misinterpretation, as has occurred with chloroquine [58]. Although our findings ratify this, we also identified a positive correlation between internet searching and COVID-19 deaths and cases, indicating a more synergistic combined effect of epidemiological burden and media attention. The prevalence and online spread of misinformation has been reported previously for COVID-19 [1] with regard to social media platforms, and, as in this study, the findings ultimately identified an important role for public health organizations and governments in providing accessible online information and refutation of misinformation. Medical misinformation has drastic health care consequences and pre-existing misinformation, particularly that surrounding vaccines, will be a significant future obstacle in overcoming COVID-19 [6]. The presentation of accurate information, including infodemiology data as illustrated in this study, to maintain societal ease is vital, and there is an imperative for scientists, public health authorities, and governments to collaborate to rigorously maintain this.
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Abstract

Background: COVID-19 was first discovered in December 2019 and has since evolved into a pandemic.

Objective: To address this global health crisis, artificial intelligence (AI) has been deployed at various levels of the health care system. However, AI has both potential benefits and limitations. We therefore conducted a review of AI applications for COVID-19.

Methods: We performed an extensive search of the PubMed and EMBASE databases for COVID-19–related English-language studies published between December 1, 2019, and March 31, 2020. We supplemented the database search with reference list checks. A thematic analysis and narrative review of AI applications for COVID-19 was conducted.

Results: In total, 11 papers were included for review. AI was applied to COVID-19 in four areas: diagnosis, public health, clinical decision making, and therapeutics. We identified several limitations including insufficient data, omission of multimodal methods of AI-based assessment, delay in realization of benefits, poor internal/external validation, inability to be used by laypersons, inability to be used in resource-poor settings, presence of ethical pitfalls, and presence of legal barriers. AI could potentially be explored in four other areas: surveillance, combination with big data, operation of other core clinical services, and management of patients with COVID-19.

Conclusions: In view of the continuing increase in the number of cases, and given that multiple waves of infections may occur, there is a need for effective methods to help control the COVID-19 pandemic. Despite its shortcomings, AI holds the potential to greatly augment existing human efforts, which may otherwise be overwhelmed by high patient numbers.

(J Med Internet Res 2020;22(10):e21476) doi:10.2196/21476
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Introduction

COVID-19, caused by SARS-CoV-2 [1], was first discovered in December 2019 and has since become a global pandemic [2]. An emerging viral pandemic like COVID-19 exerts significant pressure on limited health care resources [3]. To prevent human efforts of disease containment from being overwhelmed, we need tools that can streamline the diagnosis, surveillance, and treatment of COVID-19 [4]. This need is particularly pressing in relatively resource-scarce settings, such as low- or middle-income countries [5,6].

Digital methods such as artificial intelligence (AI) hold the potential to greatly enhance medical care [7]. AI implies the use of a computer to model intelligent behavior without human intervention [8]. It has been applied to many areas of medicine [9], especially to aid the detection and prevention of disease [10]. AI techniques being used in medicine are broad, ranging from computer vision to deep learning techniques [11]. Unlike the if-then rules used in traditional computer programming, AI methods emulate the decision-making process of humans via two major approaches. The first major approach is supervised machine learning, which aims to develop a predictive algorithm using regression (linear or multiple) or classification methods.
(eg, decision trees, neural networks). The other major AI approach is unsupervised machine learning, which allows computers to explore large amounts of unclassified data and to discover novel disease or treatment patterns [12].

An example of how AI has been applied to COVID-19 is demonstrated by BlueDot, a Canadian company specializing in infectious disease forecasting [13]. Using an AI engine that continuously gathers data for a multitude of diseases from a range of different sources globally, BlueDot was able to predict the COVID-19 outbreak and alert its users even before the World Health Organization did [14]. Another example is an AI-powered chatbot named SGDormBot, which has been used for symptom-based mass screening of migrant workers for COVID-19 in Singapore [15].

Nonetheless, while AI has been promoted as a tool to help manage the COVID-19 pandemic, AI has both potential benefits and limitations. We therefore conducted a rapid review of AI applications for COVID-19. In our review, we sought to delineate the major categories of AI use, describe the limitations of AI, and identify areas for further development.

Methods

We based our review on the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [16], and extensively searched two databases (PubMed and EMBASE) for all English-language papers published from December 1, 2019, to March 31, 2020, using the search terms “novel coronavirus,” “2019 novel coronavirus,” “2019-nCoV,” “coronavirus disease 2019,” “COVID-19,” and “SARS-CoV-2.” The database search was supplemented by reference list checks. Papers reporting new data on AI applications for COVID-19 were included. Review papers and commentaries without new data were excluded.

The quality of included studies was assessed using a modified TRIPOD (transparent reporting of a multivariable prediction model for individual prognosis or diagnosis) statement for adherence to reporting standards [17] and PROBAST (prediction model risk of bias assessment tool) for risk of bias [18]. A thematic analysis and narrative review of AI applications for COVID-19 was then conducted.

Results

Included Studies, Adherence to Reporting Standards, and Risk of Bias

Of 4682 articles, 11 articles were included for review (Figure 1, Table 1). The original TRIPOD statement consisted of a 22-category checklist with 37 items. However, items related to predictor variables were not relevant for studies assessing the performance of AI algorithms. The final components selected, as well as the degree of adherence in each category, are shown in Figure 2. Overall, adherence rates of publications to TRIPOD items ranged from 18.2% to 100%. Items concerned with data validation were reported in <50% of the 11 publications reviewed. Items related to clinical context, study methodology, and applicability were better reported, with >80% of the publications providing adequate information. For the assessment of risk of bias and applicability, we applied the PROBAST tool (Figure 3); as with TRIPOD, we did not assess predictors. Generally, risk of bias in the remaining three categories was low. We identified four areas where AI was applied to COVID-19: diagnosis, public health, clinical decision making, and therapeutics.

Figure 1. Study flow diagram.
<table>
<thead>
<tr>
<th>First author (year)</th>
<th>Area or specialty of AI application</th>
<th>AI application method</th>
<th>Clinical benefit shown</th>
<th>Internal or external validation done</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hurt (2020) [19]</td>
<td>Diagnosis and clinical decision making</td>
<td>Using a deep learning approach to augment radiographs with color probability</td>
<td>Improved diagnostic accuracy of pneumonia and COVID-19 at point of care, triaged patient for CT scan, helped physicians track evolution of pulmonary manifestation over length of hospitalization</td>
<td>No</td>
</tr>
<tr>
<td>Li (2020) [20]</td>
<td>Diagnosis</td>
<td>Deep learning-based computer-aided diagnostic system for pneumonia trained with CT scans of patients with COVID-19 suggested pneumonia in patients who received a negative reverse-transcription polymerase chain reaction test result</td>
<td>Improved accuracy of diagnosis</td>
<td>No</td>
</tr>
<tr>
<td>Li (2020) [21]</td>
<td>Diagnosis</td>
<td>AI 3D deep learning model to analyze CT scan</td>
<td>Improved diagnostic accuracy and differentiated from non-COVID-19 lung pathologies</td>
<td>Yes</td>
</tr>
<tr>
<td>Yang (2020) [22]</td>
<td>Public health</td>
<td>Recurrent neural network for AI-based prediction of epidemic trend</td>
<td>Good epidemiological modeling and prediction of trends relating to COVID-19</td>
<td>Yes</td>
</tr>
<tr>
<td>Al-Najjar (2020) [23]</td>
<td>Public health</td>
<td>AI-based classifier prediction model to determine the outcome of patients</td>
<td>Identified key factors influencing clinical outcome, guided public health decision making</td>
<td>No</td>
</tr>
<tr>
<td>Jiang (2020) [24]</td>
<td>Clinical decision making</td>
<td>Tool with AI capabilities that will predict patients at risk for more severe illnesses based on clinical parameters</td>
<td>AI tool predicted patients at risk for more severe illness on initial presentation, provided clinical decision support</td>
<td>Yes</td>
</tr>
<tr>
<td>Beck (2020) [25]</td>
<td>Therapeutics</td>
<td>Used pretrained deep learning-based system to identify commercially available drugs that could act on the viral proteins of SARS-CoV-2</td>
<td>Used AI to discover that atazanavir, an antiretroviral medication, is the best chemical compound due to its high inhibitory potency, among several other antiviral agents that could be used in the treatment of SARS-CoV-2</td>
<td>Yes</td>
</tr>
<tr>
<td>Kadioglu (2020) [26]</td>
<td>Therapeutics</td>
<td>AI combined with molecular docking to identify candidates suitable for drug repurposing via in silico methods</td>
<td>Supervised machine learning was used to study drug likeness of candidate compounds, helped with evaluation of the potential of various agents</td>
<td>Yes</td>
</tr>
<tr>
<td>Richardson (2020) [27]</td>
<td>Therapeutics</td>
<td>Use of BenevolentAI's knowledge graph to search for approved drugs that can help treat COVID-19</td>
<td>Baricitinib was identified as a viable drug with tolerable side effects and potential therapeutic use in patients with COVID-19</td>
<td>No</td>
</tr>
<tr>
<td>Ton (2020) [28]</td>
<td>Therapeutics</td>
<td>Use of Deep Docking for accelerated screening of large chemical libraries for potential drugs against COVID-19</td>
<td>Screened through 1.3 billion compounds from the ZINC15 library to identify the top 1000 potential ligands against the main protease (Mpro) of SARS-CoV-2 and made them publicly available</td>
<td>Yes</td>
</tr>
<tr>
<td>Zhang (2020) [29]</td>
<td>Therapeutics</td>
<td>Use of AI-based dock analysis to determine whether the compounds listed in Traditional Chinese Medicine databases had potential for direct SARS-CoV-2 protein interaction</td>
<td>Identified 26 herbal plants containing compounds potentially active against SARS-CoV-2</td>
<td>No</td>
</tr>
</tbody>
</table>

aAI: artificial intelligence.
bCT: computed tomography.
Diagnosis

Radiological diagnosis relies on imaging data and is amenable to deep-learning techniques [30]. For COVID-19, features seen on computed tomography (CT) images include bilateral ground-glass opacification and consolidation [31]. One fully automatic 3D deep-learning framework developed for the detection of COVID-19 (COVNet) was able to extract relevant information from both 2D and 3D images obtained from a CT scan to generate a probability score to distinguish patients with COVID-19 from patients with non–COVID-19 community-acquired pneumonia [21]. Once trained, COVNet could process each CT scan with high sensitivity (90%) and specificity (96%) for COVID-19 identification. In contrast to CT, real-time reverse-transcription polymerase chain reaction (RT-PCR), a technique frequently used for COVID-19 diagnosis, had a much lower sensitivity (71%-80%) [20,32]. Another AI system (InferRead CT Pneumonia), a deep learning diagnostic
system, was able to identify features of coronavirus infection in CT scans of patients with false-negative RT-PCR results [33]. Even without CT images, using only plain chest radiographs, a deep learning approach could improve diagnosis of COVID-19 pneumonia by augmenting radiographs with color probability [19].

Apart from superior sensitivity compared to RT-PCR, AI coupled with radiological investigations could be more efficient for COVID-19 diagnosis. For instance, COVNet could process each CT scan in under 5 seconds on average [21]. This could both decrease physician workload and allow a greater volume of patients to be evaluated, facilitating more rapid case detection [34].

Public Health

AI has proven to be a valuable tool in public health efforts, helping to characterize the epidemiology of COVID-19 and model disease transmission, even in the early stages of the pandemic. The application of AI to this area would be particularly helpful for policy makers, in contrast to clinical decision making by individual clinicians.

Perhaps one of the most prominent examples of AI used in public health, BlueDot has demonstrated its effectiveness in predicting and monitoring infectious diseases like COVID-19. Other applications of AI gathered from our rapid review are discussed as follows. Yang et al [22] developed an AI-based model that used a form of recurrent neural network (RNN) for epidemiological modelling. The model was trained using the 2003 severe acute respiratory syndrome (SARS) epidemic data from China, while incorporating the epidemiological parameters of COVID-19 and public health interventions like the lockdown of Hubei province. Using the model, it was predicted that the number of cases in Hubei would peak in early February. When the number of predicted infections was plotted against real-time epidemiologic trends, there was considerable similarity between the actual numbers and predictions made by the AI, supporting the accuracy of such models for forecasting disease development. Similar work is in progress using a wide range of data sources.

An artificial neural network has also been used to build a classifier prediction model for patient outcomes in South Korea [23]. The Korea Centers for Disease Control and Prevention collected patient characteristics like age and gender, extracted the independent predictors, and classified patients with COVID-19 into 2 groups: deceased and recovered. This helped policy makers target the most vulnerable patients, directing attention and resources toward their care.

Clinical Decision Making

AI can assist in clinical decision making regarding patients with COVID-19, including triage decisions for the optimal use of limited health care resources [24]. Hurt et al [19] used an AI-augmented system for plain chest radiographs to track and predict the pulmonary progression of COVID-19 among hospitalized patients, which helped to identify patients that needed critical care. Early identification of at-risk cases could further guide clinicians toward earlier intervention, which may result in improved outcomes. For instance, Jiang et al [24] took multiple clinical parameters and constructed an AI framework that could predict deterioration even at initial presentation, with superior accuracy compared to logistic regression.

Therapeutics

In silico screening with AI can help identify potentially effective therapeutic agents among existing drugs (ie, drug repurposing). Deep learning technology has been used to screen 1.3 billion compounds from the ZINC15 library for drug repurposing [28]. Molecule transformer-drug target interaction (MT-DTI) was a natural language processing (NLP) tool used to predict binding affinity values between commercially available antiviral drugs and target proteins on SARS-CoV-2. This led to the identification of atazanavir, an antiretroviral medication, which may also be effective against SARS-CoV-2 [25]. Similarly, using BenevolentAI’s knowledge graph and a library of structured medical information, machine learning uncovered baricitinib, a Janus kinase inhibitor used for rheumatoid arthritis, as a safe candidate drug that could inhibit SARS-CoV-2 viral entry [27]. In another study, a similar process of virtual drug screening identified antiviral agents against hepatitis C as drugs that had high binding affinities to target proteins on SARS-CoV-2 [26].

Apart from the identification of conventional Western medications that may be applied to COVID-19, in silico screening with AI has also been applied to Chinese herbal medicines. Zhang et al [29] used molecular docking analysis to determine whether natural compounds listed in the Traditional Chinese Medicine (TCM) Systems Pharmacology Database, Encyclopedia of Traditional Chinese Medicine, and SymMap could interact directly with SARS-CoV-2 proteins. They eventually shortlisted 26 herbal plants containing potential SARS-CoV-2 antivirals for further trials.

Discussion

Limitations of AI Identified

Despite the many benefits that AI can bring to the table, there are some significant limitations to its use.

Difficult Data Collection

AI needs large amounts of training data to generate accurate predictive algorithms [35]. For instance, the European Centre for Disease Prevention and Control requires a dedicated team of epidemiologists to screen, validate, and collate data from multiple international, regional, and local sources [36]. Even data collection for smaller geographical areas is far from easy. In the city-state of Singapore, a Health Ministry–helmed national consortium has been required to assemble detailed data from various health systems, hospitals, and clinics [37].

However, even if financial and logistical resources are plentiful, large volumes of information may not be available during the early stages of disease outbreaks, which is ironically the time when prediction is most required. Hence, relying on AI early in a disease outbreak may be impractical. Nonetheless, even if large amounts of data are available, AI is not infallible, as demonstrated by the failure of GoogleFlu, a big data analysis tool for epidemiological trending for influenza [38]. Similarly,
diagnostic AI tools like those applied to radiology require large volumes of both image- and non–image-based clinical data to achieve high accuracy [11].

Apart from the quantity of data, obtaining high-quality inputs can be particularly challenging. Informal data sources and news reports [39] provide heterogeneous data with inherent noise, resulting in biased results [40]. This is particularly concerning in the context of epidemiological trending and disease prediction, when inaccurate forecasting leads to incorrect calibration of public health responses and health care resourcing. Furthermore, the collection of data from hospitals can be complicated. Some countries, such as Singapore, achieved success with data collection efforts by having a nationwide standardized protocol and rigorous contact tracing [37]. Other countries, such as the United States, rely on individual jurisdictions to report case information to the Centers for Disease Control and Prevention (CDC), but not all jurisdictions provide daily updates. As a result, the case counts may increase at different intervals [41]. Based on a report published by the CDC COVID-19 Response Team in March, less than 6% of cases reported had information regarding the patients’ comorbidities and risk factors and this incomplete data collection has limited research efforts [42].

Lack of Multimodal AI Assessments

Many studies used singular data types to perform AI-driven tasks, for instance only using radiological images for the diagnosis of COVID-19 [20,21]. Assessments of patients based on a single data type may be skewed, thus highlighting the need for a multimodal AI framework capable of analyzing different data types [35]. As there is significant overlap in how the lungs respond to different pathological insults [33], and as radiological presentation often depends on an interplay of multiple factors [21], the full potential of CT-based AI algorithms may be better realized by including non–image-based clinical data. For now, based on recommendations by the Italian Society of Medical and Interventional Radiology, CT should be used as a screening tool only for symptomatic patients with specific indications, and the use of CT with AI for screening or as a first-line test is not supported [43].

Delay in Realization of Benefits

As useful as AI may be in helping to identify drugs and vaccines against COVID-19, such treatments are unlikely to be made widely available in the immediate future, precisely when such treatments are needed the most. There is considerable delay caused by rigorous medical trials required before approval can be given to drugs or vaccines, and it can take 12-18 months just to develop a vaccine [44]. Even with a vaccine on the market, supply shortage will likely be an issue in the face of massive demand and limited initial production [45].

Poor Internal Validation

Another issue we noticed was the poor internal validation done in some of the studies, which makes it hard to determine the clinical or incremental value of AI over conventional methods. Studies that discussed the performance of AI augmentation of CT scans [21] and plain radiographs [19] did not compare AI with radiologists’ evaluations, and did not describe data sets used for validation [33]. Furthermore, confounding factors can affect the internal validity of such studies, such as how variation in respiratory effort, image contrast, technique, and the resolution of radiological images may affect the accuracy of AI-based radiological interpretation frameworks [19]. After completion of our review, we found one study that addressed our validity concerns. Bai et al [46] compared AI with radiologists and demonstrated that AI alone had higher accuracy, sensitivity, and specificity than radiologists, whereas the performance of radiologists was enhanced when AI was used to augment their evaluations.

Poor External Validation

External validation could also be improved. Many studies were only applied to patients seen at single centers, or populations within the same geographical region [20,22,23]. This could mean that algorithms shown to be accurate for the population studied may fare less well in other settings. Increasing the diversity of data sets from different populations and demonstrating the reproducibility of AI-based algorithms in different settings would be required if we are to generalize the usage of AI tools [11].

Inability to Be Used by Laypersons

While the use of AI technology in the clinical context may seem simple, the underlying theory and operating mechanisms of these algorithms are often opaque to the untrained layperson, which includes health care professionals unfamiliar with AI. For example, one of the intrinsic drawbacks of deep learning is the lack of interpretability, as it is “impossible to determine what imaging features are being used to determine the output” [21]. Physicians may not trust AI to evaluate clinical scenarios, and would not be able to troubleshoot incorrect AI-based assessments [11]. To avoid hindering AI’s uptake, implementation frameworks need to be designed in a way that make AI easily operable and clearly understood by most health care professionals.

Inability to Be Used in Resource-Poor Settings

AI-based methods of disease detection, surveillance, and prognostication often require access to digital resources such as CT scanners, mobile phones, and internet access. Such resources may not be widely or consistently available in less developed regions [47]. Thus, the benefits of AI-based approaches may not be realized in resource-poor settings. Effort is needed to shift the reliance of AI from expensive technologies to cheaper and more readily accessible alternatives such as chest X-ray, point-of-care ultrasound, or even vital signs data alone.

Ethical Pitfalls

The use of AI may require access to personal information to generate trends, make predictions, and conduct assessments. Moreover, individual patient information has been placed online on multiple platforms [48]. The sharing of such information may lead to the infringement of privacy and personal rights. Although it may be acceptable to process personal data for disease containment in a pandemic, problems arise when the data are used for sinister purposes. As such, there need to be proper ethical guidelines and laws in place to govern the use of AI and big data. For example, the Australian Human Rights
Commission has set out practical steps for researchers to control the use of AI [49]. Overall, health care organizations can be viewed by patients as trustworthy, but it is important to remember that the confidentiality of the data obtained from the public should be respected, and that there should be transparency in how institutions handle the data obtained [50].

A more subtle type of ethical pitfall concerns the need for human input when programming AI tools. AI’s superiority in calculation and computation does not necessarily translate into good decision-making unless the machine has values that enable it to make an ethical choice, which requires input from a human programmer [51]. In other words, a particular AI program will make choices based on the programmer’s morality. This raises an ethical concern, as difficult public health decisions like resource allocation are often multifaceted and based on more than just a single set of ethical guidelines conforming to the beliefs of a single person or single group of people. On a smaller scale, the decision to rely solely on the computer to make a unilateral judgment on how or whether a patient should be treated based on the machine’s calculated benefit of treatment is also fraught with ethical concerns as there are some who believe that medical treatment should be discussed together with the patient [50]. As such, it is prudent to use AI only as a guide in decision making, rather than relying on it wholly.

Like all prediction methods, AI may unwittingly single out ethnic minority groups as being at high risk for disease. Unethical interpretation of prediction results may exacerbate ethnic tensions and lead to the stigmatization of and discrimination against specific ethnic groups. To illustrate, the US CDC has reported that African Americans and Hispanics have higher rates of hospitalization and mortality from COVID-19 than the White population [52]. Even though such a finding is likely to be due to differential access to health care [53], the same finding may lead to misconceptions about race and inherent disease susceptibility.

**Legal Barriers**

Finally, there may be legal liabilities associated with adverse outcomes when human physicians use AI technologies for the care of their patients. When malpractice cases involving medical AI applications are involved, the legal system needs to be clear on which party holds the liability [30]. This is particularly worrisome given that the usability of AI, especially for the care of patients with COVID-19, is still relatively unknown due to the lack of sufficient evidence of its effectiveness over traditional methods. Consequently, medical professionals may hesitate when asked to use AI for patient management.

**Areas for Further Work**

There are several other areas in which AI has shown significant promise.

**Surveillance**

Infrared thermal cameras used to screen the public for fever have been paired with AI-powered facial recognition systems to determine if individuals are wearing surgical masks [54]. A US-based computer vision startup has started offering a software that uses camera images to observe for compliance with social distancing rules [55]. With the proliferation of such technologies, it is increasingly evident that AI-based surveillance can greatly help with public health interventions that slow the spread of infection.

Blockchain technology is a digital method that can be used in conjunction with AI, and it refers to a verifiable permanent ledger system that can be used to store health care–related information [7]. The coupling of AI with blockchain for self-testing and tracking systems has been proposed for the surveillance of COVID-19. Not only can such a system of self-testing overcome supply chain limitations in resource-scarce countries and achieve a higher rate of testing [5], it also gives real-time feedback on population health and allows for risk stratification of suspect cases.

AI can also potentially predict the occurrence of disease outbreaks early on, thus giving health authorities more time to act. Effenberger et al [56] have demonstrated the effectiveness of using internet relative search volume (RSV) indices for the forecasting of COVID-19 outbreaks in different geographical areas. Maximum public interest, and therefore maximum RSV indices, preceded peaks in case numbers. This meant that trending RSV indices can help public health authorities predict and respond to local surges of COVID-19 cases.

**Combination With Big Data**

AI-based techniques like machine learning can be used to gather data from multiple sources for processing, which can provide novel insights. We have discussed how AI’s ability to analyze large amounts of data swiftly makes it possible to use the data to predict the likelihood of new outbreaks, model successful disease containment strategies, and to find the most effective treatment protocols [9]. However, there are some other areas of application that have yet to be explored. Sun et al [57] demonstrated the value of using a Chinese health care–oriented social network that streamed reports from local or national health authorities—along with several other international media outlets—for epidemiological studies of the disease; AI can be used to facilitate this collection.

AI, when paired with big data, can find new drugs to treat COVID-19. Integrated AI-based drug discovery methods for novel drug compounds, such as deep generative models, can use large data sets to train and generate new drugs with optimized chemical properties. Such methods are often more time-efficient than traditional computational methods [58].

In addition, AI combined with big data can also be used to assess the accuracy of online information available to the public. Stratifyd, a US-based data analytics company, scans social media posts, cross-references them with data from official sources, and alerts users when false information is identified [59]. It can thus be applied to the current pandemic to prevent misinformation about the disease from spreading online. AI can also be used to analyze international air travel data. By doing so, AI can track disease spread between countries, allowing for an assessment of importation risk at a particular location and the latter’s capacity to respond [60], estimation of disease spread from the epicenter of the outbreak [61], and identification of
areas that may have undetected cases imported from other countries [62].

**Operation of Other Core Clinical Services**

As the COVID-19 pandemic exerts pressure on health care resources, institutions have had to reduce the provision of clinical services. The American College of Surgeons, for example, has provided guidelines for the management of nonemergency operations, recommending hospitals to “thoughtfully review all scheduled elective procedures” [63]. In Singapore, nonurgent medical appointments have been rescheduled and staff have been redeployed to help manage patients with COVID-19 [64]. To mitigate the impact on non–COVID-19 patients, AI can be used to augment their care.

With regard to medical investigations, AI-based radiological interpretation algorithms can be applied to read scans for non–COVID-19 diseases. With regard to medical consultations, AI-based conversational chatbots can assume some of the duties of the physician, such as symptom screening and patient education. Chatbots are already being used to combat the pandemic. Symptoma, a symptom-to-disease digital health assistant using AI, has been shown to be highly accurate when screening for COVID-19 [65]. Similarly, chatbots have been used to rapidly screen health care workers for COVID-19, facilitating staff movements and minimizing nosocomial transmission [66]. By extension, AI-based chatbots can provide a platform for patients with non–COVID-19 conditions to receive medical care at a time when clinical resources are limited. These chatbots can potentially be augmented by smartwatch-based health monitors (eg, heart rate and electrocardiogram monitoring using the Apple Watch [67]).

**Clinical Management of Patients With COVID-19**

Studies have already established that AI can help guide management of patients with COVID-19 in general practice.

AI can also potentially help in the management of critically ill patients with COVID-19. For instance, given the uncertainty over the optimal management of COVID-19–related acute respiratory distress syndrome (ARDS) [68], AI methods like reinforcement learning could be used to determine management choices to achieve the best possible clinical outcomes [69]. Besides therapeutics, machine learning strategies can be used for vaccine development against COVID-19. They have already been applied to SARS-CoV-2 proteomes, and nonstructural proteins were found to be potential vaccine candidates [70].

**Conclusion**

AI is no longer new in the field of medicine, and many studies have explored how its potential to enhance medical care of patients could be realized. Even as we see the situation improving in some countries, others are still struggling to contain the spread of COVID-19. In the face of growing pressure on limited health care resources, the use of AI-driven techniques to aid in diagnosis, surveillance, finding therapeutics, and public health decision making may help improve the efficiency and effectiveness of human efforts to combat the pandemic. Another recently published review found that AI could contribute to the prevention and control of the spread of COVID-19 via several important approaches: detecting suspected cases, large-scale screening, monitoring, determining interactions with experimental therapies, pneumonia screening, using the Internet of Intelligent Things for data and information gathering and integration, allocating resources; making predictions, models, and simulations; and using robotics for medical quarantine [71].

We hope that our rapid review can help highlight additional areas for more robust AI applications and studies in the later phases of the ongoing pandemic.
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Abstract

Background: Many factors involved in the onset and clinical course of the ongoing COVID-19 pandemic are still unknown. Although big data analytics and artificial intelligence are widely used in the realms of health and medicine, researchers are only beginning to use these tools to explore the clinical characteristics and predictive factors of patients with COVID-19.

Objective: Our primary objectives are to describe the clinical characteristics and determine the factors that predict intensive care unit (ICU) admission of patients with COVID-19. Determining these factors using a well-defined population can increase our understanding of the real-world epidemiology of the disease.

Methods: We used a combination of classic epidemiological methods, natural language processing (NLP), and machine learning (for predictive modeling) to analyze the electronic health records (EHRs) of patients with COVID-19. We explored the unstructured free text in the EHRs within the Servicio de Salud de Castilla-La Mancha (SESCAM) Health Care Network (Castilla-La Mancha, Spain) from the entire population with available EHRs (1,364,924 patients) from January 1 to March 29, 2020. We extracted related clinical information regarding diagnosis, progression, and outcome for all COVID-19 cases.

Results: A total of 10,504 patients with a clinical or polymerase chain reaction–confirmed diagnosis of COVID-19 were identified; 5519 (52.5%) were male, with a mean age of 58.2 years (SD 19.7). Upon admission, the most common symptoms were cough, fever, and dyspnea; however, all three symptoms occurred in fewer than half of the cases. Overall, 6.1% (83/1353) of hospitalized patients required ICU admission. Using a machine-learning, data-driven algorithm, we identified that a combination of age, fever, and tachypnea was the most parsimonious predictor of ICU admission; patients younger than 56 years, without tachypnea, and temperature <39 degrees Celsius (or >39 ºC without respiratory crackles) were not admitted to the ICU. In contrast, patients with COVID-19 aged 40 to 79 years were likely to be admitted to the ICU if they had tachypnea and delayed their visit to the emergency department after being seen in primary care.

Conclusions: Our results show that a combination of easily obtainable clinical variables (age, fever, and tachypnea with or without respiratory crackles) predicts whether patients with COVID-19 will require ICU admission.

(J Med Internet Res 2020;22(10):e21801) doi:10.2196/21801
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Introduction

The unprecedented global spread of SARS-CoV-2, the virus that causes COVID-19, requires innovative approaches that deliver real-time results [1,2]. To date, big data analytics have been primarily used to assess SARS-CoV-2 transmission [3] and to indirectly estimate COVID-19 incidence using data from social media [4]. However, many factors involved in the onset and temporal distribution of the ongoing COVID-19 pandemic remain unknown. Similarly, both the individual and population burdens of COVID-19 are only beginning to be elucidated. Although big data analytics and artificial intelligence (AI) are widely used in the realms of health and medicine [5-7], researchers are only beginning to use these tools to explore the clinical characteristics and predictive factors of patients with COVID-19, including mortality [8-11].

Considering the unprecedented spread and severity of the ongoing COVID-19 outbreak, focus has been given to hospitals’ unmet needs, particularly their ICU requirements [8,9,12]. Indeed, health systems have been or currently are near collapse, and independent modelling efforts have aimed at forecasting a number of epidemiological estimators, including ICU use [13-15].

Previously, our team reported that a combination of big data analytics and machine learning techniques helped better determine the quality of diagnosis and treatment of chronic obstructive pulmonary disease (COPD) via an analysis of hospital electronic health records (EHRs) using natural language processing (NLP) and validated algorithms [16,17].

As part of the BigCOVIData study, our primary objectives are to describe the clinical characteristics and determine the factors that predict ICU admission of patients with COVID-19. Determining these factors using a well-defined population can increase our understanding of the real-world epidemiology of the disease. To achieve this aim, we used a combination of classic epidemiological methods [18], NLP, and machine learning (for predictive modeling) to analyze the clinical information contained in the EHRs of patients with COVID-19.

Methods

The BigCOVIData study was conducted in compliance with legal and regulatory requirements and followed generally accepted research practices described in the International Council for Harmonisation of Technical Requirements for Pharmaceuticals for Human Use (ICH) Guideline for Good Clinical Practice, the latest edition of the Helsinki Declaration, the Guidelines for Good Pharmacoepidemiology Practices, and applicable local regulations. This study was classified as a “non–postauthorization study” by the Spanish Agency of Medicines and Health Products, and it was approved by the Research Ethics Committee at the University Hospital of Guadalajara (Spain). We and endorsed the STrengthening the Reporting of OBservational studies in Epidemiology (STROBE) guidance for reporting observational research [19].

Study Design and Data Source

This was a multicenter, noninterventional, retrospective study using data captured in the EHRs of the participating hospitals within the Servicio de Salud de Castilla-La Mancha (SESCAM) Health Care Network in Castilla-La Mancha, Spain (Figure 1). Data captured in EHRs were collected from all available departments, including inpatient hospital, outpatient hospital, and emergency department (ED), for virtually all types of provided services in each participating hospital. The study period was January 1 to March 29, 2020.

The study database was fully anonymized in a structured format and contained no personal information from patients. Likewise, personal information was not accessed during either the application of automated and algorithmic methods (ie, NLP) or the conversion of unstructured data into the structured database. Importantly, given that clinical information was handled in an aggregate, anonymized, and irreversibly dissociated manner, patient consent regulations do not apply to the present study.
Study Sample

The study sample included all patients in the source population who were diagnosed with COVID-19. Patients were identified on the basis of clinical diagnosis or microbiological test results. Clinical confirmation of COVID-19 cases was determined by observed symptomatology, imaging (mostly chest X-ray), and laboratory results, as captured in the unstructured, free-text information in the EHRs. Microbiological test result confirmation of COVID-19 cases involved reverse transcriptase–polymerase chain reaction (RT-PCR) or similar available tests. Our decision to consider cases confirmed both clinically and by RT-PCR was justified by the limited availability of routinely administered RT-PCR tests in the region during the study period and supported by recent discussions on the far-from-optimal sensitivity of RT-PCR for COVID-19 (ie, a single negative result from a single specimen cannot exclude the disease in suspected cases) [20,21]. Indeed, recent reports highlight the clinical validity and relatively high sensitivity of symptom- and imaging-based identification of patients with COVID-19, especially in early stages of the disease [20,22,23].

EHRead

To meet the study objectives, we used EHRead [24], a technology developed by Savana that applies NLP, machine learning, and deep learning to analyze the unstructured free-text information written in millions of deidentified EHRs. This technology enables the extraction of information from all types of EHRs and subsequent normalization of the extracted clinical entities to a unique terminology. This process enables further analysis of a descriptive or predictive nature. Originally based on Systematized Nomenclature of Medicine Clinical Terms (SNOMED CT) terminology, our unique body of terminology comprises more than 400,000 medical concepts, acronyms, and laboratory parameters aggregated over the course of five years of free-text mining, targeting the most common diseases (eg, respiratory diseases, cardiovascular diseases, and diabetes).

Figure 1. Map of the Castilla-La Mancha region (red) within the Spanish (blue line) and European territories. From a general source population of 2,035,000 inhabitants, we collected and analyzed the clinical information in the EHRs of 1,364,924 patients within the Servicio de Salud de Castilla-La Mancha (SESCAM) Health Care Network. EHR: electronic health record.
Using a combination of regular expression rules and machine learning models, the terminology entities are detected in the unstructured text and later classified based on sections typically contained in EHRs, hospital services, and other clinical specifications. Importantly, each detected term is described in terms of negative, speculative, or affirmative clinical statements; this is achieved by using deep learning convolutional neural network classification methods that rely on word embeddings and context information (for a similar methodological approach, see [25]). The limitations of case-by-case detection are also overcome with a similar approach to ensure that the detected concepts are used within the appropriate context for the descriptive and predictive analysis.

For particular cases where extra specifications are required (ie, to differentiate COVID-19 cases from other mentions of the term related to fear of the disease or to potential contact), the detection output was manually reviewed in more than 5000 reports to avoid any possible ambiguity associated with free-text reporting. All NLP deep learning models used in this study were validated using the standard training/validation/testing approach; we used a 75/12/13 split ratio in the available annotated data (between 2000 and 3000 records, depending on the model) to ensure efficient generalization on unseen cases. For all developed models, we obtained F scores greater than 0.89.

Data Analyses

All categorical variables (eg, comorbidities, symptoms) are shown in frequency tables, whereas continuous variables (eg, age) are described via summary tables that include the mean, SD, median, minimum and maximum, and quartiles of each variable. To test for possible statistically significant differences in the distribution of categorical variables between study groups (ie, male vs female, ICU admission vs no ICU admission), we used Yates-corrected chi-square tests. For continuous variables, mean differences were tested using t tests. Given our general population approach and our unusually large sample size, we were interested in exploring sex-related differences in patients with COVID-19; therefore, most results were stratified by sex [26]. All statistical inferences were performed at the 5% significance level using 2-sided tests or 2-sided CIs.

Predictive Model

We developed a decision tree to classify patients with COVID-19 according to their risk of being admitted to the ICU. The two types of patients or classes considered in the model were therefore “admitted to the ICU” and “not admitted to the ICU.” The model maps the characteristics of the patients (the variables) to their class in the shape of a tree. From a clinical perspective, this model contemplates all patient variables upon admission; therefore, it is predictive from symptom debut until outcome. The tree is composed of nodes that branch to subsequent child nodes depending on the patient’s variables. The tree is built in such a way that each branch separates the two classes as much as possible. This separation is measured as the Shannon entropy, where a node with an entropy of zero indicates that the classification is perfect (either all or none of the patients were admitted to the ICU) and an entropy of one is the worst possible mix (50%/50%) [27].

Model Training and Validation

The model was developed and tested on the available data from hospitalized patients who had or had not been admitted to the ICU; the latter were either discharged from the hospital or died in the course of the disease. This amounted to a total of 900 patients. We validated our algorithm by splitting our COVID-19 sample into a 70% training set and a 30% validation set. This means that the model was trained with 630 patients (582 who did not require intensive care vs 48 who did) and validated over the remaining 270 patients. Because the two classes were unbalanced (far fewer patients required ICU admission), we used the standard technique of oversampling the lower class to guarantee a balance of accuracy and recall (ie, the tradeoff between false positives vs false negatives). Further, we sought to replicate the results of this validation in an a posteriori sensitivity analysis, as per recent recommendations for predictive modeling in COVID-19 [28] and TRIPOD (Transparent Reporting of a multivariable prediction model for Individual Prognosis or Diagnosis) guidance [29]. For this second validation, we trained the model with data from the provinces of Ciudad Real and Guadalajara (38% of the study sample from Castilla-La Mancha), and we used an independent set with combined data set from the other three provinces, namely Toledo, Cuenca, and Albacete, for validation.

Additional details regarding the development and validation of the predictive algorithm are included in the Supplementary Methods in Multimedia Appendix 1. The workflow used for the generation of the predictive algorithm is summarized in Figure S1 in Multimedia Appendix 1.

Results

From a source general population of 2,035,000 inhabitants, we used NLP and machine learning to analyze the clinical information contained in the EHRs of 1,364,924 anonymous patients (Figure 1). Among these, we identified a total of 10,504 patients diagnosed with COVID-19 (Figure 2). The flowchart of participation in the study up to hospital admission, ICU admission, or discharge is presented in Figure 2.
Of the patients with COVID-19, 52.5% (5519/10,504) were male, with a mean age of 58.2 years (SD 19.7) (Table 1). Most patients with COVID-19 were aged ≥50 years (Figure 3). Upon diagnosis, the most common symptoms reported were cough, fever, and dyspnea (Table 1); notably, less than half of patients presented with all three of these symptoms. Further, respiratory crackles, myalgia, and diarrhea were identified in ≥5% of cases, while other respiratory and nonrespiratory signs and symptoms were less common. Sex-dependent differences in sign and symptom frequencies upon diagnosis are shown in Table 1. Of note, we observed subtle increases in the frequency of diarrhea, myalgia, headache, chest pain, and anosmia in female patients with COVID-19, while male patients showed significant increases in fever, dyspnea, respiratory crackles, rhonchus, lymphopenia, and tachypnea (all P<.05).
Table 1. Baseline demographics and clinical data of the patients in the study upon diagnosis (N=10,504).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Female</th>
<th>Male</th>
<th>Total</th>
<th>P value (^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (^b), n (%)</td>
<td>4984 (47.4)</td>
<td>5519 (52.5)</td>
<td>10,504 (100)</td>
<td>N/A (^c)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>57.4 (20.0)</td>
<td>59.0 (19.5)</td>
<td>58.2 (19.7)</td>
<td></td>
</tr>
<tr>
<td>Median (minimum-maximum)</td>
<td>58.0 (0.0-100.0)</td>
<td>60.0 (0.0-102.0)</td>
<td>59.0 (0.0-102.0)</td>
<td></td>
</tr>
<tr>
<td>Q1-Q3</td>
<td>44.0-73.0</td>
<td>46.0-74.0</td>
<td>45.0-73.0</td>
<td></td>
</tr>
<tr>
<td>Signs and symptoms, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cough</td>
<td>2482 (49.8)</td>
<td>2760 (50.0)</td>
<td>5243 (49.9)</td>
<td>.85</td>
</tr>
<tr>
<td>Fever</td>
<td>2120 (42.5)</td>
<td>2783 (50.4)</td>
<td>4904 (46.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>1476 (29.6)</td>
<td>1818 (32.9)</td>
<td>3294 (31.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Respiratory crackles</td>
<td>849 (17.0)</td>
<td>1085 (19.7)</td>
<td>1934 (18.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>556 (11.2)</td>
<td>543 (9.8)</td>
<td>1099 (10.5)</td>
<td>.03</td>
</tr>
<tr>
<td>Myalgia</td>
<td>467 (9.4)</td>
<td>451 (8.2)</td>
<td>918 (8.7)</td>
<td>.03</td>
</tr>
<tr>
<td>Headache</td>
<td>462 (9.3)</td>
<td>302 (5.5)</td>
<td>764 (7.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Rhonchus</td>
<td>279 (5.6)</td>
<td>414 (7.5)</td>
<td>693 (6.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chest pain</td>
<td>287 (5.8)</td>
<td>267 (4.8)</td>
<td>554 (5.3)</td>
<td>.04</td>
</tr>
<tr>
<td>Lymphopenia</td>
<td>196 (3.9)</td>
<td>346 (6.3)</td>
<td>542 (5.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Wheezing</td>
<td>194 (3.9)</td>
<td>195 (3.5)</td>
<td>389 (3.7)</td>
<td>.36</td>
</tr>
<tr>
<td>Tachypnea</td>
<td>135 (2.7)</td>
<td>203 (3.7)</td>
<td>338 (3.2)</td>
<td>.006</td>
</tr>
<tr>
<td>Anosmia</td>
<td>166 (3.3)</td>
<td>134 (2.4)</td>
<td>300 (2.9)</td>
<td>.007</td>
</tr>
<tr>
<td>Sore throat</td>
<td>69 (1.4)</td>
<td>57 (1.0)</td>
<td>127 (1.2)</td>
<td>.12</td>
</tr>
<tr>
<td>Ageusia</td>
<td>33 (0.7)</td>
<td>32 (0.6)</td>
<td>65 (0.6)</td>
<td>.68</td>
</tr>
<tr>
<td>Dysphagia</td>
<td>19 (0.4)</td>
<td>28 (0.5)</td>
<td>47 (0.4)</td>
<td>.41</td>
</tr>
<tr>
<td>Neuralgia</td>
<td>19 (0.4)</td>
<td>22 (0.4)</td>
<td>41 (0.4)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Splenomegaly</td>
<td>8 (0.2)</td>
<td>14 (0.3)</td>
<td>22 (0.2)</td>
<td>.41</td>
</tr>
<tr>
<td>Hepatomegaly</td>
<td>2 (0.0)</td>
<td>6 (0.1)</td>
<td>8 (0.1)</td>
<td>.36</td>
</tr>
<tr>
<td>Comorbidities (^d), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>2253 (45.2)</td>
<td>2805 (50.8)</td>
<td>5058 (48.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hypertension</td>
<td>1552 (31.1)</td>
<td>1975 (35.8)</td>
<td>3527 (33.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ischemic stroke</td>
<td>91 (1.8)</td>
<td>163 (3.0)</td>
<td>254 (2.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Heart disease</td>
<td>1100 (22.1)</td>
<td>1539 (27.9)</td>
<td>2639 (25.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ischemic heart disease</td>
<td>152 (3.0)</td>
<td>475 (8.6)</td>
<td>627 (6.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Heart failure</td>
<td>243 (4.9)</td>
<td>309 (5.6)</td>
<td>552 (5.3)</td>
<td>.11</td>
</tr>
<tr>
<td>Diabetes</td>
<td>689 (13.8)</td>
<td>957 (17.3)</td>
<td>1646 (15.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Obesity</td>
<td>479 (9.6)</td>
<td>457 (8.3)</td>
<td>936 (8.9)</td>
<td>.02</td>
</tr>
<tr>
<td>Renal dysfunction</td>
<td>271 (5.4)</td>
<td>493 (8.9)</td>
<td>764 (7.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CKD (^e)</td>
<td>171 (3.4)</td>
<td>323 (5.9)</td>
<td>494 (4.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Depression</td>
<td>484 (9.7)</td>
<td>219 (4.0)</td>
<td>703 (6.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chronic respiratory disease</td>
<td>242 (4.9)</td>
<td>646 (11.7)</td>
<td>888 (8.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Asthma</td>
<td>496 (10.0)</td>
<td>263 (4.8)</td>
<td>759 (7.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>COPD (^f)</td>
<td>126 (2.5)</td>
<td>549 (9.9)</td>
<td>675 (6.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>OSA (^g)</td>
<td>69 (1.4)</td>
<td>143 (2.6)</td>
<td>212 (2.0)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Similarly, the most frequent comorbidities among the 10,504 patients were cardiovascular disease (n=5058, 48.2%), mainly arterial hypertension (n=3527, 33.6%); heart disease (n=2639, 25.1%); and diabetes (n=1646, 15.7%) (Table 1). Regarding respiratory diseases, COPD was present in 6.4% (675), asthma in 7.2% (759), obstructive sleep apnea (OSA) in 2% (212), and bronchiectasis in 1.2% (129) of the 10,504 patients. Sex-dependent differences in comorbidities upon diagnosis are also shown in Table 1; except for asthma, the frequency of all comorbidities was significantly higher in male than in female patients with COVID-19 (all $P<.05$).

Next, we explored whether the distribution of comorbidities and signs and symptoms captured in the patients’ EHRs upon diagnosis differed between patients with COVID-19 who were and were not admitted to the ICU (Table 2). Regarding comorbidities, diabetes, obesity, cardiovascular disease (mainly hypertension), heart disease (mainly ischemic heart disease), and renal dysfunction were more common among patients who were admitted to the ICU (all $P<.01$). As for signs and symptoms, cough, fever, dyspnea, respiratory crackles, diarrhea, tachypnea, lymphopenia, and rhonchus were more frequent among ICU patients (all $P<.05$). Interestingly, respiratory diseases were not more frequent among patients who were admitted to the ICU (Table 2).
<table>
<thead>
<tr>
<th>Variable</th>
<th>Not admitted to ICU&lt;sup&gt;a&lt;/sup&gt; (N=10,421), n (%)</th>
<th>Admitted to ICU (N=83), n (%)</th>
<th>(P) value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Signs and symptoms</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cough</td>
<td>5181 (49.7)</td>
<td>62 (74.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fever</td>
<td>4849 (46.5)</td>
<td>55 (66.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>3246 (31.1)</td>
<td>48 (57.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Respiratory crackles</td>
<td>1904 (18.3)</td>
<td>30 (36.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Myalgia</td>
<td>908 (8.7)</td>
<td>11 (13.3)</td>
<td>0.21</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>1084 (10.4)</td>
<td>15 (18.1)</td>
<td>0.04</td>
</tr>
<tr>
<td>Dysphagia</td>
<td>47 (0.5)</td>
<td>0 (0)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Wheezing</td>
<td>383 (3.7)</td>
<td>6 (7.2)</td>
<td>&lt;.16</td>
</tr>
<tr>
<td>Tachypnea</td>
<td>311 (3)</td>
<td>27 (32.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chest pain</td>
<td>546 (5.2)</td>
<td>8 (9.6)</td>
<td>&lt;.12</td>
</tr>
<tr>
<td>Lymphopenia</td>
<td>524 (5)</td>
<td>18 (21.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Headache</td>
<td>757 (7.3)</td>
<td>7 (8.4)</td>
<td>0.84</td>
</tr>
<tr>
<td>Rhonchus</td>
<td>676 (6.5)</td>
<td>17 (20.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hepatomegaly</td>
<td>8 (0.1)</td>
<td>0 (0)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Anosmia</td>
<td>297 (2.9)</td>
<td>3 (3.6)</td>
<td>0.93</td>
</tr>
<tr>
<td>Ageusia</td>
<td>65 (0.6)</td>
<td>0 (0)</td>
<td>0.98</td>
</tr>
<tr>
<td>Neuralgia</td>
<td>41 (0.4)</td>
<td>0 (0)</td>
<td>1</td>
</tr>
<tr>
<td>Sore throat</td>
<td>126 (1.2)</td>
<td>1 (1.2)</td>
<td>1</td>
</tr>
<tr>
<td>Splenomegaly</td>
<td>21 (0.2)</td>
<td>1 (1.2)</td>
<td>0.43</td>
</tr>
<tr>
<td><strong>Comorbidities</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>1613 (15.5)</td>
<td>33 (39.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Obesity</td>
<td>917(8.8)</td>
<td>19 (22.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Chronic respiratory disease</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COPD&lt;sup&gt;d&lt;/sup&gt;</td>
<td>883 (8.5)</td>
<td>5 (6)</td>
<td>0.55</td>
</tr>
<tr>
<td>Asthma</td>
<td>673 (6.5)</td>
<td>2 (2.4)</td>
<td>0.20</td>
</tr>
<tr>
<td>OSA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>750 (7.2)</td>
<td>9 (10.8)</td>
<td>0.29</td>
</tr>
<tr>
<td>Bronchiectasis</td>
<td>211 (2)</td>
<td>1 (1.2)</td>
<td>0.89</td>
</tr>
<tr>
<td><strong>Cardiovascular disease</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>4998 (48)</td>
<td>60 (72.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ischemic stroke</td>
<td>3487 (33.5)</td>
<td>40 (48.2)</td>
<td>0.007</td>
</tr>
<tr>
<td><strong>Heart disease</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ischemic heart disease</td>
<td>253 (2.4)</td>
<td>1 (1.2)</td>
<td>0.72</td>
</tr>
<tr>
<td>Heart failure</td>
<td>616 (5.9)</td>
<td>11 (13.3)</td>
<td>0.01</td>
</tr>
<tr>
<td><strong>Renal dysfunction</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKD&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2604 (25)</td>
<td>35 (42.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Chronic liver disease</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cirrhosis</td>
<td>748 (7.2)</td>
<td>16 (19.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Depression</td>
<td>488 (4.7)</td>
<td>6 (7.2)</td>
<td>0.41</td>
</tr>
<tr>
<td>HIV</td>
<td>109 (1)</td>
<td>2 (2.4)</td>
<td>0.50</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICU: intensive care unit.
Finally, by using a machine-learning, data-driven algorithm, we identified that a combination of three easily available clinical variables, namely age, temperature, and respiratory frequency, was the most parsimonious predictor of ICU admission among patients with COVID-19 (Figure 4). For this model, age and temperature were captured as continuous variables, whereas tachypnea (yes/no) was defined as a respiratory frequency of more than 20 breaths per minute. With accuracy, recall, and area under the curve (AUC) values of 0.68, 0.71, and 0.76, respectively, the presented model reached optimal balance in terms of positive and negative predictive values for ICU admission. On the one hand, patients younger than 56 years, without tachypnea, and with temperature <39 °C (entropy=0, n=145) or >39 °C without respiratory crackles (entropy=0, n=18) were not admitted to the ICU. On the other hand, patients with COVID-19 aged 40 to 70 years were likely to be admitted in the ICU if they presented with tachypnea and delayed their visit to the ED after being seen in primary care (entropy=0, n=104).

As stated in the Methods section, we performed an additional sensitivity analysis with different data sets to further validate the results of our predictive model. The independent data set of two provinces (Ciudad Real and Guadalajara, including a total of 753,408 individual patients, or 38% of the entire study sample from Castilla-La Mancha; Figure 1 and Supplemental Table S1 in Multimedia Appendix 1), was used to retrain our algorithm to identify ICU admission at onset; validation was performed in the remaining three provinces. As shown in Supplemental Figure S2 in Multimedia Appendix 1, the new decision tree identified the same relevant clinical variables, that is, age, tachypnea, temperature, and respiratory crackles/rhonchus, with similar (but not identical) thresholds in some variables. This additional model achieved accuracy, recall, and AUC values of 0.85, 0.57, and 0.84, respectively, providing additional proof of validity for our main findings.

**Discussion**

**Principal Findings**

By accessing the clinical information of more than 10,000 anonymous patients with COVID-19 (a number that largely surpasses samples included in recent reports about the disease [30,31]), we were able to describe their demographic and clinical characteristics, their clinical journey, and the statistical relationship between the most common symptoms and comorbidities on admission, and COVID-19 prognosis (ie, ICU admission). There were subtle differences in clinical symptoms...
at onset by sex, while all comorbidities (except asthma) were significantly more frequent in male than female patients with COVID-19. The variables identified in our ICU admission model (ie, age, temperature, and tachypnea) are clinically relevant, as they are readily available and easily observable in everyday practice for patients with COVID-19. Although tachypnea is not an exclusive manifestation of COVID-19 and can be present in patients suffering from other respiratory diseases (ie, pneumonia), our model suggests that this sign (in combination with age and temperature) is a more reliable predictor of ICU use than other common symptoms and signs, such as cough, dyspnea, or respiratory crackles.

The reported sex-dependent differences in the symptomatology of COVID-19 at onset have been further confirmed by our group using similar methods [32] and should be interpreted in light of data suggesting that female teenagers and young adult women are significantly more affected by the disease than their male counterparts [32]. In this regard, our results warrant further investigations aimed at closing the gender gap in the ongoing pandemic [33].

Given that the stability and capacity of ICUs worldwide is threatened by the rapid spread of COVID-19, the identification of individual factors that predict ICU admission may not only improve patient management but also optimize health care resource use and planning. Thus, recent studies using big data and machine learning have explored the prognostic factors of the disease, including ICU transfer, discharge, and mortality [8-11]. In line with our results, respiratory rate has also been identified as an important predictor of ICU transfer in patients with COVID-19 [9].

If further applied to other national and international health care networks, the tools and methodology presented in this study can potentially characterize and predict the prognosis of COVID-19 in a timely and unprecedented manner. As demonstrated in recent studies [34,35], there may be value in the application of AI to the current COVID-19 pandemic, not only to predict outbreaks [36] or read chest computed tomography scans [37] but also to elucidate the clinical onset and natural history of COVID-19 almost in real time. Indeed, classical methods would require months of questionnaire-based data collection and questionnaire validation along with multiple Ethics Board approvals and other practical hurdles; these steps can be avoided with our current approach.

In the race against COVID-19 [38], where the goal is to curb the pandemic, it is imperative to leverage big data and intelligent analytics for the betterment of public health. However, it is of the utmost importance not to neglect privacy and public trust, to apply best practices, and to maintain responsible standards for data collection and data processing on a global scale [39].

Strengths and Limitations

To our knowledge, this is one of the first attempts to combine NLP and machine learning to access and analyze unstructured, free-text real-world data from EHRs in a large series of patients with COVID-19. Although recent studies have used machine learning to predict ICU admission in patients with COVID-19 [9], our approach takes this methodology one step further by applying NLP to exclusively analyze unstructured information. Indeed, our state-of-the-art methodology enabled rapid analysis of the unstructured free-text narratives in the EHRs of 1 million patients from the general population of the region of Castilla-La Mancha (Spain).

Our methodology combined modules for sentence segmentation, tokenization, text normalization, acronym disambiguation, negation detection, and a multidimensional ranking scheme; the latter involved linguistic knowledge, statistical evidence, and continuous vector representations of words and documents learned via shallow neural networks. When applied to EHRs, NLP enables both access to longitudinal health records for all patients in the target population and the implementation of exploratory analysis to clarify associations between variables that have remained undetected with traditional research methods. By considering all possible patients with the target disease, the information and analyses used here (ie, real-world data and free-scale statistics) remained unbiased by the research question or the observers. Unlike classical statistical methods (eg, logistic regression), the main advantage associated with the use of machine learning in this context is that it enables the automatic detection of meaningful relationships between variables. For instance, if a given symptom (ie, fever) is only relevant for certain patients (ie, older than 50 years), techniques such as the classification trees used here are suitable to uncover this relationship. In this context, although the total number of patients who required ICU use in the training set was somewhat low (48 patients), the number of variables considered in the model was also very limited. In addition, the inclusion of a validation stage reduces the likelihood of overfitting. Ultimately, the use of classification trees in this study (as opposed to other models, such as artificial neural networks) is especially appropriate in the clinical context because they are easily interpretable.

Regarding the geographical location of our participating hospital sites, it is worth mentioning that with a total of 1,364,924 patients from the region of Castilla-La Mancha (SESCAM Health Care Network), our sample is representative of the Spanish population. Spain is among the countries that have been most affected by the pandemic in terms of both total cases and mortality rates [40,41]; the Castilla-La Mancha region in particular is the third most affected region in the country, just behind Madrid and Catalonia. For this reason, we anticipate that the clinical conclusions drawn here will be relevant for clinicians worldwide. Of note, the ICU capacity in the region during the study period had not yet been compromised, which protects against possible bias in our training data (all patients requiring intensive care were indeed admitted to the ICU).

The results and conclusions of the present study should be interpreted in light of the following limitations. First, we did not distinguish COVID-19 cases confirmed by laboratory results (ie, RT-PCR) from those exclusively diagnosed through clinical observation (ie, symptomatology, imaging and laboratory results). However, it should be noted that PCR and other rapid laboratory tests for the detection of SARS-CoV-2 were not routinely administered in Spain during the study period. In addition, this decision is supported by recent discussions on the clinical validity and relatively high sensitivity of symptom-
imaging-based identification of patients with COVID-19, especially in early stages of the disease [20,22,23]. Second, independent replications by different research groups in larger patient sets are needed to further support the clinical validity of our results.

Finally, future reports from the BigCOVIData study may incorporate laboratory results and treatments and may contextualize the results presented here in a larger clinical picture [28].

Conclusion

In this study, we found that in the largest series of patients with COVID-19 attended during the first three months of the pandemic in Spain, 6.1% of all hospitalized patients (83/1353) required ICU admission. We also found that a combination of easily obtained clinical variables, namely age, fever, and tachypnea, predicts whether patients with COVID-19 will require ICU admission.
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Abstract

Background: Internet hospitals show great potential for adequately fulfilling people’s demands for high-quality outpatient services, and with the normalization of the epidemic prevention and control of COVID-19, internet hospitals play an increasingly important role in delivering health services to the public. However, the factors that influence patients’ intention to use the online inquiry services provided by internet hospitals remain unclear. Understanding the patients’ behavioral intention is necessary to support the development of internet hospitals in China and promote patients’ intention to use online inquiry services provided by internet hospitals during the prevention and control of the COVID-19 epidemic.

Objective: The purpose of this study is to identify the determinants of patients’ intention to use the online inquiry services provided by internet hospitals based on the theory of planned behavior (TPB).

Methods: The hypotheses of our research model were developed based on the TPB. A questionnaire was developed through patient interviews, verified using a presurvey, and used for data collection for this study. The cluster sampling technique was used to include respondents with chronic diseases. Structural equation modeling was used to test the research hypotheses.

Results: A total of 638 valid responses were received from patients with chronic diseases. The goodness-of-fit indexes corroborated that the research model was a good fit for the collected data. The model explained 45.9% of the variance in attitude toward the behavior and 60.5% of the variance in behavioral intention. Perceived behavioral control and perceived severity of disease had the strongest total effects on behavioral intention ($\beta=.624$, $P=.004$ and $\beta=.544$, $P=.003$, respectively). Moreover, perceived convenience, perceived information risk, emotional preference, and health consciousness had indirect effects on behavioral intention, and these effects were mediated by attitude toward the behavior. Among the four constructs, perceived convenience had the highest indirect effect on behavioral intention ($\beta=.207$; $P=.001$).

Conclusions: Perceived behavioral control and perceived severity of disease are the most important determinants of patients’ intention to use the online inquiry services provided by internet hospitals. Therefore, internet hospitals should further optimize the design of online service delivery and ensure a reasonable assembly of high-quality experts, which will benefit the promotion of patients’ adoption intention toward online inquiry services for health purposes. Perceived convenience, emotional preference, and perceived risks also have effects on behavioral intention. Therefore, the relevant quality control standards and regulations for internet hospitals should be further developed and improved, and the measures to protect personal information should be
strengthened to ensure the patient safety. Our study supports the use of the TPB in explaining patients’ intention to use online inquiry services provided by internet hospitals.

(J Med Internet Res 2020;22(10):e22716) doi:10.2196/22716
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Introduction

Background

With the development of human society, an aging population with chronic and age-related diseases, and its increasing health care requirements have become a challenge for the governments of all countries worldwide, especially China [1,2]. In China, many people complain about the “difficulty of seeing a doctor” and tend to go to high-level hospitals even for mild symptoms [3]. It is difficult for patients in rural and remote areas to access high-quality health services owing to an uneven distribution of medical resources [4,5]; moreover, the time spent by physicians on communicating with each patient is limited, usually less than 3 minutes in outpatient departments in large hospitals [6]. A latest national health services survey showed the rate of chronic diseases in Chinese residents was up to 245.2 person per thousand population, and the majority of the common chronic diseases were hypertension, diabetes, and heart disease [7]. Patients with chronic diseases such as diabetes receive little education or information about their diseases in such a short time [8]; thus, their health service requirements are rarely fulfilled. Under such circumstances, inability of traditional medical resources to meet the increasing demands of health services for the public contributes to the emergence of internet hospitals [9].

Internet hospitals, a novel approach to health service delivery via internet technology [3,9,10], were developed as a potential solution to optimize the allocation of health resources and to meet people’s demands for high-quality health services [3]. Compared with mobile health (mHealth), a technology integration of mobile computing, medical sensors, and portable devices for meeting the needs of consumers about health care or health information services [11], internet hospitals refer to one-stop online service platforms based on traditional hospitals, which integrate consultation, prescription, payment, and drug delivery; internet hospitals enable patients to communicate with skilled experts anytime and anywhere using a website or a smartphone app and gain access to health-related services such as online disease counseling, online guidance, electronic prescriptions, medical information, remote diagnosis, treatment and rehabilitation, chronic disease follow-up, and health education [3,9]. Several studies have shown that compared with traditional medical services, internet hospitals increased the time that the physicians spent with each patient, improved the accessibility to high-quality health care, alleviated the difficulty of “seeing a doctor” [3,12], promoted the rational distribution of health resources, and improved the balance between supply and demand of health resources in China [4,9]. In addition, the Chinese government has implemented an ambitious national strategy called “Health China” since 2016, and this strategy is expected to solve the problem of “difficulty and expense of seeing a doctor” and improve the ability of medical resources to meet the increasing demands of the public health services in China [13]. Thus, the development of internet hospitals is crucial for implementing this national strategy.

Internet hospitals have also shown great potential for the epidemic prevention and control of COVID-19 in China [10,14]. During the COVID-19 epidemic, internet hospitals, which provide free COVID-19 consultation services and offer essential medical support to the public, have effectively reduced the probability of nosocomial cross-infections and fulfilled patients’ demands for outpatient services, especially for patients with chronic diseases [10], and thus, have been further widely accepted by society. However, a latest research report in China in 2020 has highlighted that the users’ acceptance of online inquiry services provided by different types of internet hospitals was relatively poor, with significant differences [15]. Among enterprise-led internet hospitals such as WeDoctor, Hao Yisheng, and AliHealth, more than half (53.4%) provided services to less than 1000 patients per day, whereas approximately one-third (26.6%) provided services to more than 3000 patients per day. Moreover, the number of daily outpatient visits of medical institution-led internet hospitals such as the internet hospital of People’s Hospital of Zhejiang Province and the internet hospital of No.2 People’s Hospital of Guangdong Province was generally lower, with two-thirds (66.7%) of the internet hospitals providing services to less than 100 patients per day.

With the normalization of prevention and control of the COVID-19 epidemic, internet hospitals play an increasingly important role in delivering health services to the public. Moreover, issues such as whether patients accept internet hospitals and what factors influence patients’ decisions regarding the online inquiry services provided by internet hospitals should be considered for the long-term development of internet hospitals. Understanding the factors that affect patients’ intention to use online inquiry services will help internet hospitals to further improve their service design, promote their development, and thus promote patients’ health care–seeking intention to use online inquiry services during the prevention and control of the COVID-19 epidemic. However, the factors influencing patients’ health care–seeking intention to use online inquiry services provided by internet hospitals remain unclear.

Previous studies on patients’ health care–seeking behaviors of online inquiry focus on mHealth services, and theoretical models have been applied to identify the determinants of adoption intentions for mHealth services [8,13,16-18] or health technology [19-21]; however, few studies focus on patients’
health care—seeking intention to use the online inquiry service provided by internet hospitals. A theoretical model must be identified and tested to provide a context-related understanding of patients’ intention to use the online inquiry services provided by internet hospitals. Internet hospitals have unique service delivery characteristics, and patients exhibit different degrees of acceptance for online inquiry services for different types of internet hospitals [15]. Thus, it is necessary to analyze the factors influencing the intention to use the online inquiry services provided by internet hospitals. To date, relevant theoretical models have not been applied to patients’ intention to use the online inquiry services in the context of internet hospitals.

Theory of Planned Behavior
The theory of planned behavior (TPB), an expansion of the theory of reasoned action, has been widely used as a classical theory in explaining and predicting various types of human behaviors [22,23]. The TPB mainly consists of five variables: attitude toward the behavior, subjective norm (SN), perceived behavioral control (PBC), behavioral intention, and actual behavior. According to TPB, whether individuals perform a certain behavior depends on their behavioral intention to perform the behavior. Behavioral intention is determined by the following factors: attitude toward the behavior, SN, and PBC, which is also called adoption intention [23]. Compared with the technology acceptance model, which has been widely applied to the acceptance and use of information technology [13,16], TPB considers both the subjective and social factors affecting patients’ behavioral intention as well as external control conditions that are not affected by personal willingness [22,23]. In health care settings, patients’ intention to perform a behavior for health purposes is often the result of an interaction between internal and external factors. The TPB has been frequently applied in the field of mHealth services [24-27], and these studies found that attitude toward the behavior, SN, and PBC are the major determinants of behavioral intention toward mHealth service adoption. However, to date, TPB has not been used in the study of the factors influencing patients’ behavioral intention to use online inquiry services in the context of internet hospitals. Considering the uniqueness of mHealth service, Zhang et al [27] proposed the integration of TPB and protection motivation theory in the context of mHealth services and found an indirect effect of perceived severity of disease (PSD) on behavioral intention. Thus, patients’ PSD should be considered. To date, China has not established an effective quality control system for internet hospitals [12,15]. Potential medical risks of the online inquiry services provided by internet hospitals threaten patients’ health safety. Therefore, medical risks should also be considered.

Thus, in this study, we combined the TPB and patients’ PSD and perceived medical risks (PMRs) to develop a theoretical model to identify the factors influencing patients’ behavioral intention to use the online inquiry services provided by internet hospitals.

Research Hypotheses and Model
In this study, the TPB model was adopted as the theoretical framework, where attitude toward the behavior refers to the extent to which a patient has a favorable or unfavorable opinion of online inquiry behavior; SN is defined as a patient’s perceived social pressure when performing online inquiry; and PBC is defined as a patient’s perception of the degree of ease or difficulty when using the online inquiry services provided by internet hospitals, and it is generally equivalent to self-efficacy [23,27]. Several studies have shown that attitude toward the behavior, SN, and PBC are the positive determinants of patients’ adoption intention toward mHealth services [24,26,27]. Therefore, three hypotheses were formulated as follows:

- **Hypothesis (H1):** Attitude toward the behavior has a positive effect on the behavioral intention of patients to use the online inquiry services provided by internet hospitals.
- **H2:** PBC has a positive effect on the behavioral intention of patients to use the online inquiry services provided by internet hospitals.
- **H3:** SN has a positive effect on the behavioral intention of patients to use the online inquiry services provided by internet hospitals.

A previous study on the use of mobile technology demonstrated that perceived convenience (PC) positively affected attitude toward the behavior [28]. Internet hospitals not only save the time and effort that patients spend on seeking health services but also conveniently provide patients with health services via the internet anywhere and anytime. In this study, we define PC as patients’ perceptions of saving time and effort when using the online inquiry services provided by internet hospitals. If patients find it convenient to access health service while having to spend less time and effort, they will have a positive attitude toward participating in telemedicine [29]. Thus, we posed the following hypothesis:

- **H4:** PC has a positive effect on the attitude of patients toward using online inquiry in internet hospitals.

A study concerning mobile commerce demonstrated the effect of perceived outcome (PO) on behavioral intention, and this effect was mediated by behavioral attitude [30]. In health care settings, the value of PO affects patients’ choices to a certain extent, and patients in China tend to go to high-level hospitals rather than primary health care institutions even for mild symptoms [3]. If patients find that the service outcomes obtained from internet hospitals are consistent with or even better than those from traditional large hospitals, they may have a positive attitude toward online inquiry. In this study, PO refers to patients’ perceptions of the degree to which online inquiry achieves the expected health outcome improvement. Thus, we posed the following hypothesis:

- **H5:** PO has a positive effect on the attitude of patients toward online inquiry in internet hospitals.

Although mHealth services may promote the accessibility of high-quality health services, alleviate the difficulty in “seeing a doctor,” and thus improve patients’ quality of life, they also lead to issues regarding quality control, information security, and privacy protection [31,32]. Likewise, internet hospitals were potentially puzzled by these issues. The potential risks of using the online inquiry services provided by internet hospitals include medical risk and information risk. Patients may want
to gain access to health services from internet hospitals but may not want to get involved in medical disputes for undesired outcomes or disclose their personal information resulting in online fraud. To date, China has not established an effective quality control system for internet hospitals [12,15], and their potential medical risks threaten patient safety, thereby possibly affecting patients’ intention to use the online inquiry services of internet hospitals. In this study, we define perceived information risk (PIR) as patients’ perception of lack of control over their personal information (ie, privacy risk on health care–seeking data) after they have adopted the online inquiry services provided by internet hospitals. Information privacy concern is a core predictor of PIR [33]. A study by Deng et al [13] found that privacy risk was negatively correlated with adoption intention toward mHealth services, and a study by Zhang et al [8] on the intention to use diabetes management apps found that perceived privacy risk negatively influenced behavioral intention. Therefore, we formulated the following hypotheses:

- H6a: PMR has a negative effect on the behavioral intention of patients to use online inquiry in internet hospitals.
- H6b: PIR has a negative effect on the attitude of patients toward online inquiry in internet hospitals.

Emotional preference (EP) could be defined as emotions that individuals are motivated to experience; these emotions strongly influence various human behaviors [34]. In health care settings, a patient’s EP needs to be respected and be inaccessible protection from society. Several studies regarding patients with mental health problems suggest that the requirements of patients associated with their EPs, owing to issues such as stigma and social discrimination, affected their intention toward seeking help in time [35,36]. In internet hospitals, patients equipped with mobile devices can communicate with physicians without the constraints of time and space, which help to meet the requirements associated with their EPs, for example, privacy protection and avoiding embarrassment and stress to a certain extent; thus, those with EP may have a positive attitude toward online inquiry services of internet hospitals. Therefore, we established the following hypothesis:

- H7: EP has a positive effect on the attitude of patients toward online inquiry in internet hospitals.

With the rapid development of internet hospitals, the issue of their medical liability comes to the fore, threatening patient safety [3,37,38]. In addition to patients, physicians, and hospitals, the stakeholders of internet hospitals also involve a third-party medical platform, which could cause a more complex medical dispute. However, to date, the complaint system established by the Chinese government for internet hospitals regarding medical accidents and medical disputes is imperfect, and the related regulations from traditional hospitals are often used for the management of medical behaviors in internet hospitals [12,15]. If patients find it challenging to defend their rights and interests in internet hospitals, they may have a negative attitude toward online inquiry. Therefore, we posed the following hypothesis:

- H8: Perceived medical liability (PML) has a negative effect on the attitude of patients toward online inquiry in internet hospitals.

Health consciousness is defined as the degree to which health concerns are integrated into an individual’s daily life, thus creating a motivation for health improvement [39]. A study by Guo et al [40] found such a moderation effect of health consciousness on behavioral attitude toward continuous use of mHealth services [40], and an investigation by Ahadzadeh et al [20] found that the partial effect of health consciousness on the intention toward health-related internet use was mediated by behavioral attitude [20]. Thus, we posed the following hypothesis:

- H9: Health consciousness has a positive effect on the attitude of patients toward online inquiry in internet hospitals.

As well as health consciousness, PSD is a driving factor for health-seeking behaviors [18]. PSD could be defined as patients’ perception of the degree of seriousness of their untreated diseases, including opinions of clinical consequences and potential social consequences [27]. A higher perceived health risk of the disease consequences leads to a greater motivation to adopt a health-oriented behavior for access to health services. This hypothesis has been tested in several studies [19,20]. Several other studies on mHealth services also found that the PSD has a positive effect on behavioral intention [18,27]. In China, people usually tend to go to traditional high-level hospitals even for mild symptoms, owing to their lack of confidence in the quality of health care provided by primary care institutions [3]. When individuals perceive a more serious health threat, they might tend to consider the online inquiry service provided by internet hospitals challenging for the purpose of diagnosing or treating their diseases, and thus, they are likely to seek high-quality health services in traditional large hospitals rather than in internet hospitals. Thus, we posed the following hypothesis:

- H10: PSD has a negative effect on the patients’ PBC of online inquiry in internet hospitals.

The 11 research hypotheses, with reference to the results of eliciting salient beliefs from patient interviews, are summarized in the research model (Figure 1).
Figure 1. Structural research model.

Methods

Development of the Study Questionnaire

We developed a survey questionnaire for the research model. We interviewed 19 patients effectively according to the connotation requirements of the TPB [41]; the results of eliciting salient beliefs from patient interviews were used to design the questionnaire items, and the items were also discussed and approved by a focus group. The questionnaire items (Textbox 1) were measured with a 5-point Likert scale ranging from “strongly disagree” (1) to “strongly agree” (5). We then performed a presurvey to validate the designed questionnaire.
Textbox 1. Measurement items of the constructs.

**Perceived convenience**
1. I think it is convenient to use the online inquiry services provided by internet hospitals anywhere without going to the hospital in person.
2. I think that internet hospitals could provide a vast amount of medical information and help me find well-known hospitals or doctors across the country.
3. I think it is time-saving to make an online inquiry through internet hospitals.
4. I think that using the online inquiry services provided by internet hospitals could be helpful to save expenses such as transportation and lodging fees.
5. I think that using the online inquiry services provided by internet hospitals could be helpful to decrease losses such as the loss of normal income due to sick leaves.

**Perceived outcome**
1. I think that the online inquiry services provided by internet hospitals are helpful to accurately understand the conditions.
2. I think that effective treatment recommendations could be obtained through the online inquiry services provided by internet hospitals.
3. I think that effective medication guidance could be obtained through the online inquiry services provided by internet hospitals.

**Perceived medical risk**
1. I am worried that physicians in internet hospitals pay less attention to my conditions.
2. I have doubts about the professionalism of internet hospitals or their physicians.
3. I have doubts about the authenticity of internet hospitals or their physicians.
4. I am worried that I may not be able to clearly explain my conditions to physicians when using online inquiry services provided by internet hospitals.
5. I am worried that, because the online inquiry services provided by internet hospitals cannot provide medical examinations, it may result in misdiagnosis and missed diagnosis.

**Perceived information risk**
1. I am worried that I would be deceived during the use of the online inquiry services provided by internet hospitals.
2. I am worried that the personal information could be disclosed after using the online inquiry services provided by internet hospitals.

**Emotional preference**
1. I think that using the online inquiry services provided by internet hospitals could avoid the tension associated with face-to-face communication with physicians.
2. I think that using the online inquiry services provided by internet hospitals could be helpful to protect personal information and avoid the embarrassment associated with face-to-face communication with physicians.

**Perceived medical liability**
1. I think the relevant laws and regulations about the online inquiry services provided by internet hospitals are at an imperfect stage.
2. I think it is difficult to divide the liability of medical accidents encountered between patients, physicians, hospitals, and network platforms when using the online inquiry services provided by internet hospitals.
3. I think it is difficult to protect my legal rights when a medical accident occurs while using the online inquiry services provided by internet hospitals.

**Attitude toward the behavior**
1. Overall, I think using the online inquiry services provided by internet hospitals is a better experience than those provided by traditional hospitals.
2. Overall, I think using the online inquiry services provided by internet hospitals is helpful for disease treatment.
3. Overall, I think it is meaningful to using the online inquiry services provided by internet hospitals.

**Subjective norm**
1. Both family and friends around me think that I should use the online inquiry services provided by internet hospitals.
2. Patients around me think that I should use the online inquiry services provided by internet hospitals.
3. Web friends think that I should use the online inquiry services provided by internet hospitals.
4. The government has been advocating the use of online inquiry services provided by internet hospitals.

**Health consciousness**
1. I am aware of and very concerned about my health problems.
2. I will try to manage and improve my wellness.

**Perceived severity of disease**
1. I do not think my health problems are serious.

**Perceived behavioral control**
1. I have appropriate hardware equipment (such as smartphone and computer) to use the online inquiry services provided by internet hospitals.
2. I could independently complete the online operation process of using the online inquiry services provided by internet hospitals.
3. I could clearly distinguish the valid and invalid information about the online inquiry services provided by internet hospitals.

**Behavioral intention**
1. If I am sick, I will choose an internet hospital for online inquiry.
2. If someone around me requires health services, I will recommend the online inquiry services provided by internet hospitals.

In the presurvey analysis, we selected the outpatients who visited a tertiary public hospital, patients who bought medicines in a large drugstore, and patients from communication groups with chronic diseases (including diabetes, hypertension, and heart disease) as respondents. The presurvey sample size was often suggested to be 5-10 times the number of observed variables of the scale, or greater than or equal to 100 [42], and thus, we selected 150 patients by convenience sampling, and 128 patients were volunteered to participate in the presurvey during December 2019. Finally, a validation sample of 117 patients was used for testing reliability and validity of the designed questionnaire. Reliability was measured using Cronbach alpha. If the Cronbach alpha of a construct increases significantly after the removal of an item, indicating that the item reduces the internal consistency of its measurement, the item should be further revised or removed. The Cronbach alpha of all constructs should be higher than .70 [43,44]. We used exploratory factor analysis with varimax-rotated components to measure the validity of the designed questionnaire, and its cumulative total of variance and factor loadings were used to assess the construct validity. If the cumulative total of variance of the principal components selected accounted for more than 70% of the total variance, the composition of the principal components as exogenous constructs was consistent with the constructs of the designed questionnaire, and if each item had a factor loading value of 0.50 or higher on one of the principal components but factor loading values below 0.50 on others, the validity of the designed questionnaire was considered acceptable, and no items were removed.

No items were revised or removed on the basis of the analysis result of the presurvey, and thus, the designed questionnaire with acceptable reliability and validity could be further used for data collection. Structural equation modeling (SEM) was then used to verify the research model. Data on participants’ demographic characteristics such as gender, age, education level, marital status, living alone or with others, residence, monthly average income, types of medical insurance, and online inquiry experience were also collected.

**Data Collection**

The target population included patients with chronic diseases including diabetes, hypertension, and heart disease, selected using the cluster sampling technique. We used the developed questionnaire to create an electronic questionnaire using the web-based survey tool wenjuanxing [45], a widely used website for conducting surveys in China. To collect enough sample data, the sample size was determined by general guidelines for SEM, and the samples were recommended to be at least 10-15 times as many as the items of the scale [46]. From February 12-29, 2020, we sent the survey link to Tencent QQ groups, WeChat groups, and Baidu Post Bar of patients with the aforementioned chronic diseases. Prior to the beginning of the survey, an informed consent of the managers of these patient social platforms was also requested and obtained. Moreover, we selected some general practitioners working in the community health center and physicians working in the tertiary hospital via convenience sampling, and these doctors were devoted to the treatment and management of the aforementioned chronic diseases. We then sent the survey website link to the doctors, and subsequently, they sent the website link to the targeted patient communication groups via WeChat. Participants could click on the website link using their phones to access and complete the electronic questionnaire. Before the survey, we introduced the purpose of the survey, provided the definition of internet hospitals, and guaranteed that the survey data would not be used for other purposes. After an individual’s consent was obtained, the survey was conducted accordingly. A WeChat, Tencent QQ, or Baidu Post Bar account and mobile Internet Protocol address could be used to complete the questionnaire only once. The study was approved by the Medical Ethics Committee of Tongji Medical College of Huazhong University of Science & Technology.
Statistical Analysis

Descriptive statistics were used to analyze the demographic characteristics of the respondents. Patients’ intention to use the online inquiry services provided by internet hospitals was measured using two items (Textbox 1), with a higher score indicating elevated adoption intention. These respondents were divided into a younger group (younger than 50 years) and an older group. An independent t test was further used to evaluate the differences among adoption intention scores between the younger and the older groups.

SEM was used to verify the research model. Before evaluating the structural model, we assessed the measurement model to evaluate the reliability, convergent validity, and data fit indexes. We measured the reliability using the Cronbach alpha and composite reliability (CR). Values of .70 or higher for Cronbach alpha and values of 0.6 or higher for CR for all constructs were considered acceptable [8,43,44]. Convergent validity was measured using the average variance extracted (AVE) and standard loadings. The AVE of each construct and all the standard loadings should be greater than 0.50 [8,16,19]. The model fit was generally considered acceptable when the indexes met the criteria including $\chi^2 / df<3$, root mean square error of approximation <0.08, goodness-of-fit index (GFI) >0.90, adjusted GFI >0.90, Tucker-Lewis index >0.90, comparative fit index >0.90, and normed fit index >0.90 [13,27,47,48]. Otherwise, the research model was further revised. Moreover, we performed a bootstrap analysis with 1000 bootstrap bias-corrected samples to assess the direct, indirect, and total effect of variables (constructs) on the endogenous variables (ie, attitude and behavioral intention toward using online inquiry) [8,48]. Data analysis was done using SPSS V.24 and AMOS V.21 (IBM Corp).

Results

Sample Characteristics

In total, 812 responses (online survey) were received; of these, 174 responses were excluded because they contained identical answers to all questions, displayed certain logical contradictions, or because the time taken to answer the questionnaire was less than 100 seconds. The demographic characteristics of the 638 participants are shown in Table 1. Among these participants, 332 (52.0%) were aged 19-29 years, and 197 (30.9%) experienced the online inquiry services provided by internet hospitals. On average, the patients’ intention to use the online inquiry services provided by internet hospitals (min 1, max 5) was moderate, with a mean score of 3.21 (SD 0.84), and differences were not observed between younger patients and older patients (mean 3.19, SD 0.84 vs mean 3.36, SD 0.82; $P=.10$).
Table 1. Demographic characteristics of the participants (N=638).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>241 (37.8)</td>
</tr>
<tr>
<td>Female</td>
<td>397 (62.2)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>≤18</td>
<td>14 (2.2)</td>
</tr>
<tr>
<td>19-29</td>
<td>332 (52.0)</td>
</tr>
<tr>
<td>30-39</td>
<td>109 (17.1)</td>
</tr>
<tr>
<td>40-49</td>
<td>110 (17.2)</td>
</tr>
<tr>
<td>50-59</td>
<td>62 (9.7)</td>
</tr>
<tr>
<td>≥60</td>
<td>11 (1.7)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>Up to secondary school</td>
<td>241 (37.8)</td>
</tr>
<tr>
<td>College</td>
<td>85 (13.3)</td>
</tr>
<tr>
<td>Undergraduate</td>
<td>206 (32.3)</td>
</tr>
<tr>
<td>Postgraduate and higher</td>
<td>106 (16.6)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>325 (50.9)</td>
</tr>
<tr>
<td>Unmarried</td>
<td>313 (49.1)</td>
</tr>
<tr>
<td><strong>Living alone or with others</strong></td>
<td></td>
</tr>
<tr>
<td>Living alone</td>
<td>70 (11.0)</td>
</tr>
<tr>
<td>Living with family</td>
<td>510 (79.9)</td>
</tr>
<tr>
<td>Living with friends</td>
<td>58 (9.1)</td>
</tr>
<tr>
<td><strong>Residence</strong></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>263 (41.2)</td>
</tr>
<tr>
<td>Urban</td>
<td>375 (58.8)</td>
</tr>
<tr>
<td><strong>Monthly average income, ¥ (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;2000 (285.40)</td>
<td>252 (39.5)</td>
</tr>
<tr>
<td>2000 (285.40)-5000 (713.60)</td>
<td>243 (38.1)</td>
</tr>
<tr>
<td>5001 (713.80)-8000 (1141.80)</td>
<td>91 (14.3)</td>
</tr>
<tr>
<td>&gt;8000 (1141.80)</td>
<td>52 (8.2)</td>
</tr>
<tr>
<td><strong>Types of medical insurance</strong></td>
<td></td>
</tr>
<tr>
<td>Basic medical insurance for urban and rural residents</td>
<td>362 (56.7)</td>
</tr>
<tr>
<td>Basic medical insurance for urban employees</td>
<td>196 (30.7)</td>
</tr>
<tr>
<td>Commercial medical insurance</td>
<td>24 (3.8)</td>
</tr>
<tr>
<td>Others</td>
<td>56 (8.8)</td>
</tr>
<tr>
<td><strong>Online inquiry experience</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>197 (30.9)</td>
</tr>
<tr>
<td>No</td>
<td>441 (69.1)</td>
</tr>
</tbody>
</table>

Measurement Model Testing

Table 2 shows the results of the measurement model. The Cronbach alpha and CR of each construct were higher than the recommended values, indicating excellent reliability. The AVEs of constructs, except PMR, SN, and PBC, and all the standard loadings were greater than the recommended values, indicating acceptable convergent validity. Specifically, for example, the
values of Cronbach alpha and CR in PC were .866 and .877, respectively, and higher than the recommended values of .70, indicating the measurement model had excellent reliability; moreover, the AVE was 0.597 and greater than the threshold value of 0.50, indicating the measurement model had acceptable convergent validity.

The goodness-of-fit results of the research model are shown in Table 3. All fit indexes were below the recommended values, indicating that the data collected did not fit with the research model, and thus further revision of the research model was needed.
Table 2. Statistical results of the research model

<table>
<thead>
<tr>
<th>Constructs and items</th>
<th>Standard loadings</th>
<th>P value</th>
<th>Score, mean (SD)</th>
<th>Cronbach alpha</th>
<th>CR&lt;sup&gt;a&lt;/sup&gt;</th>
<th>AVE&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PC&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC1&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.762</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>3.82 (0.94)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC2</td>
<td>0.711</td>
<td>&lt;.001</td>
<td>3.97 (0.77)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC3</td>
<td>0.782</td>
<td>&lt;.001</td>
<td>3.98 (0.83)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC4</td>
<td>0.757</td>
<td>&lt;.001</td>
<td>4.11 (0.75)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC5</td>
<td>0.753</td>
<td>&lt;.001</td>
<td>3.91 (0.79)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PO&lt;sup&gt;f&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.850</td>
<td>0.773</td>
</tr>
<tr>
<td>PO1</td>
<td>0.755</td>
<td>N/A</td>
<td>3.22 (0.96)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PO2</td>
<td>0.848</td>
<td>&lt;.001</td>
<td>3.53 (0.86)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PO3</td>
<td>0.833</td>
<td>&lt;.001</td>
<td>3.57 (0.82)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PMR&lt;sup&gt;g&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.847</td>
<td>0.794</td>
</tr>
<tr>
<td>PMR1</td>
<td>0.663</td>
<td>N/A</td>
<td>2.59 (0.94)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMR2</td>
<td>0.816</td>
<td>&lt;.001</td>
<td>2.75 (0.91)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMR3</td>
<td>0.832</td>
<td>&lt;.001</td>
<td>2.76 (0.93)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMR4</td>
<td>0.648</td>
<td>&lt;.001</td>
<td>2.35 (0.94)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMR5</td>
<td>0.659</td>
<td>&lt;.001</td>
<td>2.12 (0.83)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PIR&lt;sup&gt;h&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.796</td>
<td>0.703</td>
</tr>
<tr>
<td>PIR1</td>
<td>0.888</td>
<td>N/A</td>
<td>2.54 (0.96)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PIR2</td>
<td>0.747</td>
<td>&lt;.001</td>
<td>2.30 (0.90)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>EP&lt;sup&gt;i&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.770</td>
<td>0.712</td>
</tr>
<tr>
<td>EP1</td>
<td>0.649</td>
<td>&lt;.001</td>
<td>3.41 (0.90)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EP2</td>
<td>0.946</td>
<td>N/A</td>
<td>3.48 (0.89)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PML&lt;sup&gt;j&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.840</td>
<td>0.763</td>
</tr>
<tr>
<td>PML1</td>
<td>0.718</td>
<td>&lt;.001</td>
<td>2.09 (0.79)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PML2</td>
<td>0.845</td>
<td>N/A</td>
<td>2.15 (0.81)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PML3</td>
<td>0.832</td>
<td>&lt;.001</td>
<td>2.13 (0.81)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>AB&lt;sup&gt;k&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.813</td>
<td>0.887</td>
</tr>
<tr>
<td>AB1</td>
<td>0.680</td>
<td>N/A</td>
<td>3.61 (0.72)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AB2</td>
<td>0.735</td>
<td>&lt;.001</td>
<td>3.77 (0.65)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AB3</td>
<td>0.755</td>
<td>&lt;.001</td>
<td>3.81 (0.66)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SN&lt;sup&lt;l&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.858</td>
<td>0.796</td>
</tr>
<tr>
<td>SN1</td>
<td>0.763</td>
<td>N/A</td>
<td>3.28 (0.85)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SN2</td>
<td>0.880</td>
<td>&lt;.001</td>
<td>3.11 (0.90)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SN3</td>
<td>0.802</td>
<td>&lt;.001</td>
<td>3.11 (0.91)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SN4</td>
<td>0.658</td>
<td>&lt;.001</td>
<td>3.25 (0.86)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HC&lt;sup&gt;m&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.801</td>
<td>0.790</td>
</tr>
<tr>
<td>HC1</td>
<td>1.000</td>
<td>&lt;.001</td>
<td>4.05 (0.69)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HC2</td>
<td>0.670</td>
<td>N/A</td>
<td>4.12 (0.63)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PSD&lt;sup&gt;n&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>—&lt;sup,o&lt;/sup&gt;</td>
<td>0.630</td>
</tr>
<tr>
<td>PSD1</td>
<td>0.744</td>
<td>N/A</td>
<td>2.54 (0.91)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Constructs and items | Standard loadings | P value | Score, mean (SD) | Cronbach alpha | CR | AVE
--- | --- | --- | --- | --- | --- | ---
PBC | | | | | | |
PBC1 | 0.641 | N/A | 3.87 (0.82) | .731 | 0.680 | 0.422
PBC2 | 0.863 | <.001 | 3.74 (0.84) |
PBC3 | 0.599 | <.001 | 3.35 (0.86) |
BI | | | | | | |
BI1 | 0.796 | N/A | 3.19 (0.88) |
BI2 | 0.831 | <.001 | 3.23 (0.92) |

aCR: composite reliability.
bAVE: average variance extracted.
cPC: perceived convenience.
dNumbers refer to the numbered lists under each construct in Textbox 1.
EN/A: not applicable.
fPO: perceived outcome.
gPMR: perceived medical risk.
hPIR: perceived information risk.
iEP: emotional preference.
jPML: perceived medical liability.
kAB: attitude toward the behavior.
lSN: subjective norm.
mHC: health consciousness.
nPSD: perceived severity of disease.
oNot available because of only an item.
pPBC: perceived behavioral control.
qBI: behavioral intention.

**Table 3.** Goodness-of-fit results of the research model.

<table>
<thead>
<tr>
<th>Fit indexes</th>
<th>( \chi^2 / df )</th>
<th>RMSEAa</th>
<th>GFIb</th>
<th>AGFIc</th>
<th>TLId</th>
<th>CFId</th>
<th>NFIe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research model</td>
<td>5.185</td>
<td>0.0813</td>
<td>0.767</td>
<td>0.732</td>
<td>0.786</td>
<td>0.803</td>
<td>0.768</td>
</tr>
<tr>
<td>Recommended value</td>
<td>&lt;3</td>
<td>&lt;0.08</td>
<td>&gt;0.90</td>
<td>&gt;0.90</td>
<td>&gt;0.90</td>
<td>&gt;0.90</td>
<td>&gt;0.90</td>
</tr>
</tbody>
</table>

ARMSEA: root mean square error of approximation.
BGFI: goodness-of-fit index.
AGFI: adjusted goodness-of-fit index.
TLI: Tucker-Lewis index.
CFI: comparative fit index.
NFI: normed fit index.

**Model Modification**

To improve the goodness of fit of the research model, hypothesis paths of H3, H5, H8, and H10 were removed. Furthermore, the constructs including PML, PO, and SN were removed. Considering that the AVEs of the constructs PMR and PBC were considerably lower than the recommended values, indicating the measurement indexes with interference, the items including PMR2, PMR3, and PBC3 were removed. Moreover, the items including attitude toward behavior 1, PC4, and PC5 were removed on the basis of a focus group discussion. Additionally, the relationships between PBC and PC, between PBC and PMR, between PSD and PMR, between PSD and PBC, between PMR and PIR, between PMR and EP, and between EP and PC were established.

As shown in **Table 4**, after modification, the goodness of fit of the research model was improved. All fit indexes were greater than the recommended values, indicating that the eight-construct model was a good fit for the data collected.
Structural Model Testing

Table 5 shows that three (H3, H5, and H10) of the eleven research hypotheses were rejected. The standardized path coefficients of all other relationships were significant at $P<.05$. The relationships among constructs in the final research model are illustrated in Figure 2.

Table 5. Hypothesis testing results of the research model

<table>
<thead>
<tr>
<th>Hypothesis paths</th>
<th>Standardized path coefficients</th>
<th>P value</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1$^a$ Attitude toward the behavior (+)$^b$ → Behavioral intention</td>
<td>0.394</td>
<td>&lt;.001</td>
<td>H1 supported</td>
</tr>
<tr>
<td>H2 Perceived behavioral control (+) → Behavioral intention</td>
<td>0.624</td>
<td>&lt;.001</td>
<td>H2 supported</td>
</tr>
<tr>
<td>H3 Subjective norm (+) → Behavioral intention</td>
<td>—$^c$</td>
<td>—</td>
<td>H3 not supported</td>
</tr>
<tr>
<td>H4 Perceived convenience (+) → Attitude toward the behavior</td>
<td>0.525</td>
<td>&lt;.001</td>
<td>H4 supported</td>
</tr>
<tr>
<td>H5 Perceived outcome (+) → Attitude toward the behavior</td>
<td>—</td>
<td>—</td>
<td>H5 not supported</td>
</tr>
<tr>
<td>H6a Perceived medical risk (−)$^d$ → Behavioral intention</td>
<td>−0.192</td>
<td>&lt;.001</td>
<td>H6a supported</td>
</tr>
<tr>
<td>H6b Perceived information risk (−) → Attitude toward the behavior</td>
<td>−0.182</td>
<td>&lt;.001</td>
<td>H6b supported</td>
</tr>
<tr>
<td>H7 Emotional preference (+) → Attitude toward the behavior</td>
<td>0.206</td>
<td>&lt;.001</td>
<td>H7 supported</td>
</tr>
<tr>
<td>H8 Perceived medical liability (−) → Attitude toward the behavior</td>
<td>—</td>
<td>—</td>
<td>H8 not supported</td>
</tr>
<tr>
<td>H9 Health consciousness (+) → Attitude toward the behavior</td>
<td>0.243</td>
<td>&lt;.001</td>
<td>H9 supported</td>
</tr>
<tr>
<td>H10 Perceived severity of disease (−) → Perceived behavioral control</td>
<td>—</td>
<td>—</td>
<td>H10 not supported</td>
</tr>
</tbody>
</table>

$^a$H: hypothesis.
$^b+$: positive effect.
$^c$Hypothesis paths of H3, H5, H8, and H10 were removed in the revised model.
$^d$−: negative effect.
Table 6 shows the total, direct, and indirect effects (standardized path coefficients) of the model variables (constructs) on attitude toward the behavior and behavioral intention, respectively. PC, PIR, EP, and health consciousness explained 45.9% of the variance in attitude toward the behavior. Among these four variables, PC had the strongest effect on attitude toward the behavior ($\beta=0.525$, $P=0.002$). EP and health consciousness had moderate effects on attitude toward the behavior ($\beta=0.206$, $P=0.002$ and $\beta=0.243$, $P=0.002$, respectively). Additionally, PIR had a slightly negative direct effect on attitude toward the behavior ($\beta=-0.182$, $P=0.001$).

Further, PC, PIR, EP, and health consciousness had indirect effects on behavioral intention, and these effects were mediated by attitude toward the behavior. PC had the highest indirect effect on behavioral intention ($\beta=0.207$, $P=0.001$) among the four constructs. Overall, attitude toward the behavior, PMR, PSD, and PBC explained 60.5% of the variance in behavioral intention. PBC and PSD had the highest total effects on behavioral intention ($\beta=0.624$, $P=0.004$ and $\beta=0.544$, $P=0.003$, respectively). Attitude toward the behavior had a moderate total effect on behavioral intention ($\beta=0.394$, $P=0.002$), whereas PMR had a slightly negative total effect on behavioral intention ($\beta=-0.192$, $P=0.005$).

Within expectations, PMR had the strongest positive relationship with PIR ($r=0.793$, $P=0.001$). Moreover, PMR had a slightly negative relationship with EP and PSD ($r=-0.174$, $P=0.002$ and $r=-0.284$, $P=0.002$, respectively) but a positive relationship with PBC ($r=0.139$, $P=0.002$). Additionally, PBC had a moderate positive relationship with PC ($r=0.446$, $P=0.001$) but was strongly and negatively correlated with PSD ($r=-0.649$, $P=0.002$). PC also had a slightly positive relationship with EP ($r=0.225$, $P=0.002$).
Table 6. Total, direct, and indirect effects of the model variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>$AB^a (R^2=45.9%)$</th>
<th>BI$^b (R^2=60.5%)$</th>
<th>$P$ value</th>
<th>$\beta$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Direct</td>
<td>Indirect</td>
<td>Total</td>
<td>Direct</td>
<td>Indirect</td>
</tr>
<tr>
<td>PC$^c$</td>
<td>.525</td>
<td>—</td>
<td>.525</td>
<td>.207</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>.002</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
</tr>
<tr>
<td>PMR$^e$</td>
<td>—</td>
<td>—</td>
<td>—.192</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>.005</td>
<td>.005</td>
<td>.005</td>
<td>.005</td>
<td>.005</td>
</tr>
<tr>
<td>PIR$^f$</td>
<td>-.182</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
</tr>
<tr>
<td>EP$^g$</td>
<td>.206</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>HC$^h$</td>
<td>.243</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PSD$^i$</td>
<td>—</td>
<td>—</td>
<td>.544</td>
<td>.003</td>
<td>.003</td>
</tr>
<tr>
<td>PBC$^j$</td>
<td>—</td>
<td>—</td>
<td>.624</td>
<td>.004</td>
<td>.004</td>
</tr>
<tr>
<td></td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
</tr>
<tr>
<td>AB</td>
<td>—</td>
<td>—</td>
<td>.394</td>
<td>.002</td>
<td>.002</td>
</tr>
</tbody>
</table>

$^a$AB: attitude toward behavior.
$^b$BI: behavioral intention.
$^c$PC: perceived convenience.
$^d$Not available.
$^e$PMR: perceived medical risk.
$^f$PIR: perceived information risk.
$^g$EP: emotional preference.
$^h$HC: health consciousness.
$^i$PSD: perceived severity of disease.
Our study shows that the patients’ intention to use the online inquiry services provided by internet hospitals was relatively low, with room for development. Internet hospitals in China show an emerging trend for adequately fulfilling people’s demands for health services [9,10]. Thus, the determinants of patients’ intention to use online inquiry services provided by internet hospitals are needed that help provide opportunities to promote the development of internet hospitals. Our findings show the patients’ intention to use the online inquiry services provided by internet hospitals was determined by the following factors: attitude toward the behavior, PBC, PSD, PC, PIR, PMR, health consciousness, and EP.

Our study found that two TPB factors (ie, attitude toward the behavior and PBC) had significant effects on patients’ intention to use the online inquiry services provided by internet hospitals, whereas the factor (ie, SN) had an insignificant effect on behavioral intention. PBC was the most important determinant of patients’ intention to use the online inquiry services provided by internet hospitals. Several studies on mHealth services also indicated PBC was the major determinant of behavioral intention [24,26,27]. If patients find it easy to use online inquiry services, their willingness toward online inquiry services provided by internet hospitals will be stronger. Many studies found that the perceived ease of use of mHealth technology is a determinant of patients’ adoption intention toward mHealth services [8,21,49,50], especially among older adults [16]. Similar to mHealth service, the ease of using online inquiry services provided by internet hospitals must be promoted, thereby potentially improving the PBC of users in using these services. Therefore, internet hospitals should be patient-centered, further optimize online service delivery process to improve the ease of using online inquiry services, and provide patients with multiple convenient and easy-to-use channels for online inquiry, such as mHealth service apps and WeChat official accounts.

PSD had a strong positive total effect on patients’ intention to use the online inquiry services provided by internet hospitals, and this effect was also direct but not mediated by PBC. This finding is consistent with the findings of a study by Zhang et al [27] regarding mHealth service adoption in China. Another study by Liu et al [51] also found a positive effect of PSD on propensity of users in online health care communities to seek health information. This finding suggests that perceived disease severity motivates patients to adopt online inquiry services provided by internet hospitals. Internet hospitals, owing to the integration of a large number of high-quality medical resources across the country could competently fulfill the increasing patient demands for high-quality health services. It is difficult for patients in rural and remote areas of China to access high-quality health services [4,5]. Thus, internet hospitals should be dedicated to enhance the awareness of individuals regarding disease vulnerability and emphasize the advantages of online inquiry services to change the indifferent attitude and distrust of certain people toward the online inquiry services provided by internet hospitals. With the increasing health service requirements of patients, physicians tend to have a heavier workload [44], and unreasonable expectations regarding online services may further increase the physicians’ workload. Therefore, internet hospitals should also ensure a reasonable assembly of high-quality experts and coordinate their online and offline medical resources. Ensuring a reasonable assembly of high-quality medical resources in internet hospitals will not only optimize the physicians’ workload but also meet the increasing patient demands for renowned experts, thereby promoting patients’ willingness toward online inquiry services provided by internet hospitals.

Discussion

Principal Findings

Our study shows that the patients’ intention to use the online inquiry services provided by internet hospitals was relatively low, with room for development. Internet hospitals in China show an emerging trend for adequately fulfilling people’s demands for health services [9,10]. Thus, the determinants of patients’ intention to use online inquiry services provided by internet hospitals are needed that help provide opportunities to promote the development of internet hospitals. Our findings show the patients’ intention to use the online inquiry services provided by internet hospitals was determined by the following factors: attitude toward the behavior, PBC, PSD, PC, PIR, PMR, health consciousness, and EP.

Our study found that two TPB factors (ie, attitude toward the behavior and PBC) had significant effects on patients’ intention to use the online inquiry services provided by internet hospitals, whereas the factor (ie, SN) had an insignificant effect on behavioral intention. PBC was the most important determinant of patients’ intention to use the online inquiry services provided by internet hospitals. Several studies on mHealth services also indicated PBC was the major determinant of behavioral intention [24,26,27]. If patients find it easy to use online inquiry services, their willingness toward online inquiry services provided by internet hospitals will be stronger. Many studies found that the perceived ease of use of mHealth technology is a determinant of patients’ adoption intention toward mHealth services [8,21,49,50], especially among older adults [16]. Similar to mHealth service, the ease of using online inquiry services provided by internet hospitals must be promoted, thereby potentially improving the PBC of users in using these services. Therefore, internet hospitals should be patient-centered, further optimize online service delivery process to improve the ease of using online inquiry services, and provide patients with multiple convenient and easy-to-use channels for online inquiry, such as mHealth service apps and WeChat official accounts.

PSD had a strong positive total effect on patients’ intention to use the online inquiry services provided by internet hospitals, and this effect was also direct but not mediated by PBC. This finding is consistent with the findings of a study by Zhang et al [27] regarding mHealth service adoption in China. Another study by Liu et al [51] also found a positive effect of PSD on propensity of users in online health care communities to seek health information. This finding suggests that perceived disease severity motivates patients to adopt online inquiry services provided by internet hospitals. Internet hospitals, owing to the integration of a large number of high-quality medical resources across the country could competently fulfill the increasing patient demands for high-quality health services. It is difficult for patients in rural and remote areas of China to access high-quality health services [4,5]. Thus, internet hospitals should be dedicated to enhance the awareness of individuals regarding disease vulnerability and emphasize the advantages of online inquiry services to change the indifferent attitude and distrust of certain people toward the online inquiry services provided by internet hospitals. With the increasing health service requirements of patients, physicians tend to have a heavier workload [44], and unreasonable expectations regarding online services may further increase the physicians’ workload. Therefore, internet hospitals should also ensure a reasonable assembly of high-quality experts and coordinate their online and offline medical resources. Ensuring a reasonable assembly of high-quality medical resources in internet hospitals will not only optimize the physicians’ workload but also meet the increasing patient demands for renowned experts, thereby promoting patients’ willingness toward online inquiry services provided by internet hospitals.

PC also had a moderate positive total effect on patients’ intention to use online inquiry services provided by internet hospitals. This finding is in line with the findings of a study of Valikodath et al [29] on patients’ willingness toward telemedicine for diabetic retinopathy. Another study by Clevenger et al [52] also demonstrated that PC was positively associated with acceptance of adolescent vaccination outside of the traditional medical home. This finding suggests the need for internet hospital managers to identify the gaps in convenience of health care service delivery and further improve the organizational service delivery design. During the special survey time called “Wuhan on lockdown,” this policy might contribute to a greater intention of patients in the Wuhan area to use online inquiry services provided by internet hospitals owing to the inconvenience of seeking health services in traditional hospitals. With the normalization of the prevention and control of the COVID-19 epidemic, service convenience has become an important topic in the context of health care, and internet hospitals play an increasingly important role in delivering health services to the public. Therefore, internet hospitals should also promote and achieve one-step health care services via the integration of medical service, medicine, and medical insurance. Improving service convenience will help people reduce the risks of nosocomial cross-infection and, thus, benefit the promotion of patients’ intention to use the online inquiry services provided by internet hospitals.

Although the indirect effect of PIR on patients’ intention to use online inquiry services provided by internet hospitals was weak (and this effect was mediated by attitude toward the behavior), PMR had a significantly negative stronger direct effect on behavioral intention. Similarly, several studies on mHealth services found the negative effect of perceived privacy risk on behavioral intention [13,53]. Another study by Zhang et al [8] also demonstrated the negative effect of perceived privacy risk on patients’ intention to use diabetes management apps. With the rapid development of health information technology, patients are increasingly aware of and concerned about their personal information protection such as privacy protection on health care-seeking data. Although our research found that PIR had only a weak effect on patients’ intention to use the online inquiry services provided by internet hospitals, solid patient measures to protect patient information are needed. Additionally, our research found that PMR had a stronger effect on patients’ intention to use online inquiry services provided by internet hospitals.
hospitals. However, to date, the Chinese government has not established an effective quality control system for internet hospitals, and related regulations from traditional hospitals are often used for the management of medical behaviors in internet hospitals, although the government has realized the problem [12,15], which could lead to an increase in probability of medical risks, threatening patient safety [38], thereby potentially affecting risk-conscious patients’ intention to use the online inquiry services. Thus, to ensure patient safety regarding the use of online inquiry services provided by internet hospitals, the relevant quality control standards and regulations for internet hospitals should be further developed and improved.

Health consciousness had slightly positive indirect effects on patients’ intention to use the online inquiry services provided by internet hospitals, and these effects were mediated by attitude toward the behavior. A previous study by Ahadzadeh et al [20] suggested that health consciousness positively affected patients’ intention of the internet use for health-related purposes. Several studies concerning disease information-seeking behaviors also demonstrated an effect of health consciousness on behavioral intention [54,55]. Patients with a higher level of health consciousness are more likely to be aware of and concerned about their wellness [56], and if they believe that their health service requirements can be adequately fulfilled by the online inquiry services provided by internet hospitals, their willingness toward online inquiry will be stronger. With the increasing health awareness of people in China, their willingness toward online inquiry services provided by internet hospitals will be further improved.

Our study also found that EP had a slightly positive total effect on patients’ intention to use the online inquiry services provided by internet hospitals. Emotion is an essential element of human behavior. Regarding health behaviors, some patients with mental diseases or patients who are sensitive about a certain disease have more awareness about self-precautionary measures and privacy protection or are more unwilling to disclose their condition to others, eventually affecting their help-seeking intentions. Such unfavorable results have been found in several studies on patients with mental health problems [35,36]. With internet hospitals, such patients could be provided with a more confidential approach of seeking health services through graph-text, voice, and video services [9], which protects their privacy and fulfills their emotional requirements to a certain extent; thus, patients with EPs would be more willing to gain access to the online services provided by internet hospitals.

**Limitations**

This study has several limitations. First, among the twelve constructs, PSD included only one item, which may have resulted in a measurement error. Second, although the research model was developed based on the TPB, some factors influencing patients’ intention to use online inquiry services provided by internet hospitals may not have been identified; for example, “medical expenses” was included in PC but deleted in the revised model; the medical service price is an important determinant of patients’ intention to accept a medical service in traditional hospitals, especially whether this service is covered by medical insurance payment [57], but was not as a factor included into the research model, and thus, continuous research is needed to help further explore these determinants. Third, online survey was used as the data collection method owing to the COVID-19 epidemic, and the target population included individuals with chronic diseases such as diabetes, hypertension, and heart disease; although the age of patients with chronic diseases was usually old, the younger patients in targeted patient communication groups might be more willing to participate in the online survey; moreover, we used cluster sampling rather than proportional sampling, and although differences were not observed between younger patients and older patients, our results may have been biased by the age distributions. Further, data collection was self-reported by patients via online survey, which might have a recall bias. In addition, to improve the goodness of fit of the research model, a few constructs including PML, PO, and SN were removed, which may have produced an insignificant result; therefore, further research is necessary to identify whether these constructs significantly affect patients’ intention to use online inquiry services provided by internet hospitals.

**Conclusions**

PBC and PSD are the most important determinants of patients’ intention to use online inquiry services provided by internet hospitals. Therefore, internet hospitals should further optimize the design of online service delivery and ensure a reasonable assembly of high-quality experts, which will benefit the promotion of patients’ adoption intention toward online inquiry services for health purposes. PC, EP, and perceived risks also have effects on behavioral intention. Therefore, the relevant quality control standards and regulations for internet hospitals should be further developed and improved, and the measures to protect personal information should be strengthened to ensure patient safety. Our study supports the use of the planned behavior theory in explaining patients’ intention to use the online inquiry services provided by internet hospitals.
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Abstract

Background: Real-time polymerase chain reaction (RT-PCR) testing for the identification of viral nucleic acid is the current standard for the diagnosis of SARS-CoV-2 infection, but technical issues limit its utilization for large-scale screening. Serological immunoglobulin M (IgM)/IgG testing has been proposed as a useful tool for detecting SARS-CoV-2 exposure.

Objective: The objective of our study was to compare the results of the rapid serological VivaDiag test for SARS-CoV-2–related IgM/IgG detection with those of the standard RT-PCR laboratory test for identifying SARS-CoV-2 nucleic acid.

Methods: We simultaneously performed both serological and molecular tests with a consecutive series of 191 symptomatic patients. The results provided by a new rapid serological colorimetric test for analyzing IgM/IgG expression were compared with those of RT-PCR testing for SARS-CoV-2 detection.

Results: Of the 191 subjects, 70 (36.6%) tested positive for SARS-CoV-2 based on RT-PCR results, while 34 (17.3%) tested positive based on serological IgM/IgG expression. Additionally, 13 (6.8%) subjects tested positive based on serological test results, but also tested negative based on RT-PCR results. The rapid serological test had a sensitivity of 30% and a specificity of 89% compared to the standard RT-PCR assay. Interestingly, the performance of both assays improved 8 days after symptom appearance. After 10 days had passed since symptom appearance, the predictive value of the rapid serological test was higher than that of the standard molecular assay (proportion of positive results: 40% vs 20%). Multivariate analysis showed that age >58 years (P<.01) and period of >15 days after symptom onset (P<.02) were significant and independent factors associated with serological test positivity.

Conclusions: The rapid serological test analyzed in this study seems limited in terms of usefulness when diagnosing SARS-CoV-2 infection. However, it may be useful for providing relevant information on people’s immunoreaction to COVID-19 exposure.
A report from the National University of Singapore has described the VivaDiag SARS-CoV-2 IgM/IgG Rapid Test kit as an immunoassay with available information regarding sensitivity and specificity [8] and a potential candidate for reliable and rapid (15 minutes) testing, according to the preliminary data available [6]. The test is based on the utilization of antihuman IgG and IgM against the recombinant antigen that represents the receptor-binding domain of the COVID-19 spike protein.

The aim of our study was to compare the results provided by the rapid serological VivaDiag test with those of standard RT-PCR testing for SARS-CoV-2 detection in swab specimens. The two tests were simultaneously performed on subjects with COVID-19 symptoms. We setup a prospective, mono-institutional, ad hoc, blinded, and independent study that enrolled a series of 191 subjects who were admitted to the Emergency Department of the Policlinico University Hospital in Bari, Italy.

## Methods

### Recruitment

Between March 23, 2020 and March 29, 2020, we enrolled a consecutive cohort of 191 patients who were admitted to the Emergency Department of the Policlinico University Hospital in Bari, Italy. For COVID-19–related symptoms or because they were quarantined for previous exposure to COVID-19–positive individuals. Oropharyngeal swabs for standard SARS-CoV-2 RT-PCR analysis and venous blood samples for VivaDiag tests were simultaneously collected from each subject, and the tests were immediately performed in reference laboratories. Registries containing patients’ main clinical data, including date of symptom onset (self-reported), were created. Informed written consent was obtained from all patients. Oropharyngeal swab samples were immediately analyzed for SARS-CoV-2 by RT-PCR at the Laboratory of Molecular Epidemiology and Public Health of the Hygiene Unit of the Policlinico University Hospital (Bari, Italy), the regional reference laboratory for COVID-19 detection. The venous blood samples were analyzed at the Clinical Pathology Laboratory (Certified ISO-9001/2015; Head E. Savino) and the Institutional BioBank (Certified ISO-9001/2015; Head A. Paradiso) of the IRCCS Istituto Tumori Giovanni Paolo II (Bari, Italy). This study was approved by the Ethical Committee of the IRCCS Istituto Tumori Giovanni Paolo II, Bari (Protocol number CE 870/2020).

### Molecular Detection of SARS-CoV-2

Nasopharyngeal/oropharyngeal swabs were subjected to nucleic acid extraction with the MagNA Pure System (Roche Diagnostics), in accordance with the manufacturer’s instructions. The presence of the E gene, RdRP gene, and N gene of the SARS-CoV-2 virus were identified by a commercial RT-PCR assay (Allplex 2019-nCoV Assay; Seegene). Samples were considered positive at molecular screening if all three genes
were detected. The Centers for Disease Control and Prevention RT-PCR protocol was used to confirm the presence of SARS-CoV-2 [9]. To date [10,11], this methodology is considered the gold standard for the detection of SARS-CoV-2 infection.

**SARS-CoV-2 IgM/IgG Rapid Test**

The SARS-CoV-2 IgM/IgG combined antibody rapid test kit, VivaDiag, (VivaChek Biotech) is a lateral flow qualitative immunoassay used for the rapid determination of the presence or absence of both anti-SARS-CoV-2-IgM and anti-SARS-CoV-2-IgG in human specimens (whole blood, serum, and plasma). A surface antigen from SARS-CoV-2, which can specifically bind to SARS-CoV-2 antibodies (including both IgM and IgG), is conjugated to colloidal gold nanoparticles and sprayed onto conjugation pads. The rapid SARS-CoV-2 IgG/IgM combined antibody test strip has two mouse antihuman monoclonal antibodies (anti-IgG and anti-IgM) on two separate test lines.

When testing, 10-15 µL of a specimen was inserted into the sample port, and then the sample dilution buffer was added. As the specimen flowed through the device, anti-SARS-CoV-2-IgG and IgM antibodies, if present in the specimen, were bound by the SARS-CoV-2 antigens (ie, the gold colorimetric reagent fixed on the conjugate pad). As the conjugated sample continued to travel up the strip, the anti-SARS-CoV-2 IgM antibodies were bound on the M (IgM) line, and the anti-COVID-19 IgG antibodies were bound to the G (IgG) line. If the specimen did not contain SARS-CoV-2 antibodies, no labeled complexes were bound. The presence of SARS-CoV-2 IgG and IgM antibodies was indicated by a red/purple line on a specific region of the device. Each test was evaluated by two readers, and a picture was taken of the result. In case of disagreement, the picture was evaluated by a third party.

**Statistical Analysis**

The performance of the VivaDiag tests was compared to that of the RT-PCR tests using the caret R package, which computed all the parameters needed (sensitivity, specificity, accuracy, and Cohen κ). The performance evaluation was carried out using RT-PCR as the gold standard. Both tests were performed on the same subjects. Univariate and multivariate logistic regression were performed. Age was dichotomized by using the median age as a cutoff, and the number of days after the onset of symptoms was used as a categorical variable (0-5 days, 6-8 days, 9-10 days, 11-15 days, >15 days). All analyses were carried out in R version 3.6 (The R Foundation), and results were considered to be significant when the P value was <.05.

**Results**

All 191 subjects enrolled in the study underwent a SARS-CoV-2 RT-PCR test and IgM/IgG rapid test. The cohort had a median age of 58.5 years, and 60.6% (116/191) were male. Subjects were admitted to the emergency room at different times after the onset of symptoms. A description of symptoms was available for 160 (83.8%) of the 191 patients. Of these 160 subjects, 14 (8.7%) were in quarantine and asymptomatic at the time they arrived to the emergency room.

Of the 191 patients, 70 (36.6%) tested positive for SARS-CoV-2 based on RT-PCR results, while 34 (17.8%) tested positive based on serum IgM/IgG rapid test results. Compared to the RT-PCR test, the serological test had an accuracy of 67% (95% CI 60-74), a sensitivity of 30%, and a specificity of 89%. The Cohen κ value was 0.21, meaning that the strength of agreement was, according to Altman [12], considered fair. Notably, 13 patients (6.8%) tested positive based on serological test results, but also tested negative based on RT-PCR results (Figure 1). Of these 13 subjects, 7 (54%) obtained positive IgG/IgM test results at different times after symptom onset (range 10-27 days), while 6 (46%) only obtained positive IgM results at various times after symptom appearance (range 4-25 days). The distribution of the percentage of positive results detected by both tests broken down by days from symptom onset is shown in Figure 2.

**Figure 1.** Comparison of RT-PCR and VivaDiag results from a series of 191 subjects (P=.001). Compared to RT-PCR, VivaDiag had a sensitivity of 30%, specificity of 89%, accuracy of 67% (95% CI 60-74), and Cohen κ value of 0.21. RT-PCR: real-time polymerase chain reaction.

<table>
<thead>
<tr>
<th></th>
<th>RT-PCR</th>
<th>VivaDiag</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative, n (%)</td>
<td>Negative, n (%)</td>
</tr>
<tr>
<td>VivaDiag</td>
<td>107 (56)</td>
<td>13 (7)</td>
</tr>
<tr>
<td>Positive, n (%)</td>
<td>49 (29)</td>
<td></td>
</tr>
</tbody>
</table>
A clear increase in the number of positive serological tests was observed as more days elapsed from symptom appearance, reaching 66.7% at 15 days after symptom onset. Conversely, the highest likelihood for a positive RT-PCR test result was seen from 9 to 10 days after symptom onset, and it decreased rapidly afterwards over time. Of the 14 asymptomatic individuals, 4 (29%) had positive RT-PCR test results, while only 1 (7%) had a positive serological test result.

Further analysis regarding the behavior of IgM and IgG according to the time after symptom onset is described in Figure 3. Only minimal differences in the behavior of the two immunoglobulins with respect to the time of symptom appearance became evident. However, all 13 patients with positive VivaDiag tests and negative RT-PCR results had positive IgM results, while only 7 (54%) of them also had positive IgG results.
Univariate and multivariate logistic regressions were performed to identify independent predictive variables for positive VivaDiag and RT-PCR test results (Tables 1-2). Both univariate and multivariate analyses showed that age >58.5 years and period of >15 days from symptom onset were significantly associated with VivaDiag positivity, while 9-10 days after symptom onset was independently associated with a positive RT-PCR test result.
Table 1. Univariate and multivariate logistic regression results using VivaDiag positivity as a dependent variable.

<table>
<thead>
<tr>
<th>Variable</th>
<th>OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Univariate logistic regression analysis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Days after symptom onset</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asymptomatic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>0.32 (0.08-1.66)</td>
<td>.13</td>
</tr>
<tr>
<td>6-8</td>
<td>1.52 (0.3-8.9)</td>
<td>.61</td>
</tr>
<tr>
<td>9-10</td>
<td>2.74 (0.63-14.88)</td>
<td>.19</td>
</tr>
<tr>
<td>11-15</td>
<td>2.44 (0.23-23.39)</td>
<td>.42</td>
</tr>
<tr>
<td>&gt;15</td>
<td>7.33 (0.96-77.28)</td>
<td>.06</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤58.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;58.5</td>
<td>2.99 (1.31-7.31)</td>
<td>.01</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.22 (0.55-2.85)</td>
<td>.62</td>
</tr>
<tr>
<td><strong>Multivariate logistic regression analysis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Days after symptom onset</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;15</td>
<td>12.3 (1.44-148.14)</td>
<td>.02</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤58.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;58.5</td>
<td>3.59 (1.39-10.48)</td>
<td>.01</td>
</tr>
</tbody>
</table>
Table 2. Univariate and multivariate logistic regression results using real-time polymerase chain reaction SARS-CoV-2 positivity as a dependent variable.

<table>
<thead>
<tr>
<th>Variable</th>
<th>P value</th>
<th>OR (95% CI)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Univariate logistic regression analysis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Days after symptom onset</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asymptomatic</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>Ref</td>
<td>1.17 (0.36-4.54)</td>
<td>.79</td>
</tr>
<tr>
<td>6-8</td>
<td>Ref</td>
<td>2.81 (0.65-13.75)</td>
<td>.17</td>
</tr>
<tr>
<td>9-10</td>
<td>Ref</td>
<td>4.99 (1.21-24.11)</td>
<td>.03</td>
</tr>
<tr>
<td>11-15</td>
<td>Ref</td>
<td>0.62 (0.02-6.17)</td>
<td>.71</td>
</tr>
<tr>
<td>&gt;15</td>
<td>Ref</td>
<td>0.53 (0.02-4.64)</td>
<td>.57</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤58.5</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>&gt;58.5</td>
<td>Ref</td>
<td>0.89 (0.47-1.7)</td>
<td>.74</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Ref</td>
<td>1.2 (0.62-2.33)</td>
<td>.58</td>
</tr>
<tr>
<td><strong>Multivariate logistic regression analysis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Days after symptom onset</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9-10</td>
<td></td>
<td>4.96 (1.2-24)</td>
<td>.03</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

When we compared the performance of the rapid serological test to that of RT-PCR for the detection of SARS-CoV-2 infection, our findings showed that 17.8% (34/191) of the subjects tested positive based on serum IgM/IgG expression, whereas 36.6% (70/191) of the subjects tested positive based on SARS-CoV-2 RT-PCR test results, leading to a sensitivity of 30% and a specificity of 89% for the serological test.

The clinical relevance of so-called rapid serological testing is still an open issue, since the data currently available are still scarce [13]. For this reason, we compared its performance to that of standard RT-PCR testing and analyzed performance with respect to the time of COVID-19–related symptom onset. To this end, we set up a mono-institutional consecutive cohort of patients who were tested with both assays at a single qualified laboratory.

The design of our study allowed us to specifically analyze two aspects of the open issue: (1) the concordance of the rapid serological test results with those of standard molecular testing and (2) the relationship between IgG/IgM expression and the onset of clinical symptoms.

With regard to the degree of concordance between the two tests, the results reported in Figure 1 clearly show that the precision of the VivaDiag rapid test is unsatisfactory. Notably, only 11% (21/191) of the patients that tested positive for COVID-19 based on the molecular test results also tested positive based on the serological test results. This percentage is impressively similar to the performance reported for serological tests in Spain [14] and Germany [15]. However, the first important finding from our study concerns the 6.8% (13/191) of subjects that tested negative based on RT-PCR results, but tested positive based on serological results. The two tests did not produce similar results, which is obvious for assays that are designed to analyze different aspects of COVID-19; the molecular test detects the presence of SARS-CoV-2 in samples based on specific anatomical parts of the respiratory system, while the serology test reveals the kinetics of immunoglobulins as the body reacts to viral infection. Negative serological test results in patients with a positive molecular test could mean that the patients are infected, but have not yet reached the stage of immunoglobulin reaction development. Conversely, subjects who have negative molecular test results, but also have serological test results showing the presence of specific IgG/IgM antibodies, may be recovering from COVID-19. The data shown in Figure 2 seem to confirm these assumptions, as the molecular test yielded more positive results during the early symptomatic phases of the disease in our subjects, while the serological test performed better later on (ie, 10 days after symptom appearance).

The second aspect we were able to analyze in our study was seroconversion and the kinetics of immunoglobulins with respect to the onset of COVID-19–related symptoms. Figure 3 shows the behavior of the two immunoglobulins according to symptom appearance. Interestingly, IgG and IgM did not seem to behave differently based on the number of days elapsing from symptom appearance, but they clearly and progressively increased along the course of the disease. This unexpected finding, in contrast...
with common knowledge concerning the kinetics of the two immunoglobulins, is supported by the results presented by Zhang et al [16] and Lou et al [17]. Both authors reported that the detectable serology markers, IgG and IgM, had similar seroconversions in COVID-19 patients, with antibody levels increasing rapidly at 6 days after exposure, and this trend occurred with a concomitant decline in viral load. Such behavior in the 6-10-day time window after symptom appearance is typically accompanied by an improvement in serological test sensitivity compared to standard molecular testing.

Very recently, Whitman et al [18] evaluated the performance of 11 SARS-CoV-2 serological assays in a multicentric study that enrolled a cohort of subjects with positive RT-PCR test results. For the serological tests, the incidence of IgG/IgM positivity in the RT-PCR SARS-CoV-2–positive samples ranged from 26.9% to 0%. In particular, the incidence of positive results with the VivaDiag test was 8.2%, which is significantly lower than the value we found in our study. However, the enrollment criteria in the Whitman et al study were very different from ours. In our study, the subjects were consecutively recruited from a single institution, and the tests were performed simultaneously on fresh biospecimens. Interestingly, Whitman et al reported that among the SARS-CoV-2 RT-PCR–positive individuals, the percent seropositivity increased with time, peaking at 81.8%-100.0% in samples taken >20 days after symptom onset. The same trend of increased seropositivity with increased time from symptom onset was observed in our cohort of subjects.

Limitations

Our study had some important limitations. First, the VivaDiag test was based on the colorimetric evaluation of the IgG and IgM bands performed by the operator, thus implying that all the limitations that a qualitative inter-intra-operator evaluation produces in terms of variability are present in this study [19]. In our study, this was partially solved by resorting to double operator evaluation and taking pictures of all test results to be reanalyzed by a third-party reader in the case of first level evaluation disagreement. Therefore, our next step will be to use quantitative immunoenzymatic methods to analyze SARS-CoV-2–specific immunoglobulins [20] to overcome these issues.

Second, the neutralizing antibodies used in the VivaDiag test might cross-react with other coronavirus antigens, such as those of the SARS-CoV. The recombinant antigen utilized in VivaDiag is the receptor-binding domain of the SARS-CoV-2 spike protein, for which information on possible cross-reactivity with other coronavirus species and flu viruses has not yet been studied [13]. Further studies are urgently needed to definitively clarify this point.

Conclusions

Our study analyzed the clinical performance of the rapid serological test, VivaDiag, and confirmed the test’s limited applicability for the diagnosis of SARS-CoV-2 infection by comparing its performance to that of standard molecular testing. However, this rapid serological test seems to provide important information concerning individuals’ immunoreaction to the infection, and more importantly, it may detect previous exposure to the virus in currently healthy persons. A trial, recently registered in ClinicalTrials.gov (NCT04316728), will specifically address this issue by investigating the monitoring of seroconversion of COVID-19 IgG/IgM in healthy subjects who may develop COVID-19–related symptoms. In essence, our real-world results should be considered hypothesis-generating findings that warrant further examination in a controlled clinical trial in order to be confirmed [21].

Acknowledgments

The authors wish to thank Clinical Pathology Laboratory Director, Dr. E Savino, and his coworkers for their cooperation.

Conflicts of Interest

None declared.

References


5. Jin YH, Cai L, Cheng ZS, Cheng H, Deng T, Fan YP, for the Zhongnan Hospital of Wuhan University Novel Coronavirus Management and Research Team, Evidence-Based Medicine Chapter of China International Exchange and Promotive Association for Medical and Health Care (CPAM). A rapid advice guideline for the diagnosis and treatment of 2019 novel...


Abbreviations

- **IgG**: immunoglobulin G
- **IgM**: immunoglobulin M
- **PCR**: polymerase chain reaction
- **RT-PCR**: real-time polymerase chain reaction
Rapid Serological Assays and SARS-CoV-2 Real-Time Polymerase Chain Reaction Assays for the Detection of SARS-CoV-2: Comparative Study

Please cite as:

J Med Internet Res 2020;22(10):e19152
URL: http://www.jmir.org/2020/10/e19152/
doi:10.2196/19152
PMID:33031048

©Angelo Virgilio Paradiso, Simona De Summa, Daniela Loconsole, Vito Procacci, Anna Sallustio, Francesca Centrone, Nicola Silvestris, Vito Cafagna, Giuseppe De Palma, Antonio Tufaro, Vito Michele Garrisi, Maria Chironna. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 30.10.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Depression, Anxiety, and Lifestyle Among Essential Workers: A Web Survey From Brazil and Spain During the COVID-19 Pandemic

Raquel Brandini De Boni1, MD, MSc, PhD; Vicent Balanzá-Martínez2, MD, PhD; Jurema Correa Mota1, PhD; Taiane De Azevedo Cardoso3, MSc, PhD; Pedro Ballester4, MSc; Beatriz Atienza-Carbonell5, MD; Francisco I Bastos1, MD, MSc, PhD; Flavio Kapczinski3,6,7, MD, MSc, PhD, FRCPC

1Institute of Scientific and Technological Communication and Information in Health, Oswaldo Cruz Foundation, Rio de Janeiro, Brazil
2Department of Medicine, University of Valencia, CIBERSAM, Valencia, Spain
3Department of Psychiatry and Behavioural Neurosciences, McMaster University, Hamilton, ON, Canada
4Neuroscience Graduate Program, McMaster University, Hamilton, ON, Canada
5School of Medicine, University of Valencia, Valencia, Spain
6Bipolar Disorder Program, Laboratory of Molecular Psychiatry, Hospital de Clínicas de Porto Alegre, Instituto Nacional de Ciência e Tecnologia Translacional em Medicina, Porto Alegre, Brazil
7Department of Psychiatry, Universidade Federal do Rio Grande do Sul, Porto Alegre, Brazil

Corresponding Author:
Raquel Brandini De Boni, MD, MSc, PhD
Institute of Scientific and Technological Communication and Information in Health
Oswaldo Cruz Foundation
Av Brasil 4365 Pavilhao Haity Moussatche, Room 229
Rio de Janeiro, 21040-360
Brazil
Phone: 55 21 3865 3231
Email: raqueldeboni@gmail.com

Abstract

Background: Essential workers have been shown to present a higher prevalence of positive screenings for anxiety and depression during the COVID-19 pandemic. Individuals from countries with socioeconomic inequalities may be at increased risk for mental health disorders.

Objective: We aimed to assess the prevalence and predictors of depression, anxiety, and their comorbidity among essential workers in Brazil and Spain during the COVID-19 pandemic.

Methods: A web survey was conducted between April and May 2020 in both countries. The main outcome was a positive screening for depression only, anxiety only, or both. Lifestyle was measured using a lifestyle multidimensional scale adapted for the COVID-19 pandemic (Short Multidimensional Inventory Lifestyle Evaluation–Confinement). A multinomial logistic regression model was performed to evaluate the factors associated with depression, anxiety, and the presence of both conditions.

Results: From the 22,786 individuals included in the web survey, 3745 self-reported to be essential workers. Overall, 8.3% (n=311), 11.6% (n=434), and 27.4% (n=1027) presented positive screenings for depression, anxiety, and both, respectively. After adjusting for confounding factors, the multinomial model showed that an unhealthy lifestyle increased the likelihood of depression (adjusted odds ratio [AOR] 4.00, 95% CI 2.72-5.87), anxiety (AOR 2.39, 95% CI 1.80-3.20), and both anxiety and depression (AOR 8.30, 95% CI 5.90-11.7). Living in Brazil was associated with increased odds of depression (AOR 2.89, 95% CI 2.07-4.06), anxiety (AOR 2.81, 95% CI 2.11-3.74), and both conditions (AOR 5.99, 95% CI 4.53-7.91).

Conclusions: Interventions addressing lifestyle may be useful in dealing with symptoms of common mental disorders during the strain imposed among essential workers by the COVID-19 pandemic. Essential workers who live in middle-income countries with higher rates of inequality may face additional challenges. Ensuring equitable treatment and support may be an important challenge ahead, considering the possible syndemic effect of the social determinants of health.

(J Med Internet Res 2020;22(10):e22835) doi: 10.2196/22835
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Introduction

The prevalence of COVID-19 continues to increase in Brazil [1], and mental health is recognized as an important challenge ahead worldwide [2-4]. Several studies have used web surveys to screen for common mental health disorders (mainly depressive and anxiety disorders) among the general population [5-8]. Some of these studies, but not all [9,10], have shown that essential workers, such as health care workers (HCWs), had an increased likelihood of anxiety and depression compared to other workers [11,12]. Essential workers may have increased workload and working hours during the pandemic [13], struggle with the lack of adequate personal protective equipment [14], and may be isolated from friends and families [15]. Burnout symptoms [16], emotional exhaustion [17], and fear of transmitting the virus [18] are commonly reported.

The first study investigating mental health problems among essential workers during the COVID-19 pandemic was conducted in China and found the prevalence of anxiety and depressive symptoms to be at 20.1% and 12.7%, respectively [19]. In two subsequent systematic reviews, HCWs presented increased depression/depressive symptoms, anxiety, psychological distress, and poor sleep quality [20,21]. The first meta-analysis evaluating the prevalence of mental health problems among HCWs (up to April 13, 2020) found 13 studies (N=33,062 participants), of which 12 were conducted in China. The pooled prevalence of a positive screening for anxiety was 23.2% (95% CI 17.8-29.1) while depression was estimated at 22.8% (95% CI 15.1-31.5) [22]. Evidence from outside of China is still scarce [23-30], and it is difficult to estimate the overall prevalence of common mental health disorders due to methodological issues, heterogeneity in study populations and sizes, and differences in criteria used to define a case (eg, different instruments and cut-offs). For instance, the prevalence of depression was as low as 10% among HCWs in Singapore and India [23] to as high as 64.7% among physicians in Turkey [31].

Four major groups of variables have been associated with an increased likelihood of having a positive screening for anxiety and/or depression among essential workers during the COVID-19 pandemic: demographic, professional/financial worries, COVID-19 exposure factors, and personal health factors. In terms of demographics, being female and younger were more frequently associated with depression [31,32] while a higher education level and residing in areas or provinces with a greater number of cases have been associated with anxiety [19,33,34]. Worrying about adequate training, knowledge, preparedness, and finances, as well as self-efficacy and career phase, were some of the professional/financial variables analyzed under this domain [34]. COVID-19 exposure variables included being a frontline worker [31,33,34]; fear, suspicion, or diagnosis of COVID-19 for oneself and/or their significant other [19,32,33,35]; and having a deceased colleague [32]. Finally, regarding personal health factors, included variables were perceived stress [19]; poor sleep [19,26], presence of a previous medical or psychiatric disorder [31,35], and a history of alcohol consumption [35]. Of note, good social support was frequently associated with a decreased likelihood of anxiety and depression among essential workers [19,36].

The fast growing field of lifestyle psychiatry [37] has been providing evidence on how health behaviors (eg, diet, physical activity, smoking, and sleep) relate to the prevalence, incidence, and adverse outcomes of mental health disorders [38-40]. For instance, consistent results point to the beneficial effects of physical activity in preventing the onset of depression as well as improving its symptoms [40]. As many people around the world are under confinement due to the COVID-19 pandemic, changes in lifestyle behaviors have attracted more research interest [41]. Behaviors, such as sleep quality [36,42], were assessed among HCWs instead of using a comprehensive, multidimensional approach to lifestyle.Multidimensional evaluations of lifestyle are still scarce [41], although it is possible that different health behaviors share a common pathway to improve mental health, such as anti-inflammatory effects [43,44].

Considering the social determinants of health [45,46], it is possible that countries presenting poor social and health indicators may present a higher prevalence of unhealthy outcomes, which could include both COVID-19–related and mental health problems. Herein, we have included two countries with different social and health indicators, and at different stages of the COVID-19 pandemic, as summarized in Figure 1 [47-50]. Brazil has roughly 4.5 times the population of Spain, but 0.4 times the GDP (gross domestic product) and 0.4 times the expenditure on health. In addition, Brazil is considered one of the countries with the greatest inequalities in income/wealth globally, with a Gini index of 53.9. The first COVID-19 case was diagnosed on January 31, 2020, in Spain and on February 26, 2020, in Brazil, respectively. On May 2, 2020 (the midpoint of our data collection period), there were almost 25,000 deaths in Spain and 6000 deaths in Brazil. At that time, Spain was under a strict lockdown policy while the lockdown in Brazil was implemented partially and in select cities and counties.

So far, we are unaware of studies that have investigated mental health problems among essential workers from two countries presenting such different social and epidemic profiles. Thus, our major aim is to describe the prevalence of depression, anxiety, and the comorbidity of both, as well as their associated factors, among self-reported essential workers during the COVID-19 pandemic in Brazil and Spain.
Methods

Study Design
A web survey was conducted from April 15 to May 15, 2020, in Spain and April 20 to May 20, 2020, in Brazil. The online questionnaire was created using SurveyGizmo and included questions about demographics, COVID-19 experience, lifestyle behaviors, self-rated health, and previous diagnosed conditions. The questionnaire comprised 101 questions, and skips, when appropriate, were implemented to decrease the time of completion (Multimedia Appendix 1). The usability and technical functionality were tested before launching the survey in both countries. In addition, participants could read information regarding ways to maintain a healthy lifestyle during the pandemic while they were answering the questionnaire, and were provided with additional websites and telephone numbers to find reliable information regarding COVID-19. This information was compiled from the COVID-19–related webpages of the Centers for Disease Control and Prevention, the National Institute of Health (United States), the Oswaldo Cruz Foundation, the Brazilian Ministry of Health, and the Spanish Ministry of Health.

Study Population
The study population included adults from both sexes living in Spain or in Brazil, who had access to the internet, and agreed to participate in the study after reading the informed consent form. Herein, we selected individuals who reported to be essential workers. Essential workers were considered all participants who answered “yes” to the following question: “Are you currently working as a health care worker or as a professional of other essential services (transportation, food, cleaning)?” To avoid duplicated responses, individuals who reported having previously completed the questionnaire were excluded (Figure 2) as no identification data (nor IP [Internet Protocol] address) were collected.
Sample and Recruitment

A convenience sample of participants was recruited via social networks (Facebook, WhatsApp, and Twitter) using a snowball technique and sponsored social network advertisements. A Facebook page for each country (Figure 3) was created and boosted using the following words: “healthy lifestyles,” “sad,” “happiness,” “fear,” “emotion,” “stress,” “well-being,” “self-esteem,” “quality of life,” “motivation,” “mind,” “boredom,” “panic,” “interpersonal relationship,” “life,” “emotional intelligence,” “physical fitness,” and “physical exercise.” According to Facebook, the page would reach 87 million people in Brazil and 290,000 individuals in Spain. Fundamental parameters were unknown when the sample size was defined, such as the possible participation of superrecruiters [51] with the potential to skew the sampling process, or whether or not there would be structural bottlenecks. Therefore, the sample size was not defined a priori; instead, a 30-day period of data collection was specified.
Response Rates
Response rates were not estimated in the study since the study denominator is unknown (ie, we were unable to estimate how many individuals had send the survey link via different—and probably overlapping—social networks).

Variables and Measurements

**Study Outcome (Dependent Variable)**

The main outcome is a positive screening for depression and/or anxiety. Depression was screened using the Patient Health Questionnaire-2 (PHQ-2 [52-55]; cut-off ≥3), and anxiety was screened using the Generalized Anxiety Disorder 7-item scale (GAD-7 [56]; cut-off ≥10). Subsequently, two dichotomous variables were created: “Positive Depression” and “Positive Anxiety.” The outcome was a composite variable created using the aforementioned variables with the following categories: negative screening for both depression and anxiety, positive screening for depression only, positive screening for anxiety only, and positive screening for both depression and anxiety.

**Independent Variables**

Demographic information included sex, age, educational level (aggregated as primary/secondary education, a professional degree, a university degree, or a master’s/PhD degree), number of people living in the household, frontline worker (yes/no), and country of residence (Brazil/Spain). Social distancing/self-isolation was considered as a dichotomous variable (yes/no).

Questions related to COVID-19 were as follows: “Have you been diagnosed with COVID-19?”; “Have you been admitted to a hospital or hospitalized due to COVID-19?”; and “Have you lost a significant other?” Possible answers were yes or no.

Lifestyle habits were assessed using the Short Multidimensional Inventory Lifestyle Evaluation-Confinement (SMILE-C) [41]. This scale was developed specifically to allow a multidimensional measure of lifestyle during the COVID-19 pandemic.
pandemic. It comprises 27 items made up of 7 domains (diet and nutrition, substance abuse, physical activity, stress management, restorative sleep, social support, and environmental exposures), with response options measured using a 4-point Likert scale. The SMILE-C has an overall Cronbach $\alpha=0.75$ and Kaiser-Meyer-Olkin Measure=0.77. The higher the score, the healthier the lifestyle pattern. In this study, the SMILE-C total score was dichotomized at the 75th percentile (up to 85%).

Self-rated health was measured using the question “How would you rate your health in general?” with possible answer choices of “very bad,” “bad,” “neither good nor bad,” “good,” and “very good” [57]. Response options were aggregated into very good/good and neither good nor bad/bad/very bad.

Previously diagnosed conditions were investigated using the question “In the last 12 months, have you been diagnosed by a medical doctor or health professional, or received treatment for any of the following conditions?” Conditions included diabetes, heart disease, hypertension, stroke, anemia, asthma, depression, anxiety, bipolar disorder, schizophrenia, anorexia/bulimia, HIV/AIDS, cancer, tuberculosis, cirrhosis, and renal disease [58]. The conditions were then aggregated as chronic diseases, mental health disorders, and infectious diseases.

Screening for alcohol abuse was performed using the Alcohol Use Disorder Identification Test (AUDIT-C; cut-off $\geq 3$ [59]). Changes in the SMILE-C domains during the pandemic were evaluated using questions like “Did you change your nutritional habits and diet during the COVID-19 pandemic?” Response options were measured using a 4-point Likert scale (completely, moderately, mildly, not at all) and aggregated into completely/moderately and mildly/not at all.

Statistical Analysis
Nonresponse treatment is described in Multimedia Appendix 2. Independent variables were described by outcome and proportions compared using chi-squared tests. Taking into consideration the complex, multiple associations of the different covariates with the outcomes under analysis (screening for depression and anxiety), preliminary analyses using Least Absolute Shrinkage and Selection Operator (LASSO [60, 61]), a simple machine learning procedure, were employed. LASSO is a penalized regression analysis method that helps to optimize variable selection and regularization in order to enhance the accuracy of the model to be implemented. The subset of factors (variables) that did not contribute to the hypothetical model under assessment yield zero coefficients [62]. Such variables were excluded from subsequent multivariable analyses (Multimedia Appendix 2).

The second procedure to optimize variable selection was based on the simulation of different modeling strategies with the subsequent choice of the best subset of variables to be included in a parsimonious model based on the best $R^2$ coefficient [63, 64]. The glmnet library and the regsubsets function from R 4.0.2 (The R Foundation) were used.

Using this subset of variables, a multinomial logistic regression was fitted, taking as the reference category “negative screening for both depression and anxiety.” Analyses used the backward strategy, with the progressive elimination of variables based on the results of the Wald test and maximum likelihood estimation of fitness, considering a significance level of 5.0%. The model fitness was evaluated using different diagnostic tools, such as the Hosmer-Lemeshow statistics, the Pearson chi-squared test, as well as the deviance information criterion. Additionally, an analysis of residuals was performed (Multimedia Appendix 2). The model yielded adjusted odds ratios (AORs) with their respective 95% CIs.

Ethical Aspects
The study was approved by the Ethics Committee at the Hospital Universitari i Politècnic La Fe in Valencia, Spain, and by the Comissão Nacional de Ética em Pesquisa (CONEP, Brazil – 3.968.686). The survey was anonymous (no identifying data like name, zip code, or IP address were collected), and participants read the consent form and confirmed their interest in participating before starting the questionnaire. As mentioned before, as a direct benefit, participants were provided with tips on healthy lifestyles and reliable websites and telephone numbers for additional information regarding COVID-19.

Results
Overall, 24,657 questionnaires were initiated, and 22,786 were eligible for the main study. Of those, 3,745 reported to be working as an essential worker during the COVID-19 pandemic and comprised the study sample (Figure 2). In total, 2,842 participants were from Brazil and 903 from Spain. Most were female (Brazil: n=2052, 72.2%; Spain: n=640, 70.9%; $P=.44$), with a median age of 39 (IQR 32-51) years for Brazil versus 43 (IQR 32-52) years for Spain ($P=.07$). Half of the sample (n=457, 50.6%) reported being a frontline personnel in Spain compared to 28.9% (n=822) in Brazil ($P<.001$) (Table 1).
Table 1. Demographics, COVID-19 experience, lifestyle, and self-reported health conditions by country among essential workers from Brazil and Spain (N=3745), April to May 2020.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Brazil (n=2842), n (%)</th>
<th>Spain (n=903), n (%)</th>
<th>Total (N=3745), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screening for depression and/or anxiety</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Negative for both depression and anxiety</td>
<td>1280 (45.0)</td>
<td>693 (76.7)</td>
<td>1973 (52.7)</td>
<td></td>
</tr>
<tr>
<td>Positive for depression only</td>
<td>262 (9.2)</td>
<td>49 (5.4)</td>
<td>311 (8.3)</td>
<td></td>
</tr>
<tr>
<td>Positive for anxiety only</td>
<td>360 (12.7)</td>
<td>74 (8.2)</td>
<td>434 (11.6)</td>
<td></td>
</tr>
<tr>
<td>Positive for both depression and anxiety</td>
<td>940 (33.1)</td>
<td>87 (9.6)</td>
<td>1027 (27.4)</td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td>.44</td>
</tr>
<tr>
<td>Male</td>
<td>790 (27.8)</td>
<td>263 (29.1)</td>
<td>1053 (28.1)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2052 (72.2)</td>
<td>640 (70.9)</td>
<td>2692 (71.9)</td>
<td></td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>39 (32-51)</td>
<td>43 (32-52)</td>
<td>40 (32-51)</td>
<td>.07</td>
</tr>
<tr>
<td>Educational level</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Primary/secondary education or professional degree</td>
<td>425 (15.0)</td>
<td>242 (26.8)</td>
<td>667 (17.8)</td>
<td></td>
</tr>
<tr>
<td>University degree</td>
<td>1606 (56.5)</td>
<td>354 (39.2)</td>
<td>1960 (52.3)</td>
<td></td>
</tr>
<tr>
<td>Master's/PhD degree</td>
<td>811 (28.5)</td>
<td>307 (34.0)</td>
<td>1118 (29.9)</td>
<td></td>
</tr>
<tr>
<td>Frontline worker</td>
<td>822 (28.9)</td>
<td>457 (50.6)</td>
<td>1279 (34.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>People living in the household, median (IQR)(^a)</td>
<td>3 (2-4)</td>
<td>3 (2-4)</td>
<td>3 (2-4)</td>
<td>.56</td>
</tr>
<tr>
<td>Self-isolated(^b)</td>
<td>1501 (53.3)</td>
<td>181 (20.2)</td>
<td>1682 (45.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diagnosed with COVID-19(^c)</td>
<td>69 (2.4)</td>
<td>35 (3.9)</td>
<td>104 (2.8)</td>
<td>.02</td>
</tr>
<tr>
<td>Lost someone during the pandemic(^c)</td>
<td>254 (9.0)</td>
<td>97 (10.8)</td>
<td>351 (9.4)</td>
<td>.10</td>
</tr>
<tr>
<td>SMILE-C(^d), median (IQR)</td>
<td>78 (71-84)</td>
<td>80 (75-85)</td>
<td>79 (72-85)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-reported health (neither good nor bad, bad or very bad)(^e)</td>
<td>708 (24.9)</td>
<td>210 (23.3)</td>
<td>918 (24.5)</td>
<td>.32</td>
</tr>
<tr>
<td>Diagnosed with or treated for…</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic diseases(^f)</td>
<td>929 (32.9)</td>
<td>233 (26.1)</td>
<td>1162 (31.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mental health disorders(^g)</td>
<td>865 (30.9)</td>
<td>109 (12.2)</td>
<td>974 (26.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Infectious diseases(^h)</td>
<td>108 (3.8)</td>
<td>3 (0.3)</td>
<td>111 (3.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Positive screening for alcohol abuse</td>
<td>1260 (44.3)</td>
<td>289 (32.0)</td>
<td>1549 (41.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Changes in…</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dietary and nutritional habits(^i)</td>
<td>1257 (44.3)</td>
<td>217 (24.0)</td>
<td>1474 (39.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Substance use habits(^j)</td>
<td>459 (17.6)</td>
<td>83 (9.3)</td>
<td>542 (15.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Physical activity routine(^k)</td>
<td>1656 (58.8)</td>
<td>584 (64.7)</td>
<td>2240 (60.2)</td>
<td>.002</td>
</tr>
<tr>
<td>Strategies to manage stress(^l)</td>
<td>1530 (53.9)</td>
<td>281 (31.2)</td>
<td>1811 (48.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sleep patterns(^m)</td>
<td>1219 (42.9)</td>
<td>243 (26.9)</td>
<td>1462 (39.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social support(^n)</td>
<td>1543 (54.8)</td>
<td>336 (37.6)</td>
<td>1879 (50.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time spent indoors/outdoors(^c)</td>
<td>2461 (86.7)</td>
<td>823 (91.5)</td>
<td>3284 (87.9)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\) n=2
\(^b\) n=30
\(^c\) n=7
\(^d\) SMILE-C: Short Multidimensional Inventory Lifestyle Evaluation-Confinement; the higher the score, the healthier the lifestyle.
\(^e\) n=5
\(^f\) n=31
The prevalence of positive screenings for depression, anxiety, and comorbidity of both was 8.3% (n=311), 11.6% (n=434), and 27.4% (n=1027), respectively. All were higher in Brazil compared to Spain (Table 1). Table 2 describes the sociodemographic and clinical characteristics of the sample across the outcome categories (negative for depression and anxiety, positive for depression only, positive for anxiety only, and positive for both depression and anxiety).
Table 2. Demographics, COVID-19 experience, lifestyle, and self-reported health conditions by mental health outcomes among essential workers from Brazil and Spain (N=3745), April to May 2020.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Negative for both depression and anxiety (n=1973)</th>
<th>Positive for depression only (n=311)</th>
<th>Positive for anxiety only (n=434)</th>
<th>Positive for depression and anxiety (n=1027)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Country , n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Brazil</td>
<td>1280 (64.9)</td>
<td>262 (84.2)</td>
<td>360 (82.9)</td>
<td>940 (91.5)</td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>693 (35.1)</td>
<td>49 (15.8)</td>
<td>74 (17.1)</td>
<td>87 (8.5)</td>
<td></td>
</tr>
<tr>
<td>Sex , n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>619 (31.4)</td>
<td>91 (29.3)</td>
<td>112 (25.8)</td>
<td>231 (22.5)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1354 (68.6)</td>
<td>220 (70.7)</td>
<td>322 (74.2)</td>
<td>796 (77.5)</td>
<td></td>
</tr>
<tr>
<td>Age (years) , mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>44.56 (12.33)</td>
<td>39.25 (11.78)</td>
<td>41.10 (10.63)</td>
<td>37.43 (10.96)</td>
<td></td>
</tr>
<tr>
<td>Educational level , n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Primary/secondary education or professional degree</td>
<td>340 (17.2)</td>
<td>43 (13.8)</td>
<td>62 (14.3)</td>
<td>222 (21.6)</td>
<td></td>
</tr>
<tr>
<td>University degree</td>
<td>984 (49.9)</td>
<td>177 (56.9)</td>
<td>228 (52.5)</td>
<td>571 (55.6)</td>
<td></td>
</tr>
<tr>
<td>Master’s/PhD degree</td>
<td>649 (32.9)</td>
<td>91 (29.3)</td>
<td>144 (33.2)</td>
<td>234 (22.8)</td>
<td></td>
</tr>
<tr>
<td>Frontline worker , n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td></td>
<td>660 (33.5)</td>
<td>83 (26.7)</td>
<td>172 (39.6)</td>
<td>364 (35.4)</td>
<td></td>
</tr>
<tr>
<td>People living in the household, median (IQR)²a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.008</td>
</tr>
<tr>
<td></td>
<td>3 (2-4)</td>
<td>3 (2-4)</td>
<td>3 (2-4)</td>
<td>3 (2-4)</td>
<td></td>
</tr>
<tr>
<td>Self-isolatedb , n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>824 (41.9)</td>
<td>163 (53.1)</td>
<td>191 (44.5)</td>
<td>504 (49.7)</td>
<td></td>
</tr>
<tr>
<td>Diagnosed with COVID-19c , n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.13</td>
</tr>
<tr>
<td></td>
<td>45 (2.3)</td>
<td>8 (2.6)</td>
<td>18 (4.2)</td>
<td>33 (3.2)</td>
<td></td>
</tr>
<tr>
<td>Lost someone in the pandemicc , n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.11</td>
</tr>
<tr>
<td></td>
<td>169 (8.6)</td>
<td>24 (7.7)</td>
<td>48 (11.1)</td>
<td>110 (10.7)</td>
<td></td>
</tr>
<tr>
<td>SMILE-Cd , mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>82.23 (7.71)</td>
<td>76.16 (7.73)</td>
<td>77.67 (7.43)</td>
<td>71.41 (8.73)</td>
<td></td>
</tr>
<tr>
<td>Self-reported health (neither good nor bad, bad, or very bad)e</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>280 (14.2)</td>
<td>77 (24.8)</td>
<td>112 (25.8)</td>
<td>449 (43.8)</td>
<td></td>
</tr>
<tr>
<td>Diagnosed with or treated for…</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chronic diseasesf</td>
<td>568 (29.1)</td>
<td>75 (24.2)</td>
<td>140 (32.4)</td>
<td>379 (37.3)</td>
<td></td>
</tr>
<tr>
<td>Mental health disordersg</td>
<td>270 (13.8)</td>
<td>74 (24.0)</td>
<td>129 (30.3)</td>
<td>501 (50.4)</td>
<td></td>
</tr>
<tr>
<td>Infectious diseasesh</td>
<td>50 (2.5)</td>
<td>8 (2.6)</td>
<td>14 (3.2)</td>
<td>39 (3.8)</td>
<td></td>
</tr>
<tr>
<td>Positive screening for alcohol abuse</td>
<td>736 (37.3)</td>
<td>143 (46.0)</td>
<td>195 (44.9)</td>
<td>475 (46.3)</td>
<td></td>
</tr>
<tr>
<td>Changes in…</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Dietary and nutritional habitsi</td>
<td>641 (32.5)</td>
<td>145 (46.6)</td>
<td>207 (47.7)</td>
<td>481 (46.9)</td>
<td></td>
</tr>
<tr>
<td>Substance use habitsj</td>
<td>213 (11.4)</td>
<td>50 (17.4)</td>
<td>64 (16.2)</td>
<td>215 (22.5)</td>
<td></td>
</tr>
<tr>
<td>Physical activity routinek</td>
<td>1187 (60.4)</td>
<td>193 (62.9)</td>
<td>287 (66.4)</td>
<td>573 (56.4)</td>
<td></td>
</tr>
<tr>
<td>Strategies to manage stressl</td>
<td>905 (45.9)</td>
<td>157 (50.6)</td>
<td>255 (58.9)</td>
<td>494 (48.2)</td>
<td></td>
</tr>
<tr>
<td>Sleep patternsi</td>
<td>540 (27.4)</td>
<td>133 (42.8)</td>
<td>203 (46.9)</td>
<td>586 (57.1)</td>
<td></td>
</tr>
<tr>
<td>Social supportm</td>
<td>892 (45.6)</td>
<td>158 (51.6)</td>
<td>240 (55.6)</td>
<td>589 (58.0)</td>
<td></td>
</tr>
<tr>
<td>Time spent indoors/outdoorsn</td>
<td>1756 (89.1)</td>
<td>269 (86.5)</td>
<td>381 (88.0)</td>
<td>878 (85.7)</td>
<td></td>
</tr>
</tbody>
</table>

a n=2
b n=30
c n=7
d SMILE-C: Short Multidimensional Inventory Lifestyle Evaluation-Confinement; the higher the score, the healthier the lifestyle.
e n=5
In the multinomial model, living in Brazil was associated with an AOR of 2.89 (95% CI 2.07-4.06) for a positive screening for depression, an AOR of 2.81 (95% CI 2.11-3.74) for anxiety, and an AOR of 5.99 (95% CI 4.53-7.91) for both conditions compared to living in Spain. An unhealthy lifestyle was associated with an AOR of 4.00 (95% CI 2.72-5.87) for depression, an AOR of 2.39 (95% CI 1.80-3.20) for anxiety, and an AOR of 8.30 (95% CI 5.90-11.7) for both conditions. Interestingly, being a frontline worker was not associated with depression only (AOR 0.81, 95% CI 0.60-1.08), although it increased the likelihood of having anxiety (AOR 1.49, 95% CI 1.18-1.87) and both conditions (AOR 1.25, 95% CI 1.02-1.53). Additionally, we found that being female, being younger, presenting moderate or substantial changes in sleep patterns during the COVID-19 pandemic, being diagnosed with or treated for mental health disorders in the last year, and reporting a reduction in self-rated health were all associated with a higher likelihood of having depression, anxiety, or both conditions (Figure 4 and Multimedia Appendix 2).

Discussion

In a web survey of 3745 essential workers from Brazil and Spain, we showed 8.3%, 11.6%, and 27.4% presenting positive screenings for depression, anxiety, and both conditions, respectively. As in previous studies conducted during the COVID-19 pandemic, we found that women, younger workers, frontline workers, those reporting a mental health diagnosis or treatment in the last 12 months, and those reporting changes in sleep patterns presented a higher likelihood of a positive screening for anxiety and/or depression. Most importantly, higher odds ratios were observed in those living in Brazil and in those following an unhealthy lifestyle.

During data collection, Spain had 4 times the number of COVID-19 deaths than Brazil and had adopted a strict lockdown policy. It could be expected that essential workers under these conditions would be more prone to present anxiety and depressive symptoms. However, Brazil has additional social, structural, and political problems that may affect mental health. Recently, Baqui et al [65] reported on the higher mortality risk...
among “pardo” and Black Brazilians admitted to hospital due to COVID-19; ethnicity was the second most important risk factor for death (after age). In addition, the authors highlighted that comorbid diseases and death were more common among Brazilians from the North region compared to the Central-South (except for Rio de Janeiro). Ribeiro et al [66] highlighted that the worst public health and socioeconomic scenarios were present in the northern regions of Brazil; higher proportions of individuals living in substandard housing (slums), with reduced schooling and a lack of sanitation and piped water, may interfere with adherence to hygiene recommendations. Although both papers discussed intracountry inequalities, social and health inequalities may be even higher between different countries [67] (Figure 1). In addition, the political instability and the government’s failure to acknowledge the seriousness of the pandemic (eg, official data on COVID-19 was not being published) [68] may be worsening the consequences of COVID-19 in Brazil, including repercussions concerning the mental health of essential workers. These workers may be seeing a high number of casualties, and working under intense fear and feelings of impotence, which may be related to the higher odds for anxiety and depression observed in our study.

Self-reported unhealthy lifestyle behaviors during confinement were associated with an increased likelihood of presenting a positive screening for both anxiety and depression in our study. Several studies have assessed psychological distress in HCWs during COVID-19, but its association with lifestyle remains underresearched. To our knowledge, the present study is the first web survey designed to assess a wide range of lifestyle changes and its relationship with anxiety and depression among essential workers during the pandemic. Among HCWs from New York, where almost half screened positive for depression, and one third for anxiety [30], physical activity/exercise was the most commonly endorsed solution to cope with COVID-19–related psychological distress, but its relationship with anxiety and depression was not explored. Our results are consistent with those pertaining to the general population and clinical studies. For instance, in Australia, adults who reported negative changes in physical activity, sleep, smoking, and alcohol intake after the onset of COVID-19 were more likely to have higher rates of depression, anxiety, and stress symptoms [69]. In the same way, individuals with anxiety and depression have shown higher ratios of unhealthy lifestyle habits, including poor diet quality, impaired sleep, reduced physical activity, smoking, and substance and/or alcohol misuse [39]. Based on the present results, the relationship between anxiety/depression and lifestyle as a multidimensional construct applies also to essential workers during the COVID-19 pandemic.

Our findings regarding sleep changes are also in accordance with a meta-analysis that showed that about 50% of HCWs have poor sleep quality in general (ie, during nonpandemic times) [36]. Subjective sleep quality, defined by the satisfaction with one’s overall sleep experience, may worsen among frontline HCWs treating patients with COVID-19 [42]. The present study expands the association between changes in sleep and anxiety/depression to a wider group of essential workers. This concurs with evidence supporting a bidirectional relationship between sleep disturbances and anxiety/depression [70]. Moreover, a reduced quality of sleep was associated with higher levels of depressive and anxiety symptoms during the COVID-19 lockdown in Italy [71].

Our results are in accordance with most of the literature: women and youth [17,31,32,72], frontline workers [31,33,34], a diagnosis of or treatment for mental health disorders in the past 12 months, and self-rated poor health [17] all increased the likelihood of depression and anxiety. Mental health disorders are associated with higher mortality rates and shorter life expectancies [73]. Our results, which support that of The Lancet Commission on Global Mental Health and Sustainable Development [74], showed the importance of social and environmental factors in mental health and highlighted the additional challenges experienced by populations living in countries with higher rates of inequality.

Consistent with other web surveys, where the population is recruited through social networks, our sample is not probabilistic and may therefore not represent the entire population of essential workers from Brazil and Spain [75]. Additionally, in 2018, 67% of Brazilian households had internet access (48% among the lower economic strata) [76] compared to 86.4% in Spain [77]. Although this difference may not have contributed to the different prevalence found between the countries (as we may have surveyed individuals with age, income, and schooling more similar to the Spanish population), we may be overrepresenting the highest socioeconomic strata in Brazil. Women were also overrepresented in both countries, as in many other web surveys conducted during the COVID-19 pandemic [18,23,32,34,72]. Due to the length of the original questionnaire, we did not include questions regarding gender and ethnicity/race, which may be associated with higher vulnerability to COVID-19 [65] and mental health outcomes. Additionally, we did not ask about the specific profession of essential workers and were not able to assess which professional groups were more vulnerable to mental health problems. In the United States [78], over 75% of Americans were estimated to work in occupations (including health care, manufacturing, retail, and food services) that are challenging to do from home. It was suggested that those workers may receive low wages and be subjected to stress due to the lower income and job insecurity, which could result in a large burden of mental health disorders.

One important strength of our survey was to disseminate reliable information on COVID-19 and strategies to maintain a healthy lifestyle. Considering the massive amount of information available, including fake news, and all the technology available for creating and disseminating online surveys, we believe that researchers can contribute to society by providing valuable information to respondents while obtaining data. Studies addressing participants’ opinions and effectiveness, when appropriate, on this information should be considered in the future.

Finally, our results provide additional support for The Lancet COVID-19 Commission [79], and are in accordance with Vigo et al [80], showing that countries with higher rates of inequality may be facing an important mental health burden in the forthcoming months.
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Abstract

Background: Wearable sensors have been used successfully to characterize bradykinetic gait in patients with Parkinson disease (PD), but most studies to date have been conducted in highly controlled laboratory environments.

Objective: This paper aims to assess whether sensor-based analysis of real-life gait can be used to objectively and remotely monitor motor fluctuations in PD.

Methods: The Parkinson@Home validation study provides a new reference data set for the development of digital biomarkers to monitor persons with PD in daily life. Specifically, a group of 25 patients with PD with motor fluctuations and 25 age-matched controls performed unscripted daily activities in and around their homes for at least one hour while being recorded on video. Patients with PD did this twice: once after overnight withdrawal of dopaminergic medication and again 1 hour after medication intake. Participants wore sensors on both wrists and ankles, on the lower back, and in the front pants pocket, capturing movement and contextual data. Gait segments of 25 seconds were extracted from accelerometer signals based on manual video annotations. The power spectral density of each segment and device was estimated using Welch’s method, from which the total power in the 0.5- to 10-Hz band, width of the dominant frequency, and cadence were derived. The ability to discriminate between before and after medication intake and between patients with PD and controls was evaluated using leave-one-subject-out nested cross-validation.

Results: From 18 patients with PD (11 men; median age 65 years) and 24 controls (13 men; median age 68 years), ≥10 gait segments were available. Using logistic LASSO (least absolute shrinkage and selection operator) regression, we classified whether the unscripted gait segments occurred before or after medication intake, with mean area under the receiver operating curves (AUCs) varying between 0.70 (ankle of least affected side, 95\% CI 0.60-0.81) and 0.82 (ankle of most affected side, 95\% CI 0.72-0.92) across sensor locations. Combining all sensor locations did not significantly improve classification (AUC 0.84, 95\% CI 0.75-0.93). Of all signal properties, the total power in the 0.5- to 10-Hz band was most responsive to dopaminergic medication. Discriminating between patients with PD and controls was generally more difficult (AUC of all sensor locations combined: 0.76, 95\% CI...
The video recordings revealed that the positioning of the hands during real-life gait had a substantial impact on the power spectral density of both the wrist and pants pocket sensor.

**Conclusions:** We present a new video-referenced data set that includes unscripted activities in and around the participants’ homes. Using this data set, we show the feasibility of using sensor-based analysis of real-life gait to monitor motor fluctuations with a single sensor location. Future work may assess the value of contextual sensors to control for real-world confounders.

(J Med Internet Res 2020;22(10):e19068) doi:10.2196/19068
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**Introduction**

**Background**

The core treatment of patients with Parkinson disease (PD) is symptomatic and consists of dopamine replacement therapy. Although motor symptoms such as bradykinesia and rigidity can be well controlled in early disease stages, most patients experience motor fluctuations in symptom severity after a few years of treatment with levodopa [1]. The pattern of these motor fluctuations varies between patients and may include wearing off, unpredictable off phases, peak-dose dyskinesias, and diphasic dyskinesias. Therefore, optimal management of motor fluctuations requires a highly personalized approach. The current evaluation of motor fluctuations involves paper diaries, such as the Hauser diary, which are burdensome to complete and which demonstrate reduced compliance when used for more than three days [2]. Moreover, patients are not always able to accurately recognize their own symptoms (eg, dyskinesia is often confused with tremor and vice versa). A more objective and unobtrusive way to assess motor fluctuations over longer periods of time in daily life could shed light on the real-world presentation of PD and benefit both individual patient care and follow-up in clinical trials.

Wearable movement sensors could potentially address this need. It is important to distinguish between active monitoring (ie, the analysis of specific tasks, such as the timed up and go [TUG] test [3]) and passive monitoring (ie, the analysis of natural behavior of daily living). Although active monitoring has received by far the most attention [4,5], this approach is susceptible to attrition in patient compliance [6]. By contrast, excellent long-term compliance can be achieved when patients are only asked to wear an unobtrusive sensor, such as a smartwatch, as they go about their daily activities [7]. Passive monitoring can also provide more continuous insights into symptom fluctuations throughout the day. However, these benefits come at a cost: it is challenging to develop algorithms that can cope with the large variation in signals encountered in daily life, of which only a small proportion may be explained by PD-related impairments. Since obtaining accurate labels in daily life environments is difficult and costly, most of the currently available reference data sets have been collected in the lab and involved patients performing a standardized set of tasks and activities. Algorithms trained on these data sets are unlikely to perform well in real-life settings [8]. Some studies have simulated a home environment in the lab and included unscripted behavior [9,10]. Although this is more realistic, all data are still collected in the same environment, so the expected variation in activities and symptom severity is much reduced compared with real life. Consequently, the real-life performance of new sensor-based methods to assess motor fluctuations remains largely unknown.

Another challenge is finding the best strategy to derive meaningful and interpretable outcome measures from daily life sensor data. One approach is to detect and quantify a specific behavior that probes the presence of PD symptoms. Gait is a promising candidate in this regard for three reasons. First, gait is highly stereotypic, allowing for accurate detection in daily life signals. Second, gait becomes abnormal even in very early stages of the disease, likely already in the prodromal phase [11], and gait impairments worsen as the disease progresses [12,13]. Recording and analyzing gait is therefore useful across a wide spectrum of disease severities. Third, even among patients with PD without freezing of gait, the gait pattern changes in response to dopaminergic medication. Specifically, the step length and arm swing are reduced in the off state, which is known as bradykinetic gait [14,15]. However, these findings are based on data collected during standardized tasks (typically the TUG test) in highly controlled laboratory environments. It is not self-evident that these effects directly translate to daily life [16]. Various behavioral and environmental factors may influence gait in daily life. In addition, patients with PD show different gait patterns when they are aware that they are being evaluated (partially a Hawthorne effect and partially the phenomenon of *kinesia paradoxa*), the sudden transient ability of patients with PD to perform a task due to increased alertness or arousal) [17,18]. Indeed, gait patterns as measured in the lab and in real life (using accelerometry) are only weakly correlated [19,20].

Empirical evidence that underlines the value of analyzing real-life gait in PD is emerging. This approach may discriminate better than lab-based gait analysis between patients with PD and controls [19]. Similarly, real-life gait variability, derived from an accelerometer worn on the lower back, may predict the time to first fall better than various in-lab measurements, including gait speed in the off state [21]. In addition, a pilot study showed that at-home gait speed, measured using a radio wave–based monitor, correlates with PD severity [22]. However, studies that have examined how on-off changes are reflected in real-life gait patterns are scarce. Moore et al [23] suggested that step length derived from an ankle sensor could be used to monitor on-off changes in real life but illustrated this in only one patient. Sama et al [24] proposed that the energy in the 0- to 10-Hz frequency band during gait, obtained using a
waist-worn sensor, could predict the patient’s motor state. When tested in daily life, the algorithm’s predictions demonstrated high agreement with on-off diaries completed by the patients [25]. We conclude that analyzing real-life gait to monitor motor fluctuations has thus far shown promising results, but developments remain in the early stages. This is reflected by the lack of consensus on the best sensor location [26]. The field would benefit from an objective comparison of commonly used sensor locations on labelled data collected in the patients’ home environments.

**Study Objective**

In the Parkinson@Home validation study, we collected data from multiple wearable sensors during unscripted activities in and around the participants’ homes and recorded the activities on video. The objective of this publication is twofold. First, we aim to describe this new reference data set, which will be made available to the research community in collaboration with the Michael J Fox Foundation. Second, using this data set, we aim to assess whether real-life gait analysis can be used to obtain a digital biomarker for motor fluctuations in PD. Specifically, we will assess how well various sensor locations can discriminate between gait performance before and after intake of dopaminergic medication and explore which factors complicate gait analysis in daily life.

**Methods**

**Study Sample**

We included a group of 25 patients with PD and 25 age-matched participants without PD (controls). Patients were recruited using various strategies, including advertisements in the Dutch Parkinson Patient Association’s magazine and on social media, visits to support groups, and through physiotherapists specialized in the treatment of PD. Controls were recruited from partners and acquaintances of the participating patients and by advertisements on social media. The inclusion criteria were (1) aged ≥30 years, (2) in possession of a smartphone running on Android 4.4 or higher, and (3) living within travelling distance from the study center. Additional inclusion criteria for the PD group were (1) Parkinson disease diagnosed by a neurologist, (2) currently using levodopa and/or a dopamine agonist, (3) experiencing at least slight motor fluctuations (Movement Disorders Society Unified Parkinson’s Disease Rating Scale [MDS-UPDRS] part IV item 4.3 ≥1), and (4) experiencing at least some Parkinson-related gait impairments (MDS-UPDRS part II item 2.12 ≥1 and/or item 2.13 ≥1). The exclusion criteria were (1) any type of advanced treatment (deep brain stimulation or intestinal levodopa or apomorphine infusion) and (2) psychiatric or cognitive impairments that may hinder successful completion of the study protocol (based on judgement of the assessor running the recruitment). We did not exclude patients with PD or controls who used assistive devices or reported other medical problems affecting their movements. We refer to **Multimedia Appendix 1** for a flow diagram of the inclusion procedure.

**Data Collection Procedure**

Data were collected during single visits to the participants’ homes from July 2017 to July 2018. A visit consisted of 2 parts: an unscripted free-living part and a standardized clinical assessment. In the PD group, both parts were conducted twice during the same visit, once in the morning after overnight withdrawal of dopaminergic medication (premedication) and once after intake of the patient’s prescribed dopaminergic medication (postmedication).

During the free-living part, the assessors encouraged the participants to perform habitual activities in and around their house for at least one hour. In order to capture natural behavior, there was no script for this part of the visit. Instead, the assessors used a checklist to ensure that essential behaviors were captured, such as doing normal morning routines, preparing and having breakfast, walking indoors, walking in the neighborhood, walking up and down the stairs, sitting down, standing up, and doing some household chores. It should be noted that the participants’ normal routines were leading; for example, if participants hardly did any household chores themselves, we did not ask them to do so during the visit.

The clinical assessments were also conducted in the participants’ homes and included the TUG test, the Abnormal Involuntary Movement Scale, and the complete MDS-UPDRS, except for the self-reported items of part I and II, which were completed through an online survey after the visit. In the PD group, the clinical assessments were performed before and after medication intake, except for part I (assessor-rated items) and part IV of the MDS-UPDRS, which were only performed after medication intake. In addition, both the patient and the assessor scored the disease state (as off, on without dyskinesia, or on with dyskinesia) for every 30-minute epoch after medication intake. All assessments were conducted by a single assessor who had received appropriate prior training. **Multimedia Appendix 1** provides an overview of the events during the home visits.

During the full duration of the visit, participants wore lightweight sensors on both wrists, both ankles, the lower back, and in the front pants pocket, containing movement, contextual, and physiological sensors (Table 1). Except for the smartphone, all devices were attached using adjustable straps. In addition, the entire visits were recorded on video using a handheld high-definition video recorder by one of the assessors following the participant. To put the patient at ease and make the setting more naturalistic, the other assessor helped to comfort the patient and shift the focus from being recorded to performing habitual activities together. To allow for time synchronization between all sensors and the video recordings, all devices were triggered (hit simultaneously against the table 10 times) in front of the camera at the beginning and end of the recordings.
Table 1. Overview of the wearable sensors used during the study visits.

<table>
<thead>
<tr>
<th>Device</th>
<th>Locations</th>
<th>Collected sensor data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gait Up Physilog (^a)</td>
<td>Both ankles, both wrists, lower back (strap around waist)</td>
<td>Accelerometer, gyroscope, magnetometer, barometer</td>
</tr>
<tr>
<td>Android Wear smartwatch(^b)</td>
<td>Wrist (PD(^e) group: self-reported most affected side; control group: most comfortable side)</td>
<td>Accelerometer, gyroscope, barometer, light</td>
</tr>
<tr>
<td>Android smartphone(^d)</td>
<td>Pants pocket (same side as Android Wear smartwatch)</td>
<td>Accelerometer, magnetometer, light, proximity, GPS, Wi-Fi, and cellular networks</td>
</tr>
<tr>
<td>Empatica E4(^e)</td>
<td>Wrist (opposite wrist to Android Wear smartwatch)</td>
<td>GSR(^f), PPG(^g), skin temperature, accelerometer</td>
</tr>
</tbody>
</table>

\(^a\)Gait Up SA.
\(^b\)Motorola Moto 360 Sport (Motorola Inc) with custom application collecting raw sensor data.
\(^c\)PD: Parkinson disease.
\(^d\)Various models with the HopkinsPD app collecting raw sensor data.
\(^e\)Empatica Inc.
\(^f\)GSR: galvanic skin response.
\(^g\)PPG: photoplethysmogram.

After the home visits, all participants continued to use a subset of the sensors (smartphone and smartwatch) for 2 weeks and completed symptom diaries as reference. As this part of the data set is not used in the current analyses, we refer to Multimedia Appendix 1 for a detailed description of the corresponding protocol.

The study protocol was approved by the local medical ethics committee (Commissie Mensgebonden Onderzoek, region Arnhem-Nijmegen, file number 2016-1776). All participants received verbal and written information about the study protocol and signed a consent form prior to participation, in line with the Declaration of Helsinki.

Data Availability
The full data set as described in the “Methods” section, with the exception of the raw video recordings and absolute GPS coordinates, will be made available to the worldwide research community in collaboration with the Michael J Fox Foundation. To protect participant privacy, manual annotations are available from the video recordings, and the GPS data will be deidentified before sharing. A subset of the data is being used in the international Biomarker and Endpoint Assessment to Track Parkinson’s Disease (BEAT-PD) Challenge [27]. The full curated and deidentified data set will be released when this data challenge is completed. The specific data and analysis scripts that support the findings of this study are available from the corresponding author upon reasonable request.

Data Processing
Video Annotations
To provide ground truth labels for algorithm development and validation, the video recordings were annotated by trained research assistants for (1) the protocol structure (ie, when the clinical assessments and free-living parts were performed), (2) the occurrence of general behaviors during the free-living parts (such as standing, walking, and sitting), and (3) the presence and severity of tremor and the presence and manifestations of freezing of gait during the free-living parts. Annotations from the last category were checked by a physician with experience in movement disorders. In addition, those items of the MDS-UPDRS part III that can be evaluated from video were assessed by a second, independent rater (physician with experience in movement disorders). The annotations were created using ELAN (The Language Archive), an open source program for creating annotations in video recordings [28]. For a detailed description of the video annotation protocol, we refer to Multimedia Appendix 1.

Sensor Data Preprocessing
In the current analysis, we used the triaxial accelerometer data (in m/s\(^2\)) from all Physilog devices and the smartphone worn in the pants pocket. First, data were interpolated to a uniform sample rate of 120 Hz using piecewise cubic interpolation. Next, the effects of gravity were removed by applying an \(\ell_1\) trend filter to each of the 3 axes separately (MATLAB implementation by Kim et al [29]). For each device, we used the 3 resulting dynamic acceleration signals, \(a_x\), \(a_y\), and \(a_z\), to compute the magnitude of dynamic acceleration (ie, the square root of \(a_x^2 + a_y^2 + a_z^2\)).

Frequency Analysis of Gait Segments
Various approaches have been used to quantify the gait pattern in patients with PD using accelerometer data. Some studies rely on the detection of the initial and final contact of the feet, from which temporal gait features such as the step and swing time can be derived [30]. Based on the exact sensor positioning and some assumptions derived from the biomechanics of gait, location-specific algorithms can be used to estimate spatial gait features. For example, having identified the initial and final contact, one can use the inverted pendulum model to estimate the step length using a sensor on the lower back [31]. Although this approach produces outcome measures that directly relate to the way gait is evaluated by clinicians, its location dependency complicates the comparison of different sensor locations. Additionally, detecting the initial and final contact is more challenging in real-life circumstances [32]. Other studies analyze the periodicity of the accelerometer signal during gait based on the power spectral density (PSD) or autocorrelation.
The video annotations were used to locate periods of gait (defined as five or more consecutive steps) during the free-living parts. From these, we extracted nonoverlapping gait segments of equal length (3000 samples, corresponding to 25 seconds). This length was selected because prior research showed that using shorter free-living gait segments discriminated less well between patients with PD and controls [19] and in order to achieve sufficient resolution in the frequency domain. To be included in the analyses, participants needed to have at least 10 gait segments of 25 seconds. In addition, patients were required to have at least 5 segments before and 5 segments after medication intake. The PSD of each gait segment and sensor location was estimated using Welch’s method [34] (with, per segment, Hamming windows of 1024 samples with approximately 50% overlap). From each of the 6 sensor locations, we extracted 4 different signal properties, resulting in 24 features. We computed the total power in the 0.5- to 10-Hz interval, which captures practically all contributions from human gait [35]. In addition, we extracted the frequency, height, and width (at half the height) of the dominant peak in the PSD. The frequency of the dominant peak was used to derive the participants’ cadence (the method is described in Multimedia Appendix 1).

Evaluation

For the main objective of this study, we compared real-life gait segments before and after medication intake. Since we expected that the relative differences within subjects are most relevant in this context, we normalized each feature using z-scores based on each patient’s mean and standard deviation. In addition, we compared gait segments between patients with PD and controls. For these analyses, we rescaled each feature using its between-subject standard deviation in order to aid the comparison of effect sizes between features and to obtain a common scale for regularization (see “Classification”).

Individual Features

First, we examined the effect of medication intake on the individual features. To deal with the varying number of gait segments between participants, we used linear mixed effect models with the normalized features as dependent variables. For each feature, we estimated a fixed effect of the timing of the gait segment (premedication/postmedication) and random intercepts and slopes per patient. We used separate linear mixed effect models to estimate fixed effects of the group (patients with PD premedication, postmedication, or controls) and random intercepts per participant. Because we aim to show the magnitude and spread of the individual fixed effects rather than testing overarching hypotheses based on multiple comparisons, we report the unadjusted 95% confidence intervals of the estimated effects, as recommended by Gelman et al [36].

Classification

Next, we evaluated whether combinations of features could be used to predict whether a gait segment occurred before or after medication intake. For this, we used logistic LASSO (least absolute shrinkage and selection operator) regression with uniform prior class probabilities. To account for the varying number of gait segments per patient, we weighted each gait segment by the inverse of the number of gait segments per patient. We evaluated the performance using leave-one-subject-out nested cross-validation (CV), with the LASSO regularization hyperparameter being selected in the inner CV loops. The main performance measure was the mean area under the receiver operator curve (AUC). In addition, we evaluated the performance of logistic LASSO regression to predict whether a gait segment was from a patient with PD (premedication) or control. We used nested cross-validation for this as well, leaving 1 patient and 1 control out in each fold. To avoid information leakage, normalization was performed separately for each fold using only training data.

For both problems, we trained one classifier for each sensor location and one for all sensor locations combined. To prevent the patient with PD or control classifiers from learning the differences between the dominant and nondominant side, we ensured that the proportion of participants with measurements from the dominant side was always equal in the PD and control group. We tested whether the AUCs of the individual sensor locations were lower than the AUC of all sensor locations combined using the Wilcoxon matched pairs signed rank test ($P < .05$ considered statistically significant). The results of the individual comparisons were then used to test the overarching null hypothesis that using all sensor locations combined is superior to using any of the single sensor locations (we rejected this hypothesis if three or more individual comparisons were nonsignificant, which corresponds to a significance level of approximately 0.01; for the calculation, see Multimedia Appendix 1).

Using the trained classifiers of the sensor location with the highest AUC, we constructed continuous scores that could serve as digital biomarkers for the response to medication intake (premedication/postmedication classifier) and PD gait impairment severity (PD/control classifier). For this, we used the classifiers’ decision values (linear combinations of feature values), which, in the case of logistic regression, correspond to the logarithm of the odds (logit) of the posterior class probabilities. We then examined their correlation with relevant clinical measures (Spearman ρ). Specifically, using the “best” classifier for predicting premedication and postmedication in the PD group, the patients’ mean changes in decision values after medication intake (corresponding to the patients’ mean log odds ratio) were correlated to the changes in the TUG score and the subtotal of the items related to mobility of the MDS-UPDRS part III (items 3.9, 3.10, 3.11, 3.12, and 3.13). Using the same sensor location’s classifier for predicting patient with PD or control, the patients’ mean decision values were correlated to the absolute TUG score, time since diagnosis, and the subtotal of the MDS-UPDRS part III mobility items. All analyses were performed in MATLAB 2018a (MathWorks).

Qualitative Evaluation

To explore which factors unrelated to PD may disturb gait analysis in real-world settings, we inspected individual patients and sensor locations in which the classifier performed worse than random classification in predicting premedication and
postmedication (AUC <0.5). This was done by visually identifying change points in the PSDs and evaluating the corresponding video recordings for potential explanations. If an identified factor was also present in the video recordings of another patient, we evaluated whether it had a similar impact on the PSD (regardless of the patient’s AUC).

Results

Participant Characteristics

A minimum of 10 gait segments of 25 seconds were available in 18 patients with PD (median 46.5 segments, range 14-95) and 24 controls (median 31 segments, range 11-61). These participants’ demographic and clinical characteristics are presented in Table 2. Reasons for collecting an insufficient number of gait segments included rainy weather (n=4), a desire not to be filmed in the neighborhood (n=1), use of a wheelchair for longer distances (n=1), fatigue (n=1), and technical problems with the video recordings (n=1). The included patients did not differ substantially from the excluded patients in terms of disease severity (Multimedia Appendix 1). In 9 participants, there were technical problems with the sensor worn on the lower back. Therefore, we excluded this sensor location from the analyses combining multiple sensor locations (we refer to the Multimedia Appendix 1 for the results of the 33 patients for whom the lower back sensor data were available). In addition, technical problems caused data loss for 1 ankle sensor in 1 participant; this participant (control) was excluded from the analyses combining multiple sensor locations. The distribution of the length of the analyzed gait segments was similar among patients with PD (premedication and postmedication) and controls (Multimedia Appendix 1). The experiences of participants during the home visit collected by the online exit survey are included in Multimedia Appendix 1.
Table 2. Demographics and clinical characteristics of patients included in the analyses.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Patients with PD (^a) (n=18)</th>
<th>Controls (n=24)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>65.0 (60.5-69.0)</td>
<td>67.5 (55.0-70.0)</td>
</tr>
<tr>
<td>Gender (men), n (%)</td>
<td>11 (61)</td>
<td>13 (54)</td>
</tr>
<tr>
<td><strong>Most affected side(^b) and hand dominance, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Most affected=dominant</td>
<td>8 (44)</td>
<td>N/A (^c)</td>
</tr>
<tr>
<td>Most affected=nondominant</td>
<td>8 (44)</td>
<td>N/A</td>
</tr>
<tr>
<td>Mixed handedness</td>
<td>2 (11)</td>
<td>N/A</td>
</tr>
<tr>
<td>Time since diagnosis of PD (years), median (IQR)</td>
<td>6.5 (4.8-10.3)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Use of dopaminergic medication, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Levodopa only</td>
<td>6 (33)</td>
<td>N/A</td>
</tr>
<tr>
<td>Levodopa and dopamine agonist</td>
<td>10 (55)</td>
<td>N/A</td>
</tr>
<tr>
<td>Levodopa and MAO-B(^d) inhibitor</td>
<td>1 (6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Levodopa, dopamine agonist, and MAO-B inhibitor</td>
<td>1 (6)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Hoehn &amp; Yahr stage, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stage 1</td>
<td>1 (6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Stage 2</td>
<td>13 (72)</td>
<td>N/A</td>
</tr>
<tr>
<td>Stage 3</td>
<td>4 (22)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>MDS-UPDRS(^e) (scores on subscales), median (IQR)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Part I (scale range: 0 to 52)</td>
<td>9.5 (7.8-15.0)</td>
<td>3.0 (0.3-4.0)</td>
</tr>
<tr>
<td>Part II (scale range: 0 to 52)</td>
<td>11.0 (8.5-15.3)</td>
<td>0.0 (0.0-0.0)(^f)</td>
</tr>
<tr>
<td>Part III (off state) (scale range: 0 to 132)</td>
<td>41.5 (31.5-57.8)</td>
<td>6.5 (4.3-11.0)</td>
</tr>
<tr>
<td>Part III (on state) (scale range: 0 to 132)</td>
<td>28.0 (18.5-38.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Part IV(^g) (scale range: 0 to 24)</td>
<td>6.0 (4.5-9.3)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>AIMS(^h) (scale range: 0 to 40), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>13 (72)</td>
<td>20 (83)</td>
</tr>
<tr>
<td>1-3</td>
<td>2 (11)</td>
<td>3 (13)</td>
</tr>
<tr>
<td>&gt;3</td>
<td>3 (17)</td>
<td>1 (4)(^i)</td>
</tr>
<tr>
<td><strong>TUG(^j) (median of 4 trials, in seconds), median (IQR)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Off state</td>
<td>12.0 (11.3-13.7)</td>
<td>10.0 (9.3-10.8)</td>
</tr>
<tr>
<td>On state</td>
<td>11.4 (9.7-12.4)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Falls in last 12 months, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>10 (56)</td>
<td>20 (83)</td>
</tr>
<tr>
<td>1-2</td>
<td>8 (44)</td>
<td>4 (17)</td>
</tr>
<tr>
<td><strong>Freezing episodes in last month, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>13 (72)</td>
<td>N/A</td>
</tr>
<tr>
<td>1 or more</td>
<td>5 (28)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)PD: Parkinson disease.

\(^b\)Most affected side: side where the PD symptoms are most severe, as reported by the patients.

\(^c\)N/A: not applicable.

\(^d\)MAO-B: monamine oxidase B.

\(^e\)MDS-UPDRS: Movement Disorders Society Unified Parkinson’s Disease Rating Scale.

\(^f\)1 missing value.
Specific to PD: side effects of dopaminergic medication.

AIMS: Abnormal Involuntary Movement Scale.

This participant demonstrated facial synkinesis during the assessment.

TUG: timed up and go test.

Comparison of Before and After Medication Intake

Figure 1 shows all individual changes in the signal properties after medication intake. For illustration, Figure 2 displays the power spectral density of one of the patients who demonstrated a clear response to medication intake (PD_14). At the group level, the total power and height of the dominant peak increased in all sensor locations after medication intake, whereas the width of the dominant peak did not change significantly in any sensor location (Figure 3). Cadence increased in some patients but markedly decreased in others, resulting in a nonsignificant change at the group level for all sensor locations (Figure 3). Because of the high correlation between changes in the height of the dominant peak and total power (mean Pearson $r$ of 0.80) and the clearer response of the latter across the sensor locations, the height was not included in subsequent analyses.

Figure 1. Changes in the 4 signal properties after medication intake, expressed in $z$ scores (color bar). The x-axis displays the various sensor locations; the y-axis shows all individual patients (sorted on the values of the ankle sensor of the most affected side). The figure highlights that the total power and height of the dominant peak increase after medication intake in most patients (with considerable variation between sensor locations), the cadence increases in some but decreases in others (with high agreement between sensor locations), and the width of the dominant peak does not change considerably. Grey areas indicate missing data. la: least affected; ma: most affected; PD: Parkinson disease.
Figure 2. Visualization of the PSD of one of the patients who shows a clear response after medication intake (PD_14). X-axis: nth gait segment of 25 seconds (the white line indicates intake of dopaminergic medication). Y-axis: frequency (Hertz). Color bar: PSD in (m/s²)/Hz. PD: Parkinson disease; PSD: power spectral density.

Figure 4 displays the receiver operator curves (ROCs) of the logistic classifiers trained using the various sensor locations and signal properties. The mean AUC for all sensor locations and signal properties combined was 0.84 (95% CI 0.75-0.93). The mean AUCs of the ankle of the most affected side (0.82, 95% CI 0.72-0.92), the wrist of the most affected side (0.76, 95% CI 0.66-0.87), and the wrist of the least affected side (0.79, 95% CI 0.69-0.88) were not significantly worse than using all sensor locations combined. Based on this, we reject the overarching hypothesis that using all sensor locations combined is superior to using any of the single sensor locations. Of the signal properties, the total power was most informative to discriminate between before and after medication intake, with a mean AUC of 0.80 (95% CI 0.69-0.91). The mean AUC of the width of the dominant peak (0.51, 95% CI 0.45-0.58) and cadence (0.55, 95% CI 0.43-0.66) were by themselves not significantly different from 0.5 (random classifier), although the width of the dominant peak resulted in a modest (but statistically significant) improvement in AUC when combined with the total power (Figure 4). The AUC and balanced accuracy (based on an equal class prior) of all locations and signal properties are presented in Table 3. Multimedia Appendix 1 includes a sensitivity analysis on the effects of the choice of per-subject normalization.

Both the TUG (–1.51, 95% CI –2.29 to –0.73) and the subtotal of the MDS-UPDRS part III mobility items (–1.31, 95% CI –2.13 to –0.48) decreased after medication intake. However, the patients’ mean changes in decision values, obtained from the classifier based on the ankle sensor of the most affected side, did not correlate with changes in the TUG ($\rho$=–0.02, 95% CI –0.49 to 0.45), nor with changes in the subtotal of the MDS-UPDRS part III mobility items ($\rho$=0.11, 95% CI –0.38 to 0.45).

Based on the video recordings, freezing of gait (FOG) was observed in 2 patients (PD_1 and PD_4). However, no FOG episodes occurred during any of the gait segments of at least 25 seconds, so FOG is not expected to have influenced the observed changes.
Figure 3. Top: changes after medication intake on a group level (mean and 95% CI). Middle: differences between patients with PD (premedication) and controls (mean and 95% CI, positive means higher in patients). Bottom: differences between patients with PD (postmedication) and controls (mean and 95% CI, positive means higher in patients). All estimates are based on linear mixed effects models for each sensor location and signal property. PD: Parkinson disease.
Figure 4. Receiver operating characteristic curves of the logistic classifiers, averaged over the cross-validation folds. Top half: premedication and postmedication classification. Bottom half: patients and controls classification. Left half: comparison between different sensor locations. Right half: comparison between different signal properties, based on all sensor locations combined.
Table 3. Performance of the logistic classifiers (mean, SE 1.96 over the cross-validation folds). Accuracies are based on the optimal classifier for each fold with equal misclassification costs and equal class prior (also referred to as balanced accuracy).

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Premedication/postmedication, mean (95% CI)</th>
<th>Patients with PDa (premedication) versus controls, mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUCb</td>
<td>Accuracy</td>
</tr>
<tr>
<td>All</td>
<td>0.84 (0.75-0.93)</td>
<td>0.79 (0.71-0.87)</td>
</tr>
<tr>
<td><strong>Sensor locations</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pants pocket</td>
<td>0.78 (0.67-0.89)</td>
<td>0.75 (0.67-0.83)</td>
</tr>
<tr>
<td>Ankle (most affected)</td>
<td>0.82 (0.72-0.92)</td>
<td>0.77 (0.71-0.84)</td>
</tr>
<tr>
<td>Wrist (most affected)</td>
<td>0.76 (0.66-0.87)</td>
<td>0.72 (0.64-0.81)</td>
</tr>
<tr>
<td>Ankle (least affected)</td>
<td>0.70 (0.60-0.81)</td>
<td>0.68 (0.60-0.76)</td>
</tr>
<tr>
<td>Wrist (least affected)</td>
<td>0.79 (0.69-0.88)</td>
<td>0.74 (0.67-0.81)</td>
</tr>
<tr>
<td><strong>Signal properties</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total power in 0.5-10 Hz</td>
<td>0.80 (0.69-0.91)</td>
<td>0.77 (0.70-0.85)</td>
</tr>
<tr>
<td>Cadence</td>
<td>0.55 (0.43-0.66)</td>
<td>0.52 (0.44-0.60)</td>
</tr>
<tr>
<td>Width of dominant peak</td>
<td>0.51 (0.45-0.58)</td>
<td>0.50 (0.45-0.55)</td>
</tr>
<tr>
<td>Total power and width</td>
<td>0.83 (0.73-0.93)</td>
<td>0.78 (0.71-0.85)</td>
</tr>
</tbody>
</table>

aPD: Parkinson disease.
bAUC: area under the receiver operator curve.

Comparison of Patients and Controls
The width of the dominant peak differed between patients and controls in most sensor locations, both premedication and postmedication (Figure 3). Interestingly, the PD patients’ width was elevated in the ankle, pants, and lower back sensors but lowered in the wrist of the most affected side. The estimated cadence did not differ between patients (pre- and postmedication) and controls, regardless of the sensor location used. The total power and height of the dominant peak were lower in patients with PD (premedication) compared with controls in most sensor locations, but this difference was not present after medication intake, with the exception of the wrist of the least affected side, which showed elevated values after medication intake and no differences before medication intake. The ROCs for the various sensor locations and signal properties (Figure 4) show that it was generally more difficult to discriminate between the gait of patients with PD and controls than between before and after medication intake within patients with PD. The AUC and balanced accuracy of all locations and signal properties are presented in Table 3.

The patients’ decision values obtained by the classifier based on the ankle of the most affected side demonstrated low to moderate correlations with the time since diagnosis ($\rho=0.55$, 95% CI 0.11 to 0.78), the absolute subtotal of the MDS-UPDRS part III mobility items ($\rho=0.41$, 95% CI –0.07 to 0.81), and the absolute TUG score ($\rho=0.33$, 95% CI –0.16 to 0.69).

Impact of Real-world Factors
We observed considerable variation in the premedication and postmedication classification performance (AUC) between individual patients (Multimedia Appendix 1). This may be partly explained by variation in the strength of the response to dopaminergic medication. In addition, real-world factors unrelated to PD may negatively impact the classification performance in uncontrolled settings. By inspecting the video recordings and PSDs, we identified various factors that may have influenced the PSD of devices worn on the wrist and in the pants pocket.

Wrist-Worn Devices
For the wrist-worn devices, the positioning of the hands (eg, in or out of the pocket of the pants or jacket) appeared to have a significant impact on the PSD during gait. To explore this, we evaluated the video recordings and PSDs of all patients (n=5) who changed the position of their hands within either the premedication or postmedication free-living part (to be able to rule out that the observed difference was caused by the effects of medication). In all 5 patients, we found an association in time between changes in the position of the hands and changes in the PSD (examples are shown in Figure 5). One patient (PD_9) changed the position of his hands from the pants pocket to the pocket of his jacket, which was associated with changes in the PSD. In the other 4 patients, the nature of the changes in the PSD was associated with the amplitude of the arm swing; in one patient with a pronounced arm swing (based on the video recordings), the total power clearly increased when removing the hand from the pocket (PD_10). In 3 patients with a reduced arm swing, the contribution from the harmonic frequency components changed without an increase or even with a decrease in the total power (PD_3, PD_11, and PD_18).
Figure 5. Visualization of the PSD of the devices worn on the wrist (most affected side) and in the pants pocket of 6 illustrative patients. x-axis: nth gait segment of 25 seconds (the white line indicates intake of dopaminergic medication). y-axis: frequency (hertz). Color bar: PSD in (m/s²²)/Hz. PD_9: blue line with arrow indicates when patient moved his hand from his pants pocket to the pocket of his jacket (during the premedication part, his hand was in his pants pocket). PD_10: blue line with arrow indicates when patient removed her hand from the pocket of her jacket (during the premedication part, her hand was outside the pocket). PD_18: blue line with arrow indicates when patient put his hand in his pants pocket (during the premedication part, his hand was outside the pocket). PD_4: after medication intake, the patient presented with choreic dyskinesias in both arms and legs, which were most severe on his most affected side. PD_8: before medication intake, the arm swing on his most affected side was practically absent. After medication intake, he showed an arm swing with a small amplitude and started to make occasional gestures. PD_3: before medication intake, the arm swing on his most affected side was practically absent (hand was outside the pocket). After medication intake, first he had his hand in the pocket of his jacket. Blue line with arrow: patient removed his hand from the pocket and demonstrated an arm swing with a small amplitude, and he started to make occasional gestures.
The effect of an (almost) absent arm swing in patients with PD may closely resemble the effect of putting the hand in the pants pocket. This is illustrated by patients PD_3 and PD_8 (Figure 5). Before medication intake, their arm swing was practically absent, while after medication intake, these patients showed an arm swing with a small amplitude and started to make occasional gestures (eg, point at things). Similar to the patients who removed their hands from their pockets and demonstrated a modest arm swing, the contribution from the harmonic frequency components changed without an increase in the total power (Figure 5).

The video recordings provided no explanation for the low performance of the wrist-worn sensor (most affected side) in PD_7 and PD_15.

**Pants Pocket**

The positioning of the hands also appeared to be relevant when using the pants pocket as a sensor location. Two patients removed their hand from the pants pocket containing the smartphone during one of the free-living parts (PD_9 and PD_18). In both patients, this was not only reflected in the PSD of the wrist-worn device, but also in the PSD of the smartphone (Figure 5). Given the observed changes, we hypothesize that the presence of the hands in the pants pocket reduces the total power measured by the smartphone, which might be explained by reduced freedom of movement of the smartphone. There were other patients with low classification performance in the smartphone (PD_10 and PD_15), but the video recordings provided no explanation.

**Discussion**

**Principal Findings**

This work presents a new reference data set for the development of wearable sensor algorithms that can passively monitor persons with Parkinson disease in daily life. The novelty of this data set consists of (1) the inclusion of unscripted daily activities in and around the participants’ own homes in combination with a simultaneous video reference that was later used to annotate specific activities and symptoms, (2) the combination of multiple movement sensors positioned on 6 different body locations and 8 different contextual and physiological sensors (eg, GPS, light, photoplethysmogram), (3) objective monitoring of these everyday activities during both a practically defined off state and a subjective optimal on state, allowing for testing of responsiveness, (4) the addition of a subsequent longitudinal follow-up with a more limited set of sensors on 2 body positions for 2 weeks, and (5) the principle of data sharing, such that this rich and versatile data set will be made openly available to the scientific community.

We have also explored this data set ourselves, with the main aim of assessing whether analysis of free-living gait can be used to obtain a digital biomarker for motor fluctuations in PD. We demonstrated that, despite the natural variation that is inevitably present in unscripted gait, it is feasible to measure the response to dopaminergic medication using simple signal properties derived from the PSD of accelerometer signals. Moreover, we present the first simultaneous evaluation of multiple sensor locations in this context. This is a highly relevant issue in the field of wearable sensors, where much uncertainty exists about the ideal sensor placement to obtain the most sensitive and reliable markers for any specific sign of PD [26]. Our results indicate that the effects of dopaminergic medication on gait can be detected in all tested sensor locations (ie, both ankles, both wrists, the lower back, and the pants pocket). Combining multiple sensor locations did not improve classification significantly, suggesting that 1 individual sensor is a reasonable setup, from both an algorithmic and a usability perspective, to monitor on-off changes in free-living gait. Based on the used signal properties, it was generally more difficult to distinguish between patients with PD and age-matched controls than between premedication and postmedication among patients with PD. This may be explained by the fact that, in addition to the presence of PD, other factors also influence a person’s gait pattern (eg, idiosyncrasies, age, comorbidities). When studying within-subject changes, many of these factors remain stable and hence do not introduce variability that is unrelated to PD. Finally, the qualitative analysis using the video recordings and PSDs revealed that the positioning of the hands has a significant impact on the PSD of both the wrist and the pants pocket in real-world settings, highlighting potential points of improvement for future research. Note that we illustrate this approach here for gait, but the data set lends itself well to future analyses by other groups who may want to study the optimal composition of sensor types and positions for a wide range of other symptoms or unscripted daily activities.

**Limitations**

Before sensor-based gait analysis can be recommended to clinicians and researchers as a tool to assess therapy responses in real life, it is important to consider this study’s limitations. First, we only included patients with at least some motor fluctuations and PD-related gait impairments. Although motor fluctuators may also be the main target group for such an objective evaluation tool, the generalizability to fluctuators who do not report any gait impairments remains to be evaluated. Second, differences in gait pattern between on and off periods might be less pronounced in daily life because most patients do not withhold their medication for as long as they did in this study. We purposely included a practically defined off assessment (ie, after overnight withdrawal of all dopaminergic medication) to assess which sensor locations and signal properties would be most responsive. Nevertheless, our findings remain to be confirmed on truly real-life data, where fluctuations can be more subtle. We should also note that, for practical reasons, we could not randomize the order of the premedication and postmedication parts (the premedication session was always performed first), so we cannot rule out that fatigue influenced the measured postmedication performance (although we minimized its effects by including a break between both parts). Third, the presented assessment of motor fluctuations depends on the occurrence of gait segments of at least 25 seconds. This limits the potential target group to patients who are able to walk during both on and off periods, excluding patients with Hoehn & Yahr stage 5. However, most fluctuators with a lower Hoehn & Yahr stage can still walk when the medication effects have worn off [37]. Finally, the presented analysis depends on
accurate localization of gait segments in time. In this study, we used the available video annotations for this, which enabled us to focus on how well the different sensor locations capture on-off changes in the gait patterns without introducing additional variability in how well the different sensor locations can detect gait. Several methods have been proposed for the detection of gait based on accelerometer data, with accuracies varying across sensor locations and techniques [38,39]. We are currently working on the implementation and evaluation of a novel probabilistic gait segmentation framework, which localizes gait segments in time with stationary (periodic) behavior [40].

Comparison With Other Strategies
In contrast to the analysis of a specific behavior, such as gait, others have proposed activity-independent algorithms to monitor motor fluctuations in daily life. These algorithms typically assume that whenever the patient is wearing the sensor, it is possible to estimate the disease state. For example, Hammerla et al [8] used deep learning to predict the patient’s motor state (ie, asleep, on without dyskinesias, or on with dyskinesias) every 5 minutes based on the accelerometer signal from 2 wrist-worn devices. The resulting performance was suboptimal (sensitivity for off detection: 0.50; for on detection: 0.52). This suggests that it may be too ambitious to predict the patients’ motor state regardless of the activities performed.

Another consideration is the interpretability of such activity-independent algorithms. Because it is unclear what the algorithms’ predictions are based on, it is challenging to relate the outcomes to clinical impairments. This might form a barrier to use in clinical practice and makes it difficult to form hypotheses about potential covariates and confounders in daily life. In our approach, it is transparent that the outcomes relate to (changes in) the gait pattern. This means that we can predict circumstances in which the algorithm will fail (eg, when a patient only uses a wheelchair to travel longer distances) and that we can use our knowledge about gait to interpret the results.

Clinical Interpretation
Our results show that the total power in the 0.5- to 10-Hz interval of the PSD during gait increases in response to dopaminergic medication, whereas the cadence increases in some but decreases in other patients. The width of the dominant peak does not change. The finding related to cadence contrasts with earlier lab-based findings showing an increase in cadence after intake of levodopa [14]. We demonstrated that, because of its marked variability between patients in real life, cadence is not a useful signal property for patient-independent algorithms. A likely explanation for this variability is that the ability to modulate cadence is intact in persons with PD, and some patients use this as compensation for reduced step length [41].

Whereas the clinical meaning of cadence is clear, the clinical meaning of the total power and width of the dominant peak are less straightforward. Sama et al [24] refer to the total power in the 0- to 10-Hz interval as the “fluidity of patients’ movements during gait.” However, the most pronounced clinical changes after medication intake are an increase in step length and arm swing [14,15]. Since it is reasonable to assume that an increased step length and arm swing are reflected in an increased power of acceleration, the total power in the 0.5- to 10-Hz interval is most likely sensitive to these changes in gait pattern. The finding that the total power of the least affected arm is elevated in patients with PD after medication intake in comparison with controls may be explained by excessive movements (including dyskinesias) caused by dopaminergic medication. The width of the dominant peak in the PSD has been referred to as a measure for the inconsistency or variability of gait [21,42]. Weiss et al [21] showed that it predicts the fall risk in patients with PD. Interestingly, although the width of the dominant peak did not change after medication intake in this study, it was elevated in patients with PD compared with controls for the sensors worn on both ankles, the pants pocket, and the lower back. This might be explained by the insensitivity of balance impairments to levodopa [15]. The finding that the width of the dominant peak is lowered in the wrist of the most affected side, pointing to less variability, can possibly be attributed to reduced or absent arm swing and gestures, resulting in a less variable PSD (which matches with our observations, described in “Impact of Real-world Factors”).

We observed absent or weak correlations between the sensor-based predictions and currently used clinical assessments (TUG and MDS-UPDRS part III mobility items). There are multiple explanations for this. The measurement modality is different (for the TUG, it is time versus acceleration-based measures), and the measured construct is related but not identical (for the TUG, postural transitions and gait versus only gait). Perhaps the most important difference is the measurement setting. There is growing evidence that following instructions in a standardized track results in different gait patterns compared with walking freely in a natural environment [16,18-20]. It can be argued that measurements in daily life are more valid, if the aim is to know how the patient performs in the presence of real-life facilitators and challenges. Since free-living assessments are inherently different from clinical assessments, alternative methods to establish validity may be more appropriate. The predictive power (eg, the ability to detect the effect of dopaminergic medication) and, in the end, the clinical utility (eg, whether the information helps clinicians to provide better treatments) might serve as reasonable alternatives.

Future Directions
The combined inspection of the video recordings and PSDs highlighted some factors other than PD that may impact the (within-subject changes in the) gait pattern in real life, such as putting the hands in the pocket and making gestures. This part of the study was exploratory, and the effects of these factors need to be examined quantitatively in independent experiments. Other potential time-varying factors include voluntary changes in the walking pace [12], the type of shoes worn, carrying objects, the ground type, the location (eg, crowded city versus countryside), and other factors in the physical environment [43]. This area of research has not received much attention so far, largely due to a lack of available data sets. However, controlling for important covariates and confounders could be a significant step forward in the analysis of free-living gait. The inclusion of multiple sensor types that measure context in this study (eg, GPS, Wi-Fi, barometer) and the emergence of smart home
sensors [22,44] provide an opportunity to further examine the added value of a multimodal gait pattern analysis. Finally, real-life gait analysis in patients with PD may not only be useful to monitor motor fluctuations but could also yield much-needed digital biomarkers to quantify disease progression in clinical trials testing new disease-modifying therapies. Future studies that include long-term passive monitoring with wearable sensors (such as the Personalized Parkinson Project [45]) will reveal whether the promising results of lab-based gait analysis in this context [12,13] can be further improved by using highly frequent measurements obtained in the patients’ natural environment.
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Abstract

Background: Digital pain mapping allows for remote and ecological momentary assessment in patients over multiple time points spanning days to months. Frequent ecological assessments may reveal tendencies and fluctuations more clearly and provide insights into the trajectory of a patient’s pain.

Objective: The primary aim of this study is to remotely map and track the intensity and distribution of pain and discomfort (eg, burning, aching, and tingling) in patients with nonmalignant spinal referred pain over 12 weeks using a web-based app for digital pain mapping. The secondary aim is to explore the barriers of use by determining the differences in clinical and user characteristics between patients with good (regular users) and poor (nonregular users) reporting compliance.

Methods: Patients (N=91; n=53 women) with spinal referred pain were recruited using web-based and traditional in-house strategies. Patients were asked to submit weekly digital pain reports for 12 weeks. Each pain report consisted of digital pain drawings on a pseudo–three-dimensional body chart and pain intensity ratings. The pain drawings captured the distribution of pain and discomfort (pain quality descriptors) expressed as the total extent and location. Differences in weekly pain reports were explored using the total extent (pixels), current and usual pain intensity ratings, frequency of quality descriptor selection, and Jaccard similarity index. Validated e-questionnaires were completed at baseline to determine the patients’ characteristics (adapted Danish National Spine Register), disability (Oswestry Disability Index and Neck Disability Index), and pain catastrophizing (Pain Catastrophizing Scale) profiles. Barriers of use were assessed at 6 weeks using a health care–related usability and acceptance e-questionnaire and a self-developed technology-specific e-questionnaire to assess the accessibility and ease of access of the pain mapping app. Associations between total extent, pain intensity, disability, and catastrophizing were explored to further understand pain. Differences between regular and nonregular users were assessed to understand the pain mapping app reporting compliance.

Results: Fluctuations were identified in pain reports for total extent and pain intensity ratings (P<.001). However, quality descriptor selection (P=.99) and pain drawing (P=.49), compared using the Jaccard index, were similar over time. Interestingly, current pain intensity was greater than usual pain intensity (P<.001), suggesting that the timing of pain reporting coincided with a more intense pain experience than usual. Usability and acceptance were similar between regular and nonregular users. Regular users were younger (P<.001) and reported a larger total extent of pain than nonregular users (P<.001).

Conclusions: This is the first study to examine digital reports of pain intensity and distribution in patients with nonmalignant spinal referred pain remotely for a sustained period and barriers of use and compliance using a digital pain mapping app. Differences in age, pain distribution, and current pain intensity may influence reporting behavior and compliance.

(J Med Internet Res 2020;22(10):e21475) doi: 10.2196/21475
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Introduction

Background
The term spinal pain refers to pain in the cervical, thoracic, and low back areas of the spine [1,2]. Spinal pain can remain localized to the spine and refer to other areas. Cervical and thoracic spinal pain may refer to one or both the upper limbs [2], whereas low back spinal pain may refer to one or both of the lower limbs [2]. Chronic spinal pain is a common reason for clinical consultation [3,4] with an increasing prevalence [5,6] and associated high levels of disability [7].

Pain is a subjective sensory and emotional experience [8], and patients’ self-reported measures of pain, such as pain intensity and quality descriptors, are common during pain assessment [9]. In addition, self-reports of pain distribution can improve the understanding of pain mechanisms [10-12]. Therefore, more efficient patient-clinician communication is paramount to optimize pain management. Traditionally, numerical rating scales capture pain intensity, whereas pain drawings capture pain distribution that is expressed by area (extent) and location [13].

Among the self-reported methodologies, ecological (from the patients’ environment) momentary (in real time) assessment (EMA) methods can help to repeatedly collect information about the patient’s pain condition [14,15]. In the clinical pain field, EMA methods can be used to minimize pain recall bias and assess pain within the patients’ real-world context [14,16] to provide detailed spatiotemporal information and support pain management [12,17-21]. For example, repeated pain intensity reports of patients with musculoskeletal spinal pain may present a stable or fluctuating temporal pattern [22-27]. Similarly, spatiotemporal patterns of pain may present a stable (localized or widespread) or a variable course [28,29]. However, there is little knowledge about the relationship between the course of pain intensity and extent.

Digital biomarkers are defined as objective and quantifiable physiological and behavioral data acquired and measured using digital devices, such as smartphones, tablets, or computers. Thus, digital pain mapping can acquire time-stamped digital pain biomarkers (pain intensity, distribution, and quality). When acquired over multiple time points, a more detailed overview of a patient’s pain experience can be achieved, thereby improving the clinician’s understanding of the patient’s pain [12].

The feasibility of health apps is mostly dependent on its usability and reporting compliance [30,31]. Usability is a broad term that defines the appropriateness of a technology to fit its purpose [32]. A good compliance rate ensures that the requested information is collected [33-38]. However, little is known about the influence of user characteristics and symptom severity on compliance.

Objectives
This feasibility study aims to map and track pain intensity (current and usual), distribution (extent and location), and quality of pain and discomfort in patients with nonmalignant spinal referred pain for a duration of 12 weeks using a digital pain mapping app. The secondary aim is to determine the barriers to use and individual and clinical factors influencing a patient’s pain reporting compliance using the digital mapping app.

The study aims to address 3 main hypotheses: (1) fluctuations in pain intensity, distribution, and quality over 12 weeks would be identified; (2) pain extent would be associated with current pain intensity and levels of disability; and (3) better reporting compliance would be more likely in patients with more severe pain symptoms.

Methods
Overview
This web-based prospective observational cohort study recruited people with nonmalignant spinal referred pain (somatic and radicular) and asked them to submit a weekly pain report for 12 weeks using a web-based pain mapping app. At baseline, all participants completed standardized e-questionnaires about demographics, primary pain site (cervical and thoracic pain or low back pain), disability, and pain catastrophizing. Six weeks into the study, patients were invited to participate in a battery of health care–related usability and acceptance (HUX) e-questionnaire and a self-developed technology-specific e-questionnaire to gain insight into the appropriateness and ease of use of the pain mapping app.

Participants and Recruitment
The inclusion criteria were kept broad to obtain a general impression of the weekly differences in pain intensity, extent, and quality in patients with nonmalignant spinal referred pain. Men and women (aged 18-85 years) living in Denmark and able to communicate in Danish or English were recruited. Pregnant or breastfeeding women and people with drug abuse and addiction problems were not included. People with a cognitive deficiency, those who lack necessary computer skills (self-assessment or inability to create a password), and/or those who do not have regular internet access were excluded from the study.

In total, 2 recruitment strategies were designed. The traditional strategy consisted of recruiting patients referred to the Neurosurgical Department at Aalborg University Hospital (Denmark). The web-based recruitment strategy consisted of posting a 1-min video on social media platforms (Facebook, LinkedIn, and Twitter) with a call-to-action requesting those interested in taking part in the study to contact the researchers directly via email. Screening was carried out via email correspondence. Additional screening for all patients was carried out by phone interviews, where information about medical
history, diagnoses, and current treatment was collected. The patients’ pain management was not monitored or affected during the study.

Patients received detailed information about the study via email, including technical information about registration to the pain mapping app and how to complete the digital pain reports. Subsequently, the researcher (MG) emailed the link to the demographic questionnaire related to their primary pain site (cervical and thoracic or low back). The links to the remaining e-questionnaires (disability and pain catastrophizing) were emailed individually on completion of the previous questionnaire. Each questionnaire took 2 to 3 min to complete.

Furthermore, 6 weeks after the first pain report was submitted, patients completed HUX e-questionnaires, such as the System Usability Scale (SUS) [32] and the modified Technology Acceptance Model (mTAM) questionnaire [39] and a self-developed technology-specific questionnaire.

Baseline Patient Profile
Baseline e-questionnaires collected information about the patients’ general demographics, walking distance ability, health and social information, disability, and pain beliefs. A maximum of 3 reminders were emailed to the patients, each 1 week apart. If a questionnaire was not completed following the 3 reminders, the patient received a final direct email reminder. Questionnaires were delivered using the SurveyXact software (Ramboll). Permission was obtained to use and adapt all the paper-format questionnaires to the electronic versions used in this study.

The general information questionnaire, adapted from the Danish National Spine Register’s (DaneSpine) basic information questionnaire for degenerative spinal disorders, was used to collect information regarding demographics, walking distance ability, health, and social status. Disability was measured by the Oswestry Disability Index (ODI) in patients whose primary pain site was low back and by the Neck Disability Index (NDI) in patients whose primary pain site was the cervical or thoracic spine. The ODI and the NDI have been used since 1990 and are recommended tools for evaluating self-rated disability in spinal disorders [40,41]. The Pain Catastrophizing Scale (PCS) was used to evaluate pain-related catastrophizing thoughts. Catastrophizing is a negative anticipatory response associated with higher pain intensity [42,43].

Quantification of Pain Intensity, Extent, and Distribution Consistency
Navigate Pain (Aglance Solutions) allows for the EMA of the temporal development of pain intensity and extent, thereby facilitating an objective and easy visualization of pain changes over time [44,45]. The web-based digital pain mapping app allows users to complete individual pain reports. The pain mapping app had a zoom feature and the option of moving the body chart on the screen to facilitate the visualization and capturing of pain. In each pain report, users indicated their pain area and location on a pseudo-three-dimensional body chart avatar in different views (anterior, posterior, lateral right, and lateral left) and provided a usual and a current pain intensity rating. Usual pain intensity was defined as the pain felt most of the time, whereas current pain intensity was defined as the pain experienced at the time of reporting.

Patients received an email with a link to create a password for accessing the pain mapping app free of charge. Patients used a computer mouse or a touch screen device (ie, smartphone or tablet) to report the distribution of pain and discomfort on a male or female body chart. Patients selected among 11 color-coded pain and discomfort quality descriptors: tingling, throbbing, stabbing, dull aching, numbness, itchy, electric, cold, burning, other, and the general descriptor pain. The number of pixels was extracted from the drawn areas in the body charts, including the different views, to quantify the total pain and discomfort extent (total extent). Only one pain report was used to determine the extent and distribution of pain and discomfort each week. If patients submitted more than one weekly pain report, the first pain report following the weekly reminder or the report closest to a 7-day interval was selected. Weekly pain intensity ratings were calculated using all reports for each week.

Patients rated their overall usual and current pain intensity using 2 electronic Color Analogue Scales (eCASs). The eCAS is a colored line (green, yellow, and red) accompanied by the words no pain, moderate pain, and severe pain [46,47].

The consistency of pain distribution may assist in a more objective decision-making process. To assess the consistency of pain and discomfort distribution, 1 pain drawing in the posterior view for each of the 12 weeks was extracted from the weekly pain reports. The similarity of degree of distribution among the weekly pain drawings was calculated and expressed using the Jaccard similarity coefficient, also known as the Jaccard index [48]. The Jaccard indices were calculated between consecutive pain drawings (week to week) during the 12-week period. A higher Jaccard index represents a greater pixel overlap between drawings and is a proxy measure to determine the degree of changes in the distribution (ie, combination of the location and area) of pain and discomfort between weekly pain reports [11,12,48]. Owing to the inconsistent use of the anterior and lateral body chart views, only the posterior view was used to calculate the Jaccard index. The posterior view was used in all the weekly pain reports and was found to be the most relevant view to capture changes in spinally referred pain.

Assessment of Pain and Discomfort Quality Descriptors
Pain and discomfort quality descriptors are clinically useful during the differential diagnosis process, especially for neuropathic pain [49-52]. The frequency of pain and discomfort quality descriptor selection was calculated by normalizing the number of times a quality descriptor was selected. Therefore, a selected descriptor was only accounted for once weekly for each patient.

Health Care–Related Usability, Acceptance, and Technology-Specific Questionnaires
To explore the barriers of use, patients who had completed at least one pain report at 6 weeks were deemed as users and invited to complete a battery of electronic questionnaires, including HUX questionnaires and a technology-specific questionnaire. The HUX questionnaires consisted of SUS and
mTAM questionnaires to assess the usability and acceptance of the pain mapping app among patients.

The SUS is a simple 10-statement questionnaire evaluating the user experience before any discussion with the researcher. There are alternating positive and negative statements. The version used here replaced the term the product to the name of the digital body mapping software Navigate Pain. An SUS score over 68 is considered above average [32]. The Technology Acceptance Model (TAM) [39] was modified (mTAM) with the term digital body chart to describe the technology. The mTAM consisted of a total of 9 statements—4 of these rated perceived usefulness and 5 rated perceived ease of use. Both questionnaires use a 5-point Likert scale, ranging from 1 for strongly disagree to 5 for strongly agree.

A Navigate Pain Specific (NPS) questionnaire was developed to examine user behavior, particularly accessibility and ease of access. Patients were asked to answer 5 questions. Of these questions, 2 questions assessed point of access to the mapping app (computer or laptop, tablet, or smartphone) and the access pathway to the pain mapping app (reminder email or direct URL link). One question used a 5-point Likert scale, ranging from 1 for very helpful to 5 for not at all helpful, to explore the helpfulness of the weekly pain report reminder. The last 2 questions also used a 5-point Likert scale, ranging from 1 for very easy to 5 for very difficult to assess the registration process and the general patients’ perspective of ease of use.

Differences Between Regular and Nonregular Users

Patient characteristics were assessed in relation to pain reporting compliance. Regular users completed weekly pain reports, whereas nonregular users did not fulfill this criterion. In the NPS questionnaire, nonregular users received an additional question asking for reasons for the lack of regular pain reporting, such as “I didn’t have time,” “I forgot to do it,” “I am in too much pain to do it,” “I don’t have pain,” “I’m not interested in using Navigate Pain any more,” and “Other.”

Statistical Analysis

Descriptive statistics were used to describe demographics and baseline characteristics and quality descriptor selection. Data distribution was assessed with histograms and quantile-quantile plots for pain intensity ratings, total extent (pixels), and pain distribution (Jaccard index). For nonparametric data, Friedman tests were used to assess the pain intensity ratings (usual and current) and the total extent between weeks. A Wilcoxon signed-rank test was used to compare the differences between current and usual pain intensity ratings. The consistency of pain distribution was determined by comparing the Jaccard indices each week using a Friedman test. A logistic multiple regression analysis was carried out to explore the influence of reporting compliance on pain distribution consistency. A chi-square test was used to assess differences in weekly pain and discomfort quality descriptor selection during the 12 weeks.

Spearman correlation was used to determine the associations between the pain intensity ratings and the total extent for each patient and the baseline disability and PCS scores. Mann-Whitney U tests were used to examine the differences in baseline characteristics between regular users and nonregular users, such as age, gender, primary pain site, usual and current pain intensity, total extent, disability, PCS scores, and HUX and NPS questionnaire results. A chi-square test was used to explore recruitment differences between regular and nonregular users. A logistic multiple regression analysis was carried out to explore the probability of better reporting compliance in relation to the severity of the pain symptoms. The assessment of pain severity included current pain intensity ratings, extent of pain quality (posterior view) from the first submitted pain report, and baseline disability (ODI or NDI) scores.

Statistical analyses were performed using SPSS 25 (SPSS Statistics, 2018). The Jaccard indices were calculated using MATLAB R2017b (The MathWorks, Inc). Correlation coefficients, means, SD values, median, and IQR were reported where relevant. P values of less than .05 were considered statistically significant, and Bonferroni adjustment was used in multiple analyses.

In Denmark, observational studies using surveys and questionnaires are not required to obtain ethical approval but are required to be registered with the Danish Data Protection Agency (journal numbers 2017-899/10-0159 and 2017-509-00011). This study adhered to ethical data privacy and storage General Data Protection Regulation requirements and was conducted according to the Declaration of Helsinki. The study is registered with ClinicalTrials.gov (NCT03926364).

Results

Baseline Patient Profile

A total of 91 patients (mean age 51.8, SD 13.5 years; 53 women) were willing to participate in the study. Recruitment methods included a traditional in-house strategy and a web-based strategy. Following screening and early dropouts, a total of 78 patients were recruited to participate in the study (Figure 1). Overall, 92% (12/13) of the early dropouts were due to technical issues. In Denmark, observational studies using surveys and questionnaires are not required to obtain ethical approval but are required to be registered with the Danish Data Protection Agency (journal numbers 2017-899/10-0159 and 2017-509-00011). This study adhered to ethical data privacy and storage General Data Protection Regulation requirements and was conducted according to the Declaration of Helsinki. The study is registered with ClinicalTrials.gov (NCT03926364).
Overall, 64% (50/78) of the participants were recruited using the web-based strategy. Only an age difference was identified between the patients recruited through the web-based strategy (mean age 48.7, SD 12.1 years) and the traditional in-house strategy (mean age 59.2, SD 13.4 years; \( P < .001 \)).

A total of 3863 pain reports were submitted (mean 59, SD 66, per patient). All the patients recruited for this study had pain for longer than 6 months, with 79% (60/76 completed questionnaires) of patients having pain for over 12 months (Table 1), thus fulfilling the criteria of chronic or persistent pain. Walking ability distance, disability, and catastrophizing scores at baseline are shown in Table 2.
Table 1. Self-reported patients’ baseline characteristics.\(^a\)

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Values</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>76 (100)</td>
<td>51.78 (13)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>24 (32)</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>Female</td>
<td>52 (68)</td>
<td>N/A</td>
</tr>
<tr>
<td>Primary pain site</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cervical and thoracic</td>
<td>17 (22)</td>
<td>N/A</td>
</tr>
<tr>
<td>Low back</td>
<td>59 (78)</td>
<td>N/A</td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td>76 (100)</td>
<td>27.69 (5.3)</td>
</tr>
<tr>
<td>Regular smokers</td>
<td>10 (12)</td>
<td>N/A</td>
</tr>
<tr>
<td>Regular alcohol intake</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Units per week</td>
<td>N/A</td>
<td>8.3 (6.3)</td>
</tr>
<tr>
<td>Current social history</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired due to spinal pain</td>
<td>19 (25)</td>
<td>N/A</td>
</tr>
<tr>
<td>Currently on sick leave</td>
<td>19 (25)</td>
<td>N/A</td>
</tr>
<tr>
<td>Pain duration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between 3-12 months</td>
<td>16 (21)</td>
<td>N/A</td>
</tr>
<tr>
<td>Between 12-24 months</td>
<td>9 (12)</td>
<td>N/A</td>
</tr>
<tr>
<td>More than 24 months</td>
<td>51 (67)</td>
<td>N/A</td>
</tr>
<tr>
<td>Regular analgesia intake</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morphine</td>
<td>43 (75)</td>
<td>N/A</td>
</tr>
<tr>
<td>Self-reported diagnoses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of patients</td>
<td>61 (80)</td>
<td>N/A</td>
</tr>
<tr>
<td>Discus prolapse or protrusion</td>
<td>28 (63)</td>
<td>N/A</td>
</tr>
<tr>
<td>Degenerative changes</td>
<td>14 (32)</td>
<td>N/A</td>
</tr>
<tr>
<td>Nonspecific</td>
<td>14 (32)</td>
<td>N/A</td>
</tr>
<tr>
<td>Spinal stenosis</td>
<td>13 (30)</td>
<td>N/A</td>
</tr>
<tr>
<td>Modic changes</td>
<td>10 (23)</td>
<td>N/A</td>
</tr>
<tr>
<td>Spondylosis</td>
<td>7 (9)</td>
<td>N/A</td>
</tr>
<tr>
<td>Scoliosis</td>
<td>6 (8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Spondylolisthesis</td>
<td>2 (3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Hypermobility</td>
<td>1 (1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Chronic pelvic pain</td>
<td>1 (1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Past medical history</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardiac condition</td>
<td>4 (5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Neurological condition</td>
<td>8 (10)</td>
<td>N/A</td>
</tr>
<tr>
<td>Cancer</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other (painful condition)</td>
<td>20 (26)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other (affecting mobility)</td>
<td>17 (22)</td>
<td>N/A</td>
</tr>
<tr>
<td>Previous spinal surgery</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Once</td>
<td>11 (15)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\) Values: Mean (SD); n (%)

\(^b\) N/A: Not applicable
**Table 2.** Baseline walking distance ability, disability, and catastrophizing scores.

<table>
<thead>
<tr>
<th>Walking distance ability</th>
<th>n (%)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;100 m</td>
<td>9 (12)</td>
<td>N/A</td>
</tr>
<tr>
<td>100-150 m</td>
<td>12 (16)</td>
<td>N/A</td>
</tr>
<tr>
<td>0.5-1 km</td>
<td>7 (10)</td>
<td>N/A</td>
</tr>
<tr>
<td>More than 1 km</td>
<td>48 (62)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**Oswestry Disability Index**

<table>
<thead>
<tr>
<th>Disability</th>
<th>n (%)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimal disability</td>
<td>11 (24)</td>
<td>N/A</td>
</tr>
<tr>
<td>Moderate disability</td>
<td>19 (41)</td>
<td>N/A</td>
</tr>
<tr>
<td>Severe disability</td>
<td>15 (33)</td>
<td>N/A</td>
</tr>
<tr>
<td>Crippled</td>
<td>1 (2)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**Neck Disability Index**

<table>
<thead>
<tr>
<th>Disability</th>
<th>n (%)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No disability</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Mild disability</td>
<td>3 (16)</td>
<td>N/A</td>
</tr>
<tr>
<td>Moderate disability</td>
<td>4 (21)</td>
<td>N/A</td>
</tr>
<tr>
<td>Severe disability</td>
<td>3 (16)</td>
<td>N/A</td>
</tr>
<tr>
<td>Complete disability</td>
<td>9 (47)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**Catastrophizing beliefs**

<table>
<thead>
<tr>
<th>Catastrophizing Scale</th>
<th>n (%)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pain Catastrophizing Scale</td>
<td>51 (67)</td>
<td>21.92 (12.3)</td>
</tr>
<tr>
<td>Rumination</td>
<td>N/A</td>
<td>7.4 (4.7)</td>
</tr>
<tr>
<td>Magnification</td>
<td>N/A</td>
<td>4.11 (3.06)</td>
</tr>
<tr>
<td>Helplessness</td>
<td>N/A</td>
<td>10.41 (12.3)</td>
</tr>
<tr>
<td>Total score &gt;30</td>
<td>15 (20)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Quantification of Pain Intensity, Total Extent, and Distribution Consistency

Current pain intensity ratings (median 6.3, IQR 4.5) were greater than usual pain intensity ratings (median 5.4, IQR 4.0; Z=-18.0; P<.001) when compared over the 12 weeks. Furthermore, fluctuations were identified in terms of usual pain intensity ratings ($\chi^2_{11}=145.3$; $P<.001$), current pain intensity ratings ($\chi^2_{11}=105.7$; same $P<.001$), and total extent ($\chi^2_{11}=48.7$; $P<.001$) over the 12 weeks (Figure 2). Comparisons of subsequent pain drawings showed similar Jaccard indices ($P=.52$) for the study cohort. The logistic regression model was not statistically significant ($\chi^2_{11}=8.1$; $P=.70$).

---

The self-reported diagnoses include all the diagnoses reported by the patients.

N/A: not applicable.
Figure 2. Median (IQR) pain and discomfort extent (A) and usual (B) and current (C) pain intensity ratings, increased and decreased as a group (n=65), in comparison with baseline and throughout the 12 weeks. The lower and upper quartiles, representing observations between the 25th and 75th percentile range, show the median for a month. The whiskers are drawn down to the 10th percentile and up to the 90th. Points below and above the whiskers are drawn as individual dots. *P<.001 adjusted for multiple comparisons. NRS: numerical rating scale.

Frequency of Pain and Discomfort Descriptors

A chi-square test revealed that the selection of quality descriptors remained stable over the 12 weeks (P= .99; Figure 3). However, individual variations in pain and discomfort quality descriptor selection were observed (Figure 4).

Figure 3. The most frequently selected pain and discomfort quality descriptors over 12 weeks were pain (39%) and dull (20%). The qualities numbness (9%), burning (8%), and stabbing (6%) were also chosen frequently. The least frequently selected quality descriptors were throbbing (3.2%), other (2.8%), itchy (0.8%), and cold (0.4%).
Relationship Among Pain Intensity, Total Extent, Disability, and Pain Catastrophizing

Usual and current pain intensities were associated with the total extent ($r=0.23$ and $r=0.25$, respectively; $R^2=3\%$; $P<.001$). Disability, as rated by the ODI and NDI, was not associated with the current and usual pain intensities ($P=.29$ and $P=.09$, respectively), total extent ($P=.31$), and pain catastrophizing ($P=.83$). Similarly, pain catastrophizing was not associated with usual and current pain intensities ($P=.89$ and $P=.71$, respectively) and the total extent ($P=.29$).

Differences Between Regular and Nonregular Users

Regular users (n=35; mean age 48.7, SD 11.2 years) and nonregular users (n=30; mean age 55.8, SD 15.3 years) differed in age ($P<.001$). Interestingly, nonregular users had more intense current pain (median 6.4, IQR 3.2) than the regular users (median 6.1, IQR 5.1; $U=3306.7$, $P<.001$). However, regular users had a greater total extent (regular users 4063, IQR 8075.5; nonregular users 3221, IQR 4925.0; $U=2,775,320.5$, $P<.001$). In addition, 80% (28/35) of the regular users were recruited through the web, as opposed to 56% (17/30) of the nonregular users ($P=.96$). Current pain intensity, pain extent, and disability did not influence reporting compliance between regular and nonregular users ($P=.96$).

HUX Analyses

HUX questionnaires were completed by 94% (33/35) of the regular and 73% (22/30) of the nonregular users. The total mean SUS score was 70, giving it a marginal usability score [53] with no difference between regular and nonregular users ($P=.45$). Regular users rated acceptable usability [54] with a mean SUS score of 71.5 points, whereas nonregular users rated marginal usability [53] with a mean SUS score of 68 points. There were no differences in mTAM scoring between the regular and nonregular users, with both groups having similar acceptance scores in each of the questionnaire statements ($P$ value range for each statement=.12-.97).

Of the regular users, 49% (17/35) accessed the pain mapping app from a computer or laptop and did not need the weekly reminder to submit the pain reports; nonregular users accessed the pain mapping app using a variety of devices, and 82% (20/30) depended on the weekly reminder to submit the pain reports. Furthermore, 45% (10/30) and 41% (9/30) of the nonregular users reported forgetfulness and other as the reasons for poor reporting compliance. The remaining 13% of nonregular users reported too much (2/30) or no pain (1/30). None of the patients selected I am not interested anymore or I did not have time.

Regular users rated the general use of the pain mapping app as easy or very easy (15/35, 45% and 8/30, 27%, respectively). Similarly, nonregular users rated the general use of the pain mapping app as easy and very easy (11/30, 50% and 4/30, 18%), respectively. Only 6% (6/35) of the regular and 9% (2/30) of the nonregular users rated the general use of the pain mapping app as difficult.
Discussion

Principal Findings

This is the first pragmatic observational study using a web-based app to map, track, and quantify pain and discomfort remotely in patients with nonmalignant spinal referred pain over a sustained period. The results show fluctuations in current and usual pain intensities over 12 weeks for the group of patients recruited for this study. In addition, the results show fluctuations in pain and discomfort extent (total extent) on a group level. However, the pain drawings and the quality descriptor selection remained consistent on a group level. HUX scores were similar between regular and nonregular users. The regular users were generally younger, had a greater total extent, and accessed the app differently than the nonregular users.

Fluctuations in current and usual pain intensities and in total extent occurred over the 12-week observation period, suggesting that spatiotemporal patterns of chronic spinal referred pain may increase and decrease over time. These fluctuations may be related to the heterogeneity of the study cohort in which participants had different primary pain sites, differences in pain management, and differences in reporting compliance. Thus, there is no rationale for why the group pain intensity and total extent varied on any given week over the 12-week observation period. An interesting observation in this study was that current pain intensity ratings were greater than usual pain intensity ratings, suggesting that patients completed pain reports when their pain was more intense than usual. The reasons for this reporting behavior are unclear and should be further explored. However, the difference between current and usual pain intensity ratings was small (<1 of 10) and may not be clinically meaningful [54].

The selection of pain and discomfort quality descriptors remained consistent over time, which can be expected for a group with chronic pain. Interestingly, pain distribution also remained consistent. In this study, pain distribution consistency was calculated by comparing the similarity of consecutive weekly pain drawings. Therefore, the study’s results do not imply that pain distribution was consistent throughout the 12-week study period. It is possible that fluctuations in pain distribution may occur over longer periods (Multimedia Appendix 1). The Jaccard index has primarily been used to assess the ability of patients to reliably draw and redraw pain areas [48,55]. Therefore, the Jaccard index may only be appropriate to assess distribution consistency over shorter periods.

The study’s findings align with previous studies [56-59] showing a weak and positive association between the pain intensities (usual and current) and the total extent. These results suggest that pain extent is related to pain intensity but do not explain the intensity variance. Therefore, capturing changes in clinical pain extent and distribution may add additional value to clinical interpretation.

The relationships of pain intensity and extent with disability and catastrophizing scores are contradictory. Similar to our study, studies on chronic low back pain [60,61] and knee osteoarthritis [59] have shown that pain intensity and total extent were not associated with disability and pain catastrophizing. However, other studies have shown a positive relationship of the total extent with disability scores [11,62-66] and pain catastrophizing [43,62,67-69]. The relationship between catastrophizing and disability scores has been widely described in musculoskeletal shoulder and low back pain [70-72]. However, patients in our study reported high levels of disability but not high levels of catastrophizing, showing no association between disability and catastrophizing at baseline.

The HUX results demonstrated that the pain mapping app was considered a good pain communication tool by patients and therefore may be relevant for clinical practice. However, the HUX assessment failed to identify compliance differences, as represented by the similar results between regular and nonregular users.

Most of the regular users were recruited using the web-based strategy. Patients recruited through the web were younger (approximately by 3 years) and may already be more technically competent [73] than those recruited using the traditional strategy. A limited number of studies have assessed users’ characteristics influencing the use and acceptance of pain technology [74]. Overall, regular users were younger (approximately by 7 years) and reported a larger pain extent than nonregular users, suggesting that reporting compliance of the pain mapping app may be based on an inherent need to communicate the pain extent [75]. Interestingly, the total extent differences between regular and nonregular users (approximately 850 pixels) represents a very small area on a pain drawing and may be insufficient to be clinically relevant. In a short period, the 7-year age gap between regular and nonregular users will become irrelevant as technical savviness increases among older adults [76]. Therefore, it is possible that in the future, only relevant baseline differences influencing compliance may be based on the recruitment method.

Limitations

EMA can induce bias because of the lack of standardization of pain reporting in terms of context (location and environment), timing, and frequency [15,77]. This study lacks contextual information about, for example, type or change in pain management and activity levels. Therefore, it is not known whether the fluctuations in total extent reporting may be due to a change in experienced pain or a change in the number of pain report submissions over time. Furthermore, fluctuations could also be due to a change in the drawing skills, as the patients’ drawing confidence may have increased with repetition or even whether patients used different accessing devices affecting their technical skills.

Technical limitations influenced the total extent results and the distribution consistency index. First, the total extent may be overestimated, as it is the sum of all the quality descriptors used in a pain report. Second, only the Jaccard index was used as a measure of distribution consistency. Using one single index, the Jaccard index, to measure pain distribution consistency, carries potential risks for misinterpretation, as it will miss similarities between 2 pain drawings with equal pain areas but...
differences in age and pain distribution may influence reporting behavior and compliance and recruitment strategies that may play a role in the success of future web-based studies.
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